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What is FreeBSD?

FreeBSD is an operating system for a variety of
platforms which focuses on features, speed, and
stability. It is derived from BSD, the version of &unix; developed at
the University of California, Berkeley. It is developed and maintained
by a large
community.




Cutting edge features

FreeBSD offers advanced networking, performance, security and
compatibility features today which are still
missing in other operating systems, even some of the best commercial
ones.




Powerful Internet solutions

FreeBSD makes an ideal Internet or Intranet server. It provides robust
network services under the heaviest loads and uses memory efficiently to
maintain good response times for thousands of simultaneous user
processes.




Advanced Embedded Platform

FreeBSD brings advanced network operating system features to appliance
and embedded platforms, from higher-end Intel-based appliances to Arm,
PowerPC, and shortly MIPS hardware platforms. From mail and web
appliances to routers, time servers, and wireless access points, vendors
around the world rely on FreeBSD’s integrated build and cross-build
environments and advanced features as the foundation for their embedded
products. And the Berkeley open source license lets them decide how many
of their local changes they want to contribute back.




Run a huge number of applications

With over 24,000 ported libraries and
applications, FreeBSD supports
applications for desktop, server, appliance, and embedded environments.




Easy to install

FreeBSD can be installed from a variety of media including CD-ROM, DVD,
or directly over the network using FTP or NFS. All you need are these
directions.




FreeBSD is free

[image: The BSD Daemon]

While you might expect an operating system with these features to sell
for a high price, FreeBSD is available free of
charge and comes with full source code.
If you would like to purchase or download a copy to try out, more
information is
available.




Contributing to FreeBSD

It is easy to contribute to FreeBSD. All you need to do is find a part
of FreeBSD which you think could be improved and make those changes
(carefully and cleanly) and submit that back to the Project by means of
a bug report or a committer, if you know one. This could be anything
from documentation to artwork to source code. See the Contributing to
FreeBSD
article for more information.

Even if you are not a programmer, there are other ways to contribute to
FreeBSD. The FreeBSD Foundation [http://www.FreeBSDFoundation.org]
is a non-profit organization for which direct contributions are fully
tax deductible. Please contact board@FreeBSDFoundation.org for more
information or write to: The FreeBSD Foundation, P.O. Box 20247,
Boulder, CO 80308, USA.
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Introduction

This page lists teams, groups and individuals within the FreeBSD project
with designated project roles and areas of responsibility, along with
brief descriptions and contact information.


	Project Management
	Core Team

	Documentation Engineering Team

	Port Management Team





	Release Engineering
	Primary Release Engineering Team

	Builders Release Engineering Team





	Teams
	Donations Team

	Marketing Team

	Security Team

	Vendor Relations





	Secretaries
	Core Team Secretary

	Port Management Team Secretary

	Security Team Secretary





	Internal Administration
	Accounts Team

	Backup Administrators

	Bugmeisters

	Cluster Administrators

	DNS Administrators

	Forum Administrators

	GitHub Repository Mirror

	Jenkins Continuous Integration Testing
Administrators

	FTP/WWW Mirror Site Coordinators

	Perforce Repository Administrators

	Phabricator Code Review Administration

	Postmaster Team

	Subversion Administrators

	Webmaster Team










FreeBSD Core Team <core@FreeBSD.org>

The FreeBSD Core Team constitutes the project’s “Board of Directors”,
responsible for deciding the project’s overall goals and direction as
well as managing specific areas of the FreeBSD project landscape. The
Core Team is elected by the active developers in the project.


	&a.gavin.email;

	&a.theraven.email;

	&a.bapt.email;

	&a.emaste.email;

	&a.gnn.email;

	&a.hrs.email;

	&a.glebius.email;

	&a.rwatson.email;

	&a.peter.email;






FreeBSD Documentation Engineering Team <doceng@FreeBSD.org>

The FreeBSD Documentation Engineering Team is responsible for defining
and following up documentation goals for the committers in the
Documentation project. The doceng team
charter describes the duties and
responsibilities of the Documentation Engineering Team in greater
detail.


	&a.gjb.email;

	&a.wblock.email;

	&a.blackend.email;

	&a.gabor.email;

	&a.hrs.email;






FreeBSD Port Management Team <portmgr@FreeBSD.org>

The primary responsibility of the FreeBSD Port Management Team is to
ensure that the FreeBSD Ports Developer community provides a ports
collection that is functional, stable, up-to-date and full-featured. Its
secondary responsibility is to coordinate among the committers and
developers who work on it. The portmgr team
charter describes the duties and
responsibilities of the Port Management Team in greater detail.


	&a.mat.email;

	&a.antoine.email;

	&a.bapt.email; (Core Team Liaison)

	&a.bdrewery.email; (Release Engineering Team Liaison)

	&a.erwin.email; (Cluster Administration Team Liaison)

	&a.swills.email;








Primary Release Engineering Team <re@FreeBSD.org>

The Primary Release Engineering Team is responsible for setting and
publishing release schedules for official project releases of FreeBSD,
announcing code freezes and maintaining releng/* branches, among
other things. The release engineering team
charter describes the duties and
responsibilities of the Primary Release Engineering Team in greater
detail.


	&a.gjb.email; (Lead)

	&a.kib.email;

	&a.blackend.email;

	&a.delphij.email;

	&a.remko.email; (Security Team Liaison)

	&a.rodrigc.email;

	&a.hrs.email;

	&a.glebius.email;

	&a.marius.email;

	&a.rwatson.email;






Builders Release Engineering Team <re-builders@FreeBSD.org>

The builders release engineering team is responsible for building and
packaging FreeBSD releases on the various supported platforms.


	&a.marcel.email;

	&a.nyan.email;

	&a.nwhitehorn.email;








Donations Team <donations@FreeBSD.org>

The FreeBSD Donations Team is responsible for responding to donations
offers, establishing donation guidelines and procedures, and
coordinating donation offers with the FreeBSD developer community. A
more detailed description of the duties of the Donations Team is
available on the FreeBSD Donations Liaison page.


	&a.gjb.email;

	&a.gahr.email;

	&a.pgollucci.email;

	&a.skreuzer.email;

	&a.obrien.email;

	&a.trhodes.email;

	&a.ds.email;

	&a.rwatson.email;






Marketing Team <marketing@FreeBSD.org>

Press contact, marketing, interviews, information.


	Steven Beedle <steven@zna.com>

	Anne Dickison <anne@freebsdfoundation.org>

	&a.deb.email;

	&a.dru.email;

	&a.gnn.email;

	&a.mwlucas.email;

	&a.imp.email;

	&a.kmoore.email;

	&a.murray.email;

	&a.matt.email;

	Jeremy C. Reed <reed@reedmedia.net>

	&a.randi.email;

	&a.rwatson.email;






Security Team <secteam@FreeBSD.org>

The FreeBSD Security Team (headed by the Security Officer) is
responsible for keeping the community aware of bugs, exploits and
security risks affecting the FreeBSD src and ports trees, and to promote
and distribute information needed to safely run FreeBSD systems.
Furthermore, it is responsible for resolving software bugs affecting the
security of FreeBSD and issuing security advisories. The FreeBSD
Security Officer Charter describes the duties
and responsibilities of the Security Officer in greater detail.


	&a.benl.email;

	&a.cperciva.email; (Officer Emeritus)

	&a.csjp.email;

	&a.delphij.email; (Officer)

	&a.des.email; (Officer Emeritus)

	&a.gavin.email; (Core Team Liaison)

	&a.gjb.email; (Cluster Administrators Team Liaison)

	&a.glebius.email; (Officer Deputy)

	&a.imp.email; (Officer Emeritus)

	&a.jonathan.email;

	&a.philip.email;

	&a.qingli.email;

	&a.remko.email; (Secretary)

	&a.rwatson.email; (Officer Emeritus)

	&a.simon.email; (Officer Emeritus)

	&a.stas.email;

	&a.trasz.email;






Vendor Relations <vendor-relations@FreeBSD.org>

Vendor Relations is responsible for handling email from hardware and
software vendors. Email sent to Vendor Relations is forwarded to the
&os;Core Team in addition to the &os;Foundation.






Core Team Secretary <core-secretary@FreeBSD.org>

The &os; Core Team Secretary is a non-voting member of the Core Team,
responsible for documenting the work done by core, keeping track of the
core agenda, direct contact with non-core members sending mail to core
and to be an the interface to the admin team for committer/account
approval. The Core Team Secretary is also responsible for writing and
sending out monthly status reports to the &os; Developer community,
containing a summary of core’s latest decisions and actions.


	&a.matthew.email;






Port Management Team Secretary <portmgr-secretary@FreeBSD.org>

The FreeBSD Port Management Team Secretary is a non-voting member of the
Port Management Team, responsible for documenting the work done by
portmgr, keeping track of voting procedures, and to be an interface to
the other teams, especially the admin and Core teams. The Port
Management Team Secretary is also responsible for writing and sending
out monthly status reports to the FreeBSD Developer community,
containing a summary of portmgr’s latest decisions and actions.


	&a.culot.email;






Security Team Secretary <secteam-secretary@FreeBSD.org>

The FreeBSD Security Team Secretary will make sure someone responds to
incoming emails towards the Security Team. He will acknowledge receipt
and keep track of the progress within the Security Team. If needed the
Secretary will contact members of the Security Team to let them provide
an update on ongoing items. Currently the Security Team Secretary does
not handle Security Officer Team items.


	&a.remko.email;








Accounts Team <accounts@>

The Accounts Team is responsible for setting up accounts for new
committers in the project. Requests for new accounts will not be acted
upon without the proper approval from the appropriate entity.

Email sent to the Accounts Team is currently forwarded to Cluster
Administration.




Backups Administrators <backups@>

The Backups Administrators handle all backups on the FreeBSD cluster.

Email sent to the Backups Team is currently forwarded to Cluster
Administration.




Bugmeisters <bugmeister@FreeBSD.org>

The Bugmeisters are responsible for ensuring that the maintenance
database is in working order, that the entries are correctly categorised
and that there are no invalid entries. They are also responsible for the
problem report group.


	&a.eadler.email;

	&a.mva.email;

	&a.gavin.email;

	&a.koobs.email;

	&a.gonzo.email;






Cluster Administrators <admins@>

The Cluster Administrators consists of the people responsible for
administrating the machines that the project relies on for its
distributed work and communication to be synchronised. It consists
mainly of those people who have physical access to the servers. Issues
concerning the projects infrastructure or setting up new machines should
be directed to the cluster administrators. This team is led by the lead
cluster administrator whose duties and responsbilities are described in
the cluster administration charter in
greater detail.


	&a.dhw.email;

	&a.gavin.email;

	&a.gjb.email;

	&a.hiren.email;

	&a.peter.email; (Lead)

	&a.sbruno.email;

	&a.simon.email;

	&a.zi.email;






DNS Administrators <dnsadm@>

The DNS Administrators are responsible for managing DNS and related
services.

E-mail to the DNS Administrators is currently forwarded to Cluster
Administration.




&os; Forum Administrators <forum-admins@FreeBSD.org>

The Forum Administrators maintain the &os; Project’s web forum site,
located at https://forums.freebsd.org/ and lead the group of moderators
who work to ensure the relevance and quality of forum content.


	&a.brd.email;

	&a.danger.email;

	&a.dutchdaemon.email;

	&a.lme.email;

	&a.wblock.email;






Repository Automated Mirroring to GitHub Coordinators <github-automation@FreeBSD.org>

The GitHub Automation team oversees the export of &os; source code
repository content to the read-only repository instances on GitHub


	&a.koobs.email;

	&a.mva.email;

	&a.robak.email;

	&a.rodrigc.email;

	&a.uqs.email;






Jenkins Continuous Integration Testing Administrators <jenkins-admin@FreeBSD.org>

The Jenkins Administrators run continuous build and integration tests
against the HEAD revision of the &os; Source Code.


	Ahmed Kamal <email.ahmedkamal@googlemail.com>

	&a.jmmv.email;

	&a.lwhsu.email;

	&a.rodrigc.email;

	&a.swills.email;






FTP/WWW Mirror Site Coordinators <mirror-admin@FreeBSD.org>

The FTP/WWW Mirror Site Coordinators coordinate all the FTP/WWW mirror
site adminstrators to ensure that they are distributing current versions
of the software, that they have the capacity to update themselves when
major updates are in progress, and making it easy for the general public
to find their closest FTP/WWW mirror.

E-mail to the Mirror Site Coordinators is currently forwarded to the
Cluster Administration team with the addition of:


	&a.kuriyama.email;






Perforce Repository Administrators <perforce-admin@FreeBSD.org>

The Perforce Repository Administrators are responsible for
administrating the FreeBSD perforce source repository and setting up new
perforce accounts. All requests concerning new perforce accounts for
non-committers should be directed to the perforce administrators.


	&a.gibbs.email;

	&a.gordon.email;

	&a.rwatson.email;

	&a.peter.email;






Phabricator Code Review Application Administrators <phabric-admin@FreeBSD.org;>

The Phabricator Administrators are responsible for maintaining the
&os;’s instance of the Phabricator on-line code review tool located at
https://reviews.freebsd.org/


	&a.eadler.email;

	&a.emaste.email;

	&a.lwhsu.email;

	&a.mat.email;

	&a.robak.email;

	&a.rpaulo.email;






Postmaster Team <postmaster@FreeBSD.org>

The Postmaster Team is responsible for mail being correctly delivered to
the committers’ email address, ensuring that the mailing lists work, and
should take measures against possible disruptions of project mail
services, such as having troll-, spam- and virus-filters.


	&a.flo.email; (Lead)

	&a.sahil.email;

	&a.dhw.email;

	&a.jadawin.email;

	&a.brd.email;






Subversion Administrators <svnadm@>

The FreeBSD Subversion team is responsible for maintaining the health of
the Subversion Repositories.

Email to the Subversion Administration team is currently forwarded to
Cluster Administration.




Webmaster Team <webmaster@FreeBSD.org>

The FreeBSD Webmaster Team is appointed by &os; Documentation
Engineering Team, and responsible for keeping the main FreeBSD web sites
up and running. This means web server configuration, CGI scripts,
fulltext and mailing list search. Anything web related, technical stuff
belongs to the scope of the Webmaster Team, excluding bugs in the
documentation.

Email to the Webmaster Team is currently forwarded to the Documentation
Engineering team with the addition of:


	&a.wosch.email;
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Experience the possibilities with FreeBSD

FreeBSD can handle nearly any task you would expect of a &unix;
workstation, as well as many you might not expect:




FreeBSD is a true open system with full source code.

There is no doubt that so-called open systems are the requirement for
today’s computing applications. But no commercial vendor-supplied
solution is more open than one which includes full source code to the
entire operating system, including the kernel and all of the system
daemons, programs, and utilities. You can modify any part of FreeBSD to
suit your personal, organizational, or corporate needs.

With its generous licensing
policy, you can use FreeBSD
as the basis for any number of free or commercial applications.




FreeBSDruns thousands of applications.

Because FreeBSD is based on 4.4BSD, an industry-standard version of
UNIX, it is easy to compile and run programs. FreeBSD also includes an
extensive packages collectionand ports
collection that bring precompiled and
easy-to-build software right to your desktop or enterprise server. There
is also a growing number of commercial
applications written for FreeBSD.

Here are some examples of the environments in which FreeBSD is used:


	Internet services. Many Internet Service Providers (ISPs) find
FreeBSD ideal, running WWW, Usenet news, FTP, Email, and other
services. Ready-to-run software like the nginx [http://nginx.org]
or Apache [http://www.apache.org/] web server or the
ProFTPD [http://proftpd.org/] or
vsftpd [http://security.appspot.com/vsftpd.html] FTPserver make
it easy to set up a business or community-centered ISP. Of course,
with FreeBSD’s unbeatable networking, your
users will enjoy high speed, reliable services.

	X Window workstation. From an inexpensive X terminal to an
advanced X display, FreeBSD works quite well. Free X software
(X.Org [http://x.org/]™) comes with the system.
nVidia [http://www.nvidia.com/] offers native drivers for their
high-performance graphics hardware, and the industry standard
Motif [http://www.opengroup.org/motif/]® and
OpenGL [http://www.opengl.org/]® libraries are supported. The
Xfce [http://xfce.org/] and LXDE [http://lxde.org/] products
provide a desktop environment. The KDE [http://www.kde.org] and
GNOME [http://www.gnome.org] desktop environments also enjoy full
support and provide office suite functionality, with further good
functionality available in the
LibreOffice [https://www.libreoffice.org/],
OpenOffice.Org [http://www.openoffice.org/] and
TextMaker [http://www.softmaker.de/tml_en.htm] products.

	Networking. From packet filtering to routing to name service,
FreeBSD can turn any PC into a Internet firewall, email host, print
server, PC/NFS server, and more.

	Software development. A suite of development tools comes with
FreeBSD, including the GNU C/C++ compiler and debugger. The
LLVM-based clang suite is also provided and will eventually replace
the GNU suite. &java; and Tcl/Tk development are also possible for
example, and more esoteric programming languages like Icon work just
fine, too. And FreeBSD’s shared libraries have always been easy to
make and use. You can also choose from a wide range of popular and
powerful editors, such as XEmacs and Vim.

	Net surfing. A real UNIX workstation makes a great Internet
surfboard. FreeBSD versions of
Chromium [http://www.chromium.org/Home],
Firefox [http://www.mozilla.org/firefox/] and
Opera [http://www.opera.com/] are available for serious web
users. Surf the web, publish your own web pages, read Usenet news,
and send and receive email with a FreeBSD system on your desktop.

	Education and research. FreeBSD makes an excellent research
platform because it includes complete source code. Students and
researchers of operating systems or other computer science fields can
benefit greatly from such an open and well-documented system.

	And much more. Accounting, action games, MISdatabases,
scientific visualization, video conferencing, Internet relay chat
(IRC), home automation, multiuser dungeons, bulletin board systems,
image scanning, and more are all real uses for FreeBSD today.






FreeBSD is an operating system that will grow with your needs.

Though FreeBSD is free software, it is also user supported software.
Any questions you have can be posted to hundreds of FreeBSD developers
and users simply by e-mailing the freebsd-questions@FreeBSD.org mailing
list.

FreeBSD also has a worldwide group of programmers and writers who fix
bugs, add new features and document the system. Support for new devices
or special features is an almost constant development process, and the
team keeps a special eye out for problems which affect system stability.
FreeBSD users are quite proud of not only how fast but how reliable
their systems are.




What experts have to say . . .

``FreeBSD handles [our] heavy load quite well and it is nothing short
of amazing. Salutations to the FreeBSD team.’‘

—Mark Hittinger, administrator of WinNet Communications, Inc.
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	BSD Daemon

	“Powered by FreeBSD” Logos

	Old advertisement banners

	Graphics use



This page contains miscellaneous FreeBSD “art”. Suggestions for
additions can be sent to www@FreeBSD.org. Please note the usage
policy for these graphics.


BSD Daemon

[image: BSD Daemon]


Created by &a.phk;

Source:
/usr/share/examples/BSD_daemon/ [http://svnweb.freebsd.org/base/head/share/examples/BSD_daemon/]
on FreeBSD systems.



[image: BSD Daemon wielding a hammer]

[image: BSD Daemon waiting tables]

[image: BSD Daemon editing the news]

[image: BSD Daemon reading documentation]

[image: BSD Daemon delivering the latest release]




“Powered by FreeBSD” Logos
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[image: FreeBSD Hardware Partner Logo]
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Old Advertisement Banners

[image: Adv Banner1]
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Graphics Use

The “Powered by FreeBSD” logos above may be
downloaded and displayed on personal or
commercial home pages served by FreeBSD machines. Use of this logo or
the likeliness of the BSD Daemons for
profitable gain requires the consent of Brian
Tao (creator of the “power” logo) and
Marshall Kirk McKusick (copyright
holder for the BSD Daemon image).

&a.phk;’s rendering of the BSD Daemon is released under “THE BEER-WARE
LICENSE”. See the
README [http://svnweb.freebsd.org/base/head/share/examples/BSD_daemon/README?view=markup]
for more information.




Trademarks

The FreeBSD Foundation [http://www.freebsdfoundation.org] holds
several FreeBSD related trademarks (among them the trademark for the
term “FreeBSD” itself). For more information about these trademarks read
the FreeBSD Trademark Usage Terms and
Conditions [http://www.freebsdfoundation.org/faqs.shtml#Trademark].
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The power, flexibility, and reliability of FreeBSD attract a wide
variety of users and vendors. Below is a list of vendors offering
commercial products, services, and/or consulting for FreeBSD.


	Consulting Services Whether you are just
starting out with FreeBSD, or need to complete a large project,
hiring consultants might be your answer. You can see the
alphabetical list, or, if you prefer, view it by
categories.

	Hardware Vendors Need specialized tools, looking
to buy a new desktop, or to fill a cage with rack mount servers that
come with FreeBSD pre-installed? These companies may have what you
need!

	Internet Service Providers If you need webspace on a
FreeBSD-based system or want your company connected to the internet,
these companies may offer what you need!

	Miscellaneous Vendors Books and accessories you just
cannot live without!

	Software Vendors From audio players,
network drivers, to commercial databases, FreeBSD has a wide variety
of industrial strength software available. You can see the
alphabetical list, or, if you prefer, view it by
categories.



If your company supports a FreeBSD related product, service, consulting,
or support that should be added to this page, please fill out a problem
report [https://www.FreeBSD.org/support/bugreports.html] in category
Documentation->Website. Submissions should contain a medium-sized
paragraph in length, describing your company. Please note that the
inclusion of vendors in our list does not signify our endorsement of
their products or services by the FreeBSD Project.
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Subversion

Subversion [http://subversion.tigris.org/] (SVN for short) is the
tool the &os;Project uses for keeping its sources under control. Every
change (with an accompanying log message explaining its purpose) is
stored. It can be easily viewed from the web interface mentioned below.

In June 2008, development of the base system migrated from CVS to
Subversion. The web interface [https://svnweb.FreeBSD.org/base/] is
available for browsing the repository.

In May 2012, the FreeBSD Documentation Project moved from CVS to
Subversion. There is a web
interface [https://svnweb.FreeBSD.org/doc/] available for browsing
the contents of the FreeBSD Documentation Project SVN repository.

In July 2012, the FreeBSD Ports tree moved from CVS to Subversion. There
is a web interface [https://svnweb.FreeBSD.org/ports/] for browsing
the repository.




Other options

CTM if you are
looking for very low overhead, batch-mode access (basically, patches
through email).
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[image: BSD Daemon reading documentation]

A wide variety of documentation is available for FreeBSD, on this web
site, on other web sites, and available over the counter.
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&os; offers many unique features.

No matter what the application, an operating system should take
advantage of every resource available. &os;’s focus on performance,
networking, and storage combines with ease of system administration and
comprehensive documentation to realize the full potential of any
computer.


A complete operating system based on 4.4BSD.

&os;’s distinguished roots derive from the BSD software releases
from the Computer Systems Research Group at the University of
California, Berkeley. Over twenty years of work have been put into
enhancing &os;, adding industry-leading scalability, network
performance, management tools, file systems, and security features. As a
result, &os; may be found across the Internet, in the operating system
of core router products, running root name servers, hosting major web
sites, and as the foundation for widely used desktop operating systems.
This is only possible because of the diverse and world-wide membership
of the volunteer &os; Project.

&os;10.X introduced many new features and replaces many legacy
tools with updated versions.


	bhyve: A new BSD licensed, legacy-free hypervisor has been
imported to the &os; base system. It is currently able to run all
supported versions of &os;, and with the help of the grub-bhyve port,
OpenBSD and Linux.

	KMS And New drm2 Video Drivers: The new drm2 driver provides
support for AMD GPUs up to the Radeon HD 6000 series and provides
partial support for the Radeon HD 7000 family. &os; now also supports
Kernel Mode Setting for AMD and Intel GPUs.

	Capsicum Enabled By Default: Capsicum has been enabled in the
kernel by default, allowing sandboxing of several programs that work
within the “capabilities mode”, such as:
	tcpdump

	dhclient

	hast

	rwhod

	kdump





	New Binary Packaging System: &os; now uses pkg, a vastly improved
package management system that supports multiple repositories, signed
packages, and safe upgrades. The improved system is combined with
more frequent official package builds for all supported platforms and
a new stable branch of the ports tree for better long term support.

	Unmapped I/O: The newly implemented concept of unmapped VMIO
buffers eliminates the need to perform costly TLB shootdowns for
buffer creation and reuse, reducing system CPU time by up to 25-30%
on large SMP machines under heavy I/O load.



&os;9.X brought many new features and performance enhancements with
a special focus on desktop support and security.


	OpenZFS: &os; 9.2 includes OpenZFS v5000 (Feature Flags),
including the feature flags:


	async_destroy

	empty_bpobj

	lz4_compress



which allow ZFS destroy operations to happen in the background, make
snapshots consume less disk space, and offers a better compression
algorithm for compressed datasets.



	Capsicum Capability Mode: Capsicum is a set of features for
sandboxing support, using a capability model in which the
capabilities are file descriptors. Two new kernel options
CAPABILITIES and CAPABILITY_MODE have been added to the GENERIC
kernel.



	Hhook: (Helper Hook) and khelp(9) (Kernel Helpers) KPIs have been
implemented. These are a superset of pfil(9) framework for more
general use in the kernel. The hhook(9) KPI provides a way for kernel
subsystems to export hook points that khelp(9) modules can hook to
provide enhanced or new functionality to the kernel. The khelp(9) KPI
provides a framework for managing khelp(9) modules, which indirectly
use the hhook(9) KPI to register their hook functions with hook
points of interest within the kernel. These allow a structured way to
dynamically extend the kernel at runtime in an ABI preserving manner.



	Accounting API has been implemented. It can keep per-process,
per-jail, and per-login class resource accounting information. Note
that this is neither built nor installed by default. To build and
install this, specify the option RACCT in the kernel configuration
file and rebuild the base system as described in the &os; Handbook.



	Resource-limiting API has been implemented. It works in
conjunction with the RACCT resource accounting implementation and
takes user-configurable actions based on the set of rules it
maintains and the current resource usage. The rctl(8) utility has
been added to manage the rules in userland. Note that this is neither
built nor installed by default.



	USB subsystem now supports USB packet filter. This allows
capturing packets which go through each USB host. The architecture of
the packet filter is similar to that of bpf. The userland program
usbdump(8) has been added.



	Infiniband support: OFED (OpenFabrics Enterprise Distribution)
version 1.5.3 has been imported into the base system.



	TCP/IP network stack now supports the mod_cc(9) pluggable
congestion control framework. This allows TCP congestion control
algorithms to be implemented as dynamically loadable kernel modules.
Many kernel modules are available: cc_chd(4) for the
CAIA-Hamilton-Delay algorithm, cc_cubic(4) for the CUBIC algorithm,
cc_hd(4) for the Hamilton-Delay algorithm, cc_htcp(4) for the H-TCP
algorithm, cc_newreno(4) for the NewReno algorithm, and cc_vegas(4)
for the Vegas algorithm. The default algorithm can be set by a new
sysctl(8) variable net.inet.tcp.cc.algorithm.



	SU+J: &os;’s Fast File System now supports soft updates with
journaling. It introduces an intent log into a softupdates-enabled
file system which eliminates the need for background fsck(8) even on
unclean shutdowns.





&os; includes a number of other great features:


	Firewalls: The base system includes IPFW and IPFilter, as well as
a modified version of the popular pf with improved SMP performance.
IPFW also includes the dummynet feature, allowing network
administrators to simular adverse network conditions, including
latency, jitter, packet loss and limited bandwidth.

	Jails are a light-weight alternative to virtualization. Allowing
processes to be restricted to a namespace with access only to the
file systems and network addresses assigned to that namespace. Jails
are also Hierarchical, allowing jails-within-jails.

	Linux emulation provides a system call translation layer that
allows unmodified Linux binaries to be run on &os; systems.

	DTrace provides a comprehensive framework for tracing and
troubleshooting kernel and application performance issues while under
live load.

	The Ports Collection is a set of more than 23,000 third party
applications that can be easily installed and run on &os;. The ports
architecture also allows for easy customization of the compile time
options of many of the applications.

	Network Virtualization: A container (“vimage”) has been
implemented, extending the &os; kernel to maintain multiple
independent instances of networking state. Vimage facilities can be
used independently to create fully virtualized network topologies,
and jail(8) can directly take advantage of a fully virtualized
network stack.
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	Usage Guideline

	Resource

	Sample




Usage Guideline

FreeBSD is a registered trademark of The FreeBSD Foundation. The FreeBSD
logo and The Power to Serve are trademarks of The FreeBSD Foundation.

All images listed under the heading “Resource” are available for use
under license from The FreeBSD Foundation.

For more information on how to obtain permission to use the logo, please
refer to the FreeBSD Logo Usage Guidelines at The FreeBSD
Foundation. [http://www.freebsdfoundation.org/documents/Guidelines.shtml]




Resource


Standard Logo (fullcolor)

[image: image0]




Standard Logo (fullcolor for dark background)

[image: image1]




Standard Logo (black and white)

[image: image2]




Vector formats

Format: Adobe(r) Illustrator(r),
SVG

[image: image3]






Sample

NOTE: “freeBSD” text in these images were created based on draft version
of logo contest. Correct version of this text should be rendered by one
black color, not two colors and first “f” character should be spelled
capitalized as “F”.


CD/DVD package

[image: image4]




Postcard

[image: image5]


[image: image6]


[image: image7]


[image: image8]






Wallpaper

Here are sample wallpapers.

[image: image9]

[image: image10]

[image: image11]
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Questions about FreeBSD...

Questions regarding FreeBSD should be addressed to the FreeBSD Questions
mailing list, freebsd-questions@FreeBSD.org.

Mailing lists are the primary
support channel for FreeBSD users, with numerous mailing lists covering
different topic areas. Several non-English mailing lists are also
available.




Questions about the contents of this WWW server...

Questions or suggestions about our documentation
(Handbook,
FAQ, Books &
Articles) should be addressed to the FreeBSD
Documentation Project mailing list, freebsd-doc@FreeBSD.org.




Snail mail, phone and fax

For CDROM orders: The FreeBSD Mall [http://www.freebsdmall.com/]

For commercial support: The FreeBSD
Mall [http://www.freebsdmall.com/]




Who Is Responsible for What

Marketing, Bugmeister, Security Officer, Postmaster, Webmaster etc.
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This page contains presentations, white papers, and other marketing
materials for FreeBSD.


White Papers

Thinking of using FreeBSD in a project? Finding it hard to convince your
boss, the CTO, the CEO? Read through these real life examples of FreeBSD
successes with shipping products, then give them to the decision makers
at your company.


	Explaining BSD

	Building Products with
FreeBSD






Presentations


	28 April 2005, FreeBSD in the Enterprise, an Introduction for Linux
Users [http://people.FreeBSD.org/~murray/presentations/20050429-msu-freebsd],
Murray Stokely (Open Source Forum, Moscow)

	18 September 2002, FreeBSD Release
Engineering [http://people.freebsd.org/~murray/presentations/re-jus/index.html],
Murray Stokely (Japan Unix Society)

	10 June 2001, FreeBSD for Linux
Users [http://people.freebsd.org/~nik/Leeds], Nik Clayton






Flyers


	What is FreeBSD?
(PDF [http://www.FreeBSD.org/~blackend/flyer-logo.pdf] |
PostScript [http://www.FreeBSD.org/~blackend/flyer-logo.ps])

	BSD Success Stories (27 pages)
(PDF [http://www.oreillynet.com/oreilly/linux/news/bsd_ss.pdf]),
O’Reilly.
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  Queue Portrait: Robert Watson

https://queue.acm.org/detail_video.cfm?id=2382552 George Neville-Neil,
Queue’s Kode Vicious, interviews Robert Watson to learn about Capsicum
and other exciting research projects at Cambridge. 2012 interview
research Robert Watson George Neville-Neil

BSDCan-2012 Photos - Friday

http://www.db.net/gallery/BSDCan/BSDCan_2012_day_1/ Photos taken
during the Conference on Friday at BSDCan 2012 in Ottawa by Diane Bruce.
2012 bsdcan bsdcan2012 photos diane bruce

BSDCan-2012 Photos - Saturday

http://www.db.net/gallery/BSDCan/BSDCan_2012_day_2/ Photos taken
during both the DevSummit and Conference on Saturday at BSDCan 2012 in
Ottawa by Diane Bruce. 2012 bsdcan bsdcan2012 photos diane bruce

BSDCan-2012 Photos - Saturday

https://plus.google.com/photos/117117406211143183805/albums/5742469737904181073?banner=pwa&authkey=COK7-ca5-N–TQ
Photos taken during both the DevSummit and Conference on Saturday at
BSDCan 2012 in Ottawa by Benedict Reuschling. 2012 bsdcan bsdcan2012
photos benedict reuschling

BSDCan-2012 - Michael Dexter - An applied survey of BSD multiplicity and
virtualization strategies from chroot to BHyVe

Ever since the University of California, Berkeley CSRG implemented the
chroot(8) command and system call in its BSD operating system in 1982,
the community-developed BSD Unix derivatives have set the standard for
the introduction of plurality to the conventionally-singular Unix
computing model. Today’s system operators and developers have an array
of BSD-licensed multiplicity strategies at their disposal that offer
various degrees of both isolation and virtualization when introducing
plurality. This paper will survey current and experimental BSD
multiplicity strategies including chroot, FreeBSD jail, NetBSD/Xen,
Amazon EC2, compatlinux, GXemul and SIMH, plus experimental strategies
such as FreeBSD BHyVe, compatmach, Usermode NetBSD, Dragonfly BSD
vkernel, OpenBSD sysjail and NetBSD mult. As an applied survey, this
paper will both categorize each multiplicity strategy by the Unix
environment to which it introduces plurality and demonstrate the usage
of the utilities relating to each solution.
http://www.bsdcan.org/2012/schedule/events/291.en.html 2012 bsdcan
bsdcan2012 papers michael dexter
http://www.bsdcan.org/2011/schedule/events/291en.html html html

BSDCan-2012 - Kirk McKusick - An Overview of Locking in the FreeBSD
Kernel

The FreeBSD kernel uses seven different types of locks to ensure proper
access to the resources that it manages. This talk describes the
hierarchy of these locks from the low-level and simple to the high-level
and full-featured. The functionality of each type of lock is described
along with the problem domain for which it is intended. The talk
concludes by describing the witness system within the FreeBSD kernel
that tracks the usage of all the locks in the system and reports any
possible deadlocks that might occur because of improper acquisition
ordering of locks.
http://www.bsdcan.org/2012/schedule/events/306.en.html 2012 bsdcan
bsdcan2012 papers kirk mckusick
http://www.bsdcan.org/2012/schedule/attachments/195_locking.pdf 27 Kb
Slides pdf

BSDCan-2012 - Pawel Jakub Dawidek - auditdistd - Secure and reliable
distribution of audit trail files

Security Event Audit is a facility to provide fine-grained, configurable
logging of security-relevant events. Audit events are stored in trail
files that can be used for postmortem analysis in case of system
compromise. Once the system is compromised, an attacker has access to
audit trail files and can modify or delete them. The auditdistd daemon’s
role is to distribute audit trail files to a remote system in a secure
and reliable way. http://www.bsdcan.org/2012/schedule/events/335.en.html
2012 bsdcan bsdcan2012 papers pawel jakub dawidek
http://www.bsdcan.org/2012/schedule/attachments/217_Auditdistd%20slides
PDF =265.6 Kb 50 pages pdf

BSDCan-2012 - Ivan Voras - Bullet Cache - Balancing speed and usability
in a cache server

Bullet Cache is an in-memory cache server inspired by memcached, but
with a twist: a powerful record tagging and bulk query facility,
configurable multithreading models and a dump / cache prewarm option.
This talk will have two parts: a technical description of Bullet Cache’s
implementation with focus on programming techniques and optimizations,
and a description of usage scenarios with the focus on how it can help
real-world applications (not limited to Web applications).
http://www.bsdcan.org/2012/schedule/events/339.en.html 2012 bsdcan
bsdcan2012 papers ivan voras
http://www.bsdcan.org/2012/schedule/attachments/198_BSDCan2012.pdf PDF
=661.3 Kb 40 pages pdf

BSDCan-2012 - Benedict Reuschling - Google Code-In and FreeBSD

A summary of FreeBSD’s participation in the 2011 contest.
http://www.bsdcan.org/2012/schedule/events/354.en.html 2012 bsdcan
bsdcan2012 papers benedict reuschling
http://www.bsdcan.org/2012/schedule/attachments/213_FreeBSDGCIN2011Summary.pdf
PDF =82 Kb 16 pages pdf

BSDCan-2012 Photos - Developers summit and conference

http://gallery.keltia.net/v/voyages/conferences/bsdcan-2012/devsummit/
Photos taken during both the DevSummit and Conference on Saturday at
BSDCan 2012 in Ottawa by Ollivier Robert. 2012 bsdcan bsdcan2012 photos
ollivier robert

BSDCan-2011 - Brooks Davis - Improving System Management with ZFS

The Zetabyte File System (ZFS) is a modern file system which combines
traditional file system features like a POSIX file system interface with
RAID and volume management functionality. Features such as snapshot
management and file share management are all managed within the ZFS
interface. This management interface provides a number of opportunities
to simplify system management. In the Technical Computing Services
Sub-division of The Aerospace Corporation we are taking advantage of
these features in a number of different ways. This talk presents some of
the more interesting ones.
http://www.bsdcan.org/2011/schedule/events/233.en.html 2011 bsdcan
bsdcan2011 papers brooks davis
http://www.bsdcan.org/2011/schedule/attachments/149_abstract.pdf PDF
=40.4 Kb 2 pages pdf

BSDCan-2011 Photos - Saturday

Photos taken during the Conference on Saturday at BSDCan 2011 in Ottawa
by Diane Bruce. http://www.db.net/gallery/BSDCan/BSDCan_2011_day_2/
2011 bsdcan bsdcan2011 photos diane bruce

BSDCan-2011 Photos - Friday

Photos taken during the Conference on Friday at BSDCan 2011 in Ottawa by
Diane Bruce. http://www.db.net/gallery/BSDCan/BSDCan_2011_day_1/ 2011
bsdcan bsdcan2011 photos diane bruce

BSDCan-2010 Photos - Saturday

Photos taken during the Conference on Saturday at BSDCan 2010 in Ottawa
by Diane Bruce. http://www.db.net/gallery/BSDCan/BSDCan_2010_day_2/
2010 bsdcan bsdcan2010 photos diane bruce

BSDCan-2010 Photos - Friday

Photos taken during the Conference on Friday at BSDCan 2010 in Ottawa by
Diane Bruce. http://www.db.net/gallery/BSDCan/BSDCan_2010_day_1/ 2010
bsdcan bsdcan2010 photos diane bruce

BSDCan-2010 - Kris Moore - The PBI format re-implemented for FreeBSD and
PC-BSD

The PBI format (Push Button Installer) has been the default package
management system for PC-BSD going on 5+ years now. However as we looked
to the future it became apparent that it was greatly needing an overhaul
to both improve its functionality, and expand its usage outside the
scope of just PC-BSD. Among the areas needing improvement were how it
dealt with identical libraries between applications, the heavy
requirements from being implemented in QT/KDE, and lack of a digital
verification mechanism.
http://www.bsdcan.org/2011/schedule/events/215.en.html 2010 bsdcan
bsdcan2010 papers kris moore
http://www.bsdcan.org/2011/schedule/events/215.en.html html html

A Few FreeBSD Core Team Members

Interview with a few of the FreeBSD Core Team members at BSDCan 2009:
Robert Watson, Brooks Davis, Hiroki Sato, Philip Paeps, and George V.
Neville-Neil. We talk about the recent 7.2 release, and what is coming
for 8.
http://bsdtalk.blogspot.com/2009/05/bsdtalk173-few-freebsd-core-team.html
bsdtalk interview bsdcan freebsd core team robert watson brooks davis
hiroki sato philip paeps george neville-neil
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk173.mp3 18 Mb 38
minutes MP3 version mp3 bsdtalk173.ogg 38 minutes Ogg version ogg

BSDCan 2009 with Dan Langille

Interview with Dan Langille. We talk about BSDCan 2009. More information
at http://www.bsdcan.org.
http://bsdtalk.blogspot.com/2009/04/bsdtalk172-bsdcan-2009-with-dan.html
bsdtalk interview bsdcan dan langille
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk172.mp3 6 Mb 13
minutes MP3 version mp3 bsdtalk172.ogg 13 minutes Ogg version ogg

Andrew Doran from the NetBSD Project

Interview with Andrew Doran from the NetBSD Project. We talk about the
upcoming 5.0 release.
http://bsdtalk.blogspot.com/2009/03/bsdtalk171-andrew-doran-from-netbsd.html
bsdtalk interview netbsd andrew doran
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk171.mp3 10 Mb 22
minutes MP3 version mp3 bsdtalk171.ogg 22 minutes Ogg version ogg

Marshall Kirk McKusick at DCBSDCon


A recording of Marshall Kirk McKusick’s talk “A Narrative History of
BSD” at DCBSDCon this past weekend.


You can get a much more complete history here:
http://www.mckusick.com/history/index.html
http://bsdtalk.blogspot.com/2009/02/bsdtalk170-marshall-kirk-mckusick-at.html
bsdtalk presentation bsd history kirk mckusick
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk170.mp3 26 Mb 55
minutes MP3 version mp3 bsdtalk170.ogg 55 minutes Ogg version ogg





Justin Sherrill of the DragonFlyBSD Digest

Interview with Justin Sherrill of the DragonFlyBSD Digest, which can be
found at http://www.shiningsilence.com/dbsdlog/
http://bsdtalk.blogspot.com/2009/01/bsdtalk169-justin-sherrill-of.html
bsdtalk interview dragonflybsd justin sherril
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk169.mp3 10 Mb 22
minutes MP3 version mp3 bsdtalk169.ogg 22 minutes Ogg version ogg

Michael Lauth from iXsystems

Interview with Michael Lauth, CEO of iXsystems. We talk about his
experiences with running a business using BSD.
http://bsdtalk.blogspot.com/2008/12/bsdtalk168-michael-lauth-from-ixsystems.html
bsdtalk interview ixsystems michael lauth
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk168.mp3 8 Mb 17
minutes MP3 version mp3 bsdtalk168.ogg 17 minutes Ogg version ogg

DCBSDCon with Jason Dixon

I speak with Jason Dixon about DCBSDCon, which will take place in
February 2009. For more info see www.dcbsdcon.org
http://bsdtalk.blogspot.com/2008/12/bsdtalk167-dcbsdcon-with-jason-dixon.html
bsdtalk interview dcbsdcon dcbsdcon2009 jason dixon
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk167.mp3 5 Mb 10
minutes MP3 version mp3 bsdtalk167.ogg 10 minutes Ogg version ogg

Asterisk Open Source Community Director John Todd

An interview with Asterisk Open Source Community Director John Todd, who
also happens to be a user of BSD. We talk about Asterisk on BSD, and his
choice of OpenBSD for his systems.
http://bsdtalk.blogspot.com/2008/11/bsdtalk166-asterisk-open-source.html
bsdtalk interview john todd asterisk openbsd
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk166.mp3 11 Mb 23
minutes MP3 version mp3 bsdtalk166.ogg 23 minutes Ogg version ogg

Julian Elischer

An interview with Julian Elischer at MeetBSD in California. We talk
about his early days with BSD and his work using BSD at various
companies. He is currently with IronPort, which was bought by Cisco.
http://bsdtalk.blogspot.com/2008/11/bsdtalk165-julian-elischer.html
bsdtalk interview julian elischer ironport
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk165.mp3 16 Mb 35
minutes MP3 version mp3 bsdtalk165.ogg 16 minutes Ogg version ogg

At MeetBSD with some of the FreeBSD Core Team

A conversation with some of the FreeBSD Core Team at MeetBSD California
2008. I speak with Brooks Davis, Kris Kennaway, Robert Watson, Peter
Wemm, and Philip Paeps about the recent core team election, FreeBSD 7.1
and 8, Developer Summits, and the move to Subversion.
http://bsdtalk.blogspot.com/2008/11/bsdtalk164-at-meetbsd-with-some-of.html
bsdtalk interview freebsd core team meetbsd2008 meetbsd robert watson
brooks davis kris kennaway peter wemm philip paeps freebsd subversion
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk164.mp3 18 Mb 38
minutes MP3 version mp3 bsdtalk164.ogg 38 minutes Ogg version ogg

A Tour of iXsystems

A brief description of my visit to iXsystems in California prior to
MeetBSD 2008.
http://bsdtalk.blogspot.com/2008/11/bsdtalk163-tour-of-ixsystems.html
bsdtalk interview ixsystems
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk163.mp3 4 Mb 8
minutes MP3 version mp3 bsdtalk163.ogg 8 minutes Ogg version ogg

BSD on a eeePC 900A


I look forward to attending MeetBSD this weekend.


A brief description of my first attempts to get BSD on a eeePC 900A.
I try OpenBSD 4.4, DragonFlyBSD 2.0.1, PC-BSD 7.0.1, and FreeBSD 7.
http://bsdtalk.blogspot.com/2008/11/bsdtalk162-bsd-on-eeepc-900a.html
bsdtalk eeepc http://cisx1.uma.maine.edu/~wbackman/bsdtalk/
bsdtalk162.mp3 5 Mb 10 minutes MP3 version mp3 bsdtalk162.ogg 10
minutes Ogg version ogg





Live from NYCBSDCon Sunday

A copy of Sunday’s live stream from NYCBSDCon 2008.
http://bsdtalk.blogspot.com/2008/10/bsdtalk161-live-from-nycbsdcon-sunday.html
bsdtalk nycbsdcon2008 nycbsdcon interview
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk161.mp3 12 Mb 25
minutes MP3 version mp3 bsdtalk161.ogg 25 minutes Ogg version ogg

Live from NYCBSDCon Saturday

A copy of Saturday’s live stream from NYCBSDCon 2008. I wander around
during lunch talking to random people. Voices include Jason Dixon, Pawel
Jakub Dawidek, Kris Moore, Matt Olander, George Neville-Neil, Phillip
Coblentz, and Jason Wright.
http://bsdtalk.blogspot.com/2008/10/bsdtalk160-live-from-nycbsdcon-saturday.html
bsdtalk nycbsdcon2008 nycbsdcon interview jason dixon pawel jakub
dawidek kris more matt olander george neville-neil phillip coblentz
jason wright http://cisx1.uma.maine.edu/~wbackman/bsdtalk/
bsdtalk160.mp3 18 Mb 40 minutes MP3 version mp3 bsdtalk160.ogg 40
minutes Ogg version ogg

Kris Moore

Interview with Kris Moore. We talk about the recent release of PC-BSD
7.0. http://bsdtalk.blogspot.com/2008/10/bsdtalk159-kris-moore.html
bsdtalk interview kris more pc-bsd
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk159.mp3 6 Mb 12
minutes MP3 version mp3 bsdtalk159.ogg 12 minutes Ogg version ogg

Interview with Chess Griffin

Interview with Chess Griffin, host of the LinuxReality podcast. We talk
about his use of Linux and recent exploration into the BSDs.
http://bsdtalk.blogspot.com/2008/09/bsdtalk158-interview-with-chess-griffin.html
bsdtalk interview chess griffin
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk158.mp3 11 Mb 24
minutes MP3 version mp3 bsdtalk158.ogg 24 minutes Ogg version ogg

Questions for you


	Things have been very busy at the beginning of the school year, so
I’m sorry that I haven’t been producing as many shows as usual.

	Registration is open for NYCBSDCon and the list of speakers is
available. Are you going?

	I plan on streaming live during the conference. Do you have any
suggestions for live streaming software that is known to work well on
the BSDs? Are there any live CDs like Dyne:bolic?

	I’ve come into possession of a Soekris 5501. What are your
suggestions for soekris-friendly projects to test?



http://bsdtalk.blogspot.com/2008/09/bsdtalk157-questions-for-you.html
bsdtalk http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk157.mp3 3
Mb 6 minutes MP3 version mp3 bsdtalk157.ogg 6 minutes Ogg version ogg

NYCBSDCon Update with Isaac Levy and Steven Kreuzer

An update on NYCBSDCon 2008 with Isaac Levy and Steven Kreuzer. More
information on the conference can be found at http://www.nycbsdcon.org/
http://bsdtalk.blogspot.com/2008/08/bsdtalk156-nycbsdcon-update-with-isaac.html
bsdtalk interview nycbug nycbsdcon nycbsdcon2008 isaac levy steven
kreuzer http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk156.mp3 7
Mb 15 minutes MP3 version mp3 bsdtalk156.ogg 15 minutes Ogg version ogg

Martin Tournoij from DaemonForums.org

A brief interview with Martin Tournoij, one of the founders of
DaemonForums.org.
http://bsdtalk.blogspot.com/2008/07/bsdtalk-155-martin-tournoij-from.html
bsdtalk interview daemonforums martin tournoij
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk155.mp3 3 Mb 7
minutes MP3 version mp3 bsdtalk155.ogg 7 minutes Ogg version ogg

Matthew Dillon

An interview with Matthew Dillon. He gives a fairly technical
description of the HAMMER filesystem features that will make it in the
DragonflyBSD 2.0 release.
http://bsdtalk.blogspot.com/2008/07/bsdtalk154-matthew-dillon.html
bsdtalk interview hammer matthew dillon
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk154.mp3 14 Mb 30
minutes MP3 version mp3 bsdtalk154.ogg 30 minutes Ogg version ogg

Michael W. Lucas

Interview with Michael W. Lucas at BSDCan 2008. We talk about some of
his books and strategies for writing technical publications.
http://bsdtalk.blogspot.com/2008/06/bsdtalk153-michael-w-lucas.html
bsdtalk interview bsdcan2008 michael lucas
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk153.mp3 6 Mb 12
minutes MP3 version mp3 bsdtalk153.ogg 12 minutes Ogg version ogg

A Few FreeBSD Core Team Members

An interview with a few of the FreeBSD Core Team members: Warner Losh,
George V. Neville-Neil, Murray Stokeley, Hiroki Sato, Robert Watson,
Brooks Davis, and Philip Paeps. The interview was recorded at BSDCan2008
in Ottawa, Cananda.
http://bsdtalk.blogspot.com/2008/06/bsdtalk152-few-freebsd-core-team.html
bsdtalk interview bsdcan2008 freebsd core warner losh george
neville-neil murray stokely hiroki sato robert watson brooks davis
philip paeps http://cisx1.uma.maine.edu/~wbackman/bsdtalk/
bsdtalk152.mp3 12 Mb 26 minutes MP3 version mp3 bsdtalk152.ogg 26
minutes Ogg version ogg

Sean Cody from Frantic Films VFX

Interview with Sean Cody at BSDCan2008. We talk about his use of BSD at
a visual effects studio.
http://bsdtalk.blogspot.com/2008/05/bsdtalk151-sean-cody-from-frantic-films.html
bsdtalk interview bsdcan2008 frantic films sean cody
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk151.mp3 6 Mb 13
minutes MP3 version mp3 bsdtalk151.ogg 13 minutes Ogg version ogg

Alex Feldman from Sangoma

Interview at BSDCan2008 with Alex Feldman from Sangoma.
http://bsdtalk.blogspot.com/2008/05/bsdtalk150-alex-feldman-from-sangoma.html
bsdtalk interview sangoma alex feldman
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk150.mp3 4 Mb 9
minutes MP3 version mp3 bsdtalk150.ogg 9 minutes Ogg version ogg

Justin Gibbs from the FreeBSD Foundation

Interview with Justin Gibbs from the FreeBSD Foundation.
http://bsdtalk.blogspot.com/2008/05/bsdtalk149-justin-gibbs-from-freebsd.html
bsdtalk interview freebsd foundation justin gibbs
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk149.mp3 5 Mb 11
minutes MP3 version mp3 bsdtalk149.ogg 11 minutes Ogg version ogg

Jeremy White, Founder of CodeWeavers

Interview with Jeremy White, Founder of CodeWeavers. We talk about the
recent availability of an experimental build of Crossover Games for BSD.
http://bsdtalk.blogspot.com/2008/05/bsdtalk148-jeremy-white-founder-of.html
bsdtalk interview freebsd codeweavers crossover jeremy white
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk148.mp3 7 Mb 16
minutes MP3 version mp3 bsdtalk148.ogg 16 minutes Ogg version ogg

FreeBSD Developer Alexander Motin

Interview with FreeBSD Developer Alexander Motin. We talk about mpd, the
netgraph based Multi-link PPP Daemon. For more information, see
http://mpd.sourceforge.net/.
http://bsdtalk.blogspot.com/2008/04/bsdtalk147-freebsd-developer-alexander.html
bsdtalk interview freebsd mpd alexander motin
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk147.mp3 8 Mb 16
minutes MP3 version mp3 bsdtalk147.ogg 16 minutes Ogg version ogg

James Cornell

Another interview with Sysadmin James Cornell. We talk about BSD,
OpenSolaris, and Linux on the desktop.
http://bsdtalk.blogspot.com/2008/04/bsdtalkalk146-james-cornell.html
bsdtalk interview desktop james cornell
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk146.mp3 9 Mb 20
minutes MP3 version mp3 bsdtalk146.ogg 9 minutes Ogg version ogg

Adam Wright from No Starch Press

Intro: Some musings on the consistency and simplicity of BSD.

A brief interview with Adam Wright from No Starch Press, recorded by
Micheal Dexter on behalf of BSDTalk. They talk about recent and future
BSD books.

http://bsdtalk.blogspot.com/2008/04/bsdtalk145-adam-wright-from-no-starch.html
bsdtalk interview books no starch press adam wright
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk145.mp3 4 Mb 8
minutes MP3 version mp3 bsdtalk145.ogg 8 minutes Ogg version ogg

Dan Langille

Interview with Dan Langille. We talk about his new job with Afilias, and
BSDCan 2008.
http://bsdtalk.blogspot.com/2008/03/bsdtalk144-dan-langille.html bsdtalk
interview afilias bsdcan2008 dan langille
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk144.mp3 10 Mb 22
minutes MP3 version mp3 bsdtalk144.ogg 22 minutes Ogg version ogg

BSD Hobbiest Deborah Norling

Interview with Deborah Norling. We talk about her use of BSD on old
hardware, accessibility on the BSDs, and Simh
(http://simh.trailing-edge.com).
http://bsdtalk.blogspot.com/2008/03/bsdtalk143-bsd-hobbiest-deborah-norling.html
bsdtalk interview accessibility deborah norling
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk143.mp3 10 Mb 23
minutes MP3 version mp3 bsdtalk143.ogg 23 minutes Ogg version ogg

FreeBSD Lead Release Engineer Ken Smith

Interview with FreeBSD Lead Release Engineer Ken Smith.
http://bsdtalk.blogspot.com/2008/02/bsdtalk142-freebsd-lead-release.html
bsdtalk interview freebsd release engineer ken smith
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk142.mp3 7 Mb 16
minutes MP3 version mp3 bsdtalk142.ogg 16 minutes Ogg version ogg

PBI 4 with Kris Moore

Interview with PC-BSD founder Kris Moore about the new features in PBI
4.
http://bsdtalk.blogspot.com/2008/02/bsdtalk141-pbi4-with-kris-moore.html
bsdtalk interview pc-bsd kris moore
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk141.mp3 5 Mb 10
minutes MP3 version mp3 bsdtalk141.ogg 10 minutes Ogg version ogg

The Mult Project with Kristaps Dzonsons

We talk about the Mult project, which is “an on-going research project
to create a high-performance instance multiplicity system.” You can find
more information at http://mult.bsd.lv/. He also gives a quick update on
Sysjail.
http://bsdtalk.blogspot.com/2008/02/bsdtalk140-mult-project-with-kristaps.html
bsdtalk interview multi project kristaps dzonsons
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk140.mp3 14 Mb 30
minutes MP3 version mp3 bsdtalk140.ogg 30 minutes Ogg version ogg

Dru Lavigne

Interview with Dru Lavigne. We talk about her new book “The Best of
FreeBSD Basics” and also get an update on some other projects including
BSD Certification.

See the following links for more information:


	https://register.bsdcertification.org/register/get-a-bsdcg-id

	http://reedmedia.net/books/freebsd-basics

	http://www.osbr.ca



http://bsdtalk.blogspot.com/2008/01/bsdtalk139-dru-lavigne.html bsdtalk
interview dru lavigne the best of freebsd basics
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk139.mp3 7 Mb 14
minutes MP3 version mp3 bsdtalk139.ogg 14 minutes Ogg version ogg

Central Syslog

Setting up a central syslog server.


	If you are concerned about the security of your logs, use a dedicated
machine and lock it down.

	Keep clocks in sync.

	You may need to change log rotation schedule in /etc/newsyslog.conf.
You can rotate based in size and/or time. This can be as much a
policy decision as a hardware decision.

	On central log host, change syslogd flags to listen to network. Each
BSD does this differently, so check the man pages. Also, check out
the -n flag for busy environments.

	Make sure host firewall allows syslog traffic through.

	Be careful to limit syslog traffic to just the trusted network or
hosts. FreeBSD man page refers to syslogd as a “remote disk filling
service”.

	For heavy logging environments, it is important to have a dedicated
network. A down syslogd server can create a lot of “ARP who-has”
broadcasts.

	Most network devices such as printers and commercial firewalls
support sending to a central syslog server. Take a look at “Snare”
for Windows hosts.

	To send messages from a Unix host, specify the host name prepended
with @ instead of a file for logging in /etc/syslog.conf. For
example, change /var/log/xferlog to @loghost.mydomain.biz. You can
also copy and edit the line to have it log to both a local file and a
remote host.



http://bsdtalk.blogspot.com/2008/01/bsdtalk138-central-syslog.html
bsdtalk syslog http://cisx1.uma.maine.edu/~wbackman/bsdtalk/
bsdtalk138.mp3 3 Mb 7 minutes MP3 version mp3 bsdtalk138.ogg 7 minutes
Ogg version ogg

Open Community Camp with Marten Vijn

Interview with Marten Vijn about www.OpenCommunityCamp.org.
http://bsdtalk.blogspot.com/2008/01/bsdtalk137-open-community-camp-with.html
bsdtalk interview opencommunitycamp marten vijn
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk137.mp3 6 Mb 13
minutes MP3 version mp3 bsdtalk137.ogg 13 minutes Ogg version ogg

PF with Peter N. M. Hansteen

An interview with Peter N. M. Hansteen, recorded by Michael Dexter on
behalf of BSDTalk. If you would like to learn more about the PF
firewall, check out “The Book of PF” which is available at
http://nostarch.com/frameset.php?startat=pf
http://bsdtalk.blogspot.com/2007/12/bsdtalk136-pf-with-peter-n-m-hansteen.html
bsdtalk interview pf michael dexter peter n m hansteen book of pf
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk136.mp3 7 Mb 16
minutes MP3 version mp3 bsdtalk136.ogg 15 minutes Ogg version ogg

Joerg Sonnenberger

Michael Dexter sent me an interview he recorded on behalf of BSDTalk
with Joerg Sonnenberger at EuroBSDCon 2007.
http://bsdtalk.blogspot.com/2007/11/bsdtalk135-joerg-sonnenberger.html
bsdtalk interview eurobsdcon eurobsdcon2007 michael dexter joerg
sonnenberger http://cisx1.uma.maine.edu/~wbackman/bsdtalk/
bsdtalk135.mp3 8 Mb 17 minutes MP3 version mp3 bsdtalk135.ogg 17 minutes
Ogg version ogg

AsiaBSDCon Update with Hiroki Sato and George Neville-Neil

A quick update on AsiaBSDCon 2008 with Hiroki Sato and George
Neville-Neil. More information at http://2008.asiabsdcon.org/.
http://bsdtalk.blogspot.com/2007/10/bsdtalk134-asiabsdcon-update-with.html
bsdtalk interview asiabsdcon hiroki sato george neville-neil
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk134.mp3 5 Mb 10
minutes MP3 version mp3 bsdtalk134.ogg 10 minutes Ogg version ogg

OpenCon 2007 update from Marc Balmer

A short update on OpenCon 2007 with Marc Balmer. More information at
http://www.opencon.org/.
http://bsdtalk.blogspot.com/2007/10/bsdtalk133-opencon-2007-update-from.html
bsdtalk interview opencon marc balmer
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk133.mp3 3 Mb 7
minutes MP3 version mp3 bsdtalk133.ogg 7 minutes Ogg version ogg

Richard Stallman

Interview with Richard Stallman.
http://bsdtalk.blogspot.com/2007/10/bsdtalk132-richard-stallman.html
bsdtalk interview rms richard stallman
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk132.ogg 16 Mb 28
minutes Ogg version ogg

PCC with Anders “Ragge” Magnusson

Interview with Anders “Ragge” Magnusson. We talk about his work on the
Portable C Compiler. More information can be found at
http://pcc.ludd.ltu.se/.
http://bsdtalk.blogspot.com/2007/10/bsdtalk131-pcc-with-anders-ragge.html
bsdtalk interview pcc ragge anders magnusson
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk131.mp3 7 Mb 15
minutes MP3 version mp3 bsdtalk131.ogg 15 minutes Ogg version ogg

Network Stack Virtualization with Marko Zec

Michael Dexter sent me an interview he recorded on behalf of BSDTalk
with Marko Zec at EuroBSDCon 2007. More information on the project at
http://imunes.tel.fer.hr/virtnet/.
http://bsdtalk.blogspot.com/2007/10/bsdtalk130-network-stack-virtualization.html
bsdtalk interview stack virtualization marko zec
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk130.mp3 8 Mb 16
minutes MP3 version mp3 bsdtalk130.ogg 16 minutes Ogg version ogg

BSDCertification Update with Dru Lavigne

Interview with Dru Lavigne. We talk about the progress of
BSDCertification.org and also her new position with the Open Source
Business Resource at http://www.osbr.ca/.
http://bsdtalk.blogspot.com/2007/09/bsdtalk129-bsdcertification-update-with.html
bsdtalk interview bsdcertification dru lavigne
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk129.mp3 10 Mb 20
minutes MP3 version mp3 bsdtalk129.ogg 22 minutes Ogg version ogg

Sysjail Revisited with Michael Dexter

Interview with Michael Dexter. We talk about the new sysjail and the
recent system call wrapper issues.
http://bsdtalk.blogspot.com/2007/09/bsdtalk128-sysjail-revisited-with.html
bsdtalk interview sysjail michael dexter
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk128.mp3 10 Mb 22
minutes MP3 version mp3 bsdtalk128.ogg 22 minutes Ogg version ogg

Why I like the CLI

Why I like the CLI:


	Uses minimal resources. Less space, less memory, fewer dependencies.

	Transparency. GUI hides internals, limits options.

	Similar between Unix-like systems. GUI tools seem to change every
week.

	Remote management. SSH rocks.

	Everything is text. Configs, devices, output. CLI is natural
complement.

	Pipes and scripts. One time is hard, a thousand times is easy.

	Only need a few tools. Grep, sed, awk, vi, cron.

	Text config files. Easy to version, share, and comment.

	Requires reading skills instead of clicking skills.

	Much faster when you know what you are doing.



http://bsdtalk.blogspot.com/2007/08/bsdtalk127-why-i-like-cli.html
bsdtalk cli will backman http://cisx1.uma.maine.edu/~wbackman/bsdtalk/
bsdtalk127.mp3 6 Mb 12 minutes MP3 version mp3 bsdtalk127.ogg 12 minutes
Ogg version ogg

MidnightBSD founder Lucas Holt

Interview with MidnightBSD founder Lucas Holt.
http://bsdtalk.blogspot.com/2007/08/bsdtalk126-midnightbsd-founder-lucas.html
bsdtalk interview midnightbsd lucas holt
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk126.mp3 7 Mb 15
minutes MP3 version mp3 bsdtalk126.ogg 15 minutes Ogg version ogg

Matthew Dillon

Interview with DragonflyBSD’s Matthew Dillon. We talk about the 1.10
release and the design of a new filesystem.
http://bsdtalk.blogspot.com/2007/08/bsdtalk125-matthew-dillon.html
bsdtalk interview dragonflybsd mattew dillon
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk125.mp3 10 Mb 20
minutes MP3 version mp3 bsdtalk125.ogg 20 minutes Ogg version ogg

PC-BSD Founder Kris Moore

Interview with PC-BSD Founder Kris Moore. We talk about the upcoming 1.4
release.
http://bsdtalk.blogspot.com/2007/08/bsdtalk124-pc-bsd-founder-kris-moore.html
bsdtalk interview pc-bsd kris moore
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk124.mp3 6 Mb 12
minutes MP3 version mp3 bsdtalk124.ogg 12 minutes Ogg version ogg

William “whurley” Hurley, Chief Architect of Open Source Strategy at BMC
Software, Inc.

Interview with William “whurley” Hurley, Chief Architect of Open Source
Strategy at BMC Software, Inc. We talk about the BMC Developer Network.
http://bsdtalk.blogspot.com/2007/07/bsdtalk123-william-whurley-hurley-chief.html
bsdtalk interview bmc software whurley william hurley
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk123.mp3 14 Mb 28
minutes MP3 version mp3 bsdtalk123.ogg 28 minutes Ogg version ogg

Embedding FreeBSD with M. Warner Losh

Interview with M. Warner Losh about embedding FreeBSD.
http://bsdtalk.blogspot.com/2007/07/bsdtalk122-embedding-freebsd-with-m.html
bsdtalk interview embedding freebsd m warner losh
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk122.mp3 8 Mb 16
minutes MP3 version mp3 bsdtalk122.ogg 16 minutes Ogg version ogg

Fast IPSec with George Neville-Neil

Interview with George Neville-Neil about Fast IPSec.
http://bsdtalk.blogspot.com/2007/07/bsdtalk121-fast-ipsec-with-george.html
bsdtalk interview ipsec george neville-neil
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk121.mp3 7 Mb 14
minutes MP3 version mp3 bsdtalk121.ogg 14 minutes Ogg version ogg

BSD Hacker Isaac “Ike” Levy

Interview with BSD Hacker Isaac “Ike” Levy. To hear more of Ike and
other NYCBUG audio, visit http://www.fetissov.org/public/nycbug/
http://bsdtalk.blogspot.com/2007/07/bsdtalk120-bsd-hacker-isaac-ike-levy.html
bsdtalk interview nycbug isaac levy
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk120.mp3 13 Mb 26
minutes MP3 version mp3 bsdtalk120.ogg 26 minutes Ogg version ogg

Playing with IPv6

I ramble on about how I have been experimenting with IPv6. For more
details, see
http://cisx1.uma.maine.edu/~wbackman/cis341/resources/ipv6-test-lab.html.
http://bsdtalk.blogspot.com/2007/07/bsdtalk119-playing-with-ipv6.html
bsdtalk ipv6 http://cisx1.uma.maine.edu/~wbackman/bsdtalk/
bsdtalk119.mp3 8 Mb 15 minutes MP3 version mp3 bsdtalk119.ogg 15 minutes
Ogg version ogg

Sidsel Jensen from EuroBSDCon

Interview with Sidsel Jensen from www.eurobsdcon.org.
http://bsdtalk.blogspot.com/2007/06/bsdtalk118-sidsel-jensen-from.html
bsdtalk interview eurobsdcon eurobsdcon2007 sidsel jensen
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk118.mp3 5 Mb 9
minutes MP3 version mp3 bsdtalk118.ogg 9 minutes Ogg version ogg

One Time Passwords


	Important when you don’t trust the computer you are using, such as a
library computer or internet kiosk.

	Available by default in Free/Net/Open BSD.

	FreeBSD uses OPIE, Net/Open use S/Key.

	One time passwords are based on your pass phrase, a non-repeating
sequence number, and a seed.

	Initial setup should be done directly on the server.

	“skeyinit” for Net/Open, “opiepasswd -c” for FreeBSD.

	Enter a pass phrase that is not your regular account password.

	Find your current sequence number and seed with “opieinfo” or
“skeyinfo”, for example: “497 pc5246”.

	Generate a list of the next 10 passwords and write them down, using
“opiekey -n 10 497 pc5246” or “skey -n 10 497 pc5246”.

	When you log in from a remote machine that might have a keystroke
logger, you can now use a one time password instead of your regular
password.

	For OpenBSD, log in as account:skey, for example “bob:skey”, which
will cause the system to present the s/key challenge.

	For NetBSD, the system will always present you with the s/key
challenge if it is configured for your account, although you can
still use your regular password.

	FreeBSD by default will force you to use a one time password if it is
configured for your account.

	If you want both OPIE and password authentication, FreeBSD allows you
to list trusted networks or hosts in /etc/opieaccess.

	Instead of carrying a list of passwords around, you can use s/key
generators on a portable device that you trust, such as a palm pilot.

	For more info, check the man pages.



http://bsdtalk.blogspot.com/2007/06/bsdtalk117-one-time-passwords.html
bsdtalk security one time passwords
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk117.mp3 4 Mb 6
minutes MP3 version mp3 bsdtalk117.ogg 6 minutes Ogg version ogg

Rick Macklem and NFSv4

Interview with Rick Macklem about his work with NFSv4. More information
at http://snowhite.cis.uoguelph.ca/nfsv4/.
http://bsdtalk.blogspot.com/2007/06/bsdtalk116-rick-macklem-and-nfsv4.html
bsdtalk interview nfs rick macklem
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk116.mp3 6 Mb 13
minutes MP3 version mp3 bsdtalk116.ogg 13 minutes Ogg version ogg

Jun-ichiro “itojun” Itoh Hagino

Interview with KAME project core researcher Jun-ichiro “itojun” Itoh
Hagino.
http://bsdtalk.blogspot.com/2007/06/bsdtalk115-few-freebsd-core-team.html
bsdtalk interview kame itojun jun-ichiro itoh hagino
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk115.mp3 4 Mb 10
minutes MP3 version mp3 bsdtalk115.ogg 10 minutes Ogg version ogg

A Few FreeBSD Core Team Members

An interview with a few of the FreeBSD Core Team members: Brooks Davis,
Warner Losh, George V. Neville-Neil, Hiroki Sato, and Robert Watson. The
interview was recorded at BSDCan in Ottawa, Cananda.
http://bsdtalk.blogspot.com/2007/05/bsdtalk114-few-freebsd-core-team.html
bsdtalk interview freebsd core brooks davis warner losh george
neville-neil hiroki sato robert watson
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk114.mp3 16 Mb 35
minutes MP3 version mp3 bsdtalk114.ogg 35 minutes Ogg version ogg

Designing BSD Rootkits Author Joseph Kong

Interview with Joseph Kong, Author of “Designing BSD Rootkits: An
Introduction to Kernel Hacking” from No Starch Press. The interview was
recorded at BSDCan in Ottawa.
http://bsdtalk.blogspot.com/2007/05/bsdtalk113-designing-bsd-rootkits.html
bsdtalk interview kernel rootkits books joseph kong
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk113.mp3 8 Mb 15
minutes MP3 version mp3 bsdtalk113.ogg 15 minutes Ogg version ogg

Qing Li and Tatuya Jinmei

Interview at at BSDCan with Qing Li and Tatuya Jinmei. We talk about the
books that they authored with Keiichi Shima: “IPv6 Core Protocols
Implementation” and “IPv6 Advanced Protocols Implementation.” The books
are available at Amazon.com or on the publisher’s web site, www.mkp.com.
http://bsdtalk.blogspot.com/2007/05/bsdtalk112-qing-li-and-tatuya-jinmei.html
bsdtalk interview ipv6 books qing li tatuya jimei
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk112.mp3 10 Mb 20
minutes MP3 version mp3 bsdtalk112.ogg 20 minutes Ogg version ogg

FreeBSD Developer Diane Bruce

Interview with FreeBSD developer Diane Bruce. We talk about Ham Radio on
BSD. Slides from one of her talks:
http://www.oarc.net/presentations/hamradio_on_freebsd.pdf
http://bsdtalk.blogspot.com/2007/05/bsdtalk111-freebsd-developer-diane.html
bsdtalk interview freebsd diana bruce
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk111.mp3 5 Mb 10
minutes MP3 version mp3 bsdtalk111.ogg 10 minutes Ogg version ogg

Josh Berkus, Postgresql Lead at Sun Microsystems

Interview with Josh Berkus, Postgresql Lead at Sun Microsystems. We talk
about the upcoming PGCon on 23-24 May 2007. More info at
http://www.pgcon.org.
http://bsdtalk.blogspot.com/2007/05/bsdtalk110-josh-berkus-postgresql-lead.html
bsdtalk interview postgresql josh berkus
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk110.mp3 9 Mb 19
minutes MP3 version mp3 bsdtalk110.ogg 19 minutes Ogg version ogg

George Neville-Neil and Using VMs for Development

George Neville-Neil and Using VMs for Development. See
http://blogs.freebsdish.org/gnn for more information.
http://bsdtalk.blogspot.com/2007/04/bsdtalk109-george-neville-neil-and.html
bsdtalk interview virtual machines george neville-neil
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk109.mp3 6 Mb 12
minutes MP3 version mp3 bsdtalk109.ogg 12 minutes Ogg version ogg

Matt Juszczak from bsdjobs.net

Interview with Matt Juszczak from bsdjobs.net.
http://bsdtalk.blogspot.com/2007/04/bsdtalk108-matt-juszczak-from.html
bsdtalk interview bsdjobs matt juszczak
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk108.mp3 4 Mb 8
minutes MP3 version mp3 bsdtalk108.ogg 4 minutes Ogg version ogg

Contiki OS Developer Adam Dunkels

Interview with Contiki OS Developer Adam Dunkels. You can find more
information at http://www.sics.se/contiki/.
http://bsdtalk.blogspot.com/2007/04/bsdtalk107-contiki-os-developer-adam.html
bsdtalk interview contikios adam dunkels
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk107.mp3 13 Mb 27
minutes MP3 version mp3 bsdtalk107.ogg 27 minutes Ogg version ogg

Interview with Matthieu Herrb about Xenocara

Interview with Matthieu Herrb about Xenocara.
http://bsdtalk.blogspot.com/2007/04/bsdtalk106-interview-with-matthieu.html
bsdtalk interview xenocara matthieu herrb
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk106.mp3 7 Mb 14
minutes MP3 version mp3 bsdtalk106.ogg 14 minutes Ogg version ogg

Intro to PF with Jason Dixon

Introduction to PF with Jason Dixon.
http://bsdtalk.blogspot.com/2007/03/bsdtalk105-intro-to-pf-with-jason-dixon.html
bsdtalk interview pf jason dixon
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk105.mp3 12 Mb 25
minutes MP3 version mp3 bsdtalk105.ogg 25 minutes Ogg version ogg

Getting to know X


Getting to know the X Window System.


Make sure you are in a text only mode. You might need to change how
the system boots, or boot into single user mode.






	“startx” to make sure X is working right.

	“X” by itself gives the basic grey screen.

	“ctrl” and “alt” and “backspace” keys at the same time will zap X.

	“X & xterm -display :0”

	“xterm -geometry +300+300”

	“twm” or “metacity”



http://bsdtalk.blogspot.com/2007/03/bsdtalk104-getting-to-know-x.html
bsdtalk X http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk104.mp3 5
Mb 10 minutes MP3 version mp3 bsdtalk104.ogg 10 minutes Ogg version ogg

Robert Ricci from Emulab

Interview with Robert Ricci from www.Emulab.net.
http://bsdtalk.blogspot.com/2007/03/bsdtalk103-robert-ricci-from-emulab.html
bsdtalk interview emulab robert ricci
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk103.mp3 8 Mb 16
minutes MP3 version mp3 bsdtalk103.ogg 16 minutes Ogg version ogg

Cisco Distinguished Engineer Randall Stewart

Interview with Cisco Distinguished Engineer Randall Stewart. We talk
about the Stream Control Transmission Protocol and his work bringing it
to FreeBSD.
http://bsdtalk.blogspot.com/2007/03/bsdtalk102-cisco-distinguished-engineer.html
bsdtalk interview cisco freebsd stream control transmission protocol
randall stewart http://cisx1.uma.maine.edu/~wbackman/bsdtalk/
bsdtalk102.mp3 17 Mb 35 minutes MP3 version mp3 bsdtalk102.ogg 35
minutes Ogg version ogg

FreeBSD Developer George Neville-Neil

Interview with FreeBSD developer George Neville-Neil. We talk about the
packet construction set and the packet debugger.
http://bsdtalk.blogspot.com/2007/02/bsdtalk101-freebsd-developer-george.html
bsdtalk interview freebsd packet construction set george neville-neil
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk101.mp3 10 Mb 19
minutes MP3 version mp3 bsdtalk101.ogg 19 minutes Ogg version ogg

NetBSD Developer Lubomir Sedlacik

Interview with NetBSD Developer Lubomir Sedlacik. We talk about
pkgsrcCon 2007.
http://bsdtalk.blogspot.com/2007/02/bsdtalk100-netbsd-developer-lubomir.html
bsdtalk interview netbsd pkgsrccon lubomir sedlacik
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk100.mp3 7 Mb 13
minutes MP3 version mp3 bsdtalk100.ogg 13 minutes Ogg version ogg

AsiaBSDCon PC Chair George Neville-Neil

Interview with AsiaBSDCon 2007 Program Committee Chair George
Neville-Neil.
http://bsdtalk.blogspot.com/2007/02/bsdtalk099-asiabsdcon-pc-chair-george.html
bsdtalk interview asiabsdcon asiabsdcon2007 george neville-neil
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk099.mp3 7 Mb 14
minutes MP3 version mp3 bsdtalk099.ogg 14 minutes Ogg version ogg

DragonFlyBSD Developer Matthew Dillon

Interview with DragonFlyBSD developer Matthew Dillon. We talk about the
1.8 release.
http://bsdtalk.blogspot.com/2007/02/bsdtalk098-dragonflybsd-developer.html
bsdtalk interview dragonflybsd mathew dillon
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk098.mp3 12 Mb 24
minutes MP3 version mp3 bsdtalk098.ogg 24 minutes Ogg version ogg

OpenBSD Developer Pierre-Yves Ritschard

Interview with OpenBSD Developer Pierre-Yves Ritschard. We talk about
hoststated.
http://bsdtalk.blogspot.com/2007/02/bsdtalk097-openbsd-developer-pierre.html
bsdtalk interview openbsd hoststated pierre-yves ritschard
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk097.mp3 8 Mb 16
minutes MP3 version mp3 bsdtalk097.ogg 16 minutes Ogg version ogg

Artist and Musician Ty Semaka

Interview with Artist and Musician Ty Semaka. You can find his work at
http://www.tysemaka.com/, and also on the OpenBSD CDs, posters, and
shirts.
http://bsdtalk.blogspot.com/2007/01/bsdtalk096-artist-and-musician-ty.html
bsdtalk interview openbsd artwork ty semaka
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk096.mp3 6 Mb 12
minutes MP3 version mp3 bsdtalk096.ogg 12 minutes Ogg version ogg

OpenBSD Developer Claudio Jeker

Interview with OpenBSD Developer Claudio Jeker.
http://bsdtalk.blogspot.com/2007/01/bsdtalk095-openbsd-developer-claudio.html
bsdtalk interview openbsd claudio jeker
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk095.mp3 7 Mb 15
minutes MP3 version mp3 bsdtalk095.ogg 15 minutes Ogg version ogg

BSD Consultant Jeremy C. Reed

Interview with BSD Consultant Jeremy C. Reed from
http://www.reedmedia.net/
http://bsdtalk.blogspot.com/2007/01/bsdtalk094-bsd-consultant-jeremy-c.html
bsdtalk interview consultancy jeremy c reed
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk094.mp3 8 Mb 16
minutes MP3 version mp3 bsdtalk094.ogg 16 minutes Ogg version ogg

EMC Lab Admin Glen R. J. Neff

Interview with EMC Lab Administrator Glen R. J. Neff.
http://bsdtalk.blogspot.com/2007/01/bsdtalk093-emc-lab-admin-glen-r-j-neff.html
bsdtalk interview emc lab glen r j neff
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk093.mp3 15 Mb 30
minutes MP3 version mp3 bsdtalk093.ogg 30 minutes Ogg version ogg

Run Your Own Server Podcast Host Adam Glen

Interview with Adam Glen, one of the hosts of the Run Your Own Server
Podcast.
http://bsdtalk.blogspot.com/2007/01/bsdtalk092-run-your-own-server-podcast.html
bsdtalk interview run your own server adam glen
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk092.mp3 6 Mb 12
minutes MP3 version mp3 bsdtalk092.ogg 12 minutes Ogg version ogg

Phil Pereira from bsdnexus.com

Interview with Phil Pereira from bsdnexus.com.
http://bsdtalk.blogspot.com/2007/01/bsdtalk091-phil-pereira-from.html
bsdtalk interview bsdnexus phil pereira
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk091.mp3 9 Mb 18
minutes MP3 version mp3 bsdtalk091.ogg 18 minutes Ogg version ogg

Sys Admin Mike Erdely

Interview with Sys Admin Mike Erdely. You can find more information on
his use of binpatch at http://erdelynet.com/binpatch.
http://bsdtalk.blogspot.com/2006/12/bsdtalk090-sys-admin-mike-erdely.html
bsdtalk interview binpatch mike erdely
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk090.mp3 8 Mb 17
minutes MP3 version mp3 bsdtalk090.ogg 17 minutes Ogg version ogg

NetBSD Release Engineer Jeff Rizzo

Interview with NetBSD Release Engineer Jeff Rizzo. We talk about the
upcoming 4.0 release.
http://bsdtalk.blogspot.com/2006/12/bsdtalk089-netbsd-release-engineer.html
bsdtalk interview netbsd jeff rizzo
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk089.mp3 7 Mb 15
minutes MP3 version mp3 bsdtalk089.ogg 15 minutes Ogg version ogg

A Year of BSDTalk

A short ramble about the first year of bsdtalk.
http://bsdtalk.blogspot.com/2006/12/bsdtalk088-year-of-bsdtalk.html
bsdtalk anniversary http://cisx1.uma.maine.edu/~wbackman/bsdtalk/
bsdtalk088.mp3 4 Mb 8 minutes MP3 version mp3 bsdtalk088.ogg 8 minutes
Ogg version ogg

FreeBSD Developer Joseph Koshy

Interview with FreeBSD developer Joseph Koshy about libELF. You can find
more information about libELF at http://wiki.freebsd.org/LibElf.
http://bsdtalk.blogspot.com/2006/12/bsdtalk087-freebsd-developer-joseph.html
bsdtalk interview freebsd libelf joseph koshy
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk087.mp3 5 Mb 9
minutes MP3 version mp3 bsdtalk087.ogg 9 minutes Ogg version ogg

FreeBSD Developer Kip Macy

Interview with FreeBSD developer Kip Macy. We talk about the Ultrasparc
T1 port.
http://bsdtalk.blogspot.com/2006/12/bsdtalk086-freebsd-developer-kip-macy.html
bsdtalk interview freebsd ultrasparc t1 kip macy
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk086.mp3 10 Mb 22
minutes MP3 version mp3 bsdtalk086.ogg 22 minutes Ogg version ogg

FreeBSD Port Committer Thomas McLaughlin

Interview with FreeBSD Port Committer Thomas McLaughlin about the BSD#
project.
http://bsdtalk.blogspot.com/2006/11/bsdtalk085-freebsd-port-committer.html
bsdtalk interview freebsd bsd# thomas mclaughlin
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk085.mp3 9 Mb 18
minutes MP3 version mp3 bsdtalk085.ogg 18 minutes Ogg version ogg

FreeBSD Release Engineer Bruce Mah

Interview with FreeBSD Release Engineer Bruce Mah.
http://bsdtalk.blogspot.com/2006/11/bsdtalk084-freebsd-release-engineer.html
bsdtalk interview freebsd release engineer bruce mah
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk084.mp3 7 Mb 15
minutes MP3 version mp3 bsdtalk084.ogg 15 minutes Ogg version ogg

Pkgsrc Developer Johnny Lam

Interview with pkgsrc developer Johnny Lam.
http://bsdtalk.blogspot.com/2006/11/bsdtalk083-pkgsrc-developer-johnny-lam.html
bsdtalk interview pkgsrc johnny lam
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk083.mp3 6 Mb 13
minutes MP3 version mp3 bsdtalk083.ogg 13 minutes Ogg version ogg

OpenBSD Developer Jason Wright

Interview with OpenBSD developer Jason Wright. We talk about his work on
sparc and also amateur radio.
http://bsdtalk.blogspot.com/2006/11/bsdtalk082-openbsd-developer-jason.html
bsdtalk interview openbsd sparc radio jason wright
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk082.mp3 8 Mb 17
minutes MP3 version mp3 bsdtalk082.ogg 17 minutes Ogg version ogg

Thorsten Glaser from MirOS

Interview with Thorsten Glaser from MirOS, which can be found at
www.mirbsd.org.
http://bsdtalk.blogspot.com/2006/11/bsdtalk081-thorsten-glaser-from-miros.html
bsdtalk interview miros thomas glaser
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk081.mp3 9 Mb 19
minutes MP3 version mp3 bsdtalk081.ogg 19 minutes Ogg version ogg

EuroBSDCon Organizer Massimiliano Stucchi

Interview with EuroBSDCon organizer Massimiliano Stucchi.
http://bsdtalk.blogspot.com/2006/11/bsdtalk080-eurobsdcon-organizer.html
bsdtalk interview eurobsdcon eurobsdcon2006 massimiliano stucchi
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk080.mp3 4 Mb 8
minutes MP3 version mp3 bsdtalk080.ogg 8 minutes Ogg version ogg

OpenBSD Developer David Gwynne

Interview with OpenBSD developer David Gwynne. We talk about the
upcoming 4.0 release of OpenBSD and current projects that he is working
on.
http://bsdtalk.blogspot.com/2006/10/bsdtalk079-openbsd-developer-david.html
bsdtalk interview openbsd david gwynne
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk079.mp3 8 Mb 16
minutes MP3 version mp3 bsdtalk079.ogg 16 minutes Ogg version ogg

Kris Moore from PC-BSD

Interview with Kris Moore from PC-BSD.
http://bsdtalk.blogspot.com/2006/10/bsdtalk078-kris-moore-from-pc-bsd.html
bsdtalk interview pc-bsd kris moore
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk078.mp3 10 Mb 21
minutes MP3 version mp3 bsdtalk078.ogg 21 minutes Ogg version ogg

Matt Olander from iXsystems

Interview with Matt Olander from www.iXsystems.com.
http://bsdtalk.blogspot.com/2006/10/bsdtalk077-matt-olander-from-ixsystems.html
bsdtalk interview ixsystems matt olander
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk077.mp3 9 Mb 19
minutes MP3 version mp3 bsdtalk077.ogg 19 minutes Ogg version ogg

OpenBSD Developer Marc Balmer

Interview with OpenBSD Developer Marc Balmer. We talk about
www.opencon.org and his work with OpenBSD.
http://bsdtalk.blogspot.com/2006/10/bsdtalk076-openbsd-developer-marc.html
bsdtalk interview opencon openbsd marc balmer
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk076.mp3 7 Mb 15
minutes MP3 version mp3 bsdtalk076.ogg 15 minutes Ogg version ogg

Interview with Hiroki Sato and George Neville-Neil from AsiaBSDCon

Interview with Hiroki Sato and George Neville-Neil from AsiaBSDCon. More
info at http://2006.asiabsdcon.org/.
http://bsdtalk.blogspot.com/2006/10/bsdtalk074-interview-with-hiroki-sato.html
bsdtalk interview asiabsdcon asiabsdcon2006 hiroki sao george
neville-neil http://cisx1.uma.maine.edu/~wbackman/bsdtalk/
bsdtalk074.mp3 6 Mb 13 minutes MP3 version mp3 bsdtalk074.ogg 13 minutes
Ogg version ogg

Interview with Sevan Janiyan

Interview with Sevan Janiyan. We talk about the Brighton Chilli WiFi
hotspot project, which can be found at
http://brightonchilli.geeklan.co.uk/
http://bsdtalk.blogspot.com/2006/10/bsdtalk073-interview-with-sevan.html
bsdtalk interview brighton chilli wifi sevan janiyan
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk073.mp3 6 Mb 13
minutes MP3 version mp3 bsdtalk073.ogg 13 minutes Ogg version ogg

Interview with Poul-Henning Kamp about Varnish

Interview with Poul-Henning Kamp about Varnish. More information at
http://www.varnish-cache.org/.
http://bsdtalk.blogspot.com/2006/10/bsdtalk072-interview-with-poul-henning.html
bsdtalk interview varnish poul-henning kamp
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk072.mp3 17 Mb 36
minutes MP3 version mp3 bsdtalk072.ogg 36 minutes Ogg version ogg

Interview with Einar Th. Einarsson from f-prot.com

Interview with Einar Th. Einarsson from f-prot.com.
http://bsdtalk.blogspot.com/2006/09/bsdtalk071-interview-with-einar-th.html
bsdtalk interview f-prot einar th einarsson
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk071.mp3 8 Mb 17
minutes MP3 version mp3 bsdtalk071.ogg 17 minutes Ogg version ogg

Interview with NetBSD Developer Tim Rightnour

Interview with NetBSD Developer Tim Rightnour. We talk about
NetBSD/prep.
http://bsdtalk.blogspot.com/2006/09/bsdtalk070-interview-with-netbsd.html
bsdtalk interview netbsd tim rightnour
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk070.mp3 7 Mb 15
minutes MP3 version mp3 bsdtalk070.ogg 15 minutes Ogg version ogg

Interview with Christoph Egger about Xen on OpenBSD

Interview with Christoph Egger about Xen on OpenBSD.
http://bsdtalk.blogspot.com/2006/09/bsdtalk069-interview-with-christoph.html
bsdtalk interview openbsd xen christoph egger
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk069.mp3 7 Mb 15
minutes MP3 version mp3 bsdtalk069.ogg 15 minutes Ogg version ogg

Interview with OpenBSD Developer Bob Beck

Interview with OpenBSD Developer Bob Beck.
http://bsdtalk.blogspot.com/2006/09/bsdtalk068-interview-with-openbsd.html
bsdtalk interview openbsd bob beck
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk068.mp3 12 Mb 26
minutes MP3 version mp3 bsdtalk068.ogg 26 minutes Ogg version ogg

Interview with Dan Langille about backups

Interview with Dan Langille about backups. Check out
http://www.bacula.org/
http://bsdtalk.blogspot.com/2006/09/bsdtalk067-interview-with-dan-langille.html
bsdtalk interview bacula dan langille
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk067.mp3 10 Mb 22
minutes MP3 version mp3 bsdtalk067.ogg 22 minutes Ogg version ogg

Interview with Michael Dexter about sysjail

Interview with Michael Dexter about sysjail. http://sysjail.bsd.lv/
http://bsdtalk.blogspot.com/2006/09/bsdtalk066-interview-with-michael.html
bsdtalk interview sysjail michael dexter
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk066.mp3 16 Mb 35
minutes MP3 version mp3 bsdtalk066.ogg 35 minutes Ogg version ogg

Interview with Eirik Øverby.

Interview with Eirik Øverby. We talk about his use of BSD and Jails.
http://bsdtalk.blogspot.com/2006/09/bsdtalk065-interview-with-eirik-verby.html
bsdtalk interview jails eirik Overby
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk065.mp3 9 Mb 18
minutes MP3 version mp3 bsdtalk065.ogg 18 minutes Ogg version ogg

Interview with NetBSD Developer Jason Thorpe

Interview with NetBSD Developer Jason Thorpe
http://bsdtalk.blogspot.com/2006/09/bsdtalk064-interview-with-netbsd.html
bsdtalk interview netbsd jason thorpe
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk064.mp3 18 Mb 38
minutes MP3 version mp3 bsdtalk064.ogg 38 minutes Ogg version ogg

Interview with Mitchell Smith about BSD and Accessibility

Interview with Mitchell Smith about BSD and Accessibility.
http://bsdtalk.blogspot.com/2006/08/bsdtalk063-interview-with-mitchell.html
bsdtalk interview accessibility mitchell smith
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk063.mp3 8 Mb 17
minutes MP3 version mp3 bsdtalk063.ogg 17 minutes Ogg version ogg

Interview with YAWS developer Claes Klacke Wikstrom

Interview with YAWS developer Claes “Klacke” Wikstrom.
http://bsdtalk.blogspot.com/2006/08/bsdtalk062-interview-with-yaws.html
bsdtalk interview yaws claes wikstrom
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk062.mp3 8 Mb 18
minutes MP3 version mp3 bsdtalk062.ogg 18 minutes Ogg version ogg

Interview with lighttpd developer Jan Kneschke

Interview with lighttpd developer Jan Kneschke.
http://bsdtalk.blogspot.com/2006/08/bsdtalk061-interview-with-lighttpd.html
bsdtalk interview lighttpd jan kneschke
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk061.mp3 17 Mb 35
minutes MP3 version bsdtalk interview lighttpd jan kneschke
bsdtalk061.ogg 35 minutes Ogg version bsdtalk interview lighttpd jan
kneschke

My BSD History

My BSD History, by Will Backman of BSDTalk, and a bit on accessibility.
http://bsdtalk.blogspot.com/2006/08/bsdtalk060-my-bsd-history.html
bsdtalk accessibility http://cisx1.uma.maine.edu/~wbackman/bsdtalk/
bsdtalk060.mp3 5 Mb 10 minutes MP3 version mp3 bsdtalk060.ogg 10 minutes
Ogg version ogg

Interview with Matt Morley

Interview with Matt Morley, BSD user.
http://bsdtalk.blogspot.com/2006/08/bsdtalk059-interview-with-matt-morley.html
bsdtalk interview matt morley
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk059.mp3 11 Mb 25
minutes MP3 version mp3 bsdtalk059.ogg 25 minutes Ogg version ogg

Interview with Jason Thaxter from gomoos.org

Interview with Jason Thaxter from gomoos.org.
http://bsdtalk.blogspot.com/2006/07/bsdtalk058-interview-with-jason.html
bsdtalk interview gomoos jason thaxter
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/ bsdtalk058.mp3 11 Mb 23
minutes MP3 version mp3 bsdtalk058.ogg 23 minutes Ogg version ogg

Using BSD in SchmooCon Labs


Using BSD in SchmooCon Labs


DCBSDCon 2009, Ken Caruso

clive URL: http://www.youtube.com/watch?v=9ZhfuP4jghY
http://www.youtube.com/watch?v=9ZhfuP4jghY youtube presentation
dcbsdcon dcbsdcon2009 bsd schmoocon ken caruso
http://www.youtube.com/watch?v=9ZhfuP4jghY 35:08 Flash flash





Sleeping Beauty - NetBSD on Modern laptops


P9A: Sleeping Beauty - NetBSD on Modern Laptops


AsiaBSDCon 2008, Jorg Sonnenberger

clive URL: http://www.youtube.com/watch?v=v9ygBFjGR50
http://www.youtube.com/watch?v=v9ygBFjGR50 youtube presentation
asiabsdcon2008 asiabsdcon netbsd laptops jorg sonnenberger
http://www.youtube.com/watch?v=v9ygBFjGR50 1:20:56 Flash flash





OpenBSD Network Stack Internals


P8A: OpenBSD Network Stack Internals


AsiaBSDCon 2008, Claudio Jeker

clive URL: http://www.youtube.com/watch?v=V85It0dGUF4
http://www.youtube.com/watch?v=V85It0dGUF4 youtube presentation
asiabsdcon2008 asiabsdcon openbsd claudio jeker
http://www.youtube.com/watch?v=V85It0dGUF4 53:41 Flash flash





25 years with BSD


Thinking RealSpace: Life with BSD - ~25 years with BSD


AsiaBSDCon 2008, Hideki Sunahara

clive URL: http://www.youtube.com/watch?v=brYdkQ120Do
http://www.youtube.com/watch?v=brYdkQ120Do youtube keynote
asiabsdcon2008 asiabsdcon bsd hideki sunahara
http://www.youtube.com/watch?v=brYdkQ120Do 44:43 Flash flash





P6A: A Portable iSCSI Initiator


P3B: A Portable iSCSI Initiator


AsiaBSDCon 2008, Alistair Crooks

clive URL: http://www.youtube.com/watch?v=MiZY7PMu7Ic
http://www.youtube.com/watch?v=MiZY7PMu7Ic youtube presentation
asiabsdcon2008 asiabsdcon iscsi alistair crooks
http://www.youtube.com/watch?v=MiZY7PMu7Ic 40:57 Flash flash





P3B: BSD Implementations of XCAST6


P3B: BSD Implementations of XCAST6


AsiaBSDCon 2008, Yuji Imai

clive URL: http://www.youtube.com/watch?v=g1Ga48smqyI
http://www.youtube.com/watch?v=g1Ga48smqyI youtube presentation
asiabsdcon2008 asiabsdcon xcast6 yuji imai
http://www.youtube.com/watch?v=g1Ga48smqyI 55:42 Flash flash





P5A: Logical Resource Isolation in the NetBSD Kernel


P5A: Logical Resource Isolation in the NetBSD Kernel


AsiaBSDCon 2008, Kristaps Dzonsons

clive URL: http://www.youtube.com/watch?v=c63VneyQI-k
http://www.youtube.com/watch?v=c63VneyQI-k youtube presentation
asiabsdcon2008 asiabsdcon netbsd kristaps dzonsons
http://www.youtube.com/watch?v=c63VneyQI-k 56:29 Flash flash





P4B: Send and Receive of File System Protocols: Userspace Approach With
puffs


P4B: Send and Receive of File System Protocols: Userspace Approach
With puffs


AsiaBSDCon 2008, Antti Kantee

clive URL: http://www.youtube.com/watch?v=ziGeB8iRA0c
http://www.youtube.com/watch?v=ziGeB8iRA0c youtube presentation
asiabsdcon2008 asiabsdcon puffs antti kantee
http://www.youtube.com/watch?v=ziGeB8iRA0c 47:29 Flash flash





P1B: Tracking FreeBSD in a Commercial Setting


P1B: Tracking FreeBSD in a Commercial Setting


AsiaBSDCon 2008, M. Warner Losh

clive URL: http://www.youtube.com/watch?v=VaZ9Ef04bJg
http://www.youtube.com/watch?v=VaZ9Ef04bJg youtube presentation
asiabsdcon2008 asiabsdcon freebsd warner losh
http://www.youtube.com/watch?v=VaZ9Ef04bJg 33:40 Flash flash





A Brief History of the BSD Fast Filesystem, Kirk McKusick


A Brief History of the BSD Fast Filesystem, Kirk McKusick


AsiaBSDCon 2008, Dr. Kirk McKusick

clive URL: http://www.youtube.com/watch?v=tzieR5MM06M
http://www.youtube.com/watch?v=tzieR5MM06M youtube presentation
asiabsdcon2008 asiabsdcon bsd fast filesystem kirk mckusick
http://www.youtube.com/watch?v=tzieR5MM06M 42:01 Flash flash





PC-BSD, Matt Olander, AsiaBSDCon 2008


PC-BSD, Matt Olander, AsiaBSDCon 2008


clive URL: http://www.youtube.com/watch?v=N0q37X-MJzY
http://www.youtube.com/watch?v=N0q37X-MJzY youtube presentation
asiabsdcon2008 asiabsdcon pc-bsd matt olander
http://www.youtube.com/watch?v=N0q37X-MJzY 28:50 Flash flash





Using FreeBSD to Promote Open Source Development Methods, Brooks Davis,
AsiaBSDCon 2008


Using FreeBSD to Promote Open Source Development Methods, Brooks
Davis, AsiaBSDCon 2008


clive URL: http://www.youtube.com/watch?v=4lcrinKBMas
http://www.youtube.com/watch?v=4lcrinKBMas youtube presentation
asiabsdcon2008 asiabsdcon freebsd promotion open source development
models brooks davis http://www.youtube.com/watch?v=4lcrinKBMas 30:07
Flash flash





Keynote, Peter Losher, Internet Systems Consortium, AsiaBSDCon 2008


Keynote, Peter Losher, Internet Systems Consortium, AsiaBSDCon 2008


clive URL: http://www.youtube.com/watch?v=vQbdG7TwhKo
http://www.youtube.com/watch?v=vQbdG7TwhKo youtube keynote
asiabsdcon2008 asiabsdcon peter losher
http://www.youtube.com/watch?v=vQbdG7TwhKo 42:44 Flash flash





GEOM - in Infrastructure We Trust, Pawel Jakub Dawidek, AsiaBSDCon 2008


GEOM - in Infrastructure We Trust, Pawel Jakub Dawidek, AsiaBSDCon
2008


clive URL: http://www.youtube.com/watch?v=xMpmOezBJZo
http://www.youtube.com/watch?v=xMpmOezBJZo youtube presentation
asiabsdcon2008 asiabsdcon geom pawel jakub dawidek
http://www.youtube.com/watch?v=xMpmOezBJZo 46:38 Flash flash





Reducing Lock Contention in a Multi-Core System, Randall Stewart,
AsiaBSDCon 2008


Reducing Lock Contention in a Multi-Core System, Randall Stewart,
AsiaBSDCon 2008


clive URL: http://www.youtube.com/watch?v=OQOMva1SmbY
http://www.youtube.com/watch?v=OQOMva1SmbY youtube presentation
asiabsdcon2008 asiabsdcon multicore lock contention randall stewart
http://www.youtube.com/watch?v=OQOMva1SmbY 28:12 Flash flash





FreeBSD Kernel Internals, Dr. Marshall Kirk McKusick


The first hour of Marshall Kirk McKusick’s course on FreeBSD kernel
internals based on his book, The Design and Implementation of the
FreeBSD Operating System. This course has been given at BSD
Conferences and technology companies around the world.


clive URL: http://www.youtube.com/watch?v=nwbqBdghh6E
http://www.youtube.com/watch?v=nwbqBdghh6E youtube course freebsd
design and implementation of the freebsd operating system kirk
mckusick http://www.youtube.com/watch?v=nwbqBdghh6E 59:57 Flash flash





May 2008 developer Vimage report


A sneak peak into the FreeBSD development process.


Warning 2 hours! filmed over 2 days. (The schedule worked out was
optimistic to say the least but it’s still looking ok...)

Marko Zec and Julian Elischer report back to the developers at BSDCan
on the progress on virtualizing the network stack in FreeBSD. This has
been a long term project but at the time of this recording was just
reaching the point of feasibility. In this video you can see some of
the dynamics of the group as developers become familiar with the
project and discussions take place regarding such things as
maintainability, ABI compatibility, and even what to call the feature.
In this video you can see the decision being made by a “quorum” of
developers to take this project mainstream.

The sound is less that perfect, but it’s what we have.

This is a montage of 3 video sources, one of which is a lower
resolution, but at times it was the only camera capturing the action.
(the other ran out of tape for a while)

Thanks to Ed Maste for the added footage.

I will be doing more editing later and will be substituting in better
footage in some places.

clive URL: http://au.youtube.com/watch?v=Px-pSXm32dE
http://www.youtube.com/watch?v=Px-pSXm32dE youtube freebsd vimage
marko zec julian elischer http://www.youtube.com/watch?v=Px-pSXm32dE
2:44:36 Flash flash





ZFS in FreeBSD, by Pawel Jakub Dawidek


Pawel goes over ZFS, and tells us the state of the FreeBSD port.
Source: Julian


clive URL: http://au.youtube.com/watch?v=5-CR3o-Q2CU
http://www.youtube.com/watch?v=5-CR3o-Q2CU youtube freebsd zfs pawel
jakub http://www.youtube.com/watch?v=5-CR3o-Q2CU 54:34 Flash flash





Isilon and FreeBSD


Zach Loafman explains how Isilon uses FreeBSD and how the company adds
to it and interacts with the FreeBSD community.


clive URL: http://au.youtube.com/watch?v=OlMocIwM5QU
http://www.youtube.com/watch?v=OlMocIwM5QU youtube freebsd isilon zach
loafman http://www.youtube.com/watch?v=OlMocIwM5QU 28:58 Flash flash





FreeBSD networking work summary


Robert Watson reports on work currently under way to optimize the
networking stack for new hardware. Source: Julian


clive URL: http://www.youtube.com/watch?v=ohLVNmI3lCg
http://www.youtube.com/watch?v=ohLVNmI3lCg youtube freebsd networking
robert watson http://www.youtube.com/watch?v=ohLVNmI3lCg 55:21 Flash
flash





Kris Moore and PCBSD


PCBSD from a developer’s perspective. Source: Julian


clive URL: http://au.youtube.com/watch?v=aHRRa-OvwxM
http://au.youtube.com/watch?v=aHRRa-OvwxM youtube pcbsd kris moore
http://au.youtube.com/watch?v=aHRRa-OvwxM 25:14 Flash flash





FreeBSD, klaster pocztowy


“Projektowanie korporacyjnego klastra pocztowego”, Jan Srzednicki at
MeetBSD 2007 in Warsaw, Poland.


clive URL: http://www.youtube.com/watch?v=9B8MDy-37TI
http://www.youtube.com/watch?v=9B8MDy-37TI youtube meetbsd meetbsd2007
polish jan srzednicki http://www.youtube.com/watch?v=9B8MDy-37TI
1:07:56 Flash flash





Meet BSD projects from GSoC 2007


“Meet BSD projects from Google Summer of Code 2007”, Pawel Solyga at
MeetBSD 2007 in Warsaw, Poland.


clive URL: http://www.youtube.com/watch?v=snVtilaj-KI
http://www.youtube.com/watch?v=snVtilaj-KI youtube meetbsd meetbsd2007
google soc pawel solyga http://www.youtube.com/watch?v=snVtilaj-KI
34:37 Flash flash





Google Summer of Code 2008. BSD summary


A panel discusses the GSOC project an how it and BSD get on. Source:
Julian


clive URL: http://www.youtube.com/watch?v=3l3tuhSmp_E
http://www.youtube.com/watch?v=3l3tuhSmp_E youtube meetbsd
meetbsd2008 google soc http://www.youtube.com/watch?v=3l3tuhSmp_E
35:15 Flash flash





Embedded FreeBSD


“FreeBSD do zabudowy czyli nie tylko pecety”, Rafal Jaworowski at
MeetBSD 2007 in Warsaw, Poland.


clive URL: http://www.youtube.com/watch?v=2HcIJvJX4y8
http://www.youtube.com/watch?v=2HcIJvJX4y8 youtube meetbsd meetbsd2007
embedded freebsd polish rafal jaworowski
http://www.youtube.com/watch?v=2HcIJvJX4y8 1:11:09 Flash flash





DTrace


“DTrace - Monitoring i strojenie systemu w XXI wieku”, Slawomir Zak at
MeetBSD 2007 in Warsaw, Poland.


clive URL: http://www.youtube.com/watch?v=5VK6tV4y3r0
http://www.youtube.com/watch?v=5VK6tV4y3r0 youtube meetbsd meetbsd2007
dtrace polish slawomir zak http://www.youtube.com/watch?v=5VK6tV4y3r0
1:04:23 Flash flash





New features in FreeBSD 7


“New features and improvements in FreeBSD 7”, Kris Kennaway at MeetBSD
2007 in Warsaw, Poland


clive URL: http://www.youtube.com/watch?v=XUjJWhlnujQ
http://www.youtube.com/watch?v=XUjJWhlnujQ youtube meetbsd meetbsd2007
freebsd kris kennaway http://www.youtube.com/watch?v=XUjJWhlnujQ
1:07:18 Flash flash





Detangling and debugging


“Detangling and debugging: friends in unexpected places”, Philip Paeps
at MeetBSD 2007 in Warsaw, Poland.


clive URL: http://www.youtube.com/watch?v=G8Fm8mgPyDc
http://www.youtube.com/watch?v=G8Fm8mgPyDc youtube meetbsd meetbsd2007
debugging philip paeps http://www.youtube.com/watch?v=G8Fm8mgPyDc
18:36 Flash flash





FreeBSD Profiling, Kris Kennaway, MeetBSD 2008


FreeBSD Profiling tools, tips and tricks, Kris Kennaway, MeetBSD 2008


clive URL: http://www.youtube.com/watch?v=Mfb5_uG7BCA
http://www.youtube.com/watch?v=Mfb5_uG7BCA youtube meetbsd
meetbsd2008 freebsd profiling kris kennaway
http://www.youtube.com/watch?v=Mfb5_uG7BCA 1:06:23 Flash flash





BSD v. GPL, Jason Dixon, NYCBSDCon 2008


BSD vs GPL is a sweeping epic, focused on the dichotomy between good
and evil. It peers inside the hearts and minds of the creators of
these movements and dissects their battle for world domination. No
common documentary will dare to follow the path that BSD vs GPL
blazes. This presentation was given by Jason Dixon at the NYC BSD
Conference at Columbia University on October 11, 2008


clive URL: http://www.youtube.com/watch?v=mMmbjJI5su0
http://www.youtube.com/watch?v=mMmbjJI5su0 youtube nycbsdcon
nycbsdcon2008 bsd versus gpl jason dixon
http://www.youtube.com/watch?v=mMmbjJI5su0 16:21 Flash flash





BSD is Dying, Jason Dixon, NYCBSDCon 2007


A tongue-in-cheek look at the history and future of the BSD movement.
Modeled after the presentation styles of Lessig and Hardt, the talk
provides a light-hearted introspection of the leaders, technologies,
and community that forges ahead despite having been left for dead some
15 years past. This presentation was given by Jason Dixon at the NYC
BSD Conference at Columbia University on October 28, 2006


clive URL: http://www.youtube.com/watch?v=g7tvI6JCXD0
http://www.youtube.com/watch?v=g7tvI6JCXD0 youtube nycbsdcon
nycbsdcon2007 bsd is dying jason dixon
http://www.youtube.com/watch?v=g7tvI6JCXD0 17:41 Flash flash





PC-BSD: FreeBSD on the Desktop


“PC-BSD: FreeBSD on the Desktop”, Matt Olander at MeetBSD 2007 in
Warsaw, Poland.


clive URL: http://www.youtube.com/watch?v=oC4gsipGfQU
http://www.youtube.com/watch?v=oC4gsipGfQU youtube meetbsd meetbsd2007
pc-bsd matt olander http://www.youtube.com/watch?v=oC4gsipGfQU 31:30
Flash flash





FreeBSD, Protecting Privacy with Tor


“Protecting your Privacy with FreeBSD and Tor”, Christian Brüffer at
MeetBSD 2007 in Warsaw, Poland.


clive URL: http://www.youtube.com/watch?v=OwBh8ro7xHQ
http://www.youtube.com/watch?v=OwBh8ro7xHQ youtube meetbsd meetbsd2007
freebsd tor privacy christian bruffer
http://www.youtube.com/watch?v=OwBh8ro7xHQ 46:24 Flash flash





FreeBSD, Building a Computing Cluster


“Reflections on Building a High-Performance Computing Cluster using
FreeBSD”, Brooks Davis at MeetBSD 2007 in Warsaw, Poland.


clive URL: http://www.youtube.com/watch?v=BpsRb9fJ4Ds
http://www.youtube.com/watch?v=BpsRb9fJ4Ds youtube meetbsd meetbsd2007
freebsd cluster performance brooks davis
http://www.youtube.com/watch?v=BpsRb9fJ4Ds 47:51 Flash flash





Isolating Cluster Jobs for Performance and Predictability, Brooks Davis,
MeetBSD 2008


Isolating Cluster Jobs for Performance and Predictability by Brooks
Davis, The Aerospace Corporation, MeetBSD November 15, 2008


clive URL: http://www.youtube.com/watch?v=0uBFLJm7IHc
http://www.youtube.com/watch?v=0uBFLJm7IHc youtube meetbsd meetbsd2008
cluster performance brooks davis
http://www.youtube.com/watch?v=0uBFLJm7IHc 43:40 Flash flash





BSD Certification, MeetBSD 2008


BSD Certification by Dru Lavigne, Chair, BSD Certification Group,
MeetBSD November 15, 2008


clive URL: http://www.youtube.com/watch?v=rGQmLYplO9U
http://www.youtube.com/watch?v=rGQmLYplO9U youtube meetbsd meetbsd2008
bsd certification dru lavigne
http://www.youtube.com/watch?v=rGQmLYplO9U 44:14 Flash flash





Embedding FreeBSD, MeetBSD 2008


Embedding FreeBSD by Warner Losh and Philip Paeps, MeetBSD November
15, 2008


clive URL: http://www.youtube.com/watch?v=Fc3xYrxvIU0
http://www.youtube.com/watch?v=Fc3xYrxvIU0 youtube meetbsd meetbsd2008
embedded freebsd philip paeps warner losh
http://www.youtube.com/watch?v=Fc3xYrxvIU0 38:56 Flash flash





FreeBSD Foundation Update & Recognition, MeetBSD 2008


Robert Watson provides a status update on the non-profit FreeBSD
Foundation at MeetBSD November 16, 2008


clive URL: http://www.youtube.com/watch?v=sNQ2d41Vn2A
http://www.youtube.com/watch?v=sNQ2d41Vn2A youtube meetbsd meetbsd2008
freebsd foundation robert watson
http://www.youtube.com/watch?v=sNQ2d41Vn2A 16:22 Flash flash





Lousy virtualization, Happy users: FreeBSD’s jail(2) facility

Lousy virtualization, Happy users: FreeBSD’s jail(2) facility by
Poul-Henning Kamp (phk@FreeBSD.org)
http://www.ukuug.org/events/spring2007/programme/ ukuug presentation
freebsd jails poul-henning kamp
http://www.ukuug.org/events/spring2007/programme/jails.pdf 2.7 Mb Slides
pdf

Poul-Henning Kamp - GBDE – Spook strength disk encryption

GBDE is a disk encryption facility designed with both usability and
strength as requirements and it attempts to protect both the user and
the data. The talk is about avoiding self-deceiving analysis, how to
make real world usable cryptography and generally protect yourself and
your data. Required skill level: Laptop user.
http://conferences.suug.ch/sucon/04/ suug presentation gbde poul-henning
kamp http://phk.freebsd.dk/pubs/bsdcon-03.gbde.paper.pdf 104 Kb Paper
pdf http://www.suug.ch/sucon/04/slides/gbde.pdf 113 Kb Slides pdf

Max Laier - PF - Extended Introduction

The talk will introduce packet filter (pf) - a *BSD firewall system -
and summarize its history and projected future. After providing a short
overview of pf’s general functionality and some firewall basics, it will
concentrate on packet filter’s advanced feature-set from the
administrator’s point of view. The talk will also cover the integration
of ALTQ, a mature framework for traffic shaping and priorization.
Finally it will provide a short overview of the “Common Address
Redundancy Protocol” (CARP) and its integration in pf.
http://conferences.suug.ch/sucon/04/ suug presentation pf altq max laier
http://people.freebsd.org/~mlaier/sucon.pdf 1 Mb Slides pdf
http://mirror.switch.ch/sucon-04/max_laier-pf_extended_introduction.avi
94 Mb Video/MPEG avi
http://mirror.switch.ch/sucon-04/max_laier-pf_extended_introduction.mp3
22 Mb Audio/MP3 mp3

Poul-Henning Kamp - Old mistakes repeated (but you do get the source
code now)

UNIX is the best operating system ever designed so everybody is running
UNIX on their computer, right ? This presentation takes a partisan looks
a why UNIX never became a big success in the eighties, failed to win the
market in the nineties, and still struggles in the market in the new
millennium. Poul-Henning will take a critical look at the mistakes of
the past and the mistakes of the present and try to make it really clear
what needs to happen for UNIX to become a real success.
http://conferences.suug.ch/sucon/04/ suug presentation unix mistakes
poul-henning kamp http://www.suug.ch/sucon/04/slides/oldmistakes.pdf 65
Kb Slides pdf

DCBSDCon 2009 - Photos

Photos of the 2009 DCBSDCon http://www.flickr.com/photos/34727619@N03/
dcbsdcon dcbsdcon2009 photos

EuroBSDCon 2008 - Paeps Philip - How-to embed FreeBSD

This paper provides a how-to embed FreeBSD. A console server built form
an AT91RM9200 based ARM system will be explored. This paper will talk
about the selection of hardware. It will explore creating images for the
target system, as well as concentrate on different alternatives for
deploying the system. A number of different options exist today, and no
comprehensive guide for navigating through the choices exists today.
This paper will explore the different alternatives that exist today for
producing images targeted at different size requirements. The differing
choices for storage in an embedded environment are explored. The
techniques used to access rich debugging environments are discussed.
http://2008.eurobsdcon.org/talks.html eurobsdcon eurobsdcon2008 embed
freebsd philip paeps
http://audiovideocours.u-strasbg.fr/avc/courseaccess?id=2828&type=ogg
OGG 1 byte 43 minutes ogg
http://audiovideocours.u-strasbg.fr/avc/courseaccess?id=2828&type=mp3
MP3 1 byte 43 minutes mp3
http://audiovideocours.u-strasbg.fr/avc/courseaccess?id=2828&type=pdf
PDF 1 byte 17 pages pdf

EuroBSDCon 2008 - George Neville-Neil - Multicast Performance in FreeBSD

In the past ten years most of the research in network protocols has gone
into TCP, leaving UDP to languish as a local configuration protocol.
While the majority of Internet traffic is TCP, UDP remains the only IP
protocol that works over multicast and as such has some specific, and
interesting uses in some areas of computing. In 2008 we undertook a
study of the performance of UDP multicast on both 1Gbps and 10Gbps
Ethernet networks in order to see if changing the physical layer of the
network would give a linear decrease in packet latency. To measure the
possible gains we developed a new network protocol test program, mctest,
which is capable of recording packet round trip times from many hosts
simultaneously and which we believe accurately represents how many
environments use multicast. The mctest program has been integrated into
FreeBSD and is now being used to verify the proper operation of
multicast on various pieces of 10Gbps hardware.
http://2008.eurobsdcon.org/talks.html eurobsdcon eurobsdcon2008
multicast freebsd george neville-neil
http://audiovideocours.u-strasbg.fr/avc/courseaccess?id=2827&type=ogg
OGG 1 byte 39 minutes ogg
http://audiovideocours.u-strasbg.fr/avc/courseaccess?id=2827&type=mp3
MP3 1 byte 39 minutes mp3
http://audiovideocours.u-strasbg.fr/avc/courseaccess?id=2827&type=pdf
PDF 1 byte n pages pdf

EuroBSDCon 2008 - Pedro Giffuni - Working with Engineering Applications
in FreeBSD


In recent years, traditional branches of engineering like Civil,
Chemical, Mechanical, Electrical and Industrial Engineering are
requiring extensive computing facilities for their needs. Several well
known labs (Sandia, Lawrence Livermore) rely on huge clusters to do
all types of complex analysis that were unthinkable a couple of
decades ago. While the free BSD variants share the environment with
traditional UNIX systems, frequently used for such computations, it
was not common to find adequate free software packages to carry
complex calculations. Eventually commercial versions of important math
related packages started to appear for the Linux platform. Even when
the big packages were distant, the BSDs learned and adapted in
resourceful ways: Matlab and Mathematica, running under Linux
emulation, demanded functionality from the BSDs and NetBSD implemented
a signal trampoline to be able to run AutoCAD with IRIX binary
compatibility. A notable project that was always available under a
free license was Berkeley’s Spice circuit analysis program, however it
was an exception rather than the rule. Even when the scientific
community pressed for a while to get other important tools like NASA’s
FEA package Nastran under a free license, the objective of being able
to access and enhance open scientific tools was elusive. About a
decade ago the situation started to improve: FreeBSD’s ports system
started growing exponentially, first with a high content in the math
category, afterwards with a CAD section and after sustained growth in
those categories a science section was created. This growth was mostly
pushed by Universities and their research projects and in general are
not well known with respect to the commercial counterparts. I started
porting math/engineering code for FreeBSD around 1996. Back then it
was absolutely unthinkable for a Mechanical Engineer to depend only on
FreeBSD for it’s daily work. The situation nowadays is different:
there are some very high quality engineering analysis packages like
EDF’s Code Aster, with more than 12 years of professional development,
that just can’t be ignored. A Finite Element package, like Code Aster,
can easily cost 5000 US$, is priced according to the maximum problem
size it can solve, can require yearly licenses, and is rarely
available with source code. In NASTRAN’s case the source code is only
available for US citizens under a yearly fee. Free software does have
serious limitations though; just like in office applications there are
proprietary CAD formats or sometimes the package simply doesn’t have
the required functionality. Having the sources, of course, always has
the advantage of being able to implement (or pay for) some specific
functionality you might need. Many commercial packages have been
recently ported to Linux, but even when they gain some of the
advantages of an open environment they still have yet another
limitation: they have been very slow to make use of the multicored
features of the new processors in the market, a huge limitation now
that the speed war between processors has been limited by the
overheating problem. The objective of the talk is to give an overview
of several CAD/CAE packages that have been made available recently as
part of FreeBSD’s ports system and the decisions that were made to
port them. BRLCAD and Varkon are two CAD utilities that made a
transition from closed source to an open environment and in the
process in the process of getting ported to BSD have gained greater
portability and general “bug” fixes critical for their consolidation
as usable and maintainable projects. There are also some tricks that
have not been well documented: it is possible to enable threads and
some extra optimizations on some packages, and it is also possible to
replace the standard BLAS library with the faster GOTO BLAS without
rebuilding the package. It is also possible to build the packages
optimized for a clustered environment, but perhaps what is most
interesting of all is how all the packages interrelate with each other
and can turn FreeBSD into a complete enginering environment. No OS
distribution so far is offering all the engineering specific utilities
offered through FreeBSD’s ports system: from design to visualization,
passing through analysis FreeBSD is becoming an option that can’t be
ignored, and best of all, it is an effort that will benefit not only
FreeBSD but the wider audience.


Pedro F. Giffuni M. Sc. Industrial Engineering - University of
Pittsburgh Mechanical Engineer - Universidad Nacional de Colombia I
was born in Bogota, Colombia but I am an Italian citizen. My
experience with computers started when I was about 12 years old With
the TRS-80 Color Computer first using Basic and the OS-9. I studied
electronics for 3 years but became tired of worrying about “whatever
happened to electrons in there” and moved to Mechanical Engineering.
For a while I rested from the computer world until the Internet came
stepping along. I started using FreeBSD around 1995 and soon fell in
love with the idea of being able to install a complete version of UNIX
from the net with just one floppy. After submitting a the 999th port
to the FreeBSD project Walnut Creek was kind enough to give me a
subscription for several years to FreeBSD’s CD-ROM. Since then I’ve
been on and off porting software packages or fixing the bugs I have
caused while porting them. Of course there has always been great
respect for the other BSDs and their wonderful license and while I’ve
given up on the idea of one day seeing a “UnifiedBSD” I am glad to see
different approaches sharing ideas in a healthful environment.

Keywords: BSD, engineering, CAE, CAD, math, mechanical, FreeBSD ports
http://2008.eurobsdcon.org/talks.html eurobsdcon eurobsdcon2008
freebsd engineering applications pedro giffuni
http://audiovideocours.u-strasbg.fr/avc/courseaccess?id=2826&type=ogg
OGG 1 byte 51 minutes ogg
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http://audiovideocours.u-strasbg.fr/avc/courseaccess?id=2826&type=pdf
PDF 1 byte n pages pdf





EuroBSDCon 2008 - Constantine Murenin - OpenBSD Hardware Sensors
Framework


In this talk, we will discuss the past and present history and the
design principles of the OpenBSD hardware sensors framework. Sensors
framework provides a unified interface for storing, registering and
accessing information about hardware monitoring sensors. Sensor types
include, but are not limited to, temperature, voltage, fan RPM, time
offset and logical drive status. The framework spans
sensor_attach(9), sysctl(3), sysctl(8), sensorsd(8), ntpd(8),
snmpd(8) and more than 67 drivers, ranging from I2C temperature
sensors and Super I/O hardware monitors to IPMI, RAID and SCSI
enclosures. Several third-party tools are also available, for example,
a plug-in for Nagios and ports/sysutils/symon. Originally based on
some ideas from NetBSD, the framework has sustained many improvements
in OpenBSD, and was ported and committed to FreeBSD and DragonFly BSD.


Constantine A. Murenin is an MMath graduate student at the David R.
Cheriton School of Computer Science at the University of Waterloo
(CA). Prior to his graduate appointment, Constantine attended and
subsequently graduated from East Carolina University (US) and De
Montfort University (UK), receiving two bachelor degrees in computer
science, with honors and honours respectively. A FreeBSD Google Summer
of Code 2007 Student, OpenBSD Committer and Mozilla Contributor,
Constantine’s interests range from standards compliance and usability
at all levels, to quiet computing and hardware monitoring.

http://Constantine.SU/ http://2008.eurobsdcon.org/talks.html
eurobsdcon eurobsdcon2008 presentation openbsd hardware sensors
constantine murenin
http://www.openbsd.org/papers/eurobsdcon2008-sensors.pdf PDF 539395
bytes 38 pages pdf





EuroBSDCon 2008 - Ion-Mihai Tetcu - Improving FreeBSD ports/packages
quality


This talk is focused on ways to improve the quality of FreeBSD’s ports
and packages and it’s partially based on the 5 months experience of
writing and running the consecutive versions of “QA Tindy”.


Ion-Mihai “IOnut” Tetcu is a 28 years old FreeBSD ports committer and
maintains about 40 ports scattered in the Ports Tree. He lives in
Bucharest, Romania where he runs and co-owns an IT company and he’s a
member of Romanian FreeBSD and FreeUnix User Group (RoFUG). His non-IT
interests include history, philosophy and mountain climbing.
http://2008.eurobsdcon.org/talks.html eurobsdcon eurobsdcon2008
freebsd ports packages ion-mihai tetcu
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EuroBSDCon 2008 - Yvan Vanhullebus - IPSec tools: past, present and
future


The first part will explain what have been major changes since Manu’s
presentation at Bale’s EuroBSDCon, including more detailed
informations on changes which have a significant impact on
administrator’s bad habits (why the common way of doing it is bad, why
it was sometimes needed in the past, how to do it the good way now,
why this is far better), on both the UserLand (ipsec-tools project)
and maybe in [Free|Net]BSD kernels/ IPSec stacks.


The second part will talk about the future of the project. News of
the next major version (which may be out or about to be out when we’ll
be ate EuroBSDCon), news works which are planned or which are done but
not yet public, but also news about the team: it’s new members, new
tools, what we would like to do in tue future, a

Yvan VANHULLEBUS works as an R&D security engineer for NETASQ since
2000, where he works on FreeBSD OS. He started to work on KAME’s IPSec
stack in 2001, provided many patches for various parts of the stack,
then became one of the maintainers of ipsec-tools project, a fork of
KAME’s userland daemon. He became a NetBSD developper when ipsec-tools
was migrated to NetBSD’s CVS. http://2008.eurobsdcon.org/talks.html
eurobsdcon eurobsdcon2008 ipsec yvan vanhullebus
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EuroBSDCon 2008 Keynote - George Neville-Neil - Thinking about thinking
code

EuroBSDCon 2008 Keynote - George Neville-Neil - Thinking about thinking
code http://2008.eurobsdcon.org/talks.html eurobsdcon eurobsdcon2008
george neville-neil
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EuroBSDCon 2008 - Robert Watson - FreeBSD Network Stack Performance
Optimizations for Modern Hardware

The arrival of high CPU core density, with commodity quad-core notebooks
and 32-core servers, combined with 10gbps networking have transformed
network design principles for operating systems. This talk will describe
changes in the FreeBSD 6.x, 7.x, and forthcoming 8.x network stacks
required to exploit multiple cores and serve 10gbps networks. The goal
of the session will be to introduce the audience to general strategies
used to improve performance, their rationales, and their impact on
applications and users:


	Introduction to the SMPng Project and the follow-on Netperf Project

	Workloads and performance measurement

	Efficient primitives to support modern network stacks

	Multi-core and cache-aware network memory allocator

	Fine-grained network stack locking

	Load-balancing and contention-avoidance across multiple CPUs

	CPU affinity for network stack data structures

	TCP performance enhancements including TSO, LRO, and TOE

	Zero-copy Berkely Packet Filter (BPF) buffers

	Direct network stack dispatch from interrupt handlers

	Multiple input and output queues








Robert Watson is a researcher at the University of Cambridge Computer
Laboratory investinging operating system and network security. Prior
to joining the Computer Laboratory to work on a PhD, he was Senior
Principal Scientist at McAfee Research, now SPARTA ISSO, a leading
security research and development organization, directing government
and commercial research contracts for customers that include DARPA,
the US Navy, and Apple Computer. His research interests include
operating system security, network stack structure and performance,
and windowing system structure. He is also a member of the FreeBSD
Core Team and president of the FreeBSD Foundation.
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EuroBSDCon 2008 - Martin Schuette - Improved NetBSD Syslogd

Martin Schuette has three main goals, defined by three internet drafts
to implement:


	TLS transport is the most obvious improvement: it provides a reliable
network transport with data encryption and peer authentication. To
make full use of this a buffering mechanism to bridge temporary
network errors is implemented as well.

	Syslog-protocol extends the message format to use a complete
timestamp, include a fully qualified domain name, and allow UTF-8
messages. It also offers a structured data field to unambiguously
encode application dependent information.

	Syslog-sign will allow any syslog sender to digitally sign its
messages, so their integrity can be verified later. This enable the
detection of loss, deletion or other manipulation syslog data after
network transfer or archiving on storage media.








Martin Schuette is a student of computer science in Potsdam, Germany,
and has been working as a part-time system administrator for BSD
servers since 2004.

In 2007 Martin Schuette already gave a talk on Syslog at the
Chemnitze Linux-Tage
(http://chemnitzer.linux-tage.de/2007/vortraege/detail.html?idx=547 in
german; for a newer english version see these slides for a seminar
talk:
http://fara.cs.uni-potsdam.de/~mschuett/uni/syslog-protocols-080522.pdf).
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EuroBSDCon 2008 - Aggelos Economopoulos - An MP-capable network stack
for DragonFlyBSD with minimal use of locks

Given the modern trend towards multi-core shared memory multiprocessors,
it is inconceivable for production OS kernels not to be reentrant. The
typical approach for allowing multiple execution contexts to
simultaneously execute in kernel mode has been to use fine-grained
locking for synchronising access to shared resources. While this
technique has been proven efficient, empirical evidence suggests that
the resulting locking rules tend to be cumbersome even for the
experienced kernel programmer, leading to bugs that are hard to
diagnose. Moreover, scaling to more processors requires extensive use of
locks, which may impose unnecessary locking overhead for small scale
multiprocessor systems. This talk will describe the typical approach and
then discuss the alternative approach taken in the DragonFlyBSD network
stack. We will give an overview of the various protocol threads employed
for network I/O processing and the common-case code paths for packet
reception and transmission. Additionally, we’ll need to make a passing
reference to DragonFlyBSD’s message passing model. This should establish
a baseline, allowing us to focus on the recent work by the author to
eliminate use of the Big Giant Lock in the performance-critical paths
for the TCP and UDP protocols. The decision to constrain this work on
the two by far most widely-used transport protocols was made in order to
(a) limit the amount of work necessary and (b) explore the effectiveness
of the approach on the cases that matter at this point in time.
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EuroBSDCon 2008 - Edd Barret - Modern Typesetting on BSD


Edd Barrett will speak about using the BSD Platform as a means of
typesetting from a practical standpoint at EuroBSDcon 2008. Edd
Barrett does not wish to go into the technicalities of each
typesetter, but rather state which are good for certain types of
document, and which tools (ports and packages), integrate well with
the available typesetters.


Edd Barrett os a student from the UK, currently on “placement year”
as a systems administrator for Bournemouth University. Open Source
*NIX has been his platform of choice for many years and he has been
using OpenBSD for about 3 years now, simply because it is small,
clean, correct and secure. Just recently he has started developing
things I want or need for OpenBSD.
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EuroBSDCon 2008 - Michael Dexter - Zen and the Art of Multiplicity
Maintenance: An applied survey of BSD-licensed multiplicity strategies
from chroot to mult


Many BSD-licensed strategies of various levels of maturity exist to
implement multiplicity, herein defined as the introduction of
plurality to traditionally singular computing environments via
isolation, virtualization, or other method. For example, the chroot
utility introduces an additional isolated root execution environment
within that of the host; or an emulator provides highly-isolated
virtual systems that can run complete native or foreign operating
systems. Motivations for multiplicity vary, but a demonstrable desire
exists for users to obtain root or run a foreign binary or operating
system. We propose a hands-on survey of portable and integrated
BSD-licensed multiplicity strategies applicable to the FreeBSD,
OpenBSD, DragonFlyBSD and NetBSD operating systems on the i386
architecture. We will also address three oft-coupled disciplines:
software storage devices, the installation of operating system and
userlands in multiplicity environments plus the management of select
multiplicity environments. Finally we will comment on each strategies
potential limits of isolation, compatibility, independence and
potential overhead in comparison to traditional systems. Keywords:
multiplicity, virtualization, chroot, jail, hypervisor, xen, compat.


Michael Dexter has used Unix systems since 1991 and BSD-licensed
multiplicity strategies for over five years. He is the Program Manager
at the BSD Fund and Project Manager of the BSD.lv Project.
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EuroBSDCon 2008 - Nick Barkas - Dynamic memory allocation for dirhash in
UFS2


Hello My name is Nick Barkas. I’m a master’s student studying
scientific computing at Kungliga Tekniska hgskolan (KTH) in Stockholm,
Sweden. I have just begun work on a Google Summer of Code project with
FreeBSD: Dynamic memory allocation for dirhash in UFS2 . I would like
to present my results from this project at EuroBSDCon this year. This
project is very much a work in progress now so it is a bit difficult
to summarize what I would ultimately present. I will try to describe
an outline, though. First I will give background information on
dirhash: an explanation of the directory data structure in UFS2, how
directory lookups in this structure necessitate a linear search, and
how dirhash speeds these lookups up without having to change anything
about the directory data structure. Next I will explain the current
limitation that dirhash’s maximum memory use must be manually
specified by administrators, or left at a small conservative default
of 2MB. I will explain some different methods I will have explored to
try and make this maximum memory limit dynamically increase and
decrease as the system has more or less free memory, and which method
I will have ultimately settled on and implemented. Then I’ll present
some test results of performance of operations on very large
directories with and without dynamic memory allocation enabled for
dirhash. Next I will talk about how speed gains from dirhash are
limited by the fact that the hash tables exist only in memory and must
be recreated after each system boot, as big directories are scanned
for the first time, or even have to be recreated for a directory that
has not been scanned in some time if its dirhash has been discarded to
free memory. These problems can be eliminated by using an on-disk
index for directory entries. I will talk about some of the challenges
of implementing on-disk indexing, such as remaining backwards
compatible with older versions of UFS2 and interoperating properly
with softupdates. Then, if my SoC project has permitted me time to
work on this aspect of it, I will explain some possible methods for
adding directory indexing to UFS2 that meets these challenges, and
which of those ideas I will have implemented. Finally I will present
results of some benchmarks on this filesystem with indices, and
compare to performance with dirhash, and with no indices or dirhashes.


Keywords: dirhash, ufs2, filesystems, performance tuning
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EuroBSDCon 2008 - Paul Richards - eXtreme Programming: FreeBSD a case
study

Traditional project management methodologies are typically based on the
waterfall model where there are distinct phases: requirements capture,
design, implementation, testing, delivery. Once a project has moved on
to the next phase there is no going back. The end result is often a late
project that no-one wants anymore because the requirements have
fundamentally changed by the time the project is delivered.
http://2008.eurobsdcon.org/talks.html eurobsdcon eurobsdcon2008 freebsd
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EuroBSDCon 2008 - Hauke Fath - Managing BSD desktop clients - Fencing in
the herd


The members of the BSD family have traditionally prospered off the
desktop, as operating systems on servers and embedded systems. The
advent of MacOS X has marked a change, and moved the desktop more into
focus. Modern desktop systems create a richer software landscape, with
more diverse requirements, than their server counterparts. User
demands, software package interdependencies and frequent security
issues result in a change rate that can put a considerable load on the
admin staff. Without central management tools, previously identical
installations diverge quickly. This paper looks at concepts and
strategies for managing tens to hundreds of modern, Unix-like desktop
clients. The available management tools range from simple, image-based
software distribution, mainly used for setting up uniform clients, to
“intelligent” rule-based engines capable of search-and-replace
operations on configuration files. We will briefly compare their
properties and limitations, then take a closer look at Radmind, a
suite for file level administration of Unix clients. Radmind has been
in use in the Institute of Telecommunication at Technische Universitt
Darmstadt for over three years, managing NetBSD and Debian Linux
clients in the labs as well as faculty members’ machines. We will
explore the Radmind suite’s underlying concepts and functionality. In
order to see how the concept holds up, we will discuss real-world
scenarios from the system life-cycle of Installation, configuration
changes, security updates, component updates, and system upgrades.


Hauke Fath works as a systems administrator for the Institut fr
Nachrichtentechnik (telecommunication) at Technische Universitt
Darmstadt. He has been using NetBSD since 1994, when he first booted a
NetBSD 1.0A kernel on a Macintosh SE/30. NetBSD helped shaping his
career by causing a slow drift from application programmer’s work
towards systems and network administration. Hauke Fath holds a MS in
Physics and became a NetBSD developer in late 2006.

Keywords: Managing Unix desktop clients, software distribution,
tripwire http://2008.eurobsdcon.org/talks.html eurobsdcon
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EuroBSDCon 2008 - Joerg Sonnenberger - Sleeping beauty - NetBSD on
Modern Laptops

This paper discusses the NetBSD Power Management Framework (PMF) and
related changes to the kernel. The outlined changes allow NetBSD to
support essential functions like suspend-to-RAM on most post-Y2K X86
machines. They are also the fundation for intelligent handling of device
activity by enabling devices on-demand. This work is still progressing.
Many of the features will be available in the up-coming NetBSD 5.0
release The NetBSD kernel is widely regarded to be one of the cleanest
and most portable Operating System kernels available. For various
reasons it is also assumed that NetBSD only runs well on older hardware.
In the summer of 2006 Charles Hannum, one of the founders of NetBSD,
left with a long mail mentioning as important issues the lack of proper
power management and suspendto- RAM support. One year later, Jared D.
McNeill posted a plan for attacking this issue based on ideas derived
from the Windows Driver Model. This plan would evolve into the new
NetBSD Power Management Framework (PMF for short).
http://2008.eurobsdcon.org/talks.html eurobsdcon eurobsdcon2008 netbsd
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EuroBSDCon 2008 - Brooks Davis - Isolating cluster jobs for performance
and predictability

The Aerospace Corporation operates a federally funded research and
development center in support of national-security, civil and commercial
space programs. Many of our 2400+ engineers use a variety of computing
technologies to support their work. Applications range from small models
which are easily handled by desktops to parameter studies involving
thousands of cpu hours and traditional, large scale parallel codes such
as computational fluid dynamics and molecular modeling applications. Our
primary resources used to support these large applications are computing
clusters. Our current primary cluster, the Fellowship cluster consists
of 352 dual-processor nodes with a total of 14xx cores. Two additional
clusters, beginning at 150 dual-processor nodes each are being
constructed to augment Fellowship. As in In any multiuser computing
environment with limited resources, user competition for resources is a
significant burden. Users want everything they need to do their job,
right now. Unfortunately, other users may need those resources at the
same time. Thus, systems to arbitrate this resource contention are
necessary. On Fellowship we have deployed the Sun Grid Engine scheduler
which scheduled batch jobs across the nodes. In the next section we
discuss the performance problems that can occur when sharing resources
in a high performance computing cluster. We then discuss range of
possibilities to address these problems. We then explain the solutions
we are investigating and describe our experiments with them. We then
conclude with a discussion of future work.
http://2008.eurobsdcon.org/talks.html eurobsdcon eurobsdcon2008 freebsd
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EuroBSDCon 2008 - Russel Sutherland - UTORvpn: A BSD based VPN service
for the masses

The University of Toronto is a large educational institutional with over
70,000 students and 10,000 staff and faculty. For the past three years,
we have developed and implemented a ubiquitous VPN service, based up on
OpenVPN and FreeBSD. The service has over 3000 active customers, with up
to 35 simultaneous users. The system supports, Linux, Mac OS X and
Windows XP/Vista/2000 clients. Tools have been developed to create a
central CA which enables users to log in to a secure server and get
their customized client, certificates and configuration. The NSIS
installer is used to generate the customized windows installers. Similar
packages are generated for the various Unix based clients. Additional
WWW/PHP based tools, have been developed to monitor and log usage of the
service, using standard graphs, alarms for excessive use and a
certificate revocation mechanism. The system has been integrated into
the local identity management system (Kerberos/LDAP) in order to
authorize and authenticate users upon initiation and per session usage.
All code is Open Source and freely available.
http://2008.eurobsdcon.org/talks.html eurobsdcon eurobsdcon2008 freebsd
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EuroBSDCon 2008 - George Neville-Neil - Four years of summer of code

The Google Summer of Code is a program designed to provide students with
real world experience contributing to open source projects during the
summer break in university studies. Each year Google selects a number of
open source projects to act as mentoring organizations. Students are
invited to submit project proposals for the open source projects that
are most interesting to them. FreeBSD was one of the projects selected
to participate in the inaugural Summer of Code in 2005 and we have
participated each year since then. Over the past 4 years a total of 79
students have participated in the program and it has become a very
significant source of new committers to FreeBSD. This talk will examine
in detail the selection criteria for projects, the impact that
successful projects have had, and some suggestions for how we can better
leverage this program in the future.
http://2008.eurobsdcon.org/talks.html eurobsdcon eurobsdcon2008 google
soc george neville-neil
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EuroBSDCon 2008 - Anttii Kantee - Converting kernel file systems to
services


ABSD/UNIX operating system is traditionally split into two pieces: the
kernel and userspace. Historically the reasons for this were clear:
the UNIX kernel was a simple entity. However, over time the kernel has
grown more and more complex. Currently, most of the same functionality
is available both in userspace and the kernel, but under different
names. Examples include synchronization routines and threading
support. For instance, to lock a mutex in the NetBSD kernel, the call
is mutex_enter(), while in userspace the routine which does exactly
the same thing is known as pthread_mutex_enter(). Taking another
classic example, a BSD style OS has malloc()/free() available both in
userspace and the kernel, but with different linkage (the kernel
malloc interface is currently being widely deprecated, though). This
imposes a completely arbitrary division between the kernel and
userspace. Most functionality provided by an opearating system should
be treated as a service instead of explicitly pinning it down as a
userspace daemon or a kernel driver. Currently, due to the arbitrarily
difference in programming interface names, functionality must be
explicitly ported between the kernel and userspace if it is to run in
one or the other environment. By unifying the environments where
possible, the arbitrary division is weakened and porting between these
environments becomes simpler.


Antti Kantee has been a NetBSD developer for many many moons. He has
managed to work on quite a few bits and pieces of a BSD system:
userland utilities, the pkgsrc packaging system, networking, virtual
memory, device drivers, hardware support and file systems.

See also http://www.netbsd.org/docs/puffs/rump.htm
http://2008.eurobsdcon.org/talks.html eurobsdcon eurobsdcon2008 anttii
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EuroBSDCon 2008 - Matthieu Herrb - Input handling in wscons and X.Org


This talk will present the different layers that handle input, from
the key that gets pressed or the mouse motion to the applications, all
the way through the kernel drivers, X drivers and libraries, in the
case of the OpenBSD/NetBSD wscons driver and the current and future
X.Org server. It will cover stuff like keyboard mappings, touch-screen
calibration, multi-pointer X or input coordinates transformations. It
will show some problems of current implementations and try to show how
current evolutions can solve them.


Matthieu Herrb is maintaing X on OpenBSD. I’ve been using X on
various systems (SunOS, NetBSD, OpenBSD, Mac OS X,...) since 1989. He
has been a member of the XFree86 Core Team for a short period in 2003
and is now a member of the X.Org Foundation BoD. Matthieu Herrb works
at LAAS a research laborarory of the French National Research Agency
(CNRS) both on robotics and network security.
http://2008.eurobsdcon.org/talks.html eurobsdcon eurobsdcon2008 wscons
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Pierre_Yves_Ritschard/loadbalancin.tgz Pierre Yves Ritschard - Load
Balancing 23 Kb html load balancing pierre yves ritschard
Robert_Watson/20070914-security-features.pdf Robert Watson - FreeBSD
Advanced Security Features 152 Kb pdf security freebsd robert watson
Ryan_Bickhart/Ryan_Bickhart.pdf Ryan Bickhart - Transparent
TCP-to-SCTP Translation Shim Layer 491 Kb pdf tcp-to-sctp freebsd ryan
bickhart Ryan_Bickhart/Ryan_Bickhart.ppt Ryan Bickhart - Transparent
TCP-to-SCTP Translation Shim Layer 692 Kb ppt tcp-to-sctp freebsd ryan
bickhart
S%f8ren_Straarup/arm_from_hand_to_shoulder_eurobsdcon_2007.pdf
Soren Straarup - An ARM from shoulder to hand 307 Kb pdf arm soren
straarup Sam_Leffler/EuroBSDCon2007.pdf Sam Leffler - Long Distance
Wireless (for Emerging Regions) 19 Mb pdf sam leffler
Sam_Smith/eurobsdcon-talk.pdf Sam Smith - Fighting “Technical fires”
1.4 Mb pdf sam smith
Simon_L_Nielsen/freebsd-so-function-eurobsdcon-2007.pdf Simon L
Nielsen - The FreeBSD Security Officer function 251 Kb pdf freebsd
security officer simon l nielsen Stephen_Borrill/eurobsdcon.pdf Stephen
Borrill - Building products with NetBSD - thin-clients 407 Kb pdf netbsd
thin clients stephen borrill Steven_Murdoch/eurobsdcon07hotornot.pdf
Steven Murdoch - Hot or Not: Fingerprinting hosts through clock skew 6.1
Mb pdf finger printing clocks Steven Murdoch
Yvan_VanHullebus/2007-09-15-NETASQ-BSD-pub.pdf Yvan VanHullebus -
NETASQ and BSD: a success story 2.4 Mb pdf netasq yvan vanhullebus

EuroBSDCon 2007 Photos

http://www.flickr.com/photos/tags/eurobsdcon2007/ EuroBSDCon 2007 Photos
by various people eurobsdcon eurobsdcon2007 photos flickr
http://www.flickr.com/photos/edkikkert/sets/72157602007517635/ Ed
Kikkert - EuroBSDCon 2007 taken place in Copenhagen, Denmark 14-15
September 2007 at the Symbion Science Park ed kikkert
http://www.flickr.com/photos/tom_snow/sets/72157602050540536/ Tom
(Snow) - Foto’s taken bij Tom and Robert of www.snow.nl tom snow
http://www.flickr.com/photos/rickvanderzwet/sets/72157602002839498/ Rick
van der Zwet rick van der zwet
http://www.flickr.com/photos/13801854@N02/sets/72157602081330565/
Peternmhansteen peternmhansteen
http://www.flickr.com/photos/12884927@N07/sets/72157601996279923/
Eystein.aarseth - Photos from EuroBSDCon in Copenhagen, Denmark,
september 2007 eystein aarseth

Andre Opperman - The papers I write for EuroBSDCon 05

The papers I write for EuroBSDCon 05 on New Networking Feature in
FreeBSD 6.0 and Optimizing FreeBSD IP and TCP in 7-CURRENT
http://people.freebsd.org/~andre/ eurobsdcon eurobsdcon2005 paper
freebsd networking andre opperman http://people.freebsd.org/~andre/
New%20Networking%20Features%20in%20FreeBSD%206.pdf 92 Kb New Networking
Features in FreeBSD 6 pdf
Optimizing%20the%20FreeBSD%20IP%20and%20TCP%20Stack.pdf 1 Mb Optimizing
the FreeBSD IP and TCP Stack pdf

The presentation I gave at SUCON 04

The presentation I gave at SUCON 04 on 2nd September 2004 about
enhancements/changes in FreeBSD 5.3 Networking Stack. sucon presentation
freebsd networking andre opperman
http://people.freebsd.org/~andre/FreeBSD-5.3-Networking.pdf 115 Kb
FreeBSD-5.3-Networking.pdf pdf

AsiaBSDCon 2009 Paper List

Papers of the AsiaBSDCon 2009 http://2009.asiabsdcon.org/papers/
asiabsdcon asiabsdcon2009 http://2009.asiabsdcon.org/papers/
abc2009-P1A-paper.pdf 351 Kb 9 pages PC-BSD - Making FreeBSD on the
Desktop a reality by Kris Moore pdf paper freebsd pcbsd kris moore
abc2009-P1B-paper.pdf 58 Kb 3 pages Crypto Acceleration on FreeBSD by
Philip Paeps pdf paper crypto acceleration freebsd philip paeps
abc2009-P2A-paper.pdf 401 Kb 6 pages OpenBGPD - Bringing full views to
OpenBSD since 2004 by Claudio Jeker pdf paper openbgpd openbsd claudio
jeker abc2009-P2B-paper.pdf 359 Kb 12 pages FreeBSD on high performance
multi-core embedded PowerPC systems - Rafal Jaworowski pdf paper freebsd
high performance rafal jaworowski abc2009-P3A-paper.pdf 662 Kb 7 pages
Isolating Cluster Users (and Their Jobs) for Performance and
Predictability by Brooks Davis pdf paper clusters brooks davis
abc2009-P3B-paper.pdf 245 Kb 14 pages OpenBSD Hardware Sensors Framework
by Constantine A. Murenin pdf paper openbsd hardware sensors constantine
murenin abc2009-P4A-paper.pdf 753 Kb 4 pages FreeBSD and SOI-Asia
Project Mohamad by Dikshie Fauzie pdf paper freebsd dikshie fauzie
abc2009-P4B-paper.pdf 67 Kb 8 pages An Overview of FreeBSD/mips by M.
Warner Losh pdf paper freebsd mips warner losh abc2009-P5A-paper.pdf 213
Kb 10 pages Environmental Independence: BSD Kernel TCP/IP in Userspace
by Antti Kantee pdf paper tcpip antti kantee abc2009-P5B-paper.pdf 154
Kb 20 pages Active-Active Firewall Cluster Support in OpenBSD by David
Gwynne pdf paper firewall cluster openbsd david gwynne
abc2009-P6A-paper.pdf 55 Kb 7 pages The Locking Infrastructure in the
FreeBSD kernel by Attilio Rao pdf paper locking freebsd attilio Rao
abc2009-P6B-paper.pdf 114 Kb 8 pages Deprecating groff for BSD manual
display by Kristaps Dzonsons pdf paper groff kristaps dzonsons
abc2009-P7B-paper.pdf 150 Kb 3 pages Mail system for distributed network
by Andrey Zakharchenko pdf paper mail andrey zakharchenko

AsiaBSDCon 2008 Paper List

Papers of the AsiaBSDCon 2007 http://2008.asiabsdcon.org/papers/
asiabsdcon asiabsdcon2008 http://2008.asiabsdcon.org/papers/
abc2008-proc-cover.pdf 467 Kb Cover page pdf paper cover
abc2008-proc-all.pdf 9.3 Mb Whole of the proceedings pdf paper
P1A-paper.pdf 6.4 Mb PC-BSD: FreeBSD on the Desktop, Matt Olander
(iXsystems) pdf paper pc-bsd freebsd desktop matt olander P1B-paper.pdf
94 Kb Tracking FreeBSD in a Commercial Setting, M. Warner Losh (Cisco
Systems, Inc.) pdf paper freebsd warner losh P3A-paper.pdf 92 Kb Gaols:
Implementing Jails Under the kauth Framework, Christoph Badura (The
NetBSD Foundation) pdf paper netbsd jails kauth christoph badura
P3B-paper.pdf 526 Kb BSD implementations of XCAST6, Yuji IMAI, Takahiro
KUROSAWA, Koichi SUZUKI, Eiichi MURAMOTO, Katsuomi HAMAJIMA, Hajimu
UMEMOTO, and Nobuo KAWAGUTI (XCAST fan club, Japan) pdf paper bsd xcast6
yuji imai takahiro kurosawa koichi suzuki eiichi muramoto katsuomi
hamajima hajimu umemoto nobuo kawaguti P4A-paper.pdf 483 Kb Using
FreeBSD to Promote Open Source Development Methods, Brooks Davis,
Michael AuYeung, Mark Thomas (The Aerospace Corporation) pdf paper
freebsd promotion brooks david michael auyeung mark thomas P4B-paper.pdf
126 Kb Send and Receive of File System Protocols: Userspace Approach
With puffs, Antti Kantee (Helsinki University of Technology, Finland)
pdf paper puffs antti kantee P5A-paper.pdf 97 Kb Logical Resource
Isolation in the NetBSD Kernel, Kristaps Dzonsons (Centre for Parallel
Computing, Swedish Royal Institute of Technology) pdf paper netbsd
resources kristaps dzonsons P5B-paper.pdf 91 Kb GEOM — in
Infrastructure We Trust, Pawel Jakub Dawidek (The FreeBSD Project) pdf
paper freebsd geom pawel jakub dawidek P6A-paper.pdf 341 Kb A Portable
iSCSI Initiator, Alistair Crooks (The NetBSD Foundation) pdf paper
netbsd iscsi alistair crooks P8A-paper.pdf 410 Kb OpenBSD Network Stack
Internals, Claudio Jeker (The OpenBSD Project) pdf paper openbsd network
stack claudio jeker P8B-paper.pdf 72 Kb Reducing Lock Contention in a
Multi-Core System, Randall Stewart (Cisco Systems, Inc.) pdf paper
freebsd lock contention smp randall stewart P9A-paper.pdf 87 Kb Sleeping
Beauty — NetBSD on Modern Laptops, Jorg Sonnenberger, Jared D. McNeill
(The NetBSD Foundation) pdf paper netbsd laptops jorg sonnenberger jared
d mcneill

AsiaBSDCon 2007 Paper/Slides List

Slides and papers of the AsiaBSDCon 2007
http://2007.asiabsdcon.org/papers/ asiabsdcon asiabsdcon2007
http://2007.asiabsdcon.org/papers/ abc2007-proc-cover.pdf 588 Kb Cover
page pdf paper cover abc2007-proc-all.pdf 6.5 Mb Whole of the
Proceedings pdf paper P01-paper.pdf 412 Kb A NetBSD-based IPv6 NEMO
Mobile Router, Jean Lorchat, Koshiro Mitsuya, Romain Kuntz (Keio
University, Japan) [paper] pdf paper netbsd ipv6 nemo jean lorchat
koshiro mitsuya romain kuntz P02-paper.pdf 1371 Kb Reflections on
Building a High Performance Computing Cluster Using FreeBSD, Brooks
Davis (The Aerospace Corporation/brooks at FreeBSD.org, USA) [paper] pdf
paper freebsd high performance computing brooks davis P03-paper.pdf 86
Kb Support for Radio Clocks in OpenBSD, Marc Balmer (mbalmer at
openbsd.org, Switzerland) [paper] pdf paper openbsd radio clocks marc
balmer P04-paper.pdf 68 Kb puffs - Pass to Userspace Framework File
System, Antti Kantee (Helsinki University of Technology, Finland)
[paper] pdf paper puffs antii kantee P04-slides.pdf 116 Kb puffs - Pass
to Userspace Framework File System, Antti Kantee (Helsinki University of
Technology, Finland) [slides] pdf slides puffs antii kantee
P05-paper.pdf 140 Kb An ISP Perspective, jail(8) Virtual Private
Servers, Isaac Levy (NYC*BUG/LESMUUG, USA) [paper] pdf paper freebsd
jail isp isaac levy P05-slides.pdf 20 Mb An ISP Perspective, jail(8)
Virtual Private Servers, Isaac Levy (NYC*BUG/LESMUUG, USA) [slides] pdf
slides freebsd jail isp isaac levy P06-paper.pdf 32 Kb Nsswitch
Development: Nss-modules and libc Separation and Caching, Michael A
Bushkov (Southern Federal University/bushman at FreeBSD.org, Russia)
[paper] pdf paper nsswitch michael bushkov P08-paper.pdf 328 Kb How the
FreeBSD Project Works, Robert N M Watson (University of
Cambridge/rwatson at FreeBSD.org, United Kingdom) [paper] pdf paper
freebsd freebsd project robert watson P10-paper.pdf 311 Kb SHISA: The
Mobile IPv6/NEMO BS Stack Implementation Current Status, Keiichi Shima
(Internet Initiative Japan Inc., Japan), Koshiro Mitsuya, Ryuji Wakikawa
(Keio University, Japan), Tsuyoshi Momose (NEC Corporation, Japan),
Keisuke Uehara (Keio University, Japan) [paper] pdf paper ipv6 nemo
keiichi shima koshiro mitsuya ryuji wakikawa tsoyoshi momose keisuke
uehara P11-slides.pdf 601 Kb Bluffs: BSD Logging Updated Fast File
System, Stephan Uphoff (Yahoo!, Inc./ups at FreeBSD.org, USA) [slides]
pdf slides bluffs stephan uphoff P12-paper.pdf 1071 Kb Implementation
and Evaluation of the Dual Stack Mobile IPv6, Koshiro Mitsuya, Ryuji
Wakikawa, Jun Murai (Keio University, Japan) [paper] pdf paper ipv6
koshiro mitsuya ryuji wakikawa jun murai P15-paper.pdf 97 Kb Security
Measures in OpenSSH, Damien Miller (djm at openbsd.org, Australia)
[paper] pdf paper openssh damien miller P16-paper.pdf 96 Kb Porting the
ZFS File System to the FreeBSD Operating System, Pawel Jakub Dawidek
(pjd at FreeBSD.org, Poland) [paper] pdf paper freebsd zfs pawel jakub
dawidek P16-slides.pdf 278 Kb Porting the ZFS File System to the FreeBSD
Operating System, Pawel Jakub Dawidek (pjd at FreeBSD.org, Poland)
[slides] pdf slides freebsd zfs pawel jakub dawidek

Robert Watson’s Slides from EuroBSDCon 2004

Robert Watson will describe the design and application of the TrustedBSD
MAC Framework, a flexible kernel security framework developed on
FreeBSD, and recently experimentally ported to Apple’s Darwin operating
system. The MAC Framework permits loadable access control kernel modules
to be loaded, modifying the security behavior of the operating system,
including SEBSD, a port of the SELinux FLASK/TE security model to
FreeBSD. http://www.watson.org/~robert/freebsd/2004eurobsdcon/
eurobsdcon eurobsdcon2004 slides trustedbsd freebsd mac robert watson
http://www.watson.org/~robert/freebsd/2004eurobsdcon/
20041031-eurobsdcon-macframework.pdf 270 Kb TrustedBSD MAC Framework on
FreeBSD and Darwin pdf

Robert Watson’s Slides from UKUUG LISA 2006


UKUUG LISA 2006 took place in Durham, UK in March, 2006. On this page,
you can find my slides from this conference.


OpenBSM is a BSD-licensed implementation of Sun’s Basic Security
Module (BSM) API and file format, and is the foundation of the
TrustedBSD audit implementation for FreeBSD. This talk will cover the
requirements, design, and implementation of audit support for FreeBSD.
Security audit support provides detailed logging of security-relevant
events, and meets the requirements of the CAPP Common Criteria
protection profile.
http://www.watson.org/~robert/freebsd/2006ukuuglisa/ ukuug slides
openbsm trustedbsd freebsd robert watson
http://www.watson.org/~robert/freebsd/2006ukuuglisa/
20060323-ukuug2006lisa-audit.pdf 199 Kb CAPP-Compliant Security Event
Audit System for Mac OS X and FreeBSD (UKUUG LISA 2006). pdf





Robert Watson’s Slides from EuroBSDCon 2006 and FreeBSD Developer Summit


EuroBSDCon 2006 took place in Milan, Italy, and not only offered
excellent food on a flexible schedule, but also an interesting array
of talks on work spanning the BSD’s. On this page, you can find my
slides from the FreeBSD developer summit and full conference.


Status report on the TrustedBSD Project: introduction and status
regarding Audit, plus a TODO list; introduction to the priv(9) work
recently merged to 7.x.

The FreeBSD Project is one of the oldest and most successful open
source operating system projects, seeing wide deployment across the IT
industry. From the root name servers, to top tier ISPs, to core router
operating systems, to firewalls, to embedded appliances, you can’t use
a networked computer for ten minutes without using FreeBSD dozens of
times. Part of FreeBSD’s reputation for quality and reliability comes
from the nature of its development organization–driven by a hundreds
of highly skilled volunteers, from high school students to university
professors. And unlike most open source projects, the FreeBSD Project
has developers who have been working on the same source base for over
twenty years. But how does this organization work? Who pays the
bandwidth bills, runs the web servers, writes the documentation,
writes the code, and calls the shots? And how can developers in a
dozen time zones reach agreement on the time of day, let alone a
kernel architecture? This presentation will attempt to provide, in 45
minutes, a brief if entertaining snapshot into what makes FreeBSD run.
http://www.watson.org/~robert/freebsd/2006eurobsdcon/ eurobsdcon
eurobsdcon2006 robert watson
http://www.watson.org/~robert/freebsd/2006eurobsdcon/
20061110-devsummit-trustedbsd.pdf 166 Kb TrustedBSD presentation on
Audit and priv(9) (Developer Summit) pdf slides trustedbsd freebsd
20061111-eurobsdcon2006-how-freebsd-works.pdf 4.4 Mb How the FreeBSD
Project Works (EuroBSDCon 2006 Full Conference) pdf slides freebsd
freebsd project





Robert Watson’s Slides from BSDCan 2006 and FreeBSD Developer Summit

As usual, Dan Langille ran an excellent BSDCan
conference [http://www.bsdcan.org/]. On this page, you can find my
slides from the developer summit and full conference, excluding the
contents of the WIPs, for which I don’t have permission to redistribute
the slides. http://www.watson.org/~robert/freebsd/2006bsdcan/ bsdcan
bsdcan2006 notes devsummit robert watson
http://www.watson.org/~robert/freebsd/2006bsdcan/
20060511-devsummit-network-cabal-summary.pdf 72 Kb Notes from the 10 May
2006 Meeting of the Network Stack Cabal (Developer Summit) pdf freebsd
20060511-devsummit-smpng-network-summary.pdf 91 Kb SMPng Network Stack
Update (Developer Summit) pdf smp
20060511-devsummit-trustedbsd-mac-framework-retrofit.pdf 120 Kb
TrustedBSD Project Update (Developer Summit) pdf trustedbsd
20060512-bsdcan2006-how-freebsd-works.pdf 4.4 Mb Kb How the FreeBSD
Project Works (BSDCan 2006 Full Conference) pdf freebsd freebsd project

Robert Watson’s Slides from EuroBSDCon 2005


EuroBSDCon 2005 took place in Basel, Switzerland in November, 2005.
Due to an injury, I was unable to attend the conference itself, and my
talks were presented in absentia by Poul-Henning Kamp and Ed Maste,
who have my greatest appreciation!


The FreeBSD SMPng Project has spent the past five years redesigning
and reimplementing SMP support for the FreeBSD operating system,
moving from a Giant-locked kernel to a fine-grained locking
implementation with greater kernel threading and parallelism. This
paper introduces the FreeBSD SMPng Project, its architectural goals
and implementation approach. It then explores the impact of SMPng on
the FreeBSD network stack, including strategies for integrating SMP
support into the network stack, locking approaches, optimizations, and
challenges. http://www.watson.org/~robert/freebsd/2005eurobsdcon/
eurobsdcon eurobsdcon2005 slides freebsd smp robert watson
poul-henning kamp ed maste
http://www.watson.org/~robert/freebsd/2005eurobsdcon/
eurobsdcon2005-netperf.pdf 370 Kb Introduction to Multithreading and
Multiprocessing in the FreeBSD SMPng Network Stack pdf





Robert Watson’s Slides from BSDCan 2004


BSDCan 2004 took place at the University of Ottawa in Ottawa, Canada.
On this page, you can find my slides from the conference.


Robert Watson will describe a variety of pieces of work done as part
of the TrustedBSD Project, including the TrustedBSD MAC Framework,
Audit facilities for FreeBSD, as well as supporting infrastructure
work such as GEOM/GBDE, UFS2, OpenPAM. He will also discuss how
certification and evaluation play into feature selection, design, and
documentation. http://www.watson.org/~robert/freebsd/2004bsdcan/
bsdcan bsdcan2004 slides trustedbsd freebsd robert watson
http://www.watson.org/~robert/freebsd/2004bsdcan/
20040515-2004bsdcan-trustedbsd.pdf 277 Kb TrustedBSD: Trusted
Operating System Features for BSD pdf





Robert Watson’s Slides from AsiaBSDCon 2004

AsiaBSDCon 2004 took place in Taipei, Taiwan, in March 2004, and was
hosted by Academia Sinica.
http://www.watson.org/~robert/freebsd/2004asiabsdcon/ asiabsdcon
asiabsdcon2004 robert watson
http://www.watson.org/~robert/freebsd/2004asiabsdcon/
200403-asiabsdcon2004-trustedbsd.pdf 135 Kb Extensible Kernel Security
through the TrustedBSD MAC Framework. pdf slides trustedbsd mac
20040313-asiabsdcon04-bsdbof.pdf 1.4 Mb AsiaBSDCon 2004 BSD (FreeBSD)
BoF session pdf slides freebsd

A Tale of Four Kernels

The FreeBSD, GNU/Linux, Solaris, and Windows operating systems have
kernels that provide comparable facilities. Interestingly, their code
bases share almost no common parts, while their development processes
vary dramatically. We analyze the source code of the four systems by
collecting metrics in the areas of file organization, code structure,
code style, the use of the C preprocessor, and data organization. The
aggregate results indicate that across various areas and many different
metrics, four systems developed using wildly different processes score
comparably. This allows us to posit that the structure and internal
quality attributes of a working, non-trivial software artifact will
represent first and foremost the engineering requirements of its
construction, with the influence of process being marginal, if any.
http://www.spinellis.gr/pubs/ freebsd linux solaris windows article
kernel diomidis spinellis http://www.spinellis.gr/pubs/
conf/2008-ICSE-4kernel/html/Spi08b.html Diomidis Spinellis. A tale of
four kernels. In Wilhem Schfer, Matthew B. Dwyer, and Volker Gruhn,
editors, ICSE ‘08: Proceedings of the 30th International Conference on
Software Engineering, pages 381-390, New York, May 2008. Association for
Computing Machinery. html conf/2008-ICSE-4kernel/html/Spi08b.pdf
Diomidis Spinellis. A tale of four kernels. In Wilhem Schfer, Matthew B.
Dwyer, and Volker Gruhn, editors, ICSE ‘08: Proceedings of the 30th
International Conference on Software Engineering, pages 381-390, New
York, May 2008. Association for Computing Machinery. pdf

Global software development in the FreeBSD project

FreeBSD is a sophisticated operating system developed and maintained as
open-source software by a team of more than 350 individuals located
throughout the world. This study uses developer location data, the
configuration management repository, and records from the issue database
to examine the extent of global development and its effect on
productivity, quality, and developer cooperation. The key findings are
that global development allows round-the-clock work, but there are some
marked differences between the type of work performed at different
regions. The effects of multiple dispersed developers on the quality of
code and productivity are negligible. Mentoring appears to be sometimes
associated with developers living closer together, but ad-hoc
cooperation seems to work fine across continents.
http://www.spinellis.gr/pubs/ freebsd article global software
development domidis spinellis http://www.spinellis.gr/pubs/
conf/2006-GSD-FreeBSD/html/GSD-FreeBSD.html International Workshop on
Global Software Development for the Practitioner, pages 73-79. ACM
Press, May 2006 html
conf/2006-GSD-FreeBSD/html/GSD-FreeBSD-presentation.pdf In NASSCOM
Quality Summit 2006: Setting benchmarks in global outsourcing,
Bangalore, India, September 2006. National Association of Software and
Services Companies (NASSCOM). html
trade/2006-LinuxFormat-GSD/html/GSDEV.htm Linux Format, (11):60?63,
September/October 2006. In Greek. html

BSDCan-2006 Photos - Friday

http://www.db.net/gallery/BSDCan/BSDCan_2006_Friday/ Photos taken
during the Conference on Friday at BSDCan 2006 in Ottawa by Diane Bruce.
2006 bsdcan bsdcan2006 photos diane bruce

BSDCan-2006 Photos - Saturday

http://www.db.net/gallery/BSDCan/BSDCan_2006_Saturday/ Photos taken
during the Conference on Saturday at BSDCan 2006 in Ottawa by Diane
Bruce. 2006 bsdcan bsdcan2006 photos diane bruce

What’s your biggest Time Management problem?

What’s your biggest Time Management problem?

Tom Limoncelli is a FreeBSD user and the author of the O’Reilly
book,”Time Management for System Administrators”. He’ll be giving a
brief presentation with highlights from his book then will take
questions from the audience. Whether you are a system administrator, a
developer (or even a Linux user) this presentation will help you with
something more precious a quad-processor AMD box.

http://www.nycbug.org/index.php?NAV=Home;SUBM=10172 nycbug presentation
time management tom limoncelli
http://www.fetissov.org/public/nycbug/nycbug-03-04-09.mp3 MP3 version
mp3 11 Mb

Postfix Performance Tuning

Money can buy you bandwidth, but latency is forever!

John Mashey, MIPS

Victor will cover an array of issues connected to Postfix performance
tuning, including:


	Latency, concurrency and throughput

	Postfix input processing

	Queue file format rationale

	Input processing bottlenecks

	Pre-queue filters, milters, content filters

	Tuning for fast (enough) input

	Postfix on-disk queues, requirements and architecture

	What is a “transport”?

	Postfix “nqmgr” scheduler algorithm

	Per-destination in memory queues

	Per-destination scheduler controls

	SMTP delivery

	Understanding delay logging

	Transport process limits, concurrency limits

	Scaling to thousands of output processes

	Connection caching, TLS session caching, feedback controls




Speaker Bio


Victor Duchovni trained in mathematics, switched tracks to CS in
1980s leaving Princeton with a master’s degree in mathematics and
newly acquired skills in Unix system administration and system
programming. In 1990 moved to Lehman Brothers, worked on system
management tooling, and network engineering. Ported “Moira” from MIT
to Lehman, built efficient build systems that predated (and partly
inspired) Jumpstart. In 1994 joined ESM to market “CMDB” tools to
enterprise users, but this did not pan out, in the mean time learned
Tcl, and contributed bunch of patches to the 7.x early 8.x TCL
releases. In 1997 returned to New York, working in IT Security at
Morgan Stanley since late 1999. At Morgan Stanley, developed a hobby
in perimeter email security, becoming an active Postfix user and very
soon contributor in May of 2001. In addition to many smaller feature
improvements, contributed initial implementation of SMTP connection
caching, overhauled and currently maintain LDAP and TLS support. Made
significant design contributions to queue manager in collaboration
with Wietse and Patrik Raq. In 2.6 contributing support for TLS EC
ciphers and multi-instance management tooling, ideally also TLS SNI if
time permits.





http://www.nycbug.org/index.php?NAV=Home;SUBM=10168 nycbug presentation
postfix john mashey
http://www.fetissov.org/public/nycbug/nycbug-02-04-09.mp3 MP3 version
mp3 11 Mb

Introduction to Puppet

What it is and how can it make system administration less painful


About the speaker:


Larry Ludwig - Principal Consultant/Founder of Empowering Media.
Empowering Media is a consulting firm and managed hosting provider.
Larry Ludwig has been in the industry for over 15 years as a system
administration and system programmer. He’s had previous experience
working for many Fortune 500 corporations and holds a BS in CS from
Clemson University. Larry, along with Eric E. Moore and Brian Gupta
are founding members of the NYC Puppet usergroup.





http://www.nycbug.org/index.php?NAV=Home;SUBM=10171 nycbug presentation
puppet larry ludwig
http://www.fetissov.org/public/nycbug/nycbug-01-07-09.mp3 MP3 version
mp3 11 Mb

Hardware Performance Monitoring Counters

Many modern CPUs provide on chip counters for performance events such as
retiring instructions and cache misses. The hwpmc driver and libraries
in FreeBSD give systems administrators and programmers access to APIs
which make it possible to measure performance without modifying source
code and with minimal intrusion into application execution. This talk
will be a brief introduction to HWPMC, and how to use it.

Bio: George Neville-Neil is the co-author with Kirk McKusick of The
Design and Implementation of the FreeBSD Operating System. He works on
networking an operating systems for fun and profit.

http://www.nycbug.org/index.php?NAV=Home;SUBM=10166 nycbug presentation
george neville-neil counters
http://www.fetissov.org/public/nycbug/nycbug-11-05-08.mp3 MP3 version
mp3 4 Mb

New York City BSD Con 2008: BSD v. GPL - a.k.a. not the sequel to “BSD
is Dying”

BSD vs GPL is a sweeping epic, focused on the dichotomy between good and
evil. It peers inside the hearts and minds of the creators of these
movements and dissects their battle for world domination. No common
documentary will dare to follow the path that BSD vs GPL blazes.

http://talks.dixongroup.net/nycbsdcon2008/ nycbsdcon nycbsdcon2008
presentation humor bsd versus gpl jason dixon
http://talks.dixongroup.net/nycbsdcon2008/ BSDvGPL.mp4 15 Mb MP4 mp4

New York City BSD Con 2008

Slides of presentations given at New York City BSD Conference 2008.
http://www.nycbsdcon.org nycbsdcon2008 nycbsdcon presentation
http://www.squid-cache.org/~adrian/talks/20081007%20-%20NYCBSDCON%20-%20Disk%20IO.pdf
197 Kb 92 pages Adrian Chadd: High-throughput concurrent disk IO in
FreeBSD. pdf freebsd high performance adrian chadd
http://www.nycbsdcon.org/2008/files/dillon_hammer.tgz 820 Kb 16 pages
Metthew Dillon: The HAMMER File System. html hammer metthew dillon
http://www.nycbsdcon.org/2008/files/magnusson_pcc.pdf 123 Kb 29 pages
Anders Magnusson: Design and Implementation of the Portable C Compiler.
pdf pcc anders magnusson http://www.openbsd.org/papers/nycbsdcon08-pie/
21 pages Kurt Miller: OpenBSD’s Position Independent Executables (PIE)
Implementation. html openbsd pie kurt miller
http://www.silby.com/nycbsdcon08/NYCBSDCon-tcpdiff.pdf 88 Kb 28 pages
Mike Silbersack: Detecting TCP regressions with tcpdiff. pdf tcp
regression tcpdiff mike silbersack
http://www.nycbsdcon.org/2008/files/wright_hardware-wrong.pdf 1.7 Mb 22
pages Jason L Wright: When Hardware Is Wrong, or “They can Fix It In
Software”. pdf hardware jason l wright
http://www.nycbsdcon.org/2008/files/vidal_atf.pdf 570 Kb 18 pages Julio
M. Merino Vidal: An introduction to the Automated Testing Framework
(ATF) for NetBSD. pdf netbsd atf julio m merino vidal

New York City BSD Con 2008

Audio recordings of presentations given at New York City BSD Conference
2008. Courtesy of nikolai at fetissov.org. The main page also has links
to the slides. http://www.fetissov.org/public/nycbsdcon08/ nycbsdcon2008
nycbsdcon presentation http://www.fetissov.org/public/nycbsdcon08/
1.1.mp3 14 Mb Adrian Chadd: High-throughput concurrent disk IO in
FreeBSD. mp3 freebsd high performance adrian chadd 1.2.mp3 9 Mb Jason L
Wright: When Hardware Is Wrong, or “They can Fix It In Software”. mp3
hardware jason l wright 1.3.mp3 14 Mb Metthew Dillon: The HAMMER File
System. mp3 hammer metthew dillon 1.4.mp3 15 Mb Anders Magnusson: Design
and Implementation of the Portable C Compiler. mp3 pcc anders magnusson
1.5.mp3 11 Mb Michael Shalayeff: Porting PCC. mp3 pcc michael shalayeff
1.6.mp3 10 Mb Julio M. Merino Vidal: An introduction to the Automated
Testing Framework (ATF) for NetBSD. mp3 netbsd atf julio m merino vidal
1.7.mp3 15 Mb Jeremy C. Reed: Introduction to DNSSEC. mp3 dnssec jeremy
c reed 1.8.mp3 4 Mb Jason Dixon: BSD versus GPL. mp3 bsd versus gpl
jason dixon 2.2.mp3 16 Mb Pawel Jakub Dawidek: A closer look at the ZFS
file system. mp3 freebsd zfs pawel jakub dawidek 2.3.mp3 10 Mb Kurt
Miller: OpenBSD’s Position Independent Executables (PIE) Implementation.
mp3 openbsd pie kurt miller 2.4.mp3 11 Mb Mike Silbersack: Detecting TCP
regressions with tcpdiff. mp3 tcp regression tcpdiff mike silbersack
2.5.mp3 10 Mb Michael Lucas: Network Refactoring, or doing an oil change
at 80 MPH. mp3 network refactoring michael lucas

Public Key sudo

Two tools which have become the norm in Linux- and Unix-based
environments are SSH for secure communications, and sudo for performing
administrative tasks. These are independent programs with substantially
different purposes, but they are often used in conjunction. In this
talk, I describe a flaw in their interaction, and then present our
solution called public-key sudo.

Public-key sudo is an extension to the sudo authentication mechanism
which allows for public key authentication using the SSH public key
framework. I describe our implementation of a generic SSH authentication
module and the sudo modifications required to use this module.


Bio:


Matthew Burnside is a Ph.D. student in the Computer Science
department at Columbia University, in New York. He works for Professor
Angelos Keromytis in the Network Security Lab. He received his B.A and
M.Eng from MIT in 2000, and 2002, respectively. His research interests
are in network anonymity, trust management, and enterprise-scale
policy enforcement.





http://www.nycbug.org/index.php?NAV=Home;SUBM=10160 nycbug presentation
sudo public key matthew burnside
http://www.fetissov.org/public/nycbug/nycbug-08-06-08.mp3 MP3 version
mp3 2 Mb

Configuration Management with Cfengine

Configuration Management with Cfengine

Cfengine is a policy-based configuration management system. Its primary
function is to provide automated configuration and maintenance of
computers, from a policy specification.

The cfengine project was started in 1993 as a reaction to the complexity
and non-portability of shell scripting for Unix configuration
management, and continues today. The aim was to absorb frequently used
coding paradigms into a declarative, domain-specific language that would
offer self-documenting configuration.


about the speaker:


Steven Kreuzer has been working with Open Source technologies since
as long as he can remember, starting out with a 486 salvaged from a
dumpster behind his neighborhood computer store. In his spare time he
enjoys doing things with technology that have absolutely no redeeming
social value.





http://www.nycbug.org/index.php?NAV=Home;SUBM=10157 nycbug presentation
configuration management cfengine
http://www.fetissov.org/public/nycbug/nycbug-07-02-08.mp3 MP3 version
mp3 58 minutes 6 Mb

Managing OpenBSD Environments

This talk is the result of an after-meeting discussion with a few folks,
when it became apparent that there is some confusion as to how to deal
with OpenBSD in small and large environments. The topic of installation
and upgrading came up again. This talk is aimed to hopefully dispel many
of the rumors, provide a thorough description and walk through of the
various stages of running OpenBSD in any size environment, and some of
the features and tools at the administrator’s disposal.

Okan Demirmen has been working with UNIX-like systems for as long as he
can remember and has found OpenBSD to match some of the same
philosophies in which he believes, namely simplicity and correctness,
and reap the benefits of such.

http://www.nycbug.org/index.php?NAV=Home;SUBM=10154 nycbug presentation
openbsd system management
http://www.fetissov.org/public/nycbug/nycbug-05-07-08.mp3 MP3 version
mp3 103 minutes 11 Mb

Building a High-Performance Computing Cluster Using FreeBSD


Special NYC*BUG meeting with FreeBSD developer Brooks Davis


Since late 2000 we have developed and maintained a general purpose
technical and scientific computing cluster running the FreeBSD
operating system. In that time we have grown from a cluster of 8 dual
Intel Pentium III systems to our current mix of 64 dual, quad-core
Intel Xeon and 289 dual AMD Opteron systems.





In this talk we reflect on the system architecture as documented in our
BSDCon 2003 paper “Building a High-performance Computing Cluster Using
FreeBSD” and our changes since that time. After a brief overview of the
current cluster we revisit the architectural decisions in that paper and
reflect on their long term success. We then discuss lessons learned in
the process. Finally, we conclude with thoughts on future cluster
expansion and designs.


Bio


Brooks Davis is an Engineering Specialist in the High Performance
Computing Section of the Computer Systems Research Department at The
Aerospace Corporation. He has been a FreeBSD user since 1994, a
FreeBSD committer since 2001, and a core team member since 2006. He
earned a Bachelors Degree in Computer Science from Harvey Mudd College
in 1998.





His computing interests include high performance computing, networking,
security, mobility, and, of course, finding ways to use FreeBSD in all
these areas. When not computing, he enjoys reading, cooking, brewing and
pounding on red-hot iron in his garage blacksmith shop.

http://www.nycbug.org nycbug presentation high performance computing
freebsd brooks davis
http://www.fetissov.org/public/nycbug/nycbug-03-20-08.mp3 MP3 version
mp3 80 minutes 9 Mb

User Interfaces and How People Think

“User Interfaces and How People Think” will introduce concepts of
designing software for different users by observing how they think about
and do what they do. While much of design today focuses on the front-end
of computer systems, there is opportunity to innovate in every area
where a human interacts with software.

Bio: Jeffery Mau is a user experience designer with the leading business
and technology consulting firm Sapient. He has helped clients create
great customer experiences in the financial services, education,
entertainment and telecommunications industries. With a passion for
connecting people with technology, Jeff specializes in Information
Architecture and Business Strategy. Jeff holds a Masters in Design from
the IIT Institute of Design in Chicago, Illinois.

http://www.nycbug.org nycbug presentation user interfaces
http://www.fetissov.org/public/nycbug/nycbug-03-05-08.mp3 MP3 version
mp3 78 minutes 9 Mb

Open Meeting on OpenSSH

Open Meeting on OpenSSH

Febrary’s NYCBUG meeting is a broad look at OpenSSH, the de facto method
for remote administration and more. OpenSSH celebrated its 8th
anniversary this past September, and we thought this would be a great
opportunity to discuss OpenSSH, and for others to contribute their hacks
and interesting applications.

http://www.nycbug.org/index.php?NAV=Home;SUBM=10150 nycbug presentation
openssh http://www.fetissov.org/public/nycbug/nycbug-02-06-08.mp3 MP3
version mp3 63 minutes 7 Mb

SSARES

SSARES: Secure Searchable Automated Remote Email Storage - A usable,
secure email system on a remote untrusted server

The increasing centralization of networked services places user data at
considerable risk. For example, many users store email on remote servers
rather than on their local disk. Doing so allows users to gain the
benefit of regular backups and remote access, but it also places a great
deal of unwarranted trust in the server. Since most email is stored in
plaintext, a compromise of the server implies the loss of
confidentiality and integrity of the email stored therein. Although
users could employ an end-to-end encryption scheme (e.g., PGP), such
measures are not widely adopted, require action on the sender side, only
provide partial protection (the email headers remain in the clear), and
prevent the users from performing some common operations, such as
server-side search.

To address this problem, we present Secure Searchable Automated Remote
Email Storage (SSARES), a novel system that offers a practical approach
to both securing remotely stored email and allowing privacy-preserving
search of that email collection. Our solution encrypts email (the
headers, body, and attachments) as it arrives on the server using
public-key encryption. SSARES uses a combination of Identity Based
Encryption and Bloom Filters to create a searchable index. This index
reveals little information about search keywords and queries, even
against adversaries that compromise the server. SSARES remains largely
transparent to both the sender and recipient. However, the system also
incurs significant costs, primarily in terms of expanded storage
requirements. We view our work as a starting point toward creating
privacy-friendly hosted services.

Angelos Keromytis is an Associate Professor with the Department of
Computer Science at Columbia University, and director of the Network
Security Laboratory. He received his B.Sc. in Computer Science from the
University of Crete, Greece, and his M.Sc. and Ph.D. from the Computer
and Information Science (CIS) Department, University of Pennsylvania. He
is the author and co-author of more than 100 papers on refereed
conferences and journals, and has served on over 40 conference program
committees. He is an associate editor of the ACM Transactions on
Information and Systems Security (TISSEC). He recently co-authored a
book on using graphics cards for security, and is a co-founder of
StackSafe Inc. His current research interests revolve around systems and
network security, and cryptography.

http://www.nycbug.org/index.php?NAV=Home;SUBM=10133 nycbug presentation
ipv6 gene cronk
http://www.fetissov.org/public/nycbug/nycbug-10-03-07.mp3 MP3 version
mp3 67 minutes 7 Mb
http://www1.cs.columbia.edu/~angelos/Papers/2007/SSARES_ACSAC.pdf Paper
pdf 10 pages 443 Kb

Gene Cronk on Implementing IPv6

This talk will be on some of the basics of IPv6 including addressing,
subnetting, and tools to test connectivity. There will be a lab (network
permitting), and setups for an as of yet undisclosed flavor of BSD as
well as some of the well known daemons (Apache 2, SSHD) will be
demonstrated. Setting up a BSD OS as an IPv6 router and tunneling system
will also be covered.


Bio


Gene Cronk, CISSP-ISSAP, NSA-IAM is a freelance network security
consultant, specializing in *NIX solutions. He has been working with
computers for well over 20 years, electronics for over 15, and IPv6
specifically for 4 years. He has given talks on IPv6 and a multitude
of other topics at DefCon, ShmooCon and other “underground” venues.





Gene is from Jacksonville, FL. When not involved in matters concerning
IPv6, he can be found gaming (Anarchy Online), helping out with the
Jacksonville Linux User’s Group [http://www.jaxlug.org/], being one
of the benevolent dictators of the Hacker Pimps Security Think
Tank [http://www.hackerpimps.com/], or fixing up his house.

http://www.nycbug.org/index.php?NAV=Home;SUBM=10133 nycbug presentation
ipv6 gene cronk http://www.fetissov.org/public/nycbug/
nycbug-10-03-07.mp3 MP3 version mp3 60 minutes 14Mb

Using Cryptography to Improve Web Application Performance and Security

Cryptography has a reputation of slowing down applications. However if
done correctly, it can actually be used to improve performance by
storing high-value/high-cost results “in public.” In addition the same
techniques can solve common security problems such as authorization,
parameter scanning, and parameter rewriting.

All are welcome - no previous experience with cryptography is required,
and the techniques will be presented in a programming-language neutral
format.

Nick Galbreath have been working on high performance servers and web
security at various high profile startups since 1994 (most recently
Right Media). He holds a Master degree of Mathematics from Boston
University, and published a book on cryptography. He currently lives in
the Lower East Side.

http://www.nycbug.org/index.php?NAV=Home;SUBM=10129 nycbug presentation
cryptography nick galbreath http://www.fetissov.org/public/nycbug/
nycbug-09-05-07.mp3 MP3 version mp3 18Mb

Marc Spitzer on Nagios

Nagios is a platform for monitoring services and the hosts they reside
on. It provides a reasonable tool for monitoring your network and you
can not beat the price.

We plan on covering the following topics:


	what it is

	how it works

	where to get it

	how to install it

	how to configure it

	how to customize it for your environment

	where the data is stored

	how to write a basic plug-in




About the Speaker


Marc Spitzer started as a VAX/VMS operator who taught himself some
basic scripting in DCL to help me remember how to do procedures that
did not come up enough to actually remember all the steps, this was in
1990. Since then he has worked with HPUX, Solaris, Windows, Linux, and
the BSDs, FreeBSD being his favorite. He has held a variety of
positions, admin and engineering, where he has been able to introduce
BSD into his work place. He currently works for Columbia University as
a Systems Administrator.





He is a founding member of NYCBUG and LispNYC and on the board of
UNIGroup.

Most of his career has been building tools to solve operational
problems, with extra effort going to the ones that irritated him
personally. He takes a great deal of pride in not needing a budget to
solve most problems.

http://www.nycbug.org/index.php?NAV=Home;SUBM=10122 nycbug presentation
nagios marc spitzer http://www.fetissov.org/public/nycbug/
nycbug-08-01-07.mp3 MP3 version mp3 19Mb

Isaac ‘Ike’ Levy on the Real Unix Tradition

“The Real Unix Tradition”

UNIX hackers, all standing on the shoulders of giants.

”...the number of UNIX installations has grown to 10, with more
expected...” - Dennis Ritchie and Ken Thompson, June 1972

“Well, it was all Open Source, before anybody really called it that”. -
Brian Redman, 2003

UNIX is the oldest active and growing computing culture alive today.
From it’s humble roots in the back room at Bell Laboratories, to today’s
global internet infrastructure- UNIX has consistently been at the core
of major advances in computing. Today, the BSD legacy is the most direct
continuation of the most successful principles in UNIX, and continues to
lead major advances in computing.

Why? What’s so great about UNIX?

This lecture aims to prove that UNIX history is surprisingly useful (and
fun)- for developers, sysadmins, and anyone working with BSD systems.


About the speaker


Isaac Levy, (ike) is a freelance BSD hadker based in NYC. He runs
Diversaform Inc. as an engine to make his hacking feed itself, (and
ike). Diversaform specializes in *BSD based solutions, providing ‘IT
special weapons and tatics’ for various sized business clients, as
well as running a small high-availability datacenter operation from
lower Manhattan. With regard to FreeBSD jail(8), ike was a partner in
the first jail (8)-based web hosting ISP in America, iMeme, and has
been developing internet applications in and out of jails since 1999.
Isaac is a proud member of NYC*BUG (the New York City *BSD Users
Group), and a long time member of LESMUUG, (the Lower East Side Mac
Unix Users Group).





http://www.nycbug.org/index.php?NAV=Home;SUBM=10107 nycbug presentation
unix tradition isaac levy http://www.fetissov.org/public/nycbug/
nycbug-07-05-07.mp3 MP3 version mp3 10Mb

Steven Kreuzer on Denial of Service Mitigation Techniques

Protecting your servers, workstations and networks can only go so far.
Attacks which consume your available Internet-facing bandwidth, or
overpower your CPU, can still take you offline. His presentation will
discuss techniques for mitigating the effects of such attacks on servers
designed to provide network intensive services such as HTTP or routing.


About the speaker


Steven Kreuzer is currently employed by Right Media as a Systems
Administrator focusing on building and managing high transaction
infrastructures around the globe. He has been working with Open Source
technologies since as long as he can remember, starting out with a 486
salvaged from a dumpster behind his neighborhood computer store. In
his spare time he enjoys doing things with technology that have
absolutely no redeeming social value.





http://www.nycbug.org/index.php?NAV=Home;SUBM=10108 nycbug presentation
denialofservice steven kreuzer http://www.fetissov.org/public/nycbug/
nycbug-06-06-07.mp3 MP3 version mp3 10Mb

Amitai Schlair on pkgsrcCon.

The fourth annual pkgsrcCon [http://www.pkgsrccon.org/2007/] is
April 27-29 in Barcelona. As might be expected when brains congregate,
pkgsrcCon traditionally results in a flurry of activity toward new
directions and initiatives. Mere hours after returning to New York,
Amitai will give us a recap of the
proceedings [http://www.pkgsrccon.org/2007/presentations.html],
including his presentation, “Packaging djbware.”

Amitai Schlair [http://www.schmonz.com/] is a pkgsrc developer who
has worked in such diverse areas as Mac OS X platform support and
packages of software by Dan Bernstein. His full-time undergraduate
studies at Columbia are another contributing factor to his impending
insanity. He consults in software and IT.

http://www.nycbug.org/index.php?NAV=Home;SUBM=10102 nycbug presentation
pkgsrccon netbsd amitai schlair http://www.fetissov.org/public/nycbug/
nycbug-05-02-07.mp3 MP3 version mp3 21Mb

Ray Lai: on OpenCVS

This presentation was inspired by the recent Subversion presentation. It
will talk about the origins of OpenRCS and OpenCVS, its real-world usage
in the OpenBSD project, and why OpenBSD will continue to use CVS.

Ray is an OpenBSD developer who uses Subversion by day, CVS by night.
Taking the phrase “complexity is the enemy of security” to heart, he
believes that the beauty of UNIX’s security is in its simplicity.

http://www.nycbug.org/index.php?NAV=Home;SUBM=10104 nycbug presentation
cvs openbsd ray lai http://www.fetissov.org/public/nycbug/
nycbug-04-04-07.mp3 MP3 version mp3

Matthew Burnside: Integrated Enterprise Security Mgmt

Integrated Enterprise Security Management

Security policies are a key component in protecting enterprise networks.
But, while there are many diverse defensive options available, current
models and mechanisms for mechanically-enforced security policies are
limited to traditional admission-based access control. Defensive
capabilities include among others logging, firewalls, honeypots,
rollback/recovery, and intrusion detection systems, while policy
enforcement is essentially limited to one-off access control.
Furthermore, access-control mechanisms operate independently on each
service, which can (and often does) lead to inconsistent or incorrect
application of the intended system-wide policy. We propose a new scheme
for global security policies. Every policy decision is made with
near-global knowledge, and re-evaluated as global knowledge changes.
Using a variety of actuators, we make the full array of defensive
capabilities available to the global policy. Our goal is a coherent,
enterprise-wide response to any network threat.


Biography


Matthew Burnside is a Ph.D. student in the Computer Science
department at Columbia University, in New York. He works for Professor
Angelos Keromytis in the Network Security Lab. He received his B.A and
M.Eng from MIT in 2000, and 2002, respectively. His main research
interests are in computer security, trust management, and network
anonymity.





http://www.nycbug.org/index.php?NAV=Home;SUBM=10089 mp3 presentation
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Ivan Ivanov on The Version Control System Subversion

The presentation will discuss Subversion from both client and server
points of view. It will show how to create repositories and how to make
them accessible over the network using different access schemes like
http://, file:// or svn://. Pointers are given on securing the
repositories and on authenticating and authorizing the clients. Next,
the presentation shows how an user interacts with the repository and
describes some of the important Subversion client commands. Finally, it
deals with administrating the repository using “hook scripts”.

Ivan Ivanov is generally interested in Version Control Systems since his
student years in Sofia University, Bulgaria, where he set up and
maintained a CVS server for an academic project. When Subversion became
a fact and proved to be “a better CVS” he researched it and last year
deployed it for his NYC-based employer Ariel Partners
(http://www.arielpartners.com/). He integrated the Subversion
repositories with Apache Web Server over https to enable a reliable and
secure way to access them from any point.

http://www.fetissov.org/public/nycbug/ nycbug presentation subversion
ivan ivanov http://www.fetissov.org/public/nycbug/ nycbug-02-07-07.mp3
MP3 version nycbug presentation subversion ivan ivanov

Okan Demirmen on PF

We have had lots of meetings that have peripherally discussed OpenBSD’s
wildly popular PF firewall... but finally we will have a meeting focused
on it. http://www.fetissov.org/public/nycbug/ nycbug presentation
openbsd pf okan demirmen http://www.fetissov.org/public/nycbug/
nycbug-01-03-07.mp3 MP3 version mp3

New York City BSD Con 2006: BSD is Dying - A Cautionary Tale of Sex and
Greed


BSD is Dying


A Cautionary Tale of Sex and Greed

Jason Dixon

October 28, 2006





First and foremost, I would like to thank the unique presentation styles
of Dick Hardt and Lawrence Lessig for inspiring me to create this
presentation.

The following videos were created by exporting the original Keynote
presentation slides into QuickTime video, then manually synchronizing
them using iMovie HD with the audio recordings captured by Nikolai
Fetissov. They were then exported into QuickTime, mpeg4 (H.264/AAC), and
iPod movie formats. If you are having difficulties with the MP4 copy,
and are unable to view QuickTime movies, please contact me and I’ll try
to assist.

http://talks.dixongroup.net/nycbsdcon2006/ nycbug presentation humor bsd
is dying jason dixon http://talks.dixongroup.net/nycbsdcon2006/
BSD_is_Dying_640x480.mov 19Mb QuickTime mov
BSD_is_Dying_640x480.mp4 31Mb MP4 mp4 BSD_is_Dying_640x480.m4v
36Mb iPod m4v

New York City BSD Con 2006

Audio recordings of presentations given at New York City BSD Conference
2006. Courtesy of nikolai at fetissov.org. The main page also has links
to the slides. http://www.fetissov.org/public/nycbsdcon06/ nycbug
nycbsdcon nycbsdcon2006 presentation
http://www.fetissov.org/public/nycbsdcon06/ 1.1.mp3 14 Mb Corey
Benninger: Security with Ruby on Rails in BSD mp3 ruby ruby on rails
security corey benninger 1.2.mp3 10 Mb Brian A. Seklecki: A Framework
for NetBSD Network Appliances. mp3 netbsd brian a seklecki 1.3.mp3 15 Mb
Bob Beck: PF, it is not just for firewalls anymore. mp3 pf bob beck
1.4.mp3 9 Mb Bjorn Nelson: A Build System for FreeBSD mp3 freebsd bjorn
nelson 1.5.mp3 13 Mb Johnny C. Lam: The “hidden dependency” problem. mp3
johnny c lam 1.6.mp3 11 Mb Marco Peereboom: Bio & Sensors in OpenBSD.
mp3 openbsd sensors marco peerenboom 1.7.mp3 12 Mb Russell Sutherland:
BSD on the Edge of the Enterprise. mp3 russel sutherland 1.8.mp3 5 Mb
Jason Dixon: BSD Is Dying. mp3 humor bsd is dying jason dixon 2.1.mp3 9
Mb Jason Wright: OpenBSD on sparc64. mp3 openbsd sparc64 jason wright
2.2.mp3 15 Mb Kristaps Johnson: BSD Virtualisation with sysjail. mp3
sysjail kristaps johnson 2.3.mp3 16 Mb Wietse Venema: Postfix as a
Secure Programming Example. mp3 postfix wietse venema 2.4.mp3 16 Mb Bob
Beck: spamd - spam deferral daemon. mp3 spamd bob beck

Isaac ‘Ike’ Levy on m0n0wall and PFSense


UNIX professionals are busy these days. Setting up routers and
firewalls are fundamental to any network, but in environments where
the focus is on various applications, (servers, workstations, and the
software that runs on them), it’s difficult for a business not to
choose off-the-shelf SOHO routers and networking gear. The web
management GUIs are understandable by everyone, (even techs without
UNIX knowledge), and the gear is cheap - this saves time and money.


In the meantime, the features of your average Linksys or Netgear
router often leave MUCH to be desired, (https auth management, for one
simple example).

Enter m0n0wall and PFSense, 2 BSD based packaged router/firewall
solutions that are as solid and full featured as you’d expect from any
BSD system- PLUS THEY HAVE HTML WEB INTERFACES FOR MANAGEMENT!

m0n0wall and PFSense become an easy sell in any small professional
environment, any competent tech can manage the network within
minutes... At home, in every hackers home network, they free the
hacker to have trusted tools available, but are as time-saving as
using any Linksys router.

m0n0wall and PFSense are both light and clean, designed to run on
embedded systems- (Soekris, WRAP), but are monsters when unleashed on
even legacy PCs around the office. If you manage UNIX networks and
systems all day, do you really want to manage the router for your DSL
when you get home? But then doesn’t it bug you to use a chincey
Linksys box?

Ike has been a member of NYC*BUG since we first launched in January
2004. He is a long-time member of the Lower East Side Mac Unix User
Group. He has spoken frequently on a number of topics at various
venues, particularly on the issue of FreeBSD’s jail (8). nycbug
presentation monowall pfsense isaac levy
http://www.fetissov.org/public/nycbug/nycbug-09-06-06.mp3 9 Mb mp3





Alfred Perlstein on Sendmail Hacks


Alfred will discuss the hacks used to turn Sendmail into a high
performance solution for delivering millions of messages to OKCupid’s
subscribers. Topics covered will be system tuning and sendmail hacks
used in house to achieve massive throughput.


Alfred Perlstein is the CTO of OKcupid.com, the largest free online
dating site. He has been a FreeBSD hacker for five years, he’s worked
on NFS, VFS, pthreads, networking and general system maintenance
during his tenure on both FreeBSD and OS X kernels. nycbug
presentation sendmail alfred perlstein
http://www.fetissov.org/public/nycbug/nycbug-07-05-06.mp3 11 Mb mp3





Episode 07 of “FreeBSD for all” uploaded

This week we talk about podcast clients, ipfw firewall etc.
http://freebsdforall.blogspot.com/2006/07/episode-07.html freebsd for
all talk podcast clients ipfw
http://www.archive.org/download/FreeBSD_for_all_podcast_Episode_07/
FreeBSD_for_all_podcast_Episode_07.mp3 11 Mb 23 minutes 128 kbps
MP3 version mp3 FreeBSD_for_all_podcast_Episode_07_64kb.mp3 23
minutes 64 kbps MP3 version mp3
FreeBSD_for_all_podcast_Episode_07.ogg 23 minutes Ogg version ogg

Episode 06 of “FreeBSD for all” uploaded

This week we talk about


	Macromedia plugin

	FreeBSD-Linux differences part 2

	John Baldwin Introduction

	Podcast announcement - call for co-hosts!



http://freebsdforall.blogspot.com/2006/06/episode-06.html freebsd for
all talk john baldwin freebsd vs linux
http://www.archive.org/download/FreeBSD_for_all_podcast_Episode_06/
FreeBSD_for_all_podcast_Episode_06.mp3 MP3 version mp3
FreeBSD_for_all_podcast_Episode_06.ogg Ogg version ogg
FreeBSD_for_all_podcast_Episode_06_64kb.mp3 64 kbps MP3 version
mp3

Nate Lawson on ACPI


Our Topic: FreeBSD’s ACPI implementation: The details.


Our Speaker: Nate Lawson, FreeBSD Committer.

Our Topic: FreeBSD’s ACPI implementation is based on code for
ACPI released by Intel. Nate and others wrote the glue code to make
this code work on FreeBSD. He explains how this was done, and why.
bafug presentation freebsd acpi nate lawson
http://people.freebsd.org/~julian/BAFUG/talks/ACPI/bafug7-nate2.mov
245 Mb mov





Network Protocol Development Tools and Techniques for FreeBSD


Our Topic: Network Protocol Development Tools and Techniques for
FreeBSD


Our Speaker: George Neville-Neil, co-author of the “Design and
Implementation of the FreeBSD Operating System” “daemon” book.

Our Topic: While computers have gotten faster and more powerful
the tools we use to develop network protocols, such as TCP, UDP, IPv4
and IPv6 have not. Most network protocols are developed, in C, in the
kernel, and require a lot of work to test. Over the past year or so I
have been working with virtual machines, a couple of pieces of open
source software, and begun developing a library for use in protocol
testing. This talk will cover three topics:






	Developing and testing kernel code with Virtual Machines

	Finding good tests for networking code

	Packet Construction Set (PCS) a new library for writing protocol
tests



bafug presentation freebsd packet construction set george neville-neil
http://people.freebsd.org/~julian/BAFUG/talks/bafug6-gnn.mov 211 Mb mov

Tim Kientzler on developing libarchive and tar

libarchive..........Tim Kientzler on developing libarchive and tar.
http://people.freebsd.org/~julian/BAFUG/talks/libarchive/ bafug
presentation libarchive tim kientzler
http://people.freebsd.org/~julian/BAFUG/talks/libarchive
bafug5-tim-1.mov 50 Mb Part 1 bafug presentation libarchive tim
kientzler bafug5-tim-2.mov 125 Mb Part 2 bafug presentation libarchive
tim kientzler bafug5-tim-3.mov 30 Mb Part 3 bafug presentation
libarchive tim kientzler

Fosdem 2006: BSD

We talk with Daniel Seuffert about BSD. Several flavours of BSD were
represented in a joint BSD booth: OpenBSD, FreeBSD, NetBSD and MirOS.
Daniel is representative of the FreeBSD project and among other things
talks about the different operating systems that are build on top of
FreeBSD. For instance, there are two distributions called PC-BSD and
DesktopBSD that are targeted towards desktop users. There also is a
version that specializes on security entitled TrustedBSD.
http://www.source21.nl/2006/06/05/fosdem-2006-bsd/ source21 interview
daniel seuffert
http://www.source21.nl/media/20060605/bsd_-_daniel_seuffert.mp4 mp4

COMPLETE Hard Disk Encryption with FreeBSD

COMPLETE Hard Disk Encryption with FreeBSD, by Marc Schiesser

Learn how to effectively protect not only your data but also your
applications.

Most technologies and techniques intended for securing digital data
focus on protection while the machine is turned on mostly by defending
against remote attacks. An attacker with physical access to the machine,
however, can easily circumvent these defenses by reading out the
contents of the storage medium on a different, fully accessible system
or even compromise program code on it in order to leak encrypted
information. Especially for mobile users, that threat is real. And for
those carrying around sensitive data, the risk is most likely high. This
talk will introduce a method of mitigating that particular risk by
protecting not only the data through encryption, but also the
applications and the operating system from being compromised while the
machine is turned off.

http://events.ccc.de/congress/2005/fahrplan/events/1139.en.html ccc
ccc2005 ccc22 presentation freebsd harddisk encryption marc schiesser
http://events.ccc.de/congress/2005/fahrplan/attachments/687-slides_Complete_Hard_Disk_Encryption.pdf
679Kb Slides slides
http://events.ccc.de/congress/2005/fahrplan/attachments/905-22C3-1139-en-complete_harddisk_encryption_with_freebsd.mp4.torrent
37Kb Bittorrent link mp4

FreeBSD Security Officer funktionen

“FreeBSD Security Officer funktionen” at the AAUUG, AAUUG, 22 August
2006 by Simon L. Nielsen (FreeBSD Deputy Security Officer)
http://www.aauug.dk/ aauug presentation danish freebsd security officer
simon l nielsen
http://people.freebsd.org/~simon/presentations/freebsd-so-function-aauug-2006-08-22.pdf
211 Kb PDF (danish) pdf

FreeBSD Security Officer funktionen

“FreeBSD Security Officer funktionen” at the BSD-DK, 26 August 2006 by
Simon L. Nielsen (FreeBSD Deputy Security Officer) aauug presentation
danish freebsd security officer simon l nielsen
http://people.freebsd.org/~simon/presentations/freebsd-so-function-bsd-dk-2006-08.pdf
210 Kb PDF (danish) pdf

Releaseparty, the Varnish HTTP accelerator

VG sponsored the creation of a web-accellerator called “Varnish” because
Squid was too slow for them. Varnish is being developed by Poul-Henning
Kamp and the Norwegian Linux consultancy Linpro. This is the
releaseparty for version 1.0.

The first half of the talk will introduce Varnish and present some of
the novel features it brings to the business of web-serving.

The second half of the talk, using Varnish as the example, will show
ways to get the most performance out of modern hardware and operating
systems.

(The English text starts at about 5 minutes in the stream)

http://www.nuug.no/aktiviteter/20060919-varnish/ nuug presentation
varnish poul-henning kamp http://www.nuug.no/pub/video/published/
20060919-varnish.mpeg 230 Mb Video version mpeg 20060919-varnish.mp3
47.8 Mb MP3 version mp3

OpenBSD 4.5 Release Songs - Games

[Commentary still being written]

For RSS readers: Please note that the download URL is an FTP site.

http://www.openbsd.org/lyrics.html#45 openbsd artwork
ftp://ftp.openbsd.org/pub/OpenBSD/songs/ song45.mp3 6.4 Mb 3:29 minutes
MP3 version openbsd artwork song45.ogg 4.5 Mb 3:29 minutes Ogg version
openbsd artwork

OpenBSD 4.0 Release Songs - OpenVOX

This is an extra track by the artist Ty Semaka (who really has “had
Puffy on his mind”) which we included on the audio CD.

This song details the process that Ty has to go through to make the art
and music for each OpenBSD release. Ty and Theo really do go to a (very
specific) bar and discuss what is going on in the project, and then try
to find a theme that will work...

For RSS readers: Please note that the download URL is an FTP site.

http://www.openbsd.org/lyrics.html#audio_extra openbsd artwork
ftp://ftp.openbsd.org/pub/OpenBSD/songs/ songty.mp3 3.9 Mb 4 minutes MP3
version openbsd artwork songty.ogg 6.0 Mb 4 minutes Ogg version openbsd
artwork

OpenBSD 4.4 Release Song - “Source Wars - Episode IV - Trial of the BSD
Knights”

Nearly 10 years ago Kirk McKusick wrote a history of the Berkeley Unix
distributions for the O’Reilly book “Open Sources: Voices from the Open
Source Revolution”. We recommend you read his story, entitled “Twenty
Years of Berkeley Unix From AT&T-Owned to Freely Redistributable” first,
to see how Kirk remembers how we got here. Sadly, since it showed up in
book form originally, this text has probably not been read by enough
people.

The USL(AT&T) vs BSDI/UCB court case settlement documents were not
public until recently; their disclosure has made the facts more clear.
But the story of how three people decided to free the BSD codebase of
corporate pollution – and release it freely – is more interesting than
the lawsuit which followed. Sure, a stupid lawsuit happened which
hindered the acceptance of the BSD code during a critical period. But
how did a bunch of guys go through the effort of replacing so much AT&T
code in the first place? After all, companies had lots of really evil
lawyers back then too – were they not afraid?

After a decade of development, most of the AT&T code had already been
replaced by university researchers and their associates. So Keith
Bostic, Mike Karels and Kirk McKusick (the main UCB CSRG group) started
going through the 4.3BSD codebase to cleanse the rest. Keith, in
particular, built a ragtag team (in those days, USENIX conferences were
a gold mine for such team building) and led these rebels to rewrite and
replace all the Imperial AT&T code, piece by piece, starting with the
libraries and userland programs. Anyone who helped only got credit as a
Contributor – people like Chris Torek and a cast of .. hundreds more.

Then Mike and Kirk purified the kernel. After a bit more careful
checking, this led to the release of a clean tree called Net/2 which was
given to the world in June 1991 – the largest dump of free source code
the world had ever received (for those days – not modern monsters like
OpenOffice).

Some of these ragtags formed a company (BSDi) to sell a production
system based on this free code base, and a year later Unix System
Laboratories (basically AT&T) sued BSDi and UCB. Eventually AT&T lost
and after a few trifling fixes (described in the lawsuit documents) the
codebase was free. A few newer developments (and more free code) were
added, and released in June 1994 as 4.4BSD-Lite. Just over 14 years
later OpenBSD is releasing its own 4.4 release (and for a lot less than
$1000 per copy).

The OpenBSD 4.4 release is dedicated to Keith Bostic, Mike Karels, Kirk
McKusick, and all of those who contributed to making Net/2 and
4.4BSD-Lite free.

http://www.openbsd.org/lyrics.html#44 openbsd artwork
ftp://ftp.openbsd.org/pub/OpenBSD/songs/ song44.mp3 5.6 Mb 3 minutes 5
seconds MP3 version mp3 song44.ogg 4.4 Mb 3 minutes 5 seconds Ogg
version ogg

OpenBSD 4.3 Release Song - “Home to Hypocrisy”

We are just plain tired of being lectured to by a man who is a lot like
Naomi Campbell.

In 1998 when a United Airlines plane was waiting in the queue at
Washington Dulles International Airport for take-off to New Orleans
(where a Usenix conference was taking place), one man stood up from his
seat, demanded that they stop waiting in the queue and be permitted to
deplane. Even after orders from the crew and a pilot from the cockpit he
refused to sit down. The plane exited the queue and returned to the
airport gangway. Security personnel ran onto the plane and removed this
man, Richard Stallman, from the plane. After Richard was removed from
the plane, everyone else stayed onboard and continued their journey to
New Orleans. A few OpenBSD developers were on that same plane, seated
very closeby, so we have an accurate story of the events.

This is the man who presumes that he should preach to us about morality,
freedom, and what is best for us. He believes it is his God-given role
to tell us what is best for us, when he has shown that he takes actions
which are not best for everyone. He prefers actions which he thinks are
best for him – and him alone – and then lies to the public. Richard
Stallman is no Spock.

We release our software in ways that are maximally free. We remove all
restrictions on use and distribution, but leave a requirement to be
known as the authors. We follow a pattern of free source code
distribution that started in the mid-1980’s in Berkeley, from before
Richard Stallman had any powerful influence which he could use so
falsely.

We have a development sub-tree called “ports”. Our “ports” tree builds
software that is ‘found on the net’ into packages that OpenBSD users can
use more easily. A scaffold of Makefiles and scripts automatically fetch
these pieces of software, apply patches as required by OpenBSD, and then
build them into nice neat little tarballs. This is provided as a
convenience for users. The ports tree is maintained by OpenBSD entirely
separately from our main source tree. Some of the software which is
fetched and compiled is not as free as we would like, but what can we
do. All the other operating system projects make exactly the same
decision, and provide these same conveniences to their users.

Richard felt that this “ports tree” of ours made OpenBSD non-free. He
came to our mailing lists and lectured to us specifically, yet he said
nothing to the many other vendors who do the same; many of them donate
to the FSF and perhaps that has something to do with it. Meanwhile,
Richard has personally made sure that all the official GNU software –
including Emacs – compiles and runs on Windows.

That man is a false leader. He is a hypocrite. There may be some people
who listen to him. But we don’t listen to people who do not follow their
own stupid rules.

http://www.openbsd.org/lyrics.html#43 openbsd artwork
ftp://ftp.openbsd.org/pub/OpenBSD/songs/ song43.mp3 8.2 Mb 4 minutes 48
seconds MP3 version mp3 song43.ogg 6.5 Mb 4 minutes 48 seconds Ogg
version ogg

OpenBSD 4.2 Release Song - “100001 1010101”

Those of us who work on OpenBSD are often asked why we do what we do.
This song’s lyrics express the core motivations and goals which have
remained unchanged over the years - secure, free, reliable software,
that can be shared with anyone. Many other projects purport to share
these same goals, and love to wrap themselves in a banner of “Open
Source” and “Free Software”. Given how many projects there are one would
think it might be easy to stick to those goals, but it doesn’t seem to
work out that way. A variety of desires drag many projects away from the
ideals very quickly.

Much of any operating system’s usability depends on device support, and
there are some very tempting alternative ways to support devices
available to those who will surrender their moral code. A project could
compromise by entering into NDA agreements with vendors, or including
binary objects in the operating system for which no source code exists,
or tying their users down with contract terms hidden inside copyright
notices. All of these choices surrender some subset of the ideals, and
we simply will not do this. Sure, we care about getting devices working,
but not at the expense of our original goals.

Of course since “free to share with anyone” is part of our goals, we’ve
been at the forefront of many licensing and NDA issues, resulting in a
good number of successes. This success had led to much recognition for
the advancement of Free Software causes, but has also led to other
issues.

We fully admit that some BSD licensed software has been taken and used
by many commercial entities, but contributions come back more often than
people seem to know, and when they do, they’re always still properly
attributed to the original authors, and given back in the same spirit
that they were given in the first place.

That’s the best we can expect from companies. After all, we make our
stuff so free so that everyone can benefit – it remains a core goal; we
really have not strayed at all in 10 years. But we can expect more from
projects who talk about sharing – such as the various Linux projects.

Now rather than seeing us as friends who can cooperatively improve all
codebases, we are seen as foes who oppose the GPL. The participants of
“the race” are being manipulated by the FSF and their legal arm, the
SFLC, for the FSF’s aims, rather than the goal of getting good source
into Linux (and all other code bases). We don’t want this to come off as
some conspiracy theory, but we simply urge those developers caution –
they should ensure that the path they are being shown by those who have
positioned themselves as leaders is still true. Run for yourself, not
for their agenda.

The Race is there to be run, for ourselves, not for others. We do what
we do to run our own race, and finish it the best we can. We don’t rush
off at every distraction, or worry how this will affect our image. We
are here to have fun doing right.

http://www.openbsd.org/lyrics.html#42 openbsd artwork
ftp://ftp.openbsd.org/pub/OpenBSD/songs/ song42.mp3 4.0 Mb 4 minutes 40
seconds MP3 version mp3 song42.ogg 6.4 Mb 4 minutes 4- seconds Ogg
version ogg

OpenBSD 4.1 Release Song - Puffy Baba and the 40 Vendors

As developers of a free operating system, one of our prime
responsibilities is device support. No matter how nice an operating
system is, it remains useless and unusable without solid support for a
wide percentage of the hardware that is available on the market. It is
therefore rather unsurprising that more than half of our efforts focus
on various aspects relating to device support.

Most parts of the operating system (from low kernel, through to
libraries, all the way up to X, and then even to applications) use
fairly obvious interface layers, where the “communication protocols” or
“argument passing” mechanisms (ie. APIs) can be understood by any
developer who takes the time to read the free code. Device drivers pose
an additional and significant challenge though: because many vendors
refuse to document the exact behavior of their devices. The devices are
black boxes. And often they are surprisingly weird, or even buggy.

When vendor documentation does not exist, the development process can
become extremely hairy. Groups of developers have found themselves
focused for months at a time, figuring out the most simple steps, simply
because the hardware is a complete mystery. Access to documentation can
ease these difficulties rapidly. However, getting access to the chip
documentation from vendors is ... almost always a negotiation. If we had
open access to documentation, anyone would be able to see how simple all
these devices actually are, and device driver development would flourish
(and not just in OpenBSD, either).

When we proceed into negotiations with vendors, asking for
documentation, our position is often weak. One would assume that the
modern market is fair, and that selling chips would be the primary focus
of these vendors. But unfortunately a number of behemoth software
vendors have spent the last 10 or 20 years building political hurdles
against the smaller
players [http://www.openbsd.org/papers/brhard2007/mgp00024.html].

A particularly nasty player in this regard has been the Linux vendors
and some Linux developers, who have played along with an American
corporate model of requiring NDAs for chip documentation. This has
effectively put Linux into the club with Microsoft, but has left all the
other operating system communities – and their developers – with much
less available clout for requesting documentation. In a more fair world,
the Linux vendors would work with us, and the device driver support in
all free operating systems would be fantastic by now.

We only ask that users
help [http://www.openbsd.org/papers/brhard2007/mgp00027.html] us in
changing the political landscape.

http://www.openbsd.org/lyrics.html#41 openbsd artwork
ftp://ftp.openbsd.org/pub/OpenBSD/songs/ song41.mp3 4.1 Mb 4 minutes 19
seconds MP3 version mp3 song41.ogg 8.3 Mb 4 minutes 19 seconds Ogg
version ogg

OpenBSD 4.0 Release Song - Humppa negala

The last 10 years, every 6 month period has (without fail) resulted in
an official OpenBSD release making it to the FTP servers. But CDs are
also manufactured, which the project sells to continue our development
goals.

While tests of the release binaries are done by developers around the
world, Theo and some developers from Calgary or Edmonton (such as Peter
Valchev or Bob Beck) test that the discs are full of (only) correct
code. Ty Semaka works for approximately two months to design and draw
artwork that will fit the designated theme, and coordinates with his
music buddies to write and record a song that also matches the theme.

Then the discs and all the artwork gets delivered to the plant, so that
they can be pressed in time for an official release date.

This release, instead of bemoaning vendors or organizations that try to
make our task of writing free software more difficult, we instead
celebrate the 10 years that we have been given (so far) to write free
software, express our themes in art, and the 5 years that we have made
music with a group of talented musicians.

OpenBSD developers have been torturing each other for years now with
Humppa-style music, so this release our users get a taste of this too.
Sometimes at hackathons you will hear the same songs being played on
multiple laptops, out of sync. It is under such duress that much of our
code gets written.

We feel like Pufferix and Bobilix delivering The Three Discs of Freedom
to those who want them whenever the need arises, then returning to
celebrate the (unlocked) source tree with all the other developers.

For RSS readers: Please note that the download URL is an FTP site.
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EuroBSDCon 2006 pictures

EuroBSDCon 2006 pictures by Christian Laursen
http://photos.borderworlds.dk/eurobsdcon-2006/ eurobsdcon eurobsdcon2006
photos christian laursen

EuroBSDCon 2006 pictures

EuroBSDCon 2006 pictures by Erwin Lansing (erwin@)
http://foto.droso.org/2006/20061108-13/ eurobsdcon eurobsdcon2006 photos
erwin lansing

Discussion - What’s cooking for FreeBSD 7.0?

Discussion - What’s cooking for FreeBSD 7.0? (Bulgarian)
http://openfest.org/archive/openfest-2007/ openfest openfest2007
discussion freebsd freebsd7 http://ludost.net/of2007/d2h2l7.avi 105 Mb
AVI avi

Dimitri Vasileva - Visualizing Security Threats with Social Networking
Software

Dimitri Vasileva - Visualizing Security Threats with Social Networking
Software (Bulgarian) http://openfest.org/archive/openfest-2007/ openfest
openfest2007 presentation freebsd security social networking dimitri
vasileva http://ludost.net/of2007/d2h2l6.avi 331 Mb AVI avi

Shcheryana Shopova - SNMP monitoring

Shcheryana Shopova - SNMP monitoring (Bulgarian)
http://openfest.org/archive/openfest-2007/ openfest openfest2007
presentation freebsd snmp monitoring shcheryana shopova
http://ludost.net/of2007/d2h2l5.avi 271 Mb AVI avi

Willow Vachkov - FreeBSD and the new network and transport protocols
(IPv6 and SCTP)

Willow Vachkov - FreeBSD and the new network and transport protocols
(IPv6 and SCTP) (Bulgarian) http://openfest.org/archive/openfest-2007/
openfest openfest2007 presentation freebsd ipv6 sctp willow vanchkov
http://ludost.net/of2007/d2h2l4.avi 251 Mb AVI avi

Atanas Bchvarov - Packet Filtering in FreeBSD

Atanas Bchvarov - Packet Filtering in FreeBSD (Bulgarian)
http://openfest.org/archive/openfest-2007/ openfest openfest2007
presentation freebsd atanas bchvarov http://ludost.net/of2007/d2h2l3.avi
186 Mb AVI avi

Nikolai Denev - FreeBSD goes Zettabyte

Nikolai Denev - FreeBSD goes Zettabyte (Bulgarian)
http://openfest.org/archive/openfest-2007/ openfest openfest2007
presentation freebsd zettabyte nikolai denev
http://ludost.net/of2007/d2h2l2.avi 358 Mb AVI avi

Vasil Dimov - The FreeBSD ports collection - tips and tricks

Vasil Dimov - The FreeBSD ports collection - tips and tricks (Bulgarian)
http://openfest.org/archive/openfest-2007/ openfest openfest2007
presentation freebsd ports collection vasil dimov
http://ludost.net/of2007/d2h2l1.avi 341 Mb AVI avi

FreeBSD ports Erwin Lansing

Case study : managing a worldwide open source project: FreeBSD port
manager http://openfest.org/program/ openfest openfest2006 presentation
freebsd port manager erwin lansing
http://people.freebsd.org/~erwin/presentations/FreeBSD-portmgr-20061105-OpenFest.pdf
128 Kb PDF pdf

The Linux Link Tech Show Episode 179

Special Guests Will Backman and Scott Ruecker. Will’s talks about his
podcast bsdtalk and about Linux and BSD in general. We are joined by
Troels also. Dann on Devede and hopes for MythTV. Scott Ruecker talks
about Scale and general linux and lxer stuff. linux link tech show talk
will backman http://www.tllts.org/audio/tllts_179-02-14-07.mp3 31 Mb
120 minutes MP3 version mp3

Ham Radio on FreeBSD

Last month I attended a meeting of the Ottawa Amateur Radio Club
(OARC [http://www.oarc.net/]) as a member of my local BUG was giving
a presentation on Ham Radio on FreeBSD. Diane
Bruce [http://www.db.net/~db/about.html], call sign VA3DB, has had
her operator license since 1969 and is well known in the BSD community
and for the development of ircd-hybrid. In the past year she has
assisted in the creation of the Hamradio category in the FreeBSD ports
tree [http://www.freshports.org/hamradio/] and has become the
maintainer of over 20 of the hamradio ports. She also contributed to the
FreeBSD entry at
Hampedia [http://www.hamsexy.com/wiki/index.php?title=FreeBSD&redirect=no],
the Wikipedia for ham operators.

Her presentation slides are a great introduction to the various ham
utilities which are available, including both descriptions and
screenshots of the utilities in action.

oarc presentation radio diane bruce
http://www.oarc.net/presentations/hamradio_on_freebsd.pdf 23 pages PDF
file mp3

Installing OpenBSD in 5 minutes

http://unix-tutorial.blogspot.com/2007/04/installing-openbsd-in-5-minutes.html
Installing OpenBSD. In real time :) unix-tutorial flash openbsd

FreeBSD: Hard disk encryption

http://unix-tutorial.blogspot.com/2007/02/freebsd-hard-disk-encryption.html
How to protect your data on FreeBSD machine even when your computer is
turned off? This hard disk encryption guide will help. unix-tutorial
flash freebsd encryption

FreeBSD: First time install and configure

http://unix-tutorial.blogspot.com/2007/01/freebsd-first-time-install-and.html
Tutorial how to install and configure FreeBSD. It seems that comments in
video are in Japanese :) unix-tutorial flash freebsd

FreeBSD: using ports system

http://unix-tutorial.blogspot.com/2007/01/freebsd-using-ports-system.html
Using ports system in FreeBSD to install etherape. unix-tutorial flash
freebsd ports

FreeBSD installation

http://unix-tutorial.blogspot.com/2007/01/freebsd-installation.html
Step-by-step installation of FreeBSD operating system. unix-tutorial
flash freebsd

NetBSD and ssshfs

http://unix-tutorial.blogspot.com/2007/04/netbsd-and-ssshfs.html Usage
of ssshfs on NetBSD with PUFFS. unix-tutorial flash netbsd puffs

Install Debian and NetBSD on Xen Domu

http://unix-tutorial.blogspot.com/2007/04/install-debian-and-netbsd-on-xen-domu.html
Video tutorial on installation of Debian and NetBsd on Domu with Xen.
unix-tutorial flash netbsd xen debian

NetBSD. More CPUs than Linux. + BSD ports/packages.

http://www.berklix.com/free/talk/faraday/presentations/source/3_netbsd_marc/
From the talks with subject “Free Alternatives To Microsoft” comes
“NetBSD. More CPUs than Linux. + BSD ports/packages.”. berklix netbsd
packages

Chris Buechler and Scott Ullrich - pfSense: 2.0 and beyond

http://www.bsdcan.org/2009/schedule/events/130.en.html


pfSense: 2.0 and beyond


From firewall distribution to appliance building platform





pfSense is a BSD licensed customized distribution of FreeBSD tailored
for use as a firewall and router. In addition to being a powerful,
flexible firewalling and routing platform, it includes a long list of
related features and a package system allowing further expandability
without adding bloat and potential security vulnerabilities to the base
distribution.

This session will start with an introduction to the project and its
common uses, which have expanded considerably beyond firewalling. We
will cover much of the new functionality coming in the 2.0 release,
which contains significant enhancements to nearly every portion of the
system as well as numerous new features.

While the primary function of the project is a firewalling and routing
platform, with changes coming in pfSense 2.0, it has also become an
appliance building framework enabling the creation of customized special
purpose appliances. The m0n0wall code where pfSense originated has
proved popular for this purpose, with AskoziaPBX and FreeNAS also based
upon it, in addition to a number of commercial solutions. The goal of
this appliance building framework is to enable creation of projects such
as these without having to fork and maintain another code base. The
existing appliances, including a DNS server using TinyDNS, VoIP with
FreeSWITCH, and others will be discussed. For those interested in
creating appliances, an overview of the process will be provided along
with references for additional information.

bsdcan bsdcan2009 presentation pfsense chris buechler scott ullrich
http://www.bsdcan.org/2009/schedule/attachments/94_pfSense_2_0_and_beyond_BSDCan_09.pdf
36 pages 3.2 Mb Slides pdf

Luigi Rizzo - GEOM based disk schedulers for FreeBSD

http://www.bsdcan.org/2009/schedule/events/122.en.html

GEOM based disk schedulers for FreeBSD

The high cost of seek operations makes the throughput of disk devices
very sensitive to the offered workload. A disk scheduler can then help
reorder requests to improve the overall throughput of the device, or
improve the service guarantees for individual users, or both.

Research results in recent years have introduced, and proven the
effectiveness of, a technique called “anticipatory scheduling”. The
basic idea behind this technique is that, in some cases, requests that
cause a seek should not be served immediately; instead, the scheduler
should wait for a short period of time in case other requests arrive
that do not require a seek to be served. With many common workloads,
dominated by sequential synchronous requests, the potential loss of
throughput caused by the disk idling times is more than balanced by the
overall reduction of seeks.

While a fair amount of research on disk scheduling has been conducted on
FreeBSD, the results were never integrated in the OS, perhaps because
the various prototype implementations were very device-specific and
operated within the device drivers. Ironically, anticipatory schedulers
are instead a standard part of Linux kernels.

This talk has two major contributions:

First, we will show how, thanks to the flexibility of the GEOM
architecture, an anticipatory disk scheduling framework has been
implemented in FreeBSD with little or no modification to a GENERIC
kernel. While these schedulers operate slightly above the layer where
one would naturally put a scheduler, they can still achieve substantial
performance improvements over the standard disk scheduler; in
particular, even the simplest anticipatory schedulers can prevent the
complete trashing of the disk performance that often occurs in presence
of multiple processes accessing the disk.

Secondly, we will discuss how the basic anticipatory scheduling
technique can be used not only to improve the overall throughput of the
disk, but also to give service guarantees to individual disk clients, a
feature that is extremely important in practice e.g., when serving
applications with pseudo-real-time constraints such as audio or video
streaming ones.

A prototype implementation of the scheduler that will be covered in the
presentation is available at http://info.iet.unipi.it/~luigi/FreeBSD/

bsdcan bsdcan2009 presentation freebsd geom disk schedulers luigi rzzo
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Constantine A. Murenin - Quiet Computing with BSD

http://www.bsdcan.org/2009/schedule/events/119.en.html


Quiet Computing with BSD


Programming system hardware monitors for quiet computing





In this talk, we will present a detailed overview of the features and
common problems of microprocessor system hardware monitors as they
relate to the topic of silent computing. In a nutshell, the topic of
programmable fan control will be explored.

Silent computing is an important subject as its practice reduces the
amount of unnecessary stress and improves the motivation of the
workforce, at home and in the office.

Attendees will gain knowledge on how to effectively programme the chips
to minimise fan noise and avoid system failure or shutdown during
temperature fluctuations, as well as some basic principles regarding
quiet computing.

Shortly before the talk, a patch for programming the most popular chips
(like those from Winbond) will be released for the OpenBSD operating
system, although the talk itself will be more specific to the
microprocessor system hardware monitors themselves, as opposed to the
interfacing with thereof in modern operating systems like OpenBSD,
NetBSD, DragonFly BSD and FreeBSD.
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Fernando Gont - Results of a Security Assessment of the TCP and IP
protocols and Common implementation Strategies

http://www.bsdcan.org/2009/schedule/events/129.en.html

Results of a Security Assessment of the TCP and IP protocols and Common
implementation Strategies

Fernando Gont will present the results of security assessment of the TCP
and IP protocols carried out on behalf of the United Kingdom’s Centre
for the Protection of National Infrastructure (Centre for the Protection
of National Infrastructure). His presentation will provide an overview
of the aforementioned project, and will describe some of the new
insights that were gained as a result of this project. Additionally, it
will provide an overview of the state of affairs of the different TCP/IP
implementations found in BSD operating systems with respect to the
aforementioned issues.

During the last twenty years, many vulnerabilities have been identified
in the TCP/IP stacks of a number of systems. The discovery of these
vulnerabilities led in most cases to reports being published by a number
of CSIRTs and vendors, which helped to raise awareness about the threats
and the best possible mitigations known at the time the reports were
published. For some reason, much of the effort of the security community
on the Internet protocols did not result in official documents (RFCs)
being issued by the organization in charge of the standardization of the
communication protocols in use by the Internet: the Internet Engineering
Task Force (IETF). This basically led to a situation in which “known”
security problems have not always been addressed by all vendors. In
addition, in many cases vendors have implemented quick “fixes” to the
identified vulnerabilities without a careful analysis of their
effectiveness and their impact on interoperability. As a result,
producing a secure TCP/IP implementation nowadays is a very difficult
task, in large part because of the hard task of identifying relevant
documentation and differentiating between that which provides correct
advisory, and that which provides misleading advisory based on
inaccurate or wrong assumptions. During 2006, the United Kingdom’s
Centre for the Protection of National Infrastructure embarked itself in
an ambitious and arduous project: performing a security assessment of
the TCP and IP protocols. The project did not limit itself to an
analysis of the relevant IETF specifications, but also included an
analysis of common implementation strategies found in the most popular
TCP and IP implementations. The result of the project was a set of
documents which identifies possible threats for the TCP and IP protocols
and, where possible, proposes counter-measures to mitigate the
identified threats. This presentation will will describe some of the new
insights that were gained as a result of this project. Additionally, it
will provide an overview of the state of affairs of the different TCP/IP
implementations found in BSD operating systems.
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Randi Harper - Automating FreeBSD Installations

http://www.bsdcan.org/2009/schedule/events/126.en.html


Automating FreeBSD Installations


PXE Booting and install.cfg Demystified





This paper will provide an explanation of the tools involved in
performing an automated FreeBSD install and a live demonstration of the
process.

FreeBSD’s sysinstall provides a powerful and flexible mechanism for
automated installs but doesn’t get used very often because of a lack of
documentation.
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Brooks Davis - Isolating Cluster Jobs for Performance and Predictability

http://www.bsdcan.org/2009/schedule/events/125.en.html

Isolating Cluster Jobs for Performance and Predictability

At The Aerospace Corporation, we run a large FreeBSD based computing
cluster to support engineering applications. These applications come in
all shapes, sizes, and qualities of implementation. To support them and
our diverse userbase we have been searching for ways to isolate jobs
from one another in ways that are more effective than Unix time sharing
and more fine grained than allocating whole nodes to jobs.

In this talk we discuss the problem space and our efforts so far. These
efforts include implementation of partial file systems virtualization
and CPU isolation using CPU sets.
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John Baldwin - Multiple Passes of the FreeBSD Device Tree
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Multiple Passes of the FreeBSD Device Tree

The existing device driver framework in FreeBSD works fairly well for
many tasks. However, there are a few problems that are not easily solved
with the current design. These problems include having “real” device
drivers for low-level hardware such as clocks and interrupt controllers,
proper resource discovery and management, and allowing most drivers to
always probe and attach in an environment where interrupts are enabled.
I propose extending the device driver framework to support multiple
passes over the device tree during boot. This would allow certain
classes of drivers to be attached earlier and perform boot-time setup
before other drivers are probed and attached. This in turn can be used
to develop solutions to the earlier list of problems.
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Colin Percival - scrypt: A new key derivation function

http://www.bsdcan.org/2009/schedule/events/147.en.html


scrypt: A new key derivation function


Doing our best to thwart TLAs armed with ASICs





Password-based key derivation functions are used for two primary
purposes: First, to hash passwords so that an attacker who gains access
to a password file does not immediately possess the passwords contained
therewithin; and second, to generate cryptographic keys to be used for
encrypting or authenticating data.

In both cases, if passwords do not have sufficient entropy, an attacker
with the relevant data can perform a brute force attack, hashing
potential passwords repeatedly until the correct key is found. While
commonly used key derivation functions, such as Kamp’s iterated MD5,
Provos and Mazieres’ bcrypt, and RSA Laboratories’ PBKDF1 and PBKDF2
make an attempt to increase the difficulty of brute-force attacks, they
all require very little memory, making them ideally suited to attack by
custom hardware.

In this talk, I will introduce the concepts of memory-hard and
sequential memory-hard functions, and argue that key derivation
functions should be sequential memory-hard. I will present a key
derivation function which, subject to common assumptions about
cryptographic hash functions, is provably sequential memory-hard, and a
variation which appears to be stronger (but not provably so). Finally, I
will provide some estimates of the cost of performing brute force
attacks on a variety of password strengths and key derivation functions.
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George Neville-Neil - Thinking about thinking in code
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Thinking about thinking in code


Proposed keynote talk





This is not a talk that’s specific to any BSD but is a more general talk
about how we think about coding and how our thinking changes the way we
code.

I compare how we built systems to how other industries build their
products and talk about what we can learn from how we work and from how
others work as well.

bsdcan bsdcan2009 keynote bsd george neville-neil
http://www.bsdcan.org/2009/schedule/attachments/103_BSDCan2009Keynote.pdf
137 pages 4.0 Mb Slides pdf

Stephen Borrill - Building products with NetBSD - thin-clients

http://www.bsdcan.org/2009/schedule/events/140.en.html


Building products with NetBSD - thin-clients


NetBSD: delivering the goods





This talk will discuss what thin-clients are, why they are useful and
why NetBSD is good choice to build such a device.

This talk will provide information on some alternatives and the
strengths and weaknesses of NetBSD when used in such a device.

It will discuss problems that needed to be addressed such as how to get
a device with rich functionality running from a small amount of flash
storage, as well as recent developments in NetBSD that have helped
improve the product.
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Cat Allman and Leslie Hawthorn - Getting Started in Free and Open Source
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Getting Started in Free and Open Source


Interested in getting involved? But don’t really know where or how to
start?





The talk is called “Getting Started in Free and Open Source”. It’s a
talk for beginners who are interested to getting involved but don’t
really know where or how to start.

We cover the basics of: -why you might want to get involved -what you
can get out of participating -more than coding is needed -how to chose a
project -how to get started -etiquette of lists and other communication
-dos and don’t of joining a community
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Warner Losh - Tracking FreeBSD in a commercial Environment
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Tracking FreeBSD in a commercial Environment


How to stay current while staying sane





The FreeBSD project publishes two lines of source code: current and
stable. All changes must first be committed to current and then are
merged into stable. Commercial organizations wishing to use FreeBSD in
their products must be aware of this policy. Four different strategies
have developed for tracking FreeBSD over time. A company can choose to
run only unmodified release versions of FreeBSD. A company may choose to
import FreeBSD’s sources once and then never merge newer versions. A
company can choose to import each new stable branch as it is created,
adding its own changes to that branch, as well as integrating new
versions from FreeBSD from time to time. A company can track FreeBSD’s
current branch, adding to it their changes as well as newer FreeBSD
changes. Which method a company chooses depends on the needs of the
company. These methods are explored in detail, and their advantages and
disadvantages are discussed. Tracking FreeBSD’s ports and packages is
not discussed.

Companies building products based upon FreeBSD have many choices in how
to use the projects sources and binaries. The choices range from using
unmodified binaries from FreeBSD’s releases, to tracking modify FreeBSD
heavily and tracking FreeBSD’s evolution in a merged tree. Some
companies may only need to maintain a stable version of FreeBSD with
more bug fixes or customizations than the FreeBSD project wishes to
place in that branch. Some companies also wish to contribute some subset
of their changes back to the FreeBSD project.

FreeBSD provides an excellent base technology with which to base
products. It is a proven leader in performance, reliability and
scalability. The technology also offers a very business friendly license
that allows companies to pick and choose which changes they wish to
contribute to the community rather than forcing all changes to be
contributed back, or attaching other undesirable license conditions to
the code.

However, the FreeBSD project does not focus on integration of its
technology into customized commercial products. Instead, the project
focuses on producing a good, reliable, fast and scalable operating
system and associated packages. The project maintains two lines of
development. A current branch, where the main development of the project
takes place, and a stable branch which is managed for stability and
reliability. While the project maintains documentation on the system,
including its development model, relatively little guidance has been
given to companies in how to integrate FreeBSD into their products with
a minimum of trouble.

Developing a sensible strategy to deal with both these portions of
FreeBSD requires careful planning and analysis. FreeBSD’s lack of
guidelines to companies leaves it up to them to develop a strategy.
FreeBSD’s development model differs from some of the other Free and Open
Source projects. People familiar with those systems often discover that
methods that were well suited to them may not work as well with
FreeBSD’s development model. These two issues cause many companies to
make poor decisions without understanding the problems that lie in their
future.

Very little formal guidance exists for companies wishing to integrate
FreeBSD into their products. Some email threads can be located via a
Google search that could help companies, but many of them are full of
contradictory information, and it is very disorganized. While the
information about the FreeBSD development process is in the FreeBSD
handbook, the implications of that process for companies integrating
FreeBSD into their products are not discussed.
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Kris Moore - PC-BSD - Making FreeBSD on the desktop a reality
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PC-BSD - Making FreeBSD on the desktop a reality


FreeBSD on the Desktop





While FreeBSD is a all-around great operating system, it is greatly
lagging behind in desktop appeal. Why is this? In this talk, we will
take a look at some of the desktop drawbacks of FreeBSD, and how are are
attempting to fix them through PC-BSD.

FreeBSD has a reputation for its rock-solid reliability, and top-notch
performance in the server world, but is noticeably absent when it comes
to the vast market of desktop computing. Why is this? FreeBSD offers
many, if not almost all of the same open-source packages and software
that can be found in the more popular Linux desktop distributions, yet
even with the speed and reliability FreeBSD offers, a relative few
number of users are deploying it on their desktops.

In this presentation we will take a look at some of the reasons why
FreeBSD has not been as widely adopted in the desktop market as it has
on the server side. Several of the desktop weaknesses of FreeBSD will be
shown, along with how we are trying to fix these short-comings through a
desktop-centric version of FreeBSD, known as PC-BSD. We will also take a
look at the package management system employed by all open-source
operating systems alike, and some of the pitfalls it brings, which may
hinder widespread desktop adoption.
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Sean Bruno - Implementation of TARGET_MODE applications

http://www.bsdcan.org/2009/schedule/events/127.en.html


Implementation of TARGET_MODE applications


How we used TARGET_MODE in the kernel to create and interesting
product





This presentation will cover a real world implementation of the
TARGET_MODE infrastructure in the kernel (stable/6). Topics to include:
drivers used (isp, aic7xxx, firewire). scsi_target userland code vs
kernel drivers missing drivers (4/8G isp support, iSCSI target)

Target Mode describes a feature within certain drivers that allows a
FreeBSD system to emulate a Target in the SCSI sense of the word. By
recompiling your kernel with this feature enabled, it permits one to
turn a FreeBSD system into an external hard disk. This feature of the
FreeBSD kernel provides many interesting implementations and is highly
desirable to many organizations whom run FreeBSD as their platform.

I have been tasked with the maintenance of a proprietary target driver
that interfaces with the FreeBSD kernel to do offsite data mirroring at
the block level. This talk will discuss the implementation of that
kernel mode driver and the process my employer went through to implement
a robust and flexible appliance.

Since I took over the implementation, we have implemented U160 SCSI(via
aic7xxx), 2G Fibre Channel(via isp) and Firewire 400 (via sbp_targ).
Each driver has it’s own subtleties and requirements. I personally
enhanced the existing Firewire target driver and was able to get some
interesting results.

I hope to demonstrate a functional Firewire 400/800 target and show how
useful this application can be for the embedded space. Also, I wish to
demonstrate the need for iSCSI. USB and 4/8G Fibre Channel target
implementations that use the TARGET_MODE infrastructure that is
currently in place to allow others to expand their various interface
types.

The presentation should consist of a high level overview, followed by
detailed implementation instructions with regards to the Firewire
implementation and finish up with a hands-on demonstration with a
FreeBSD PC flipped into TARGET_MODE and a Mac.
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George Neville-Neil - Understanding and Tuning SCHED_ULE
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Understanding and Tuning SCHED_ULE

With the advent of widespread SMP and multicore CPU architectures it was
necessary to implement a new scheduler in the FreeBSD operating system.
The SCHEDULE scheduler was added for the 5 series of FreeBSD releases
and has now matured to the point where it is the default scheduler in
the 7.1 release. While scheduling processes was a difficult enough task
in the uniprocessor world, moving to multiple processors, and multiple
cores, has significantly increased the number of problems that await
engineers who wish to squeeze every last ounce of performance out of
their system. This talk will cover the basic design of SCHEDULE and
focus a great deal of attention on how to tune the scheduler for
different workloads, using the sysctl interfaces that have been provided
for that purpose.

Understanding and tuning a scheduler used to be done only by operating
systems designers and perhaps a small minority of engineers focusing on
esoteric high performance systems. With the advent of widespread
multi-processor and multi-core architectures it has become necessary for
more users and administrators to decide how to tune their systems for
the best performance. The SCHEDULE scheduler in FreeBSD provides a set
of sysctl interfaces for tuning the scheduler at run time, but in order
to use these interfaces effectively the scheduling process must first be
understood. This presentation will give an overview of how SCHEDULE
works and then will show several examples of tuning the system with the
interfaces provided.

The goal of modifying the scheduler’s parameters is to change the
overall performance of programs on the system. One of the first problems
presented to the person who wants to tune the scheduler is how to
measure the effects of their changes. Simply tweaking the parameters and
hoping that that will help is not going to lead to good results. In our
recent experiments we have used the top(1) program to measure our
results.
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Lawrence Stewart - Improving the FreeBSD TCP Implementation

http://www.bsdcan.org/2009/schedule/events/121.en.html


Improving the FreeBSD TCP Implementation.


An update on all things TCP in FreeBSD and how they affect you.





My involvement in improving the FreeBSD TCP stack has continued this
past year, with much of the work targeted at FreeBSD 8. This talk will
cover what these changes entail, why they are of interest to the FreeBSD
community and how they help to improve our TCP implementation.

It has been a busy year since attending my inaugural BSDCan in 2008,
where I talked about some of my work with TCP in FreeBSD.

I have continued the work on TCP analysis/debugging tools and
integrating modular congestion control into FreeBSD as part of the
NewTCP research project. I will provide a progress update on this work.

Additionally, a grant win from the FreeBSD Foundation to undertake a
project titled “Improving the FreeBSD TCP Implementation” at Swinburne
University’s Centre for Advanced Internet Architectures has been
progressing well. The project focuses on bringing TCP Appropriate Byte
Counting (RFC 3465), reassembly queue auto-tuning and integration of
low-level analysis/debugging tools to the base system, all of which I
will also discuss.
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Joerg Sonnenberger - Journaling FFS with WAPBL
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Journaling FFS with WAPBL

NetBSD 5 is the first NetBSD release with a journaling filesystem. This
lecture introduces the structure of the Fast File System, the
modifications for WAPBL and specific constraints of the implementation.

The Fast File System (FFS) has been used in the BSD land for more than
two decades. The original implementation offered two operational modes:


	safe and slow (sync)

	unsafe and fast (async) One decade ago, Kirk McKusick introduced the
soft dependency mechanism to offset the performance impact without
risk of mortal peril on the first crash. With the advent of Terabyte
hard disks, the need for a file system check (fsck) after a crash
becomes finally unacceptable. Even a background fsck like supported
on FreeBSD consumes lots of CPU time and IO bandwidth.



Based on a donation from Wasabi Systems, Write Ahead Physical Block
Logging (WAPBL) provides journaling for FFS with similar or better
performance than soft dependencies during normal operation. Recovery
time after crashes depends on the amount of outstanding IO operations
and normally takes a few seconds.

This lecture gives a short overview of FFS and the consistency
constraints for meta data updates. It introduces the WAPBL changes, both
in terms of the on-disk format and the implementation in NetBSD. Finally
the implementation is compared to the design of comparable file systems
and specific issues of and plans for the current implementation are
discussed.
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Remote and mass management of systems with finstall


Automated management on a largish scale





An important part of the “finstall” project, created as a graphical
installer for FreeBSD, is a configuration server that can be used to
remotely administer and configure arbitrary systems. It allows for
remote scripting of administration tasks and is flexible enough to
support complete reconfiguration of running systems.

The finstall project has two major parts - the front-end and the
back-end. The front-end is just a GUI allowing the users to install the
system in a convenient way. The back-end is a network-enabled XML-RPC
server that is used by the front-end to perform its tasks. It can be
used as a stand-alone configuration daemon. This talk will describe a
way to make use of this property of finstall to remotely manage large
groups of systems.
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Mike Silbersack - Detecting TCP regressions with tcpdiff
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Detecting TCP regressions with tcpdiff

Determining if a TCP stack is working correctly is hard. The tcpdiff
project aims for a simpler goal: To automatically detect differences in
TCP behavior between different versions of an operating system and
display those differences in an easy to understand format. The value
judgement of whether a certain change between version X and Y of a TCP
stack is good or bad will be left to human eyes.

Determining if a TCP stack is working correctly is hard. The tcpdiff
project aims for a simpler goal: To automatically detect differences in
TCP behavior between different versions of an operating system and
display those differences in an easy to understand format. The value
judgement of whether a certain change between version X and Y of a TCP
stack is good or bad will be left to human eyes.

The initial version of tcpdiff presented at NYCBSDCon 2008 demonstrated
that it could be used to detect at least two major TCP bugs that were
introduced into FreeBSD in the past few years. The work from that
presentation can be viewed at http://www.silby.com/nycbsdcon08/.

For BSDCan 2009, I hope to fix a number of bugs in tcpdiff, make it
easier to use, set up nightly tests of FreeBSD, and improve it so that
additional known bugs can be detected. Additionally, I plan to run it on
OSes other than FreeBSD.
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Philip Paeps - Crypto Acceleration on FreeBSD
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Crypto Acceleration on FreeBSD

As more and more services on the internet become cryptographically
secured, the load of cryptography on systems becomes heavier and
heavier. Crypto acceleration hardware is available in different forms
for different workloads. Embedded communications processors from VIA and
AMD have limited acceleration facilities in silicon and various
manufacturers build hardware for accelerating secure web traffic and
IPSEC VPN tunnels.

This talk gives an overview of FreeBSD’s crypto framework in the kernel
and how it can be used together with OpenSSL to leverage acceleration
hardware. Some numbers will be presented to demonstrate how acceleration
can improve performance - and how it can curiously bring a system to a
grinding halt.

Philip originally started playing with crypto acceleration when he saw
the “crypto block” in one of his Soekris boards. As usual, addiction was
instant and by the grace of the “you touch it, you own it” principle, he
has been fiddling the crypto framework more than is good for him.
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Firewire BoF Plugfest


Debugging and testing of Firewire products with FreeBSD





Come one come all to a Firewire plugfest. Let’s debug and test together
and see if we can’t knock out some features and bugs.

A hands-on testing and debugging session of the Firewire stack in
FreeBSD.

Everyone who wishes to attend should bring their Firewire devices, ext
Drives and Cameras, and their Laptops. I will be debugging and capturing
data points to enhance and improve features in the Firewire stack.

We should be able to knock out quite a bunch of bugs if folks can bring
their various Firewire devices along with their various PCs.

Even if your Firewire device works perfectly, bring it by so it can be
documented as supported by the Firewire team!
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Peter Hansteen - Building the Network You Need with PF, the OpenBSD
packet filter
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Building the Network You Need with PF, the OpenBSD packet filter.

Building the network you need is the central theme for any network
admin. This tutorial is for aspiring or seasoned network professionals
with at least a basic knowledge of networking in general and TCP/IP
particular. The session aims at teaching tools and techniques to make
sure you build your network to work the way it’s supposed to, keeping
you in charge. Central to the toolbox is the OpenBSD PF packet filter,
supplemented with tools that interact with it. Whether you are a
greybeard looking for ways to optimize your setups or a greenhorn just
starting out, this session will give you valuable insight into the inner
life of your network and provide pointers to how to use that knowledge
to build the network you need. The session will also offer some fresh
information on changes introduced in OpenBSD 4.5, the most recent
version of PF and OpenBSD. The tutorial is loosely based on Hansteen’s
recent book, /The Book of PF/ (No Starch Press), with updates and
adaptations based on developments since the book’s publication date.
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George Neville-Neil - Networking from the Bottom Up: Device Drivers
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Networking from the Bottom Up: Device Drivers.

In this tutorial I will describe how to write and maintain network
drivers in FreeBSD and use the example of the Intel Gigabit Ethernet
driver (igb) throughout the course.

Students will learn the basic data structures and APIs necessary to
implement a network driver in FreeBSD. The tutorial is general enough
that it can be applied to other BSDs, and likely to other embedded and
UNIX like systems while being specific enough that given a device and a
manual the student should be able to develop a working driver on their
own. This is the first of a series of lectures on network that I am
developing over the next year or so.
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iSCSI

not an Apple appliance.

iSCSI is not an Apple appliance.

The i in iSCSI stands for internet, some say for insecure, personally I
like to think interesting. I’ll try to share the road followed from
RFC-3720 to the actual working driver, the challenges, the frustrations.
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pfSense Tutorial

From Zero to Hero with pfSense

pfSense is a free, open source customized distribution of FreeBSD
tailored for use as a firewall and router. In addition to being a
powerful, flexible firewalling and routing platform, it includes a long
list of related features and a package system allowing further
expandability without adding bloat and potential security
vulnerabilities to the base distribution. pfSense is a popular project
with more than 1 million downloads since its inception, and proven in
countless installations ranging from small home networks protecting a PC
and an Xbox to large corporations, universities and other organizations
protecting thousands of network devices.

This tutorial is being presented by the founders of the pfSense project,
Chris Buechler and Scott Ullrich.

The session will start with an introduction to the project, hardware
sizing and selection, installation, firewalling concepts and basic
configuration, and continue to cover all the most popular features of
the system. Common usage scenarios, deployment considerations, step by
step configuration guidance, and best practices will be covered for each
feature. Most configurations will be demonstrated in a live lab
environment.

Attendees are assumed to have basic knowledge of TCP/IP and firewalling
concepts, however no in-depth knowledge in these areas or prior
knowledge of pfSense or FreeBSD is necessary.
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Bacula

The Open Source Enterprise Backup Solution

The Bacula project started in January 2000 with several goals, one of
which was the ability to backup any client from a Palm to a mainframe
computer. Bacula is available under a GPL license.

Bacula uses several distinct components, each communicating via TCP/IP,
to achieve a very scalable and robust solution to backups.

Kern is one of the original project founders and still one of the most
productive Bacula developers.
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FreeBSD/mips

Embedding FreeBSD

FreeBSD now runs on the MIPS platform. FreeBSD/mips supports MIPS-32 and
MIPS-64 targets, including SMP for multicore support.

FreeBSD/mips is targeted at the embedded MIPS marketplace. FreeBSD has
run on the MIPS platform for many years. Juniper ported FreeBSD to the
Mips platform in the late 1990’s. However, concern about intellectual
property issues kept Juniper from contributing the port back to FreeBSD
until recently. The contributed port was a 64-bit mips port.

In the mean time, many efforts were made to bring FreeBSD to the mips
platform. The first substantial effort to bring FreeBSD to the Mips
platform was done by Juli Mallet. This effort made it to single user,
but never further than that. This effort was abandoned due to a change
in Juli’s life. The port languished.

Two years ago at BSDcan, as my involvement with FreeBSD/arm was growing,
I tried to rally the troops into doing a FreeBSD/mips port. My efforts
resulted in what has been commonly called the “mips2” effort. The name
comes from the choice of //depot/projects/mips2 to host the work in
perforce. A number of people worked on the earliest versions of the
port, but it too languished and seemed destined to suffer the same fate
as earlier efforts. Then, two individuals stood up and started working
on the port. Wojciech A. Koszek and Oleksandr Tymoshenko pulled in code
from the prior efforts. Through their efforts of stabilizing this code,
the port to the single user stage and ported it to three different
platforms. Others ported it to a few more. Snapshots of this work were
released from time to time.

Cavium Networks picked up one of these snapshots and ported it to their
multicore mips64 network processor. Cavium has kindly donated much of
their work to the comminuty.

In December, I started at Cisco systems. My first job was to merge all
the divergent variants of FreeBSD/mips and get it into shape to push
into the tree. With luck, this should be in the tree before I give my
talk.

In parallel to this, other advances in the embedded support for FreeBSD
have been happening as well. I’ll talk about new device drivers, new
subsystems, and new build tools that help to support the embedded
developer.
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Building self-contained PBIs from Ports (Automagically)

Creating a self-contained application from the ports tree

PC-BSD provides a user-friendly desktop experience, for experts and
casual users alike. PC-BSD is 100% FreeBSD under the hood, while
providing desktop essentials, such as a graphical installation system,
point-n-click package-management using the PBI system, and easy to use
system management tools; All integrated into an easy to use K Desktop
Environment (KDE).

The PBI (Push Button Installer) format is the cornerstone of the PC-BSD
desktop, which allows users to install applications in a self-contained
format, free from dependency problems, and compile issues that stop most
casual users from desktop adoption. The PBI format also provides power
and flexibility in user interaction, and scripting support, which allows
applications to be fine-tuned to the best possible user experience.

This talk would go over in some detail our new PBI building system,
which converts a FreeBSD port, such as FireFox, into a standalone
self-contained PBI installer for PC-BSD desktops.


The presentation will be divided into two main sections:


The Push Button Installer (PBI) Format






	The basics of the PBI format

	The PBI format construction

	Add & Remove scripting support within PBI



Building PBIs from Ports “Auto-magically”


	The PBI build server & standalone software

	Module creation & configuration

	Converting messy ports into PBIs
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An Open Source Enterprise VPN Solution with OpenVPN and OpenBSD

Solving the problem

At Appalachian State University, we utilize an open source VPN to allow
faculty, staff and vendors secure access to Appalachian State
University’s internal network from any location that has an Internet
connection. To implement our virtual private network project, we needed
a secure VPN that is flexible enough to work with our existing network
registration and LDAP authentication systems, has simple client
installation, is redundant, allows multiple VPN server instances for
special site-to-site tunnels and unique configurations, and can run on
multiple platforms. Using OpenVPN running on OpenBSD, we met those
requirements and added a distributed administration system that allows
select users to allow VPN access to specific computers for external
users and vendors without requiring intervention from our network or
security personnel. Our presentation will start with a quick overview of
OpenVPN and OpenBSD and then detail the specifics of our VPN
implementation.

Dissatisfied with IPSec for road warrior VPN usage we went looking for a
better solution. We had hopped that we could find a solution that would
run on multiple platforms, was flexible and worked well. We found
OpenVPN and have been pleased. Initially we ran it on RHEL. We migrated
to OpenBSD for pf functionality and general security concerns. ...and
because we like OpenBSD.

Our presentation will focus on the specifics of our VPN implementation.
We will quickly cover the basics of OpenVPN and the most used features
of OpenBSD. Moving along we will cover multiple authentication methods,
redundancy, running multiple instances, integration with our netreg
system, how pf has extended functionality, embedding in appliances, and
client configuration. The system has proven helpful with providing
vendor access where needed and we’ll cover this aspect as well. Time
permitting we will cover current enhancement efforts and future plans.

OpenVPN has been called the “Swiss army knife” of VPN solutions. We hope
our presentation leaves participants with that feeling.
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“finstall” - the new FreeBSD installer

A graphical installer for FreeBSD

The “finstall” project, sponsored by Google as a Summer of Code 2007
project, is an attempt to create a user-friendly graphical installer for
FreeBSD, with enough strong technical features to appeal to the more
professional users. A long term goal for it is to be a replacement for
sysinstall, and as such should support almost all of the features
present in sysinstall, as well as add support for new FreeBSD features
such as GEOM, ZFS, etc. This talk will describe the architecture of
“finstall” and focus on its lesser known features such as remote
installation.

“finstall” is funded by Google SoC as a possible long-term replacement
for sysinstall, as a “LiveCD” with the whole FreeBSD base system on the
CD, with X11 and XFCE4 GUI. In the talk I intend to describe what I did
so far, and what are the future plans for it. This includes the
installer GUI, the backend (which has the potential to become a generic
FreeBSD configuration backend) and the assorted tools developed for
finstall (“LiveCD” creation scripts). More information on finstall can
be found here: http://wiki.freebsd.org/finstall.
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Measured (almost) does Air Traffic Control

Monitoring weird hardware reliably

The new Danish Air Traffic Control system, CASIMO, prompted the
development on a modular and general software platform for data
collection, control and monitoring of “weird hardware” of all sorts.

The talk will present the “measured” daemon, and detail some of the uses
it has been put to, as an, admittedly peripheral, component of the ATC
system.

Many “SCADA” systems suffer from lack of usable interfaces for external
access to the data. Measured takes the opposite point of view and makes
real-time situation available, and accepts control instructions as ASCII
text stream over TCP connections. Several examples of how this can be
used will be demonstrated.

Measured will run on any FreeBSD system, but has not been ported to
other UNIX variants yet, and it is perfect for that “intelligent house”
project of yours.

I believe I gave a WIP presentation of this about two years ago.

bsdcan bsdcan2008 slides air traffic control scada poul-henning kamp
http://www.bsdcan.org/2008/schedule/attachments/64_BSDCan2008-AirTrafficControl.pdf
46 pages 7.7 Mb PDF file pdf

Chris Lattner - BSD licensed C++ compiler

http://www.bsdcan.org/2008/schedule/events/99.en.html




BSD licensed C++ compiler

LLVM is a suite of carefully designed open source libraries that
implement compiler components (like language front-ends, code
generators, aggressive optimizers, Just-In-Time compiler support, debug
support, link-time optimization, etc.). The goal of the LLVM project is
to build these components in a way that allows them to be combined
together to create familiar tools (like a C compiler), interesting new
tools (like an OpenGL JIT compiler), and many other things we haven’t
thought of yet. Because LLVM is under continuous development, clients of
these components naturally benefit from improvements in the libraries.

This talk gives an overview of LLVM’s design and approach to compiler
construction, and gives several example applications. It describes
applications of LLVM technology to llvm-gcc (a C/C++/Objective C
compiler based on the GNU GCC front-end), the OpenGL stack in Mac OS/X
Leopard, and Clang. Among other things, the Clang+LLVM Compiler provides
a fully BSD-Licensed C and Objective-C compiler (with C++ in
development) which compiles code several times faster than GCC, produces
code that is faster than GCC in many cases, produces better warnings and
error messages, and supports many other applications (e.g. static
analysis and refactoring).
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Closing

Beer, prizes, secrets, Works In Progress


The traditional closing...


with some new and interesting twists. Sleep in if you must, but don’t
miss this session.
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Google SoC

Summer of Code

In this talk, I will briefly discuss some general ways Google’s Open
Source Team contributes to the wider community. The rest of the talk
will explore some highlights of the Google Summer of Code program, our
initiative to get university students involved in Open Source
development.

I will cover the program’s inception, lessons learned over time and tips
for success in the program for both mentors and students. In particular,
the talk will detail some experiences of the *BSD mentoring
organizations involved in the program as a case study in successfully
managing the program from the Open Source project’s perspective. Any
Google Summer of Code participants in the audience are welcome and
encouraged to chime in with their own insights.
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A closer look at the ZFS file system

simple administration, transactional semantics, end-to-end data
integrity

SUN’s ZFS file system became part of FreeBSD on 6th April 2007. ZFS is a
new kind of file system that provides simple administration,
transactional semantics, end-to-end data integrity, and immense
scalability. ZFS is not an incremental improvement to existing
technology; it is a fundamentally new approach to data management. We’ve
blown away 20 years of obsolete assumptions, eliminated complexity at
the source, and created a storage system that’s actually a pleasure to
use.

ZFS presents a pooled storage model that completely eliminates the
concept of volumes and the associated problems of partitions,
provisioning, wasted bandwidth and stranded storage. Thousands of file
systems can draw from a common storage pool, each one consuming only as
much space as it actually needs. The combined I/O bandwidth of all
devices in the pool is available to all filesystems at all times.

All operations are copy-on-write transactions, so the on-disk state is
always valid. There is no need to fsck(1M) a ZFS file system, ever.
Every block is checksummed to prevent silent data corruption, and the
data is self-healing in replicated (mirrored or RAID) configurations. If
one copy is damaged, ZFS detects it and uses another copy to repair it.
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Interfacing embedded FreeBSD with U-Boot

Working with the de facto standard for an initial level boot loader

In the embedded world U-Boot is a de facto standard for an initial level
boot loader (firmware). It runs on a great number of platforms and
architectures, and is open source.

This talk covers the development work on integrating FreeBSD with
U-Boot-based systems. Starting with an overview of differences between
booting an all-purpose desktop computer vs. embedded system, FreeBSD
booting concepts are explained along with requirements for the
underlying firmware.

Historical attempts to interface FreeBSD with this firmware are
mentioned and explanation given on why they failed or proved incomplete.
Finally, the recently developed approach to integrate FreeBSD and U-Boot
is presented, with implementation details and particular attention on
how it’s been made architecture and platform independent, and how
loader(8) has been bound to it.
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Introduction to Debugging the FreeBSD Kernel

Just like every other piece of software, the FreeBSD kernel has bugs.
Debugging a kernel is a bit different from debugging a userland program
as there is nothing underneath the kernel to provide debugging
facilities such as ptrace() or procfs. This paper will give a brief
overview of some of the tools available for investigating bugs in the
FreeBSD kernel. It will cover the in-kernel debugger DDB and the
external debugger kgdb which is used to perform post-mortem analysis on
kernel crash dumps.


Introduction to Debugging the FreeBSD Kernel


	Basic crash messages, what a crash looks like
	typical panic() invocation

	page fault example





	“live” debugging with DDB
	stack traces

	ps

	deadlock examples

	show lockchain

	show sleepchain

	Adding new DDB commands





	KGDB
	inspecting processes and threads

	working with kernel modules

	using scripts to extend





	examining crashdumps using utilities
	ps, netstat, etc.





	debugging strategies
	kernel crashes

	system hangs
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DTrace for FreeBSD

What on earth is that system doing?!

DTrace is a comprehensive dynamic tracing facility originally developed
for Solaris that can be used by administrators and developers on live
production systems to examine the behavior of both user programs and of
the operating system itself. DTrace enables users to explore their
system to understand how it works, track down performance problems
across many layers of software, or locate the cause of aberrant
behavior. DTrace lets users create their own custom programs to
dynamically instrument the system and provide immediate, concise answers
to arbitrary questions you can formulate using the DTrace D programming
language.

This talk discusses the port of the DTrace facility to FreeBSD and
demonstrates examples on a live FreeBSD system.


	Introduction to the D language - probes, predicates and actions.

	dtrace(8) and libdtrace - the userland side of the DTrace story.

	The DTrace kernel module, it’s ioctl interface to userland and the
provider infrastructure in the kernel.

	DTrace kernel hooks and the problem of code licensed under Sun’s
CDDL.

	What does a DTrace probe actually do?

	DTrace safety and how it is implemented.

	Build system changes to add CTF (Compact C Type Format) data to
objects, shared libraries and executables.

	The DTrace test suite.

	A brief list of things to do to port the DTrace facility to other
BSD-derived operating systems.
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X.org

upcoming plans

The X.Org project provides an open source implementation of the X Window
System. The development work is being done in conjunction with the
freedesktop.org community. The X.Org Foundation is the educational
non-profit corporation whose Board serves this effort, and whose Members
lead this work.

The X window system has been changing a lot in the recent years, and
still changing. This talk will present this evolution, summarizing what
has already been done and showing the current roadmap for future
evolutions, with some focus on how *BSD kernels can be affected by the
developments done with Linux as the primary target.
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What Not To Do When Writing Network Applications

The lessons learnt working with not-so-high-performance network
applications

This talk will look at issues which face the modern network application
developer, from the point of view of poorly-designed examples. This will
cover internal code structure and dataflow, interaction with the TCP
stack, IO scheduling in high and low latency environments and
high-availability considerations. In essence, this presentation should
be seen as a checklist of what not to do when writing network
applications.

Plenty of examples of well designed network applications exist in the
open and closed source world today. Unfortunately there are just as many
examples of fast network applications as there are “fast but workload
specific”; sometimes failing miserably in handling the general case.
This may be due to explicit design (eg Varnish) but many are simply due
to the designer not fully appreciating the wide variance in “networks” -
and their network application degrades ungracefully when under duress.
My aim in this presentation is to touch on a wide number of issues which
face network application programmers - most of which seem not
“application related” to the newcomer - such as including pipelining
into network communication, managing a balance between accepting new
requests and servicing existing requests, or providing back-pressure to
a L4 loadbalancer in case of traffic bursts. Various schemes for working
with these issues will be presented, and hopefully participants will
walk away with more of an understanding about how the network,
application and operating systems interact.
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Using FreeBSD to Promote Open Source Development Methods

In this talk we present Aerosource, an initiative to bring Open Source
Software development methods to internal software developers at The
Aerospace Corporation.

Within Aerosource, FreeBSD is used in several key roles. First, we run
most of our tools on top of FreeBSD. Second, the ports collection (both
official ports and custom internal ones) eases our administrative
burden. Third, the FreeBSD project serves as an example and role model
for the results that can be achieved by an Open Source Software
projects. We discuss the development infrastructure we have built for
Aerosource based largely on BSD licensed software including FreeBSD,
PostgreSQL, Apache, and Trac. We will also discuss our custom management
tools including our system for managing our custom internal ports.
Finally, we will cover our development successes and how we use projects
like FreeBSD as exemplars of OSS development.

bsdcan bsdcan2008 abstract software development brooks davis
http://www.bsdcan.org/2008/schedule/attachments/43_extended-abstract.pdf
2 pages 72 Kb PDF file pdf
http://www.bsdcan.org/2008/schedule/attachments/62_freebsd-oss-methods.pdf
33 pages 1 Mb PDF file pdf

Randall Stewart - SCTP what it is and how to use it

http://www.bsdcan.org/2008/schedule/events/91.en.html




SCTP - SCTP what it is and how to use it

This talk will introduce the attendee into the interesting world of
SCTP.

We will first discuss the new and different features that SCTP (a new
transport in FreeBSD 7.0) provide to the user. Then we will shift gears
and discuss the extended socket API that is available to SCTP users and
will cover such items as:


	The two socket programming models

	Extended system calls that support the SCTP feature set.

	What model may fit you best
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Porting FreeBSD/ARM to Marvell Orion System-On-Chip

This talk covers the development work on porting the FreeBSD/ARM to
Marvell Orion family of highly integrated chips.

ARM architecture is widely adopted in the embedded devices, and since
the architecture can be licensed, many implementation variations exist:
Orion is a derivative compliant with the ARMv5TE definition, it provides
a rich set of on-chip peripherals.

Present state of the FreeBSD support for ARM is explained, areas for
improvement highlighted and its overall shape and condition presented.

The main discussion covers scope of the Orion port (what integrated
peripherals required new development, what was adapted from existing
code base); design decisions are explained for the most critical items,
and implementation details revealed.

Summary notes are given on general porting methodology, debugging
techniques and difficulties encountered during such undertaking.

bsdcan bsdcan2008 slides freebsd arm marvell orion rafal jaworowski
http://www.bsdcan.org/2008/schedule/attachments/50_2008_marvell_freebsd.pdf
25 pages 193 Kb PDF file pdf

Dan Langille - BSDCan 2008 - Opening session

http://www.bsdcan.org/2008/schedule/events/59.en.html




Opening session


Welcome to BSDCan 2008
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http://people.freebsd.org/~julian/BSDCan-2007/ The 2007 BSDCan
conference


Qing Li - Routing, ARP and ND6 bsdcan bsdcan2007 talks qing li
routing arp and nd6
http://people.freebsd.org/~julian/BSDCan-2007/QingLi_Arp.mov 30
minutes 63 Mb MOV file quicktime





BSDCan-2007 - Videos


http://people.freebsd.org/~julian/BSDCan-2007/ The 2007 BSDCan
conference


Marko Zec explains the vimage architecture bsdcan bsdcan2007 talks
marko zec vimage
http://people.freebsd.org/~julian/BSDCan-2007/marko-vimage.mov 20
minutes 44 Mb MOV file quicktime





BSDCan-2007 - Videos


http://people.freebsd.org/~julian/BSDCan-2007/ The 2007 BSDCan
conference


Max Laier - PFIL, firewalls and locking bsdcan bsdcan2007 talks max
laier ipf
http://people.freebsd.org/~julian/BSDCan-2007/max_ipf_pfil.mov 30
minutes 52 Mb MOV file quicktime





BSDCan-2007 Photos

http://gallery.keltia.net/v/voyages/conferences/bsdcan-2007/ Photos
taken during both DevSummit and Conference at BSDCan 2007 in Ottawa by
Ollivier Robert. bsdcan bsdcan2007 photos ollivier robert

BSDCan-2007 Photos - Friday

http://www.db.net/gallery/BSDCan/BSDCan_2007_Friday/ Photos taken
during both DevSummit and Conference on Friday at BSDCan 2007 in Ottawa
by Diane Bruce. bsdcan bsdcan2007 photos diane bruce

BSDCan-2007 Photos - Saturday

http://www.db.net/gallery/BSDCan/BSDCan_2007_Saturday/ Photos taken
during both DevSummit and Conference on Saturday at BSDCan 2007 in
Ottawa by Diane Bruce. bsdcan bsdcan2007 photos diane bruce

BSDCan-2007 Photos - Scott Murphy

http://scott5.vox.com/library/post/bsdcan-2007-photos.html Photos taken
at BSDCan 2007 by Scott Murphy bsdcan bsdcan2007 photos scott murphy

BSDCan-2007 Photos - Bjoern A. Zeeb

http://www.zabbadoz.net/users/bz/BSDCan2007/BSDCan2007-public/ Photos
taken at BSDCan 2007 by Bjoern A. Zeeb bsdcan bsdcan2007 photos bjoern a
zeeb

BSDCan-2007 Photos - Randi Harper

http://www.flickr.com/photos/freebsdgirl/sets/72157600230001160/ Photos
taken at BSDCan 2007 by Randi Harper bsdcan bsdcan2007 photos randi
harper freebsdgirl

BSDCan-2007 Photos - Dru Lavigne

http://picasaweb.google.com/dru.lavigne/BSDCan2007 Photos taken at
BSDCan 2007 by Dru Lavigne bsdcan bsdcan2007 photos dru lavigne

The FreeBSD Security Officer function

http://people.freebsd.org/~simon/presentations/ “FreeBSD Security
Officer function” at BSDCAN 2007 by Simon L. Nielsen (FreeBSD Deputy
Security Officer) bsdcan bsdcan2007 pdf freebsd security officer simon l
nielsen
http://people.freebsd.org/~simon/presentations/freebsd-so-function-bsdcan-2007.pdf
252 Kb 29 pages PDF version pdf

FreeBSD Portsnap


http://www.daemonology.net/papers/ “FreeBSD Portsnap - What (it is),
Why (it was written), and How (it works)” by Colin Percival
(cperciva@FreeBSD.org)


(Note: use ^L to get back in non-fullscreen mode) bsdcan bsdcan2007
pdf portsnap freebsd colin percival
http://www.daemonology.net/papers/bsdcan07.pdf 1.3 Mb 88 pages PDF
version pdf





BSDConTR 2007 - Photos

http://www.bsdcontr.org/gallery/bsdcontr07/ Photos of the BSDConTR 2007
bsdcontr bsdcontr2007 photos

BSDConTR 2007 - Presentations

http://www.bsdcontr.org/ Introducing FreeBSD 7.0 bsdcontr bsdcontr2007
pdf freebsd 7.0 freebsd kris kennaway
http://people.freebsd.org/~kris/scaling/7.0%20Preview.pdf 336 Kb 37
pages PDF version pdf

Server deployment in mass-hosting environment using FreeBSD Ports system
by Stanislav Sedov (in russian)

http://blog.springdaemons.com/freebsd/

Recently I have been attending Hostobzor 12th, the Russian conference of
hosting providers, beeing held at Raivola hotel near St. Petersburg. The
event was great as always thanks to organizers. There was a number of
intersting talks given, a lot of interesting discussions held, and, what
I appreciate better, a lot of new people with great ideas met.

I gave a talk on using the FreeBSD Ports system to mange a large-scale
virtual hosting installations based on Hosting Telesystems experience. I
tried to describe in detail how we use the ports collection to deploy a
large number of servers diverced by architecture and OS versions, how we
build packages and distribute them among servers, talked about how we
use Mercurial VCS to incrementally merge upstream changes into our
modified ports collection and FreeBSD src trees. Hopefully, I’ve not
screwed it much... At least, some people was interested a lot and asked
interesting questions.

hostobzor hostobzor12 freebsd ports stanislav sedov russian
http://blog.springdaemons.com/assets/2008/11/23/text.pdf 61 Kb 5 pages
PDF version paper pdf
http://blog.springdaemons.com/assets/2008/11/23/slides.pdf 470 Kb 30
pages PDF version slides pdf

Cambridge FreeBSD DevSummit2012 - Photos - Ollivier Robert

http://gallery.keltia.net/v/voyages/conferences/devsummit-cam-2012/
Photos of the 2012 FreeBSD DevSummit at the University of Cambridge by
Ollivier Robert devsummit2012 devsummit photos ollivier robert

Welcome - Cambridge University FreeBSD DevSummit - Robert Watson

http://wiki.freebsd.org/200808DevSummit Welcome by Robert Watson
devsummit2008 devsummit pdf freebsd robert watson
http://wiki.freebsd.org/200808DevSummit?action=AttachFile&do=get&target=20080815-welcome.pdf
264 Kb 12 pages PDF version pdf

variant Symlinks - Brooks Davis

http://wiki.freebsd.org/200808DevSummit

Variant Symlinks by Brooks Davis

devsummit2008 devsummit pdf freebsd variant symlinks brooks davis
http://wiki.freebsd.org/200808DevSummit?action=AttachFile&do=get&target=variant-symlinks-for-freebsd.pdf
213 Kb 15 pages PDF version pdf

Cambridge FreeBSD DevSummit2008 - Photos - Kris Kennaway

http://people.freebsd.org/~kris/Cambridge/ Photos of the 2008 FreeBSD
DevSummit at the Cambridge University by Kris Kennaway. devsummit2008
devsummit photos kris kennaway

Cambridge FreeBSD DevSummit2008 - Photos - Ollivier Robert

http://gallery.keltia.net/v/voyages/conferences/devsummit-cam/ Photos of
the 2008 FreeBSD DevSummit at the Cambridge University by Ollivier
Robert devsummit2008 devsummit photos ollivier robert

Cambridge FreeBSD DevSummit2008 - Photos - Simon Nielsen

http://people.freebsd.org/~simon/gallery/cambridge-2008/ Photos of the
2008 FreeBSD DevSummit at the Cambridge University by Simon Nielsen.
devsummit2008 devsummit photos simon nielsen

Van FreeBSD Documentatie projectleider tot FreeBSD Developer - Remko
Lodder

http://www.nllgg.nl/communitydag_20081213#freebsd-doc-2-dev

In 2004 ben ik begonnen met het FreeBSD Dutch Documentation Project, een
project dat inmiddels bijna het complete handboek vertaald heeft. Sinds
die tijd zijn er vele wegen geweest die ik behandeld heb, van
documentatie projectleider naar Security Team-lid tot aan FreeBSD
Developer.

Remko Lodder is momenteel 25 jaar en werkt als Unix Engineer voor het
bedrijf Snow B.V. waar hij zich momenteel met name bezig houd met
security (firewalls etc). Hij is sinds 2004 lid van het FreeBSD
Development team en is momenteel 1 van de meest actieve developers
binnen het team.

nllgg freebsd documentation nederlands remko lodder
http://www.evilcoder.org/download/9/ 594 Kb 24 pages PDF version pdf

Een historisch overzicht van BSD - Hans van de Looy

http://www.nllgg.nl/communitydag_20081213#bsd-history

Hans zal een historisch overzicht geven van het ontstaan van *BSD vanaf
de oorsprong van UNIX tot aan de nu bekende *BSD varianten. Hij zal
daarbij met name ingaan wat de oorsprong en het ontstaan van een aantal
*BSD-projecten zijn. Hierbij zal hij zeer kort ingaan op de
verschillende licentieproblemen die we in het verleden gezien hebben en
worden een aantal bekende personen en data weer eens even op de kaart
geplaatst.

Hans van de Looy is oprichter van Madison Gurkha. Een bedrijf dat
gespecialiseerd is op het gebied van het uitvoeren van technische
ICT-beveiligingsonderzoeken, in de media ook wel aangeduid met Etisch
Hacken. Tijdens dergelijke onderzoeken maakt hij ook regelmatig gebruik
van op BSD* gebaseerde systemen.

nllgg bsd history hans van de looy
http://www.nllgg.nl/uploads/2078/HansvandeLooy.pdf 5767 Kb 38 pages PDF
version pdf

FreeBSD Google Summer of Code posters

http://www.freebsd.org/projects/summerofcode.html Two posters usable for
the announcement of the participation of the FreeBSD Project in the
Google Summer of Code. freebsd google summer of code
http://people.freebsd.org/~manolis/2009-freebsd-gsoc-alternate.png 1.1
Mb 2480 x 3507 pixels PNG version png
http://people.freebsd.org/~manolis/2009-freebsd-gsoc-alternate.pdf 815
Kb 1 page PDF version pdf

PmcTools talk at the Bangalore chapter of the ACM

http://edoofus.blogspot.com/2009/04/pmctools-talk-at-bangalore-chapter-of.html

In April 2009 I was invited to speak on FreeBSD/PmcTools by the
Bangalore chapter of the ACM.

This was an overview talk. The talk briefly touched upon: the
motivations and goals of the project, the programming APIs, some aspects
of the implementation and on possible future work.

freebsd presentation freebsd pmctools joseph koshy
http://people.freebsd.org/~jkoshy/download/acm-apr-09.pdf 550 Kb 48
pages PDF version pdf

FreeBSD Google Summer of Code
http://www.freebsd.org/projects/summerofcode.html

bsdtalk http://bsdtalk.blogspot.com/

New York City *BSD User Group http://www.nycbug.org/

Bay Area FreeBSD User Group http://www.bafug.org/

FreeBSD for All http://freebsdforall.blogspot.com/

Daemon News http://www.daemonnews.org/

Source21.nl http://www.source21.nl/

22nd Chaos Communication Congress http://events.ccc.de/congress/2005/

Norwegian Unix Users Group http://www.nuug.no/

OpenBSD http://www.openbsd.org/

DCBSDCon http://www.dcbsdcon.org/

EuroBSDCon http://www.eurobsdcon.org/

OpenFest http://openfest.org/

Robert Watson http://www.watson.org/~robert/

Joseph Koshy http://edoofus.blogspot.com/

Swiss Unix Users Group Conference 2004
http://conferences.suug.ch/sucon/04/

Andre Opperman http://people.freebsd.org/~andre/

Poul-Henning Kamp http://people.freebsd.org/~phk/

Diomidis Spinellis http://www.spinellis.gr/

AArhus Unix Users Group http://www.aauug.dk/

BSD UNIX bruger gruppe i Danmark http://www.bsd-dk.dk/

The Linux Tink Tech Show http://www.tllts.org/

UKUUG http://www.ukuug.org/

Ottawa Amateur Radio Club http://www.oarc.net/

AsiaBSDCon http://www.asiabsdcon.org/

Linux and FreeBSD video tutorials. For everyone.
http://www.asiabsdcon.org/

Berklix.com Computer Services http://www.berklix.com/

BSDCan - The Technical BSD Conference http://www.bsdcan.org/

BSDConTR - Turkish Conference on BSD Systems http://www.bsdcontr.org/

Free and Open Source Software Developers’ European Meeting
http://fosdem.org/

MeetBSD http://www.meetbsd.org/

MeetBSD http://www.meetbsd.com/

BSDCon Spain http://www.bsdcon.net/

Google Tech Talks
http://video.google.com/videosearch?q=type%3Agoogle+engEDU&so=1

FreeBSD Developer Summit - Cambridge http://wiki.freebsd.org/DevSummit

Hostobzor, the Russian conference of hosting provider
http://www.hostobzor.ru/

YouTube bsdconferences channel http://www.youtube.com/bsdconferences

Nederlandse Linux Gebruikers Group http://www.nllgg.nl/





          

      

      

    


    
         Copyright 2015, The FreeBSD Project.
      Created using Sphinx 1.3.1.
    

  

    
      Navigation

      
        	
          index

        	
          next |

        	
          previous |

        	FreeBSD 10.1 documentation 
 
      

    


    
      
          
            
  
&title;

]>


Privacy Policy

The &os; Project recognizes that your privacy and the protection of your
personal information is important to you and is committed to protecting
your privacy. This Privacy Policy describes the measures taken by us to
protect your privacy in connection with your use of www.FreeBSD.org (our
“Site”). This policy does not cover mirrors of this content on other
hosts (the “Mirrors”) or other &os;-related services in the &os;.org
domain (“Affiliated Sites”).

This policy was last modified on October 19, 2012.

PLEASE READ THIS PRIVACY POLICY CAREFULLY. BY USING THIS SITE, YOU AGREE
TO THE TERMS OF THIS POLICY.




What information is collected on our Site:

When you visit our Site we gather information regarding your use of our
site, such as the pages you view and the time you view each page. We
also collect information such as your Internet Protocol (“IP”) address,
browser type and operating system information. The foregoing information
is collectively referred to below as “Your Usage Data.”

We store information such as your email address, name, and organization
or company (“Personally Identifiable Information”) only if you decide to
send us such information by submitting a &os; bug or problem report
(“PR”), subscribing to one of the &os; mailing lists or posting content
to our Site forums. The &os; Project allows unlimited distribution of
that content. Information submitted in those reports and lists,
including your Personally Identifiable Information, is considered public
and will be accessible to anyone on the web. Such information is not
only stored on servers belonging to the &os; Foundation, but it is also
stored on other servers that mirror the content of our Site. The &os;
Foundation has no control over the use of that information, including
your Personally Identifiable Information.

This website uses a cookie to record layout style preferences for
individual users, as well track anonymous traffic data. A cookie is a
small text file provided by a web server that may be placed on your
computer by your web browser. Cookies cannot be used to run programs or
deliver viruses to your computer. Cookies are uniquely assigned to you,
and can only be read by a Web server in the domain that issued the
cookie to you. You may refuse the use of cookies by selecting the
appropriate settings on your browser, however please note that if you do
this you may not be able to use the full functionality of this or other
websites.




How the information collected is used:

The &os; Project takes the privacy of our users and members very
seriously. We will never sell, rent, or otherwise provide your
personally identifiable information to any third parties except as
stated in this document. We will not associate any data gathered from
your use of our Site with any personally identifying information.

The &os; Project will not use or share your personal information in a
manner that differs from what is described in this Privacy Policy
without your prior consent.




How your information is protected:

The &os; Project strictly protects the security of the personal
information you provide. Personal information we collect is stored in
password-controlled servers with limited access, and we carefully
protect this information from loss or misuse, and from unauthorized
access, disclosure, alteration, or destruction.




When your information may be disclosed:

The &os; Project may disclose personal information if required to do so
by law or in the good-faith belief that such action is necessary to:


	conform to the requirements of the law or comply with legal process
served on The &os; Project or the Site;

	protect and defend the rights or property of The &os; Project; or

	act in urgent circumstances to protect personal safety of users of
The &os; Project, its websites, or the public.



Anonymized aggregate traffic data about website visits may be shared for
marketing or research purposes.

The &os; Project uses Google Analytics, a web analytics service provided
by Google, Inc. Google Analytics is a tool that enables the &os; Project
to see how visitors to our Site use our Site and how they arrive at our
Site. Google Analytics uses “cookies”, which are text files placed on
your computer, to help our Site to analyze visitor activity. We send
Google Analytics data that reports on your use of the Site. That data
includes Your Usage Data and is not anonymised before it is transmitted
to Google Analytics. This un-anonymised data is stored by Google on
servers, once it is transmitted to Google. Google will use this
information for the purpose of evaluating your use of the Site,
compiling reports on website activity for website operators and
providing other services relating to website activity and internet
usage. Google may also transfer Your Usage Data to third parties where
required to do so by law, or where such third parties process the
information on Google’s behalf. Google will not associate Your Usage
Data with any other data held by Google. You may refuse the use of
cookies by selecting the appropriate settings on your browser, however
please note that if you do this you may not be able to use the full
functionality of our Site. By using our Site, you consent to the
processing of Your Usage Data by Google in the manner and for the
purposes set out above.

With the exception of the transmission of Your Usage Data to Google for
the sole purpose of using Google Analytics and the public access we
permit to the bug reports you submit, the mailing lists you subscribe
to, and posting content to our Site forums, the &os; Project does not
share un-anonymised data with anyone.




Updates to this privacy policy:

We may occasionally update this Privacy Policy. When we do, we will also
revise the “last modified” date at the top of the Privacy Policy. We
encourage you to periodically review this Privacy Policy to stay
informed about how we are protecting the personal information we
collect. Your continued use of the service constitutes your agreement to
this Privacy Policy and any updates.




Sale of assets:

In the unlikely event that The &os; Project or substantially all of its
assets are acquired, your information may be one of the transferred
assets.




Third party links:

In an attempt to provide you with increased value, we may include third
party links on our site. These linked sites have separate and
independent privacy policies. This Privacy Policy only covers our Site
and does not cover any other website. We therefore have no
responsibility or liability for the content and activities of these
linked sites. Nonetheless, we seek to protect the integrity of our site
and welcome any feedback about these linked sites (including if a
specific link does not work).




Contacting Us:

We would like to receive your comments and questions about this Privacy
Policy and any other matter you have regarding our Site. Please address
comments or questions to us via e-mail at: privacy@FreeBSD.org.
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Go fix/close a PR!

It’s easy, all you have to do is to follow this link to the Bugzilla
database [https://bugs.FreeBSD.org/search/], find a PR, figure out
what needs done and do it.

If you are a committer, you can use the web interface to close PRs.

If you are not a committer, you should submit a followup containing the
text :

This PR can be closed





on a line of its own, that will make it easier for a committer to deal
with it later.

For various summaries of the PR database, see the following charts and
reports [http://people.freebsd.org/~edwin/gnats/].
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Here you will find the covers of many FreeBSD related publications. If
you know of any additional FreeBSD publications/CDROMs let us know, at
www@FreeBSD.org, so that they may be added to this site.

The FreeBSD Handbook
contains a considerably longer
bibliography.

Click on any of the graphics to see a larger version.


Books







	[image: book cover]
	A publication from Tatsumi Hosokawa
and others. Among computer books, it
is a top-seller in Japan and
exceeded the sales of Bill Gates’
“The Road Ahead” when published (it
was #2, this book was #1).


	[image: book cover]
	(Japanese FreeBSD book with 2.0.5,
titled “FreeBSD: Fun and easy
Installation”)


	[image: book cover]
	(Japanese FreeBSD book with 2.0.5,
titled “FreeBSD Introductory Kit”)


	[image: book cover]
	This is BSDi’s “The Complete
FreeBSD” with installation guide,
manual pages and installation CDs
inside.


	[image: book cover]
	This book was published (early 1997)
in Taiwan. Its title is “FreeBSD:
introduction and applications” and
the author is Jian-Da Li (aka.
jdli).


	[image: book cover]
	This is the “Getting Started with
FreeBSD” from Fuki-Shuppan. Other
than the standard installation guide
and Japanese environment, it
emphasizes system administration and
low-level information (such as the
boot process, etc.) FreeBSD-2.2.2R
and XFree86-3.2 on CDROM. 264 pages,
3,400 yen.


	[image: book cover]
	The “Personal Unix Starter Kit -
FreeBSD” from ASCII. Includes
history of &unix;, a guide to build
a Japanese documentation processing
system and how to create ports.
2.1.7.1R and XFree86-3.2 in CDROM.
384 pages, 3,000 yen.


	[image: book cover]
	BSD mit Methode, M. Schulze, B.
Roehrig, M. Hoelzer und andere, C&L
Computer und Literatur Verlag, 1998,
850 pages. 2 CDROMs, FreeBSD 2.2.6,
NetBSD 1.2.1 and 1.3.2, OpenBSD 2.2
and 2.3. DM 98,-.


	[image: book cover]
	This is the “FreeBSD Install and
utilization manual” from Mainichi
Communications. General introduction
to FreeBSD from installation to
utilization with troubleshooting
under the supervision of the user
group in Japan. 2.2.7-RELEASE
FreeBSD(98)2.2.7-Rev01 PAO and
distfiles in CDROM. 472 pages,
3,600yen.


	[image: book cover]
	The “FreeBSD User’s Reference
Manual” from Mainichi
Communications, under the
supervision of “jpman project”, the
manual translation project by the
user group in Japan. Japanese
edition of the section 1 of the
FreeBSD manual. 2.2.7-RELEASE
FreeBSD(98)2.2.7-Rev01 and PAO in
CDROM. 1,040 pages, 3,800yen.


	[image: book cover]
	The “FreeBSD System Administrator’s
Manual” from Mainichi
Communications, under the
supervision of “jpman project”, the
manual translation project by the
user group in Japan. Japanese
edition of the section 5 and 8 of
the FreeBSD manual. 756 pages,
3,300yen.


	[image: book cover]
	This is “About FreeBSD” from
Youngjin.com. It is first FreeBSD
book in Korea, and covers several
topics from installation to Korean
environment. 3.5.1-RELEASE/PAO and
4.1-RELEASE in 3 CDROMs. 788 pages,
26,000 won.


	[image: book cover]
	Onno W Purbo, Dodi Maryanto,
Syahrial Hubbany, Widjil Widodo:
Building Internet Server with
FreeBSD <http://maxwell.itb.ac.id/>
__
(in Indonesia Language), published
by Elex Media
Komputindo [http://www.elexmedia.co.id/],
2000.


	[image: book cover]
	The FreeBSD Handbook 1st Edition is
a comprehensive FreeBSD Tutorial and
reference. It covers installation,
day-to-day use of FreeBSD, and much
more. April 2000, BSDi. ISBN
1-57176-241-8


	[image: book cover]
	The Complete FreeBSD with CDs, 3rd
Ed, FreeBSD 4.2. Everything you ever
wanted to know about how to get your
computer up and running FreeBSD.
Includes 4 CDs containing the
FreeBSD operating system! Released:
November 2000 ISBN: 1-57176-246-9


	[image: book cover]
	The FreeBSD Handbook 2nd Edition is
a comprehensive FreeBSD Tutorial and
reference. It covers installation,
day-to-day use of FreeBSD, and much
more. November 2001, Wind River
Systems. ISBN 1-57176-303-1


	[image: book cover]
	“The FreeBSD Corporate Networker’s
Guide” Mittelstaedt, Ted. Addison
Wesley, 2000.


There are two printings: the first


has disk 1 of FreeBSD 4.2, the
second has disk 1 of FreeBSD 4.4.
400 pages. The Japanese translation
was published in 2001.


The Networker’s Guide covers


integration of FreeBSD into typical
corporate networks with special
emphasis on interoperation with
Windows 95/98/ME/NT/2K.


English version: 2000, Addison



	Wesley. ISBN 0-201-70481-1

	Japanese version: 2001, Pearson



Education Japan. ISBN 4-89471-464-7




	[image: book cover]
	“FreeBSD, An Open-Source Operating
System for Your Personal Computer”,
Annelise Anderson.


An introduction to FreeBSD for


users new to both FreeBSD and UNIX.
This book includes a 4.4
installation CD-ROM and covers
everything you need to know about
installation of the system and
third-party software; getting sound,
X Window, your network, and printing
working; building your own kernel;
and upgrading. Second Edition.
December 2001, The Bit Tree Press.
ISBN 0-9712045-1-9




	[image: Absolute BSD book cover] [http://www.AbsoluteBSD.com/]
	Absolute BSD. This book discusses
management of FreeBSD-based servers
in high-performance enterprise
environments. June 2002, No Starch
Press. [http://www.nostarch.com/]
ISBN 1-886411-74-3


	[image: FreeBSD Open Documentation Library] [http://elibrary.fultus.com/mergedProjects/FreeBSD%20Documentation/index.htm]
	Fultus [http://www.fultus.com/]
presents FreeBSD Open
Documentation Library. This is the
full up-to-date FreeBSD
documentation collection available
online [http://elibrary.fultus.com/mergedProjects/FreeBSD%20Documentation/index.htm]
in the Technical Literature section
of the Fultus
eLibrary [http://elibrary.fultus.com/]
and Fultus Online Book
Superstore [http://store.fultus.com/advanced_search_result.php?keywords=FreeBSD]
in the following formats:


	Online Web Help (searchable
through all documents) (Mozilla,
Netscape Navigator & IE
compatible);

	Searchable Adobe PDF format with
Bookmark link page (for desktop
and PDA);

	Compiled HTML format (chm) (for
Windows).



Interested?
Read about FreeBSD eBooks and
download examples on the FreeBSD
Documentation [http://www.fultus.com/free/documentation.phtml]
page of the
Fultus [http://www.fultus.com/]
web site.




	[image: book cover]
	“Building an Internet Server with
FreeBSD 6” is a step-by-step guide
for helping new and experienced
users to FreeBSD install and
configure the latest Internet server
applications in a minimum of time.
The guide includes descriptions of
many of the Internet’s most popular
and widely deployed open source
projects, detailed instructions on
implementing each, and maintenance
tasks important to an Internet
server. May 2006, Lulu Press, ISBN
1411695747, 228 pages.


	[image: book cover]
	Written by the professionals of
EnderUNIX and Huseyin Yuce this book
is the first Turkish FreeBSD book.
The book is published by
acikkod [http://www.acikkod.com/]
_
publications. Book is available for
sale on
this [http://www.acikkod.com/siparis.php]
page. Details of the book:


ISBN: 975-98990-0-0
Published: February 2004
Paperback: 504 pages
CD: FreeBSD 4.9 Installation CD
Authors: Hüseyin Yüce, İsmail


Yenigül, Ömer Faruk Şen, Barış
Şimşek and Murat Balaban.


`Table of


Contents <http://www.acikkod.com/pdf
s/freebsd1.pdf>`__
(in Turkish)




	[image: Les cahiers de l'Admin BSD book cover] [http://www.eyrolles.com/Informatique/Livre/9782212114638/]
	Les cahiers de l’Admin: BSD (the BSD
sysadmin notebook), from Emmanuel
Dreyfus, covers various &unix;
administrative topics for BSD
systems. Aimed at beginners and
intermediate in BSD system
administration. Book in french,
`Eyrolles <http://www.eyrolles.com/>
`__,
2004. ISBN 2-212-11463-X


	[image: The OpenBSD PF Packet Filter Book] [http://www.reedmedia.net/books/pf-book/]
	The OpenBSD PF Packet Filter Book
covers the PF packet filter suite,
ALTQ, spamd, address translation,
and more for FreeBSD, NetBSD,
OpenBSD, and DragonFly. August 2006,
Reed Media
Services [http://www.reedmedia.net/books/pf-book/].
ISBN 978-0-9790342-0-6.


	[image: FreeBSD 6 Unleashed]
	FreeBSD 6 Unleashed covers
everything you need to know to use
FreeBSD to its fullest potential.
Jun 7, 2006,
Sams [http://www.samspublishing.com/bookstore/product.asp?isbn=0768666341&rl=1].
ISBN 0-672-32875-5


	[image: The FreeBSD 6.0 Book] [http://www.twbsd.org/cht/book/]
	(Traditional Chinese FreeBSD book
with 6.0) December 2005,
Drmaster [http://www.twbsd.org/cht/book/].
ISBN 9-575-27878-X


	[image: Utilizare, administrare, configurare] [http://www.unixinside.org/FreeBSD/]
	This Romanian language book is a
useful guide for people taking their
first steps with FreeBSD. It covers
installation and day-to-day
operation of a FreeBSD system, and
contains practical examples
illustrating the use of FreeBSD’s
utilities. It has two case studies
on configuring FreeBSD as a server
and a router. 2005, Polirom
Publishing House, ISBN 973-681-683-4


	[image: The RadioBSD Crier: Issue 2007/01: Managing FreeBSD and NetBSD Firewalls] [http://www.amazon.com/exec/obidos/ASIN/8391665127]
	The “RadioBSD Crier: 2007/01” is a
24-page article on managing FreeBSD
and NetBSD IPFW, IPFW2, and IP6FW
firewalls.


	[image: The Best of FreeBSD Basics by Dru Lavigne] [http://www.reedmedia.net/books/freebsd-basics]
	The Best of FreeBSD Basics by Dru
Lavigne provides near 100 tutorials
covering a wide range of FreeBSD and
open source Unix topics. December
2007. Reed Media
Services [http://www.reedmedia.net/books/freebsd-basics/].
ISBN 978-0-9790342-2-0.








CDROMs

For more about recent releases go to FreeBSD release information
page.







	[image: CD cover] [http://www.freebsdmall.com/]
	This is InfoMagic’s BSDisc, containing FreeBSD 2.0 and NetBSD 1.0 on a single CD. This is the only example I have which had cover art.


	[image: CD cover] [http://www.freebsdmall.com/]
	This is the original 4.4 BSD Lite2 release from UC Berkeley, the core technology behind much of FreeBSD.


	[image: CD cover] [http://www.freebsdmall.com/]
	The first of Laser5’s “BSD” series. Contains FreeBSD-2.0.5R, NetBSD-1.0, XFree86-3.1.1 and FreeBSD(98) kernel.


	[image: CD cover] [http://www.freebsdmall.com/]
	The second of Laser5’s “BSD” series. From this version, the CDs come in a standard jewel box. Contains FreeBSD-2.1R, NetBSD-1.1, XFree86-3.1.2 and 3.1.2A, and FreeBSD(98) kernel (2.0.5).


	[image: CD cover] [http://www.freebsdmall.com/]
	This is the Laser5 Japanese edition of the FreeBSD CDROM. It is a 4 CD set.


	[image: CD cover] [http://www.freebsdmall.com/]
	This is the only FreeBSD CD Pacific Hitech produced before merging their product line with that of Walnut Creek CDROM. PHT now also produces the FreeBSD/J (Japanese) CD product.


	[image: CD cover] [http://www.freebsdmall.com/]
	This is the cover disc from the Korean magazine. Note the creative cover art! The CD contains the FreeBSD 2.2.1 release with some local additions.


	[image: CD cover] [http://www.freebsdmall.com/]
	This is it - the very first FreeBSD CD published! Both the FreeBSD Project and Walnut Creek CDROM were fairly young back then, and you’ll probably have little difficulty in spotting the differences in production quality between then and now.


	[image: CD cover] [http://www.freebsdmall.com/]
	This was the second FreeBSD CD published by Walnut Creek CDROM and also the very last on the 1.x branch (ref USL/Novell lawsuit and settlement). The next release, FreeBSD 1.1.5, was only available on the net.


	[image: CD cover] [http://www.freebsdmall.com/]
	This unusual CD is something of a collector’s item now given that almost all existing examples were systematically tracked down and destroyed. An artwork mishap has this CD dated for the wrong year, and on the spine “January” is also misspelled as “Jaunary”, just to increase the embarrassment factor. Ah, the perils of turning in one’s artwork just hours before leaving for a trade show.


	[image: CD cover] [http://www.freebsdmall.com/]
	This is the fixed-up version of the FreeBSD 2.0 CD. Note that the color scheme has even been changed in the corrected version, something unusual for a fixup and perhaps done to distance it from the earlier mistake.


	[image: CD cover] [http://www.freebsdmall.com/]
	The FreeBSD 2.0.5 release CD. This was the first CD to feature Tatsumi Hosokawa’s daemon artwork.


	[image: CD cover] [http://www.freebsdmall.com/]
	The FreeBSD 2.1 release CD. This was the first CD release on the 2.1 branch (the last being 2.1.7).


	[image: CD cover] [http://www.freebsdmall.com/]
	The FreeBSD 2.1.5 release CD.


	[image: CD cover] [http://www.freebsdmall.com/]
	The FreeBSD 2.1.6 release CD.


	[image: CD cover] [http://www.freebsdmall.com/]
	The Japanese version of 2.1.6. This was the first and last Japanese localized version published by WC, responsibility for that product then transitioning to a team led by Tatsumi Hosokawa and sponsored by Pacific Hitech and Laser5.


	[image: CD cover] [http://www.freebsdmall.com/]
	The FreeBSD 2.1.7 release CD. Also the last CD released on the 2.1.x branch. Done primarily as a security fixup for 2.1.6


	[image: CD cover] [http://www.freebsdmall.com/]
	An early release SNAPshot of 2.2 (done before 2.2.1 was released).


	[image: CD cover] [http://www.freebsdmall.com/]
	The FreeBSD 2.2.1 release CD. This was the first CD on the 2.2 branch.


	[image: CD cover] [http://www.freebsdmall.com/]
	The FreeBSD 2.2.2 release CD.


	[image: CD cover] [http://www.freebsdmall.com/]
	The FreeBSD 3.0 snapshot CD.


	[image: CD cover] [http://www.freebsdmall.com/]
	The FreeBSD mailing list and newsgroup archives, turned into HTML and semi-indexed by thread. This product ran for 2 releases and then stopped with a thud once it became obvious that there was simply too much data to deal with on one CD. Perhaps when DVD becomes more popular...


	[image: CD cover] [http://www.freebsdmall.com/]
	FreeBSD Toolkit: Six disc set of resources to make your FreeBSD experience more enriching.


	[image: CD cover] [http://www.freebsdmall.com/]
	FreeBSD Alpha 4.2 - The full version of the DEC Alpha 64-bit UNIX operating system.


	[image: CD cover] [http://www.freebsdmall.com/]
	FreeBSD 4.2: The full version of the PC 32-bit UNIX operating system.


	[image: CD cover] [http://www.freebsdmall.com/]
	FreeBSD 4.2 CD-ROM. Lehmanns CD-ROM Edition. January 2001, 4 CD-ROMs. Lehmanns Fachbuchhandlung. Germany. ISBN 3-931253-72-4.


	[image: CD cover] [http://www.freebsdmall.com/]
	FreeBSD 4.3 RELEASE CDROM. April 2001, Wind River Systems. ISBN 1-57176-300-7.


	[image: CD cover] [http://www.freebsdmall.com/]
	FreeBSD Toolkit: Six disc set of resources to make your FreeBSD experience more enriching. June 2001, Wind River Systems. ISBN 1-57176-301-5.


	[image: CD cover] [http://www.freebsdmall.com/]
	FreeBSD 4.4 CD-ROM. Lehmanns CD-ROM Edition. November 2001, 6 CD-ROMs in Jewelcase. Lehmanns Fachbuchhandlung [http://www.lob.de/]. Germany. ISBN 3-931253-84-8.


	[image: CD cover] [http://www.freebsdmall.com/]
	FreeBSD 4.4 RELEASE CDROM. Wind River Systems. September 2001. ISBN 1-57176-304-X.


	[image: CD cover] [http://www.freebsdmall.com/]
	FreeBSD 4.5 RELEASE CDROM. February 2002, FreeBSD Mall Inc. ISBN 1-57176-306-6.








Magazines







	[image: magazine cover]
	Cover of Korean UNIX magazine, May 1997 issue. Also included FreeBSD 2.2.1 with cover CDs.


	[image: magazine cover]
	UNIX User Magazine November 1996 issue. Also included FreeBSD 2.1.5 on cover CD.


	[image: magazine cover]
	This is the “FreeBSD Full Course” special in April 1997’s Software Design (published by Gijutsu Hyoron Sha). There are 80 pages of FreeBSD articles covering everything from installation to tracking -current.


	[image: magazine cover]
	Quality Unix for FREE [http://www.zdnet.com/sr/stories/issue/0,4537,349576,00.html], by Brett Glass in Sm@rt Reseller Online [http://www.zdnet.com/sr/] September 1998


	[image: magazine cover]
	This is the “BSD magazine” published by ASCII corporation, the world’s first publication specialized in BSD. BSD magazine covers FreeBSD, NetBSD, OpenBSD and BSD/OS. The premiere issue features articles on the history of BSD, installation, and Ports/Packages; it also includes 4 CD-ROMs containing FreeBSD 3.2-RELEASE, NetBSD 1.4.1 and OpenBSD 2.5.
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[image: FreeBSD Releases]

FreeBSD releases are classified into “Production Releases” and “Legacy
Releases”. The former are best suited to users looking for the latest
new features; the latter are for users wishing to stay with a more
conservative upgrade strategy.

Releases are further classified by the length of time they will be
supported by the Security Officer into “Normal” and “Extended” releases.

Documentation files for each release are available for viewing in HTML
format on the Release Documentation page.


Currently Supported Releases

Complete information about the release date, the classification type,
and the estimated End-Of-Life (EOL) for currently supported releases can
be found on the Supported
Releases section of the FreeBSD
Security Information page.




Most Recent Release(s)


Production Releases

Release &rel.current; (&rel.current.date;)
`Announcement <&u.rel.announce;>`__ : `Release Notes <&u.rel.notes;>`__
: `Installation Instructions <&u.rel.installation;>`__ : `Hardware
Notes <&u.rel.hardware;>`__ : `Readme <&u.rel.readme;>`__ :
`Errata <&u.rel.errata;>`__




Legacy Releases

Release &rel2.current; (&rel2.current.date;)
`Announcement <&u.rel2.announce;>`__ : `Release
Notes <&u.rel2.notes;>`__ : `Installation
Instructions <&u.rel2.installation;>`__ : `Hardware
Notes <&u.rel2.hardware;>`__ : `Readme <&u.rel2.readme;>`__ :
`Errata <&u.rel2.errata;>`__

Release &rel3.current; (&rel3.current.date;)
`Announcement <&u.rel3.announce;>`__ : `Release
Notes <&u.rel3.notes;>`__ : `Installation
Instructions <&u.rel3.installation;>`__ : `Hardware
Notes <&u.rel3.hardware;>`__ : `Readme <&u.rel3.readme;>`__ :
`Errata <&u.rel3.errata;>`__






Future Releases

For the schedule of upcoming releases, or for more information about the
release engineering process, please visit the Release
Engineering page.

The latest snapshots from our
FreeBSD-STABLE
and
FreeBSD-CURRENT
branches are also available. Please see Getting
FreeBSD for details.




Prior Releases Which Have Reached End-Of-Life

Complete historical information about the release date, the
classification type, and the effective End-Of-Life (EOL) for these
releases may be found on the Unsupported
Releases section of the FreeBSD
Security Information page.


	10.0 (January 2014) `Announcement <10.0R/announce.html>`__:
`Release Notes <10.0R/relnotes.html>`__: `Installation
Instructions <10.0R/installation.html>`__: `Hardware
Notes <10.0R/hardware.html>`__: `Readme <10.0R/readme.html>`__:
`Errata <10.0R/errata.html>`__

	9.2 (September 2013) `Announcement <9.2R/announce.html>`__:
`Release Notes <9.2R/relnotes.html>`__: `Installation
Instructions <9.2R/installation.html>`__: `Hardware
Notes <9.2R/hardware.html>`__: `Readme <9.2R/readme.html>`__:
`Errata <9.2R/errata.html>`__

	9.1 (December 2012) `Announcement <9.1R/announce.html>`__:
`Release Notes <9.1R/relnotes.html>`__: `Installation
Instructions <9.1R/installation.html>`__: `Hardware
Notes <9.1R/hardware.html>`__: `Readme <9.1R/readme.html>`__:
`Errata <9.1R/errata.html>`__

	9.0 (January 2012) `Announcement <9.0R/announce.html>`__:
`Release Notes <9.0R/relnotes.html>`__: `Installation
Instructions <9.0R/installation.html>`__: `Hardware
Notes <9.0R/hardware.html>`__: `Readme <9.0R/readme.html>`__:
`Errata <9.0R/errata.html>`__

	8.3 (April 2012) `Announcement <8.3R/announce.html>`__: `Release
Notes <8.3R/relnotes.html>`__: `Installation
Instructions <8.3R/installation.html>`__: `Hardware
Notes <8.3R/hardware.html>`__: `Readme <8.3R/readme.html>`__:
`Errata <8.3R/errata.html>`__

	8.2 (February 2011) `Announcement <8.2R/announce.html>`__:
`Release Notes <8.2R/relnotes.html>`__: `Hardware
Notes <8.2R/hardware.html>`__: `Readme <8.2R/readme.html>`__:
`Errata <8.2R/errata.html>`__

	8.1 (July 2010) `Announcement <8.1R/announce.html>`__: `Release
Notes <8.1R/relnotes.html>`__: `Hardware
Notes <8.1R/hardware.html>`__: `Readme <8.1R/readme.html>`__:
`Errata <8.1R/errata.html>`__

	8.0 (November 2009) `Announcement <8.0R/announce.html>`__:
`Release Notes <8.0R/relnotes.html>`__: `Hardware
Notes <8.0R/hardware.html>`__: `Readme <8.0R/readme.html>`__:
`Errata <8.0R/errata.html>`__

	7.4 (February 2011) `Announcement <7.4R/announce.html>`__:
`Release Notes <7.4R/relnotes.html>`__: `Hardware
Notes <7.4R/hardware.html>`__: `Readme <7.4R/readme.html>`__:
`Errata <7.4R/errata.html>`__

	7.3 (March 2010) `Announcement <7.3R/announce.html>`__: `Release
Notes <7.3R/relnotes.html>`__: `Hardware
Notes <7.3R/hardware.html>`__: `Readme <7.3R/readme.html>`__:
`Errata <7.3R/errata.html>`__

	7.2 (May 2009) `Announcement <7.2R/announce.html>`__: `Release
Notes <7.2R/relnotes.html>`__: `Hardware
Notes <7.2R/hardware.html>`__: `Readme <7.2R/readme.html>`__:
`Errata <7.2R/errata.html>`__

	7.1 (January 2009) `Announcement <7.1R/announce.html>`__:
`Release Notes <7.1R/relnotes.html>`__: `Hardware
Notes <7.1R/hardware.html>`__: `Readme <7.1R/readme.html>`__:
`Errata <7.1R/errata.html>`__

	7.0 (February 2008) `Announcement <7.0R/announce.html>`__:
`Release Notes <7.0R/relnotes.html>`__: `Hardware
Notes <7.0R/hardware.html>`__: `Readme <7.0R/readme.html>`__:
`Errata <7.0R/errata.html>`__

	6.4 (November 2008) `Announcement <6.4R/announce.html>`__:
`Release Notes <6.4R/relnotes.html>`__: `Hardware
Notes <6.4R/hardware.html>`__: `Installation
Notes <6.4R/installation.html>`__: `Readme <6.4R/readme.html>`__:
`Errata <6.4R/errata.html>`__

	6.3 (January 2008) `Announcement <6.3R/announce.html>`__:
`Release Notes <6.3R/relnotes.html>`__: `Hardware
Notes <6.3R/hardware.html>`__: `Installation
Notes <6.3R/installation.html>`__: `Readme <6.3R/readme.html>`__:
`Errata <6.3R/errata.html>`__

	6.2 (January 2007) `Announcement <6.2R/announce.html>`__:
`Release Notes <6.2R/relnotes.html>`__: `Hardware
Notes <6.2R/hardware.html>`__: `Installation
Notes <6.2R/installation.html>`__: `Readme <6.2R/readme.html>`__:
`Errata <6.2R/errata.html>`__

	6.1 (May 2006) `Announcement <6.1R/announce.html>`__: `Release
Notes <6.1R/relnotes.html>`__: `Hardware
Notes <6.1R/hardware.html>`__: `Installation
Notes <6.1R/installation.html>`__: `Readme <6.1R/readme.html>`__:
`Errata <6.1R/errata.html>`__

	6.0 (November 2005) `Announcement <6.0R/announce.html>`__:
`Release Notes <6.0R/relnotes.html>`__: `Hardware
Notes <6.0R/hardware.html>`__: `Installation
Notes <6.0R/installation.html>`__: `Readme <6.0R/readme.html>`__:
`Errata <6.0R/errata.html>`__

	5.5 (May 2006) `Announcement <./5.5R/announce.html>`__: `Release
Notes <./5.5R/relnotes.html>`__: `Hardware
Notes <./5.5R/hardware.html>`__: `Installation
Notes <./5.5R/installation.html>`__: `Readme <./5.5R/readme.html>`__:
`Errata <./5.5R/errata.html>`__:

	5.4 (May 2005) `Announcement <./5.4R/announce.html>`__: `Release
Notes <./5.4R/relnotes.html>`__: `Hardware
Notes <./5.4R/hardware.html>`__: `Installation
Notes <./5.4R/installation.html>`__: `Readme <./5.4R/readme.html>`__:
`Errata <./5.4R/errata.html>`__: `Migration
Guide <./5.4R/migration-guide.html>`__

	5.3 (November 2004) `Announcement <./5.3R/announce.html>`__:
`Release Notes <./5.3R/relnotes.html>`__: `Hardware
Notes <./5.3R/hardware.html>`__: `Installation
Notes <./5.3R/installation.html>`__: `Readme <./5.3R/readme.html>`__:
`Errata <./5.3R/errata.html>`__: `Migration
Guide <./5.3R/migration-guide.html>`__

	5.2.1 (February 2004) `Announcement <./5.2.1R/announce.html>`__:
`Release Notes <./5.2.1R/relnotes.html>`__: `Hardware
Notes <./5.2.1R/hardware.html>`__: `Installation
Notes <./5.2.1R/installation.html>`__:
`Readme <./5.2.1R/readme.html>`__: `Errata <./5.2.1R/errata.html>`__:
`Early Adopter’s Guide <./5.2.1R/early-adopter.html>`__

	5.2 (January 2004) `Announcement <./5.2R/announce.html>`__:
`Release Notes <./5.2R/relnotes.html>`__: `Hardware
Notes <./5.2R/hardware.html>`__: `Installation
Notes <./5.2R/installation.html>`__: `Readme <./5.2R/readme.html>`__:
`Errata <./5.2R/errata.html>`__: `Early Adopter’s
Guide <./5.2R/early-adopter.html>`__

	5.1 (June, 2003) `Announcement <./5.1R/announce.html>`__:
`Release Notes <./5.1R/relnotes.html>`__: `Hardware
Notes <./5.1R/hardware.html>`__: `Installation
Notes <./5.1R/installation.html>`__: `Readme <./5.1R/readme.html>`__:
`Errata <./5.1R/errata.html>`__: `Early Adopter’s
Guide <./5.1R/early-adopter.html>`__

	5.0 (January, 2003) `Announcement <./5.0R/announce.html>`__:
`Release Notes <./5.0R/relnotes.html>`__: `Hardware
Notes <./5.0R/hardware.html>`__: `Installation
Notes <./5.0R/installation.html>`__: `Readme <./5.0R/readme.html>`__:
`Errata <./5.0R/errata.html>`__: `Early Adopter’s
Guide <./5.0R/early-adopter.html>`__

	4.11 (January, 2005) `Announcement <./4.11R/announce.html>`__:
`Release Notes <./4.11R/relnotes.html>`__: `Hardware
Notes <./4.11R/hardware.html>`__: `Installation
Notes <./4.11R/installation.html>`__:
`Readme <./4.11R/readme.html>`__: `Errata <./4.11R/errata.html>`__

	4.10 (May, 2004) `Announcement <./4.10R/announce.html>`__:
`Release Notes <./4.10R/relnotes.html>`__: `Hardware
Notes <./4.10R/hardware.html>`__: `Installation
Notes <./4.10R/installation.html>`__:
`Readme <./4.10R/readme.html>`__: `Errata <./4.10R/errata.html>`__

	4.9 (October, 2003) `Announcement <./4.9R/announce.html>`__:
`Release Notes <./4.9R/relnotes.html>`__: `Hardware
Notes <./4.9R/hardware.html>`__: `Installation
Notes <./4.9R/installation.html>`__: `Readme <./4.9R/readme.html>`__:
`Errata <./4.9R/errata.html>`__

	4.8 (April, 2003) `Announcement <./4.8R/announce.html>`__:
`Release Notes <./4.8R/relnotes.html>`__: `Hardware
Notes <./4.8R/hardware.html>`__: `Installation
Notes <./4.8R/installation.html>`__: `Readme <./4.8R/readme.html>`__:
`Errata <./4.8R/errata.html>`__

	4.7 (October, 2002) `Announcement <./4.7R/announce.html>`__:
`Release Notes <./4.7R/relnotes.html>`__: `Hardware
Notes <./4.7R/hardware.html>`__: `Installation
Notes <./4.7R/installation.html>`__: `Readme <./4.7R/readme.html>`__:
`Errata <./4.7R/errata.html>`__

	4.6.2 (August, 2002) `Announcement <./4.6.2R/announce.html>`__:
`Release Notes <./4.6.2R/relnotes.html>`__: `Hardware
Notes <./4.6.2R/hardware.html>`__: `Readme <./4.6.2R/readme.html>`__:
`Errata <./4.6.2R/errata.html>`__

	4.6 (June, 2002) `Announcement <./4.6R/announce.html>`__:
`Release Notes <./4.6R/relnotes.html>`__: `Hardware
Notes <./4.6R/hardware.html>`__: `Installation
Notes <./4.6R/installation.html>`__: `Errata <./4.6R/errata.html>`__

	4.5 (January, 2002) `Announcement <./4.5R/announce.html>`__:
`Release Notes <./4.5R/notes.html>`__: `Hardware
Notes <./4.5R/hardware.html>`__: `Errata <./4.5R/errata.html>`__

	4.4 (September, 2001) `Announcement <./4.4R/announce.html>`__:
`Release Notes <./4.4R/notes.html>`__: `Hardware
Notes <./4.4R/hardware.html>`__: `Errata <./4.4R/errata.html>`__

	4.3 (April, 2001) `Announcement <./4.3R/announce.html>`__:
`Release Notes <./4.3R/notes.html>`__:
`Errata <./4.3R/errata.html>`__

	4.2 (November, 2000) `Announcement <./4.2R/announce.html>`__:
`Release Notes <./4.2R/notes.html>`__:
`Errata <./4.2R/errata.html>`__

	4.1.1 (September, 2000)
`Announcement <./4.1.1R/announce.html>`__ : `Release
Notes <./4.1.1R/notes.html>`__ : `Errata <./4.1.1R/errata.html>`__

	4.1 (July, 2000) `Announcement <./4.1R/announce.html>`__:
`Release Notes <./4.1R/notes.html>`__:
`Errata <./4.1R/errata.html>`__

	4.0 (March, 2000) `Announcement <./4.0R/announce.html>`__:
`Release Notes <./4.0R/notes.html>`__:
`Errata <./4.0R/errata.html>`__

	3.5 (June, 2000) `Announcement <./3.5R/announce.html>`__:
`Release Notes <./3.5R/notes.html>`__:
`Errata <./3.5R/errata.html>`__

	3.4 (December, 1999) `Announcement <./3.4R/announce.html>`__:
`Release Notes <./3.4R/notes.html>`__:
`Errata <./3.4R/errata.html>`__

	3.3 (September, 1999) `Announcement <./3.3R/announce.html>`__ :
`Release Notes <./3.3R/notes.html>`__ :
`Errata <./3.3R/errata.html>`__

	3.2 (May, 1999) `Announcement <./3.2R/announce.html>`__ :
`Release Notes <./3.2R/notes.html>`__ :
`Errata <./3.2R/errata.html>`__

	3.1 (February, 1999) `Announcement <./3.1R/announce.html>`__ :
`Release Notes <./3.1R/notes.html>`__ :
`Errata <./3.1R/errata.html>`__

	3.0 (October, 1998) `Announcement <./3.0R/announce.html>`__ :
`Release Notes <./3.0R/notes.html>`__ :
`Errata <./3.0R/errata.html>`__

	2.2.8 (December, 1998) `Announcement <./2.2.8R/announce.html>`__
: `Release Notes <./2.2.8R/notes.html>`__ :
`Errata <./2.2.8R/errata.html>`__

	2.2.7 (July, 1998) `Announcement <./2.2.7R/announce.html>`__ :
`Release Notes <./2.2.7R/notes.html>`__ :
`Errata <./2.2.7R/errata.html>`__

	2.2.6 (March, 1998) `Announcement <./2.2.6R/announce.html>`__ :
`Release Notes <./2.2.6R/notes.html>`__ :
`Errata <./2.2.6R/errata.html>`__

	2.2.5 (October, 1997) `Announcement <./2.2.5R/announce.html>`__
: `Release Notes <./2.2.5R/notes.html>`__ :
`Errata <./2.2.5R/errata.html>`__

	2.2.2 (May, 1997) `Release Notes <./2.2.2R/notes.html>`__ :
`Errata <./2.2.2R/errata.html>`__

	2.2.1 (April, 1997) `Release Notes <./2.2.1R/notes.html>`__

	2.2 (March, 1997) `Announcement <./2.2R/announce.html>`__ :
`Release Notes <./2.2R/notes.html>`__

	2.1.7 (February, 1997) `Announcement <./2.1.7R/announce.html>`__
: `Release Notes <./2.1.7R/notes.html>`__

	2.1.6 (December, 1996) `Announcement <./2.1.6R/announce.html>`__
: `Release Notes <./2.1.6R/notes.html>`__

	2.1.5 (July, 1996) `Announcement <./2.1.5R/announce.html>`__ :
`Release Notes <./2.1.5R/notes.html>`__

	2.1 (November, 1995) `Announcement <./2.1R/announce.html>`__ :
`Release Notes <./2.1R/notes.html>`__

	2.0.5 (June, 1995) `Announcement <./2.0.5R/announce.html>`__ :
`Release Notes <./2.0.5R/notes.html>`__

	2.0 (November, 1994) `Announcement <./2.0/announce.html>`__ :
`Release Notes <./2.0/notes.html>`__

	1.1.5.1 (July, 1994)

	1.1.5 `Release Notes <./1.1.5/RELNOTES.FreeBSD>`__

	1.1 (May, 1994) `Release Notes <./1.1/RELNOTES.FreeBSD>`__

	1.0 (November, 1993) `Announcement <./1.0/announce.html>`__
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[image: BSD daemon reading documentation]

Each distribution of FreeBSD includes several documentation files
describing the particular distribution (RELEASE, SNAPSHOTs, etc.). These
files typically include:


	README: General introduction.

	Release Notes: Information about changes from the previous release of
FreeBSD.

	Hardware Notes: A list of hardware devices known to work with
FreeBSD.

	Installation Instructions: A brief guide to installing FreeBSD.

	Errata: Late-breaking news, including corrections, security
advisories, and potential problems found after each release.



Of the files listed above, the release notes, hardware notes, and
installation instructions are customized for each architecture supported
by FreeBSD.


RELEASE versions of FreeBSD

The release documentation for each -RELEASE version of FreeBSD (for
example, &rel.current;-RELEASE) can be found on the
releases page of the FreeBSD Web site, as well
as its mirrors.

These files (usually in both HTML and text forms) can be found in the
top-level directory of each distribution (whether on CD-ROM, an FTP
site, or the install floppy disks).




Snapshot versions of FreeBSD

The release documentation files for snapshots can generally be found in
the top-level directory of each snapshot.




Documentation for -CURRENT and -STABLE

Automatically-generated HTML versions of the release documentation for
FreeBSD -CURRENT and FreeBSD -STABLE are available on the FreeBSD Web
site. These documents are continually changing; the versions on the Web
site are rebuilt at the same time that the rest of the Web site is
updated.


FreeBSD -CURRENT Release Documentation


	README

	Release Notes

	Hardware Notes

	Errata






FreeBSD 10-STABLE Release Documentation


	README

	Release Notes

	Hardware Notes

	Errata






FreeBSD 9-STABLE Release Documentation


	README

	Release Notes

	Hardware Notes

	Errata








Other Sites

Single-file HTML, PDF, and text renderings of the release documentation
for FreeBSD -CURRENT, -STABLE, and recent -RELEASE versions can be found
at the Release Documentation Snapshot
Site [http://people.FreeBSD.org/~bmah/relnotes/]. The renderings on
this page are updated at irregular, but frequent intervals.
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You are being redirected to The Bugzilla bug submission
form [https://bugs.freebsd.org/submit/]
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What Are Snapshots?

As part of an ongoing effort to improve the overall release process
before a release actually slips out the door with problems, we are now
periodically producing interim test releases called snapshots. These
snapshots will be very similar to full releases, except that they might
not include all the bits included in a full release (such as packages
and updated documentation).




Getting Snapshots

The latest snapshots made available can be found on the FreeBSD FTP
mirrors at the address &url.snapshots;. They can
also be found in the same directory on other FTP mirror
sites.

Please note that sometimes the snapshots available to download may be
somewhat outdated.

Currently the snapshots of
&rel.head.major;-CURRENT,
&rel.current.major;-STABLE,
and
&rel2.current.major;-STABLE,
are available in directories whose URLs have the format
&url.snapshots;/<target>/<target_arch>/ where <target> and
<target_arch> represent the architecture for which the snapshot was
built. For each supported platform, the snapshot includes ISO images of
the bootonly, release, and memstick images.




Things You Might Want to Know

In particular, before getting and installing a snapshot release, be
aware of following:


	The snapshots are primarily for testing purposes and not fully tested
compared to the releases. They may include experimental or degraded
features that can corrupt your existing system.

	The major release number will not be changed in the main distribution
for each snapshot. It will only be changed on the installation
medium so that you know when the snapshot was made. These are not
releases, these are snapshots, and it is important that this
distinction be preserved. Although people can and will, of course,
refer to snapshots by date in email, do not confuse them.

	Snapshots might not include package sets, but will generally include
a ports tree.

	Finally, we will not necessarily update the documentation. For
example, README may still refer to a previous release. This is
because that is much less important than getting the real bug fixes
and new features out for testing. Please do not send a bug report
about version numbers.



Your feedback on these snapshots is greatly welcome. They are not just
for our benefit - those who are coming to rely on &os; for mission
critical applications should welcome a chance to get at more updated
bits in a structured fashion. You can also use these snapshots as
tangible evidence that your feedback is getting incorporated and that
you (hopefully) will not have any unpleasant surprises in the next
release. On the other hand, if you do send us hate mail next release and
it turns out that you never even tried the snapshots, well, it cuts both
ways!
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FreeBSD has a wide variety of community and commercial support options
available for users. The Community section
of this website details the support options available to users from the
FreeBSD community, including a number of mailing
lists.

Commercial support is also available from one of the many
vendors offering commercial products, services,
and/or consulting for FreeBSD.


Problem Reporting

Found a bug in FreeBSD? Noticed a mistake in the documentation? If it
has not already been reported, please let us know.

To find out what has already been reported, it is possible to search
the problem report database [https://bugs.freebsd.org/search/] for
specific category, assignee, originator, text, and so forth or browse
open reports by category [https://bugs.freebsd.org/browse/].

If the bug has not yet been reported, please read over our problem
reporting guidelines and then report
the problem using our problem report
form [https://bugs.freebsd.org/submit/].
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Choosing an Architecture

Modern PCs use the amd64 architecture, including those with Intel®
branded processors. Computers with more than 3GB of memory should use
amd64. If the computer is an older, 32-bit only model, use i386. For
embedded devices and single-board computers (SBC) such as the Raspberry
Pi, Beagle Bone Black, Panda Board, and Zed Board, use the armv6 SD card
image which supports ARMv6 and ARMv7 processors.




Choosing an Image

The &os; installer can be downloaded in a number of different formats
including CD (disc1), DVD (dvd1), and Network Install (bootonly) sized
ISO
Disc Images, as well as regular and mini USB memory stick images. Later
versions of &os; are also offered as prebuilt expandable Virtual Machine
images, and as SD Cards for embedded platforms.




&os;Deployment Statistics

While &os; does not gather deployment statistics, having statistical
information available is essential. Please consider installing the
sysutils/bsdstats [http://www.freshports.org/sysutils/bsdstats/]
package, which collects hardware and software statistics, helping
developers understand how to best focus their efforts. The information
collected is available at the bsdstats.org [http://bsdstats.org]
website.




&os; &rel.current;-RELEASE








	Installer Images
	Virtual Machine Images
	Documentation




	
	`amd64 <&url.rel;/amd



64/amd64/ISO-IMAGES/&rel
.current;/>`__
-  i386
-  armv6
-  ia64
-  powerpc
-  powerpc64
-  sparc64


	
	`amd64 <&url.rel;/VM-



IMAGES/&rel.current;-REL
EASE/amd64/Latest/>`__
-  i386


	
	`Released <&base;/rel



eases/index.html#current
>`__:


&rel.current.date;



	`Release
Notes <&u.rel.notes;>



`__
-  `Hardware


Compatibility
List <&u.rel.hardware


;>`__
-  `Installation


Instructions <&u.rel.


installation;>`__
-  Errata
















&os; &rel2.current;-RELEASE








	Installer Images
	Virtual Machine Images
	Documentation




	
	`amd64 <&url.rel;/amd



64/amd64/ISO-IMAGES/&rel
2.current;/>`__
-  i386
-  ia64
-  powerpc
-  powerpc64
_
-  sparc64


	
	`amd64 <&url.rel;/VM-



IMAGES/&rel2.current;-RE
LEASE/amd64/Latest/>`__
-  i386


	
	`Released <&base;/rel



eases/index.html#current
>`__:


&rel2.current.date;



	`Release
Notes <&u.rel2.notes;



>`__
-  `Hardware


Compatibility
List <&u.rel2.hardwar


e;>`__
-  `Installation


Instructions <&u.rel2


.installation;>`__
-  Errata
















&os; &rel3.current;-RELEASE







	Installer Images
	Documentation




	
	`amd64 <&url.rel;/amd64/ISO-IMAGE



S/&rel3.current;/>`__
-  i386
-  pc98


	
	`Released <&base;/releases/index.




	html#current>`__:

	&rel3.current.date;




	Release
Notes

	Hardware Compatibility
List

	`Installation
Instructions <&u.rel3.installatio



n;>`__
-  Errata












β.desc;








Development Snapshots

If you are interested in a purely experimental snapshot release of
&os;-CURRENT (AKA &rel.head;-CURRENT), aimed at developers and
bleeding-edge testers only, then please see the &os; Snapshot
Releases page. For more information about past,
present and future releases in general, please visit the release
information page.




&os; &rel.head;-CURRENT








	Installer Images
	Virtual Machine Images
	Documentation




	
	`amd64 <&url.snapshot



;/amd64/amd64/ISO-IMAGES
/&rel.head;/>`__
-  i386
-  armv6
-  powerpc
-  powerpc64 <&url.snap
shot;/powerpc/powerpc64/
ISO-IMAGES/&rel.head;/>
__
-  sparc64


	
	`amd64 <&url.snapshot



;/VM-IMAGES/&rel.head;-C
URRENT/amd64/Latest/>`__
-  i386


	
	`Release
Notes <&base;/relnote



s/CURRENT/relnotes/artic
le.html>`__










&os; &rel.current;-STABLE








	Installer Images
	Virtual Machine Images
	Documentation




	
	`amd64 <&url.snapshot



;/amd64/amd64/ISO-IMAGES
/&rel.current;/>`__
-  i386
-  ia64
-  armv6
-  powerpc
_
-  powerpc64
-  sparc64
_


	
	`amd64 <&url.snapshot



;/VM-IMAGES/&rel.current
;-STABLE/amd64/Latest/>`
__
-  i386


	
	`Release
Notes <&base;/relnote



s/&rel.current.major;-ST
ABLE/relnotes/article.ht
ml>`__







If you plan on getting &os; via HTTP or FTP, please check the listing of
**mirror
sites**
in the handbook to see if there is a site closer to you.


Install &os;

There are many options for installing &os;, including installation from
CD-ROM, DVD, USB Memory Stick or even directly using anonymous FTP,
HTTP, or NFS. Depending on the &os; version you want to install, please
read through the &os;9.X/10.X installation
guide or
the &os;8.X installation
guide before
downloading the entire &os; distribution.




Purchase &os; Media

&os; can be acquired on CD-ROM or DVD from FreeBSD
Mall [http://www.freebsdmall.com/], or one of the other CD-ROM and
DVD
Publishers.




Past Releases

For downloading past releases, please visit the FTP
archive [http://ftp-archive.FreeBSD.org/pub/FreeBSD-Archive/old-releases/].




&os;-derived Operating System Distributions

&os; is widely used as a building block for other commercial and
open-source operating systems. The projects below are widely used and of
particular interest to &os; users.


	FreeNAS [http://www.freenas.org] is an open source storage
platform based on &os; and supports sharing across Windows, Apple,
and UNIX-like systems.

	PC-BSD [http://www.pcbsd.org] is a &os; derivative with a
graphical installer and impressive desktop tools aimed at ease of use
for the casual computer user.

	pfSense [http://www.pfsense.org] is a free, open source
customized distribution of &os; tailored for use as a firewall and
router.






Applications and Utility Software


The Ports Collection

The &os; Ports Collection is a diverse collection of utility and
application software that has been ported to &os;.


	&os; Ports Collection [ftp://ftp.FreeBSD.org/pub/FreeBSD/ports/]

	Web interface to the Ports Collection

	FreshPorts - a more advanced web interface to the Ports
Collection [http://www.freshports.org/]



For information about how you can contribute your favorite piece of
software to the Ports Collection, have a look at `The Porter’s
Handbook <&base;/doc/en_US.ISO8859-1/books/porters-handbook/index.html>`__
and the article `Contributing to
&os; <&base;/doc/en_US.ISO8859-1/articles/contributing/index.html>`__.
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Why you should use a BSD style license for your Open Source Project





	Author:	BruceMontague






Introduction

This document makes a case for using a BSD style license for software
and data; specifically it recommends using a BSD style license in place
of the GPL. It can also be read as a BSD versus GPL Open Source License
introduction and summary.




Very Brief Open Source History

Long before the term “Open Source” was used, software was developed by
loose associations of programmers and freely exchanged. Starting in the
early 1950’s, organizations such as SHARE [http://www.share.org] and
DECUS [http://www.decus.org] developed much of the software that
computer hardware companies bundled with their hardware offerings. At
that time computer companies were in the hardware business; anything
that reduced software cost and made more programs available made the
hardware companies more competitive.

This model changed in the 1960’s. In 1965 ADR developed the first
licensed software product independent of a hardware company. ADR was
competing against a free IBM package originally developed by IBM
customers. ADR patented their software in 1968. To stop sharing of their
program, they provided it under an equipment lease in which payment was
spread over the lifetime of the product. ADR thus retained ownership and
could control resale and reuse.

In 1969 the US Department of Justice charged IBM with destroying
businesses by bundling free software with IBM hardware. As a result of
this suit, IBM unbundled its software; that is, software became
independent products separate from hardware.

In 1968 Informatics introduced the first commercial killer-app and
rapidly established the concept of the software product, the software
company, and very high rates of return. Informatics developed the
perpetual license which is now standard throughout the computer
industry, wherein ownership is never transferred to the customer.




Unix from a BSD Licensing Perspective

AT&T, who owned the original Unix implementation, was a publicly
regulated monopoly tied up in anti-trust court; it was legally unable to
sell a product into the software market. It was, however, able to
provide it to academic institutions for the price of media.

Universities rapidly adopted Unix after an OS conference publicized its
availability. It was extremely helpful that Unix ran on the PDP-11, a
very affordable 16-bit computer, and was coded in a high-level language
that was demonstrably good for systems programming. The DEC PDP-11 had,
in effect, an open hardware interface designed to make it easy for
customers to write their own OS, which was common. As DEC founder Ken
Olsen famously proclaimed, “software comes from heaven when you have
good hardware”.

Unix author Ken Thompson returned to his alma mater, University of
California Berkeley (UCB), in 1975 and taught the kernel line-by-line.
This ultimately resulted in an evolving system known as BSD (Berkeley
Standard Distribution). UCB converted Unix to 32-bits, added virtual
memory, and implemented the version of the TCP/IP stack upon which the
Internet was essentially built. UCB made BSD available for the cost of
media, under what became known as “the BSD license”. A customer
purchased Unix from AT&T and then ordered a BSD tape from UCB.

In the mid-1980s a government anti-trust case against ATT ended with the
break-up of ATT. ATT still owned Unix and was now able to sell it. ATT
embarked on an aggressive licensing effort and most commercial Unixes of
the day became ATT-derived.

In the early 1990’s ATT sued UCB over license violations related to BSD.
UCB discovered that ATT had incorporated, without acknowledgment or
payment, many improvements due to BSD into ATT’s products, and a lengthy
court case, primarily between ATT and UCB, ensued. During this period
some UCB programmers embarked on a project to rewrite any ATT code
associated with BSD. This project resulted in a system called BSD
4.4-lite (lite because it was not a complete system; it lacked 6 key ATT
files).

A lengthy series of articles published slightly later in Dr. Dobbs
magazine described a BSD-derived 386 PC version of Unix, with
BSD-licensed replacement files for the 6 missing 4.4 lite files. This
system, named 386BSD, was due to ex-UCB programmer William Jolitz. It
became the original basis of all the PC BSDs in use today.

In the mid 1990s, Novell purchased ATT’s Unix rights and a (then secret)
agreement was reached to terminate the lawsuit. UCB soon terminated its
support for BSD.




The Current State of FreeBSD and BSD Licenses

The so-called new BSD
license [http://www.opensource.org/licenses/bsd-license.php] applied
to FreeBSD within the last few years is effectively a statement that you
can do anything with the program or its source, but you do not have any
warranty and none of the authors has any liability (basically, you
cannot sue anybody). This new BSD license is intended to encourage
product commercialization. Any BSD code can be sold or included in
proprietary products without any restrictions on the availability of
your code or your future behavior.

Do not confuse the new BSD license with “public domain”. While an item
in the public domain is also free for all to use, it has no owner.




The origins of the GPL

While the future of Unix had been so muddled in the late 1980s and early
1990s, the GPL, another development with important licensing
considerations, reached fruition.

Richard Stallman, the developer of Emacs, was a member of the staff at
MIT when his lab switched from home-grown to proprietary systems.
Stallman became upset when he found that he could not legally add minor
improvements to the system. (Many of Stallman’s co-workers had left to
form two companies based on software developed at MIT and licensed by
MIT; there appears to have been disagreement over access to the source
code for this software). Stallman devised an alternative to the
commercial software license and called it the GPL, or “GNU Public
License”. He also started a non-profit foundation, the Free Software
Foundation [http://www.fsf.org] (FSF), which intended to develop an
entire operating system, including all associated software, that would
not be subject to proprietary licensing. This system was called GNU, for
“GNU is Not Unix”.

The GPL was designed to be the antithesis of the standard proprietary
license. To this end, any modifications that were made to a GPL program
were required to be given back to the GPL community (by requiring that
the source of the program be available to the user) and any program that
used or linked to GPL code was required to be under the GPL. The GPL was
intended to keep software from becoming proprietary. As the last
paragraph of the GPL states:

“This General Public License does not permit incorporating your program
into proprietary programs.”[1]

The GPL [http://www.opensource.org/licenses/gpl-license.php] is a
complex license so here are some rules of thumb when using the GPL:


	you can charge as much as you want for distributing, supporting, or
documenting the software, but you cannot sell the software itself.

	the rule-of-thumb states that if GPL source is required for a program
to compile, the program must be under the GPL. Linking statically to
a GPL library requires a program to be under the GPL.

	the GPL requires that any patents associated with GPLed software must
be licensed for everyone’s free use.

	simply aggregating software together, as when multiple programs are
put on one disk, does not count as including GPLed programs in
non-GPLed programs.

	output of a program does not count as a derivative work. This enables
the gcc compiler to be used in commercial environments without legal
problems.

	since the Linux kernel is under the GPL, any code statically linked
with the Linux kernel must be GPLed. This requirement can be
circumvented by dynamically linking loadable kernel modules. This
permits companies to distribute binary drivers, but often has the
disadvantage that they will only work for particular versions of the
Linux kernel.



Due in part to its complexity, in many parts of the world today the
legalities of the GPL are being ignored in regard to Linux and related
software. The long-term ramifications of this are unclear.




The origins of Linux and the LGPL

While the commercial Unix wars raged, the Linux kernel was developed as
a PC Unix clone. Linus Torvalds credits the existence of the GNU C
compiler and the associated GNU tools for the existence of Linux. He put
the Linux kernel under the GPL.

Remember that the GPL requires anything that statically links to any
code under the GPL also be placed under the GPL. The source for this
code must thus be made available to the user of the program. Dynamic
linking, however, is not considered a violation of the GPL. Pressure to
put proprietary applications on Linux became overwhelming. Such
applications often must link with system libraries. This resulted in a
modified version of the GPL called the
LGPL [http://www.opensource.org/licenses/lgpl-license.php]
(“Library”, since renamed to “Lesser”, GPL). The LGPL allows proprietary
code to be linked to the GNU C library, glibc. You do not have to
release the source to code which has been dynamically linked to an
LGPLed library.

If you statically link an application with glibc, such as is often
required in embedded systems, you cannot keep your application
proprietary, that is, the source must be released. Both the GPL and LGPL
require any modifications to the code directly under the license to be
released.




Open Source licenses and the Orphaning Problem

One of the serious problems associated with proprietary software is
known as “orphaning”. This occurs when a single business failure or
change in a product strategy causes a huge pyramid of dependent systems
and companies to fail for reasons beyond their control. Decades of
experience have shown that the momentary size or success of a software
supplier is no guarantee that their software will remain available, as
current market conditions and strategies can change rapidly.

The GPL attempts to prevent orphaning by severing the link to
proprietary intellectual property.

A BSD license gives a small company the equivalent of software-in-escrow
without any legal complications or costs. If a BSD-licensed program
becomes orphaned, a company can simply take over, in a proprietary
manner, the program on which they are dependent. An even better
situation occurs when a BSD code-base is maintained by a small informal
consortium, since the development process is not dependent on the
survival of a single company or product line. The survivability of the
development team when they are mentally in the zone is much more
important than simple physical availability of the source code.




What a license cannot do

No license can guarantee future software availability. Although a
copyright holder can traditionally change the terms of a copyright at
anytime, the presumption in the BSD community is that such an attempt
simply causes the source to fork.

The GPL explicitly disallows revoking the license. It has occurred,
however, that a company (Mattel) purchased a GPL copyright (cphack),
revoked the entire copyright, went to court, and prevailed [2]. That is,
they legally revoked the entire distribution and all derivative works
based on the copyright. Whether this could happen with a larger and more
dispersed distribution is an open question; there is also some confusion
regarding whether the software was really under the GPL.

In another example, Red Hat purchased Cygnus, an engineering company
that had taken over development of the FSF compiler tools. Cygnus was
able to do so because they had developed a business model in which they
sold support for GNU software. This enabled them to employ some 50
engineers and drive the direction of the programs by contributing the
preponderance of modifications. As Donald Rosenberg states “projects
using licenses like the GPL...live under constant threat of having
someone take over the project by producing a better version of the code
and doing it faster than the original owners.” [3]




GPL Advantages and Disadvantages

A common reason to use the GPL is when modifying or extending the gcc
compiler. This is particularly apt when working with one-off specialty
CPUs in environments where all software costs are likely to be
considered overhead, with minimal expectations that others will use the
resulting compiler.

The GPL is also attractive to small companies selling CDs in an
environment where “buy-low, sell-high” may still give the end-user a
very inexpensive product. It is also attractive to companies that expect
to survive by providing various forms of technical support, including
documentation, for the GPLed intellectual property world.

A less publicized and unintended use of the GPL is that it is very
favorable to large companies that want to undercut software companies.
In other words, the GPL is well suited for use as a marketing weapon,
potentially reducing overall economic benefit and contributing to
monopolistic behavior.

The GPL can present a real problem for those wishing to commercialize
and profit from software. For example, the GPL adds to the difficulty a
graduate student will have in directly forming a company to
commercialize his research results, or the difficulty a student will
have in joining a company on the assumption that a promising research
project will be commercialized.

For those who must work with statically-linked implementations of
multiple software standards, the GPL is often a poor license, because it
precludes using proprietary implementations of the standards. The GPL
thus minimizes the number of programs that can be built using a GPLed
standard. The GPL was intended to not provide a mechanism to develop a
standard on which one engineers proprietary products. (This does not
apply to Linux applications because they do not statically link, rather
they use a trap-based API.)

The GPL attempts to make programmers contribute to an evolving suite of
programs, then to compete in the distribution and support of this suite.
This situation is unrealistic for many required core system standards,
which may be applied in widely varying environments which require
commercial customization or integration with legacy standards under
existing (non-GPL) licenses. Real-time systems are often statically
linked, so the GPL and LGPL are definitely considered potential problems
by many embedded systems companies.

The GPL is an attempt to keep efforts, regardless of demand, at the
research and development stages. This maximizes the benefits to
researchers and developers, at an unknown cost to those who would
benefit from wider distribution.

The GPL was designed to keep research results from transitioning to
proprietary products. This step is often assumed to be the last step in
the traditional technology transfer pipeline and it is usually difficult
enough under the best of circumstances; the GPL was intended to make it
impossible.




BSD Advantages

A BSD style license is a good choice for long duration research or other
projects that need a development environment that:


	has near zero cost

	will evolve over a long period of time

	permits anyone to retain the option of commercializing final results
with minimal legal issues.



This final consideration may often be the dominant one, as it was when
the Apache project decided upon its license:

“This type of license is ideal for promoting the use of a reference body
of code that implements a protocol for common service. This is another
reason why we choose it for the Apache group - many of us wanted to see
HTTP survive and become a true multiparty standard, and would not have
minded in the slightest if Microsoft or Netscape choose to incorporate
our HTTP engine or any other component of our code into their products,
if it helped further the goal of keeping HTTP common... All this means
that, strategically speaking, the project needs to maintain sufficient
momentum, and that participants realize greater value by contributing
their code to the project, even code that would have had value if kept
proprietary.”

Developers tend to find the BSD license attractive as it keeps legal
issues out of the way and lets them do whatever they want with the code.
In contrast, those who expect primarily to use a system rather than
program it, or expect others to evolve the code, or who do not expect to
make a living from their work associated with the system (such as
government employees), find the GPL attractive, because it forces code
developed by others to be given to them and keeps their employer from
retaining copyright and thus potentially “burying” or orphaning the
software. If you want to force your competitors to help you, the GPL is
attractive.

A BSD license is not simply a gift. The question “why should we help our
competitors or let them steal our work?” comes up often in relation to a
BSD license. Under a BSD license, if one company came to dominate a
product niche that others considered strategic, the other companies can,
with minimal effort, form a mini-consortium aimed at reestablishing
parity by contributing to a competitive BSD variant that increases
market competition and fairness. This permits each company to believe
that it will be able to profit from some advantage it can provide, while
also contributing to economic flexibility and efficiency. The more
rapidly and easily the cooperating members can do this, the more
successful they will be. A BSD license is essentially a minimally
complicated license that enables such behavior.

A key effect of the GPL, making a complete and competitive Open Source
system widely available at cost of media, is a reasonable goal. A BSD
style license, in conjunction with ad-hoc-consortiums of individuals,
can achieve this goal without destroying the economic assumptions built
around the deployment-end of the technology transfer pipeline.




Specific Recommendations for using a BSD license


	The BSD license is preferable for transferring research results in a
way that will widely be deployed and most benefit an economy. As
such, research funding agencies, such as the NSF, ONR and DARPA,
should encourage in the earliest phases of funded research projects,
the adoption of BSD style licenses for software, data, results, and
open hardware. They should also encourage formation of standards
based around implemented Open Source systems and ongoing Open Source
projects.

	Government policy should minimize the costs and difficulties in
moving from research to deployment. When possible, grants should
require results to be available under a commercialization friendly
BSD style license.

	In many cases, the long-term results of a BSD style license more
accurately reflect the goals proclaimed in the research charter of
universities then what occurs when results are copyrighted or
patented and subject to proprietary university licensing. Anecdotal
evidence exists that universities are financially better rewarded in
the long run by releasing research results and then appealing to
donations from commercially successful alumni.

	Companies have long recognized that the creation of de facto
standards is a key marketing technique. The BSD license serves this
role well, if a company really has a unique advantage in evolving the
system. The license is legally attractive to the widest audience
while the company’s expertise ensures their control. There are times
when the GPL may be the appropriate vehicle for an attempt to create
such a standard, especially when attempting to undermine or co-opt
others. The GPL, however, penalizes the evolution of that standard,
because it promotes a suite rather than a commercially applicable
standard. Use of such a suite constantly raises commercialization and
legal issues. It may not be possible to mix standards when some are
under the GPL and others are not. A true technical standard should
not mandate exclusion of other standards for non-technical reasons.

	Companies interested in promoting an evolving standard, which can
become the core of other companies’ commercial products, should be
wary of the GPL. Regardless of the license used, the resulting
software will usually devolve to whoever actually makes the majority
of the engineering changes and most understands the state of the
system. The GPL simply adds additional legal friction to the result.

	Large companies, in which Open Source code is developed, should be
aware that programmers appreciate Open Source because it leaves the
software available to the employee when they change employers. Some
companies encourage this behavior as an employment perk, especially
when the software involved is not directly strategic. It is, in
effect, a front-loaded retirement benefit with potential lost
opportunity costs but no direct costs. Encouraging employees to work
for peer acclaim outside the company is a cheap portable benefit a
company can sometimes provide with near zero downside.

	Small companies with software projects vulnerable to orphaning should
attempt to use the BSD license when possible. Companies of all sizes
should consider forming such Open Source projects when it is to their
mutual advantage to maintain the minimal legal and organization
overheads associated with a true BSD-style Open Source project.

	Non-profits should participate in Open Source projects when possible.
To minimize software engineering problems, such as mixing code under
different licenses, BSD-style licenses should be encouraged. Being
leery of the GPL should particularly be the case with non-profits
that interact with the developing world. In some locales where
application of law becomes a costly exercise, the simplicity of the
new BSD license, as compared to the GPL, may be of considerable
advantage.






Conclusion

In contrast to the GPL, which is designed to prevent the proprietary
commercialization of Open Source code, the BSD license places minimal
restrictions on future behavior. This allows BSD code to remain Open
Source or become integrated into commercial solutions, as a project’s or
company’s needs change. In other words, the BSD license does not become
a legal time-bomb at any point in the development process.

In addition, since the BSD license does not come with the legal
complexity of the GPL or LGPL licenses, it allows developers and
companies to spend their time creating and promoting good code rather
than worrying if that code violates licensing.




Addenda

[1] http://www.gnu.org/licenses/gpl.html

[2] http://archives.cnn.com/2000/TECH/computing/03/28/cyberpatrol.mirrors/

[3] Open Source: the Unauthorized White Papers, Donald K. Rosenberg, IDG Books,
    2000. Quotes are from page 114, ``Effects of the GNU GPL''.

[4] In the "What License to Use?" section of
    http://www.oreilly.com/catalog/opensources/book/brian.html

This whitepaper is a condensation of an original work available at
http://alumni.cse.ucsc.edu/~brucem/open_source_license.htm
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Introduction

FreeBSD today is well-known as a high-performance server operating
system. It is deployed on millions of web servers and internet-facing
hosts worldwide. FreeBSD code also forms an integral part of many
products, ranging from appliances such as network routers, firewalls,
and storage devices, to personal computers. Portions of FreeBSD have
also been used in commercial shrink-wrapped software (see ?).

In this article we look at the FreeBSD project as a
software engineering resource—as a collection of building blocks and
processes which you can use to build products.

While FreeBSD’s source is distributed freely to the public, to fully
enjoy the benefits of the project’s work, organizations need to
collaborate with the project. In subsequent sections of this article
we discuss effective means of collaboration with the project and the
pitfalls that need to be avoided while doing so.

Caveat Reader.

The author believes that the characteristics of the FreeBSD Project
listed in this article were substantially true at the time the article
was conceived and written (2005). However, the reader should keep in
mind that the practices and processes used by open-source communities
can change over time, and that the information in this article should
therefore be taken as indicative rather than normative.


Target Audience

This document would be of interest to the following broad groups of
people:


	Decision makers in product companies looking at ways to improve their
product quality, reduce their time to market and lower engineering
costs in the long term.

	Technology consultants looking for best-practices in leveraging
“open-source”.

	Industry observers interested in understanding the dynamics of
open-source projects.

	Software developers seeking to use FreeBSD and looking for ways to
contribute back.






Article Goals

After reading this article you should have:


	An understanding of the goals of the FreeBSD Project and its
organizational structure.

	An overview of the available technology in the project.

	An understanding of its development model and release engineering
processes.

	An understanding of how conventional corporate software development
processes differ from that used in the FreeBSD project.

	Awareness of the communication channels used by the project and the
level of transparency you can expect.

	Awareness of optimal ways of working with the project—how best to
reduce engineering costs, improve time to market, manage security
vulnerabilities, and preserve future compatibility with your product
as the FreeBSD project evolves.






Article Structure

The rest of the article is structured as follows:


	? introduces the FreeBSD project, explores its organizational
structure, key technologies and release engineering processes.

	? describes ways to collaborate with the FreeBSD project. It examines
common pitfalls encountered by corporates working with voluntary
projects like FreeBSD.

	? concludes.








FreeBSD as a set of building blocks

FreeBSD makes an excellent foundation on which to build products:


	FreeBSD source code is distributed under a liberal BSD license
facilitating its adoption in commercial products Mon2005 with minimum
hassle.

	The FreeBSD project has excellent engineering practices that can be
leveraged.

	The project offers exceptional transparency into its workings,
allowing organizations using its code to plan effectively for the
future.

	The culture of the FreeBSD project, carried over from the Computer
Science Research Group at The University of California, Berkeley
McKu1999-1, fosters high-quality work. Some features in FreeBSD
define the state of the art.



GoldGab2005 examines the business reasons for using open-source in
greater detail. For organizations, the benefits of using FreeBSD
components in their products include a shorter time to market, lower
development costs and lower development risks.


Building with FreeBSD

Here are a few ways organizations have used FreeBSD:


	As an upstream source for tested code for libraries and utilities.

By being “downstream” of the project, organizations leverage the new
features, bug fixes and testing that the upstream code receives.



	As an embedded OS (for example, for an OEM router and firewall
device). In this model, organizations use a customized FreeBSD kernel
and application program set along with a proprietary management layer
for their device. OEMs benefit from new hardware support being added
by the FreeBSD project upstream, and from the testing that the base
system receives.

FreeBSD ships with a self-hosting development environment that allows
easy creation of such configurations.



	As a Unix compatible environment for the management functions of
high-end storage and networking devices, running on a separate
processor “blade”.

FreeBSD provides the tools for creating dedicated OS and application
program images. Its implementation of a BSD unix API is mature and
tested. FreeBSD can also provide a stable cross-development
environment for the other components of the high-end device.



	As a vehicle to get widespread testing and support from a worldwide
team of developers for non-critical “intellectual property”.

In this model, organizations contribute useful infrastructural
frameworks to the FreeBSD project (for example, see MAN.NETGRAPH.3).
The widespread exposure that the code gets helps to quickly identify
performance issues and bugs. The involvement of top-notch developers
also leads to useful extensions to the infrastructure that the
contributing organization also benefits from.



	As a development environment supporting cross-development for
embedded OSes like RTEMS [http://www.rtems.com/] and
eCOS [http://ecos.sourceware.org/].

There are many full-fledged development environments in the
OS.NUMPORTS-strong collection of applications ported and packaged
with FreeBSD.



	As a way to support a Unix-like API in an otherwise proprietary OS,
increasing its palatability for application developers.

Here parts of FreeBSD’s kernel and application programs are “ported”
to run alongside other tasks in the proprietary OS. The availability
of a stable and well tested Unix API implementation can reduce the
effort needed to port popular applications to the proprietary OS. As
FreeBSD ships with high-quality documentation for its internals and
has effective vulnerability management and release engineering
processes, the costs of keeping upto-date are kept low.








Technologies

There are a large number of technologies supported by the FreeBSD
project. A selection of these are listed below:


	A complete system that can cross-host itself for many
architectures:



	Support for the following technologies, protocols and standards: ATA,
ATAPI, ATM, Bluetooth, CAM, CardBus, DHCP, DNS, EISA, Ethernet, FDDI,
Fibre Channel, GPIB, IEEE 1394, IPv4, IPv6, IPSEC, IPX, ISDN, MAC,
NIS, NFS, OpenSSH, OPIE, PAM, PCI, PCMCIA, POSIX, PnP, RAID, RPC,
SATA, SCSI, SMB, TCP, USB, VESA, VLAN, VLB, WebNFS.



	A modular symmetric multiprocessing capable kernel, with loadable
kernel modules and a flexible and easy to use configuration system.



	Support for emulation of Linux and SVR4 binaries at near machine
speeds. Support for binary Windows (NDIS) network drivers.



	Libraries for many programming tasks: archivers, FTP and HTTP
support, thread support, in addition to a full POSIX like programming
environment.



	Advanced security features: Mandatory Access Control (MAN.MAC.9),
jails (MAN.JAIL.2), ACLs, and in-kernel cryptographic device support.



	Advanced networking features: firewall-ing, QoS management,
high-performance TCP/IP networking with support for many advanced
features.

FreeBSD’s in-kernel Netgraph (MAN.NETGRAPH.4) framework allows kernel
networking modules to be connected together in flexible ways.



	Support for advanced storage technologies: Fibre Channel, SCSI,
software and hardware RAID, ATA and SATA.

FreeBSD supports a number of filesystems, and its native UFS2
filesystem supports soft updates, snapshots and very large filesystem
sizes (16TB per filesystem) McKu1999.

FreeBSD’s in-kernel GEOM (MAN.GEOM.4) framework allows kernel storage
modules to be composed in flexible ways.



	Over OS.NUMPORTS ported applications, both commercial and
open-source, managed via the FreeBSD ports collection.








Organizational Structure

FreeBSD’s organizational structure is non-hierarchical.

There are essentially two kinds of contributors to FreeBSD, general
users of FreeBSD, and developers with write access (known as committers
in the jargon) to the source base.

There are many thousands of contributors in the first group; the vast
majority of contributions to FreeBSD come from individuals in this
group. Commit rights (write access) to the repository are granted to
individuals who contribute consistently to the project. Commit rights
come with additional responsibilities, and new committers are assigned
mentors to help them learn the ropes.


[image: FreeBSD Organization]
FreeBSD Organization



Conflict resolution is performed by a nine member “Core Team” that is
elected from the group of committers.

FreeBSD does not have “corporate” committers. Individual committers are
required to take responsibility for the changes they introduce to the
code. The FreeBSD Committer’s
guide ComGuide documents the rules
and responsibilities for committers.

FreeBSD’s project model is examined in detail in Nik2005.




FreeBSD Release Engineering Processes

FreeBSD’s release engineering processes play a major role in ensuring
that its released versions are of a high quality. At any point of time,
FreeBSD’s volunteers support multiple code lines (?):


	New features and disruptive code enters on the development branch,
also known as the -CURRENT branch.

	-STABLE branches are code lines that are branched from HEAD at
regular intervals. Only tested code is allowed onto a -STABLE branch.
New features are allowed once they have been tested and stabilized in
the -CURRENT branch.

	-RELEASE branches are maintained by the FreeBSD security team. Only
bug fixes for critical issues are permitted onto -RELEASE branches.




[image: FreeBSD Release Branches]
FreeBSD Release Branches



Code lines are kept alive for as long as there is user and developer
interest in them.

Machine architectures are grouped into “tiers”; Tier 1 architectures are
fully supported by the project’s release engineering and security teams,
Tier 2 architectures are supported on a best effort basis, and
experimental architectures comprise Tier 3. The list of supported
architectures is part of
the FreeBSD documentation collection.

The release engineering team publishes a road
map for future releases of FreeBSD on the
project’s web site. The dates laid down in the road map are not
deadlines; FreeBSD is released when its code and documentation are
ready.

FreeBSD’s release engineering processes are described in RelEngDoc.






Collaborating with FreeBSD

Open-source projects like FreeBSD offer finished code of a very high
quality Cov2005. Previous studies have examined the effect of source
code availability on software development Com2004.

While access to quality source code can reduce the cost of initial
development, in the long-term the costs of managing change begin to
dominate. As computing environments change over the years and new
security vulnerabilities are discovered, your product too needs to
change and adapt. Using open-source code is best viewed not as a one-off
activity, but as an ongoing process. The best projects to collaborate
with are the ones that are live; i.e., with an active community, clear
goals and a transparent working style.


	FreeBSD has an active developer community around it. At the time of
writing there are many thousands of contributors from every populated
continent in the world and over 300 individuals with write access to
the project’s source repositories.

	The goals of the FreeBSD project are Hub1994:
	To develop a high-quality operating system for popular computer
hardware, and,

	To make our work available to all under a liberal license.





	FreeBSD enjoys an open and transparent working culture. Nearly all
discussion in the project happens by email, on public mailing
lists that are also archived for posterity.
The project’s policies are
documented and maintained
under revision control. Participation in the project is open to all.




Understanding FreeBSD culture

To be able to work effectively with the FreeBSD project, you need to
understand the project’s culture.

Volunteer driven projects operate under different rules than for-profit
corporates. A common mistake that companies make when venturing into the
open-source world is that of underplaying these differences.

Motivation.

Most contributions to FreeBSD are done voluntarily without monetary
rewards entering the picture. The factors that motivate individuals are
complex, ranging from altruism, to an interest in solving the kinds of
problems that FreeBSD attempts to solve. In this environment, “elegance
is never optional” Nor1993.

The Long Term View.

FreeBSD traces its roots back nearly twenty years to the work of the
Computer Science Research Group at the University of California
Berkeley. [1] A number of the original CSRG developers remain
associated with the project.

The project values long-term perspectives Nor2001. A frequent acronym
encountered in the project is DTRT, which stands for “Do The Right
Thing”.

Development Processes.

Computer programs are tools for communication: at one level programmers
communicate their intentions using a precise notation to a tool (a
compiler) that translates their instructions to executable code. At
another level, the same notation is used for communication of intent
between two programmers.

Formal specifications and design documents are seldom used in the
project. Clear and well-written code and well-written change logs (?)
are used in their place. FreeBSD development happens by “rough consensus
and running code” Carp1996.

r151864 | bde | 2005-10-29 09:34:50 -0700 (Sat, 29 Oct 2005) | 13 lines
Changed paths:
   M /head/lib/msun/src/e_rem_pio2f.c

Use double precision to simplify and optimize arg reduction for small
and medium size args too: instead of conditionally subtracting a float
17+24, 17+17+24 or 17+17+17+24 bit approximation to pi/2, always
subtract a double 33+53 bit one.  The float version is now closer to
the double version than to old versions of itself -- it uses the same
33+53 bit approximation as the simplest cases in the double version,
and where the float version had to switch to the slow general case at
|x| == 2^7*pi/2, it now switches at |x| == 2^19*pi/2 the same as the
double version.

This speeds up arg reduction by a factor of 2 for |x| between 3*pi/4 and
2^7*pi/4, and by a factor of 7 for |x| between 2^7*pi/4 and 2^19*pi/4.





Communication between programmers is enhanced by the use of a common
coding standard MAN.STYLE.9.

Communication Channels.

FreeBSD’s contributors are spread across the world. Email (and to a
lesser extent, IRC) is the preferred means of communication in the
project.




Best Practices for collaborating with the FreeBSD project

We now look at a few best practices for making the best use of FreeBSD
in product development.


	Plan for the long term

	Setup processes that help in tracking the development of FreeBSD.
For example:

Track FreeBSD source code.

The project makes it easy to mirror its SVN repository using
svnsync.
Having the complete history of the source is useful when debugging
complex problems and offers valuable insight into the intentions of
the original developers. Use a capable source control system that
allows you to easily merge changes between the upstream FreeBSD code
base and your own in-house code.

? shows a portion of an annotated listing of the file referenced by
the change log in ?. The ancestry of each line of the source is
clearly visible. Annotated listings showing the history of every
file that is part of FreeBSD are available on the
web [http://svnweb.freebsd.org/].

#REV         #WHO #DATE                                        #TEXT

176410        bde 2008-02-19 07:42:46 -0800 (Tue, 19 Feb 2008) #include <sys/cdefs.h>
176410        bde 2008-02-19 07:42:46 -0800 (Tue, 19 Feb 2008) __FBSDID("$FreeBSD$");
  2116        jkh 1994-08-19 02:40:01 -0700 (Fri, 19 Aug 1994)
  2116        jkh 1994-08-19 02:40:01 -0700 (Fri, 19 Aug 1994) /* __ieee754_rem_pio2f(x,y)
  8870    rgrimes 1995-05-29 22:51:47 -0700 (Mon, 29 May 1995)  *
176552        bde 2008-02-25 05:33:20 -0800 (Mon, 25 Feb 2008)  * return the remainder of x rem pi/2 in *y
176552        bde 2008-02-25 05:33:20 -0800 (Mon, 25 Feb 2008)  * use double precision for everything except passing x
152535        bde 2005-11-16 18:20:04 -0800 (Wed, 16 Nov 2005)  * use __kernel_rem_pio2() for large x
  2116        jkh 1994-08-19 02:40:01 -0700 (Fri, 19 Aug 1994)  */
  2116        jkh 1994-08-19 02:40:01 -0700 (Fri, 19 Aug 1994)
176465        bde 2008-02-22 07:55:14 -0800 (Fri, 22 Feb 2008) #include <float.h>
176465        bde 2008-02-22 07:55:14 -0800 (Fri, 22 Feb 2008)
  2116        jkh 1994-08-19 02:40:01 -0700 (Fri, 19 Aug 1994) #include "math.h"





Use a gatekeeper.

Appoint a gatekeeper to monitor FreeBSD development, to keep an eye
out for changes that could potentially impact your products.

Report bugs upstream.

If you notice bug in the FreeBSD code that you are using, file a
bug report [https://www.FreeBSD.org/support/bugreports.html].
This step helps ensure that you do not have to fix the bug the next
time you take a code drop from upstream.



	Leverage FreeBSD’s release engineering efforts

	Use code from a -STABLE development branch of FreeBSD. These
development branches are formally supported by FreeBSD’s release
engineering and security teams and comprise of tested code.

	Donate code to reduce costs

	A major proportion of the costs associated with developing products
is that of doing maintenance. By donating non-critical code to the
project, you benefit by having your code see much wider exposure
than it would otherwise get. This in turn leads to more bugs and
security vulnerabilities being flushed out and performance anomalies
being identified and fixed.

	Get support effectively

	For products with tight deadlines, it is recommended that you hire
or enter into a consulting agreement with a developer or firm with
FreeBSD experience. The A.JOBS is a useful communication channel to
find talent. The FreeBSD project maintains a gallery of consultants
and consulting firms
undertaking FreeBSD work. The BSD Certification
Group [http://www.bsdcertification.org/] offers certification for
all the major BSD derived OSes.

For less critical needs, you can ask for help on the project
mailing lists [http://lists.FreeBSD.org/mailman/listinfo]. A
useful guide to follow when asking for help is given in Ray2004.



	Publicize your involvement

	You are not required to publicize your use of FreeBSD, but doing so
helps both your effort as well as that of the project.

Letting the FreeBSD community know that your company uses FreeBSD
helps improve your chances of attracting high quality talent. A
large roster of support for FreeBSD also means more mind share for
it among developers. This in turn yields a healthier foundation for
your future.



	Support FreeBSD developers

	Sometimes the most direct way to get a desired feature into FreeBSD
is to support a developer who is already looking at a related
problem. Help can range from hardware donations to direct financial
assistance. In some countries, donations to the FreeBSD project
enjoy tax benefits. The project has a dedicated donations
liaison to assist donors. The project
also maintains a web page where developers list their
needs.

As a policy the FreeBSD project
acknowledges all contributions
received on its web site.










Conclusion

The FreeBSD project’s goals are to create and give away the source code
for a high-quality operating system. By working with the FreeBSD project
you can reduce development costs and improve your time to market in a
number of product development scenarios.

We examined the characteristics of the FreeBSD project that make it an
excellent choice for being part of an organization’s product strategy.
We then looked at the prevailing culture of the project and examined
effective ways of interacting with its developers. The article concluded
with a list of best-practices that could help organizations
collaborating with the project.

Carp1996 The Architectural Principles of the
Internet [http://www.ietf.org/rfc/rfc1958.txt] B.Carpenter 1996

Com2004 How is Open-Source Affecting Software
Development? [http://csdl.computer.org/comp/mags/so/2004/01/s1028.pdf]
DiomidisSpinellis ClemensSzyperski IEEE Computer Jan/Feb 2004 IEEE
Computer Society

ComGuide Committer’s Guide The
FreeBSD Project 2005

Cov2005 Coverity study on kernel security holes in Linux and
FreeBSD [http://www.coverity.com/news/nf_news_06_27_05_story_9.html]
Coverity Inc. 2005

GoldGab2005 Innovation Happens Elsewhere: Open Source as Business
Strategy [http://dreamsongs.com/IHE/IHE.html] RonGoldman
RichardGabriel 2005 ISBN 1558608893 Morgan-Kaufmann

Hub1994 Contributing to the FreeBSD
Project JordanHubbard 1994—2005 The
FreeBSD Project

McKu1999 Soft Updates: A Technique for Eliminating Most Synchronous
Writes in the Fast
Filesystem [http://www.usenix.org/publications/library/proceedings/usenix99/mckusick.html]
KirkMcKusick GregoryGanger USENIX Annual Technical Conference 1999

McKu1999-1 Twenty Years of Berkeley Unix: From AT&T-Owned to Freely
Redistributable [http://www.oreilly.com/catalog/opensources/book/kirkmck.html]
Marshall KirkMcKusick Open Sources: Voices from the Open Source
Revolution [http://www.oreilly.com/catalog/opensources/book/toc.html]
ISBN 1-56592-582-3 O’Reilly Inc. 1993

Mon2005 Why you should use a BSD style license for your Open Source
Project BruceMontague The
FreeBSD Project 2005

Nik2005 A project model for the FreeBSD
Project NiklasSaers 2005 The
FreeBSD Project

Nor1993 Tutorial on Good Lisp Programming
Style [http://www.norvig.com/luv-slides.ps] PeterNorvig KentPitman
1993

Nor2001 Teach Yourself Programming in Ten
Years [http://www.norvig.com/21-days.html] PeterNorvig 2001

Ray2004 How to ask questions the smart
way [http://www.catb.org/~esr/faqs/smart-questions.html] Eric
StevenRaymond 2004

RelEngDoc FreeBSD Release Engineering
MurrayStokely 2001 The FreeBSD Project




	[1]	FreeBSD’s source repository [http://svnweb.freebsd.org/] contains
a history of the project since its inception, and there are CDROMs
available [http://www.mckusick.com/csrg/] that contain earlier
code from the CSRG.
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Administrative Details







	Login
Methods
	MAN.SSH.1, protocol 2 only


	Main Shell
Host
	freefall.FreeBSD.org


	``src/``
Subversion
Root
	svn+ssh://svn.FreeBSD.org/base (see also ?).


	``doc/``
Subversion
Root
	svn+ssh://svn.FreeBSD.org/doc (see also ?).


	``ports/``
Subversion
Root
	svn+ssh://svn.FreeBSD.org/ports (see also ?).


	Internal
Mailing Lists
	developers (technically called all-developers),
doc-developers, doc-committers, ports-developers,
ports-committers, src-developers, src-committers. (Each
project repository has its own -developers and
-committers mailing lists. Archives for these lists may
be found in files
/home/mail/repository-name-developers-archive and
/home/mail/repository-name-committers-archive on the
FreeBSD.org cluster.)


	Core Team
monthly
reports
	/home/core/public/monthly-reports on the FreeBSD.org
cluster.


	Ports
Management
Team monthly
reports
	/home/portmgr/public/monthly-reports on the
FreeBSD.org cluster.


	Noteworthy
``src/`` SVN
Branches
	stable/8 (8.X-STABLE), stable/9 (9.X-STABLE),
stable/10 (10.X-STABLE), head (-CURRENT)





MAN.SSH.1 is required to connect to the project hosts. For more
information, see ?.

Useful links:


	OS Project Internal Pages

	OS Project Hosts

	OS Project Administrative Groups






OpenPGP Keys for OS

Cryptographic keys conforming to the OpenPGP (Pretty Good Privacy)
standard are used by the OS project to authenticate committers. Messages
carrying important information like public SSH keys can be signed with
the OpenPGP key to prove that they are really from the committer. See
PGP & GPG: Email for the Practical Paranoid by Michael
Lucas [http://www.nostarch.com/pgp_ml.htm] and
http://en.wikipedia.org/wiki/Pretty_Good_Privacy for more information.


Creating a Key

Existing keys can be used, but should be checked with
doc/head/share/pgpkeys/checkkey.sh first.

For those who do not yet have an OpenPGP key, or need a new key to meet
OS security requirements, here we show how to generate one.

Install security/gnupg. Enter these lines in ~/.gnupg/gpg.conf
to set minimum acceptable defaults:

fixed-list-mode
keyid-format 0xlong
personal-digest-preferences SHA512 SHA384 SHA256 SHA224
default-preference-list SHA512 SHA384 SHA256 SHA224 AES256 AES192 AES CAST5 BZIP2 ZLIB ZIP Uncompressed
use-agent
verify-options show-uid-validity
list-options show-uid-validity
sig-notation issuer-fpr@notations.openpgp.fifthhorseman.net=%g
cert-digest-algo SHA512





Generate a key:

PROMPT.USER gpg --gen-key
gpg (GnuPG) 2.0.22; Copyright (C) 2013 Free Software Foundation, Inc.
This is free software: you are free to change and redistribute it.
There is NO WARRANTY, to the extent permitted by law.

Warning: using insecure memory!
Please select what kind of key you want:
   (1) RSA and RSA (default)
   (2) DSA and Elgamal
   (3) DSA (sign only)
   (4) RSA (sign only)
Your selection? 1
RSA keys may be between 1024 and 4096 bits long.
What keysize do you want? (2048) 2048
Requested keysize is 2048 bits
Please specify how long the key should be valid.
         0 = key does not expire
      <n>  = key expires in n days
      <n>w = key expires in n weeks
      <n>m = key expires in n months
      <n>y = key expires in n years
Key is valid for? (0) 3y
Key expires at Wed Nov  4 17:20:20 2015 MST
Is this correct? (y/N) y

GnuPG needs to construct a user ID to identify your key.

Real name: Chucky Daemon
Email address: notreal@example.com
Comment:
You selected this USER-ID:
    "Chucky Daemon <notreal@example.com>"

Change (N)ame, (C)omment, (E)mail or (O)kay/(Q)uit? o
You need a Passphrase to protect your secret key.






	2048-bit keys with a three-year expiration provide adequate
protection at present (2013-12).
http://danielpocock.com/rsa-key-sizes-2048-or-4096-bits describes the
situation in more detail.

	A three year key lifespan is short enough to obsolete keys weakened
by advancing computer power, but long enough to reduce key management
problems.

	Use your real name here, preferably matching that shown on
government-issued ID to make it easier for others to verify your
identity. Text that may help others identify you can be entered in
the Comment section.



After the email address is entered, a passphrase is requested. Methods
of creating a secure passphrase are contentious. Rather than suggest a
single way, here are some links to sites that describe various methods:
http://world.std.com/~reinhold/diceware.html,
http://www.iusmentis.com/security/passphrasefaq/, http://xkcd.com/936/,
http://en.wikipedia.org/wiki/Passphrase.

Protect your private key and passphrase. If either the private key or
passphrase may have been compromised or disclosed, immediately notify
accounts@FreeBSD.org and revoke the key.

Committing the new key is shown in ?.






Kerberos and LDAP web Password for OS Cluster

The OS cluster requires a Kerberos password to access certain services.
The Kerberos password also serves as the LDAP web password, since LDAP
is proxying to Kerberos in the cluster. Some of the services which
require this include:


	Bugzilla [https://bugs.freebsd.org/bugzilla]

	Jenkins [https://jenkins.freebsd.org]



To reset a Kerberos password in the OS cluster using a random password
generator:

PROMPT.USER ssh kpasswd.freebsd.org

**Note**

This must be done from a machine outside of the OS.org cluster.





A Kerberos password can also be set manually by logging into
freefall.FreeBSD.org and running:

PROMPT.USER kpasswd








Commit Bit Types

The OS repository has a number of components which, when combined,
support the basic operating system source, documentation, third party
application ports infrastructure, and various maintained utilities. When
OS commit bits are allocated, the areas of the tree where the bit may be
used are specified. Generally, the areas associated with a bit reflect
who authorized the allocation of the commit bit. Additional areas of
authority may be added at a later date: when this occurs, the committer
should follow normal commit bit allocation procedures for that area of
the tree, seeking approval from the appropriate entity and possibly
getting a mentor for that area for some period of time.








	Committer Type
	Responsible
	Tree Components


	src
	core@
	src/, doc/ subject to appropriate review


	doc
	doceng@
	doc/, ports/, src/ documentation


	ports
	portmgr@
	ports/





Commit bits allocated prior to the development of the notion of areas of
authority may be appropriate for use in many parts of the tree. However,
common sense dictates that a committer who has not previously worked in
an area of the tree seek review prior to committing, seek approval from
the appropriate responsible party, and/or work with a mentor. Since the
rules regarding code maintenance differ by area of the tree, this is as
much for the benefit of the committer working in an area of less
familiarity as it is for others working on the tree.

Committers are encouraged to seek review for their work as part of the
normal development process, regardless of the area of the tree where the
work is occurring.


Policy for Committer Activity in Other Trees


	All committers may modify base/head/share/misc/committers-*.dot,
base/head/usr.bin/calendar/calendars/calendar.freebsd, and
ports/head/astro/xearth/files.

	doc committers may commit documentation changes to src files,
such as man pages, READMEs, fortune databases, calendar files, and
comment fixes without approval from a src committer, subject to the
normal care and tending of commits.

	Any committer may make changes to any other tree with an “Approved
by” from a non-mentored committer with the appropriate bit.

	Committers can aquire an additional bit by the usual process of
finding a mentor who will propose them to core, doceng, or portmgr,
as appropriate. When approved, they will be added to ‘access’ and the
normal mentoring period will ensue, which will involve a continuing
of “Approved by” for some period.

	“Approved by” is only acceptable from non-mentored src committers –
mentored committers can provide a “Reviewed by” but not an “Approved
by”.








Subversion Primer

It is assumed that you are already familiar with the basic operation of
Subversion. If not, start by reading the Subversion
Book [http://svnbook.red-bean.com/].


Introduction

The OS source repository switched from CVS to Subversion on May 31st,
2008. The first real SVN commit is r179447.

The OS doc/www repository switched from CVS to Subversion on May
19th, 2012. The first real SVN commit is r38821.

The OS ports repository switched from CVS to Subversion on July
14th, 2012. The first real SVN commit is r300894.

Subversion can be installed from the OS Ports Collection by issuing
these commands:

PROMPT.ROOT pkg install subversion








Getting Started

There are a few ways to obtain a working copy of the tree from
Subversion. This section will explain them.


Direct Checkout

The first is to check out directly from the main repository. For the
src tree, use:

PROMPT.USER svn checkout svn+ssh://svn.freebsd.org/base/head /usr/src





For the doc tree, use:

PROMPT.USER svn checkout svn+ssh://svn.freebsd.org/doc/head /usr/doc





For the ports tree, use:

PROMPT.USER svn checkout svn+ssh://svn.freebsd.org/ports/head /usr/ports

**Note**

Though the remaining examples in this document are written with the
workflow of working with the ``src`` tree in mind, the underlying
concepts are the same for working with the ``doc`` and the ``ports``
tree. Ports related Subversion operations are listed in ?.





The above command will check out a CURRENT source tree as
/usr/src/, which can be any target directory on the local
filesystem. Omitting the final argument of that command causes the
working copy, in this case, to be named “head”, but that can be renamed
safely.

svn+ssh means the SVN protocol tunnelled over SSH. The name of the
server is svn.freebsd.org, base is the path to the repository,
and head is the subdirectory within the repository.

If your OS login name is different from your login name on your local
machine, you must either include it in the URL (for example
svn+ssh://jarjar@svn.freebsd.org/base/head), or add an entry to your
~/.ssh/config in the form:

Host svn.freebsd.org
    User jarjar





This is the simplest method, but it is hard to tell just yet how much
load it will place on the repository.


Note

The svn diff does not require access to the server as SVN stores
a reference copy of every file in the working copy. This, however,
means that Subversion working copies are very large in size.







Checkout from a Mirror

Check out a working copy from a mirror by substituting the mirror’s URL
for svn+ssh://svn.freebsd.org/base. This can be an official mirror
or a mirror maintained by using svnsync.

There is a serious disadvantage to this method: every time something is
to be committed, a svn relocate to the master repository has to be
done, remembering to svn relocate back to the mirror after the
commit. Also, since svn relocate only works between repositories
that have the same UUID, some hacking of the local repository’s UUID has
to occur before it is possible to start using it.

The hassle of a local svnsync mirror probably is not worth it unless
the network connectivity situation or other factors demand it. If it is
needed, see the end of this chapter for information on how to set one
up.




RELENG_* Branches and General Layout

In svn+ssh://svn.freebsd.org/base, base refers to the source tree.
Similarly, ports refers to the ports tree, and so on. These are
separate repositories with their own change number sequences, access
controls and commit mail.

For the base repository, HEAD refers to the -CURRENT tree. For example,
head/bin/ls is what would go into /usr/src/bin/ls in a release.
Some key locations are:


	/head/ which corresponds to HEAD, also known as -CURRENT.

	/stable/n which corresponds to RELENG_n.

	/releng/n.n which corresponds to RELENG_n_n.

	/release/n.n.n which corresponds to RELENG_n_n_n_RELEASE.

	/vendor* is the vendor branch import work area. This directory
itself does not contain branches, however its subdirectories do. This
contrasts with the stable, releng and release directories.

	/projects and /user feature a branch work area, like in Perforce.
As above, the /user directory does not contain branches itself.






OS Documentation Project Branches and Layout

In svn+ssh://svn.freebsd.org/doc, doc refers to the repository
root of the source tree.

In general, most OS Documentation Project work will be done within the
head/ branch of the documentation source tree.

OS documentation is written and/or translated to various languages, each
in a separate directory in the head/ branch.

Each translation set contains several subdirectories for the various
parts of the OS Documentation Project. A few noteworthy directories are:


	/articles/ contains the source code for articles written by various
OS contributors.

	/books/ contains the source code for the different books, such as
the OSHandbook.

	/htdocs/ contains the source code for the OSwebsite.






OS Ports Tree Branches and Layout

In svn+ssh://svn.freebsd.org/ports, ports refers to the repository
root of the ports tree.

In general, most OS port work will be done within the head/ branch
of the ports tree which is the actual ports tree used to install
software. Some other key locations are:


	/branches/RELENG_n_n_n which corresponds to RELENG_n_n_n is
used to merge back security updates in preparation for a release.

	/tags/RELEASE_n_n_n which corresponds to RELEASE_n_n_n
represents a release tag of the ports tree.

	/tags/RELEASE_n_EOL represents the end of life tag of a specific
OS branch.








Daily Use

This section will explain how to perform common day-to-day operations
with Subversion.


Help

SVN has built in help documentation. It can be accessed by typing the
following command:

PROMPT.USER svn help





Additional information can be found in the Subversion
Book [http://svnbook.red-bean.com/].




Checkout

As seen earlier, to check out the OS head branch:

PROMPT.USER svn checkout svn+ssh://svn.freebsd.org/base/head /usr/src





At some point, more than just HEAD will probably be useful, for
instance when merging changes to stable/7. Therefore, it may be useful
to have a partial checkout of the complete tree (a full checkout would
be very painful).

To do this, first check out the root of the repository:

PROMPT.USER svn checkout --depth=immediates svn+ssh://svn.freebsd.org/base





This will give base with all the files it contains (at the time of
writing, just ROADMAP.txt) and empty subdirectories for head,
stable, vendor and so on.

Expanding the working copy is possible. Just change the depth of the
various subdirectories:

PROMPT.USER svn up --set-depth=infinity base/head
PROMPT.USER svn up --set-depth=immediates base/release base/releng base/stable





The above command will pull down a full copy of head, plus empty
copies of every release tag, every releng branch, and every
stable branch.

If at a later date merging to 7-STABLE is required, expand the
working copy:

PROMPT.USER svn up --set-depth=infinity base/stable/7





Subtrees do not have to be expanded completely. For instance, expanding
only stable/7/sys and then later expand the rest of stable/7:

PROMPT.USER svn up --set-depth=infinity base/stable/7/sys
PROMPT.USER svn up --set-depth=infinity base/stable/7





Updating the tree with svn update will only update what was
previously asked for (in this case, head and stable/7; it will
not pull down the whole tree.


Note

Decreasing the depth of a working copy is not possible.







Anonymous Checkout

It is possible to anonymously check out the OS repository with
Subversion. This will give access to a read-only tree that can be
updated, but not committed back to the main repository. To do this, use
the following command:

PROMPT.USER svn co https://svn0.us-west.FreeBSD.org/base/head /usr/src





Select the closest mirror and verify the mirror server certificate from
the list of Subversion mirror
sites.




Updating the Tree

To update a working copy to either the latest revision, or a specific
revision:

PROMPT.USER svn update
PROMPT.USER svn update -r12345








Status

To view the local changes that have been made to the working copy:

PROMPT.USER svn status





To show local changes and files that are out-of-date do:

PROMPT.USER svn status --show-updates








Editing and Committing

Unlike Perforce, SVN does not need to be told in advance about file
editing.

To commit all changes in the current directory and all subdirectories:

PROMPT.USER svn commit





To commit all changes in, for example, lib/libfetch/ and
usr/bin/fetch/ in a single operation:

PROMPT.USER svn commit lib/libfetch usr/bin/fetch





There is also a commit wrapper for the ports tree to handle the
properties and sanity checking your changes:

PROMPT.USER /usr/ports/Tools/scripts/psvn commit








Adding and Removing Files


Note

Before adding files, get a copy of
auto-props.txt [http://people.freebsd.org/~peter/auto-props.txt]
(there is also a ports tree specific
version [http://people.freebsd.org/~beat/cvs2svn/auto-props.txt])
and add it to ~/.subversion/config according to the instructions
in the file. If you added something before reading this, use
svn rm --keep-local for just added files, fix your config file
and re-add them again. The initial config file is created when you
first run a svn command, even something as simple as svn help.





	Files are added to a SVN repository with ``svn

	add``. To add a file named foo, edit it, then:



PROMPT.USER svn add foo

**Note**

Most new source files should include a ``$OS$`` string near the
start of the file. On commit, ``svn`` will expand the ``$OS$``
string, adding the file path, revision number, date and time of
commit, and the username of the committer. Files which cannot be
modified may be committed without the ``$OS$`` string.






	Files can be removed with ``svn

	remove``:



PROMPT.USER svn remove foo





Subversion does not require deleting the file before using svn rm,
and indeed complains if that happens.

It is possible to add directories with svn add:

PROMPT.USER mkdir bar
PROMPT.USER svn add bar





Although svn mkdir makes this easier by combining the creation of
the directory and the adding of it:

PROMPT.USER svn mkdir bar





Like files, directories are removed with svn rm. There is no
separate command specifically for removing directories.

PROMPT.USER svn rm bar








Copying and Moving Files

This command creates a copy of foo.c named bar.c, with the new
file also under version control:

PROMPT.USER svn copy foo.c bar.c





The example above is equivalent to:

PROMPT.USER cp foo.c bar.c
PROMPT.USER svn add bar.c





To move and rename a file:

PROMPT.USER svn move foo.c bar.c








Log and Annotate

svn log shows revisions and commit messages, most recent first, for
files or directories. When used on a directory, all revisions that
affected the directory and files within that directory are shown.


	svn annotate, or equally ``svn

	praise`` or svn blame, shows the most recent revision number



and who committed that revision for each line of a file.




Diffs

svn diff displays changes to the working copy. Diffs generated by
SVN are unified and include new files by default in the diff output.

svn diff can show the changes between two revisions of the same
file:

PROMPT.USER svn diff -r179453:179454 ROADMAP.txt





It can also show all changes for a specific changeset. The following
will show what changes were made to the current directory and all
subdirectories in changeset 179454:

PROMPT.USER svn diff -c179454 .








Reverting

Local changes (including additions and deletions) can be reverted using
svn revert. It does not update out-of-date files, but just replaces
them with pristine copies of the original version.




Conflicts

If an svn update resulted in a merge conflict, Subversion will
remember which files have conflicts and refuse to commit any changes to
those files until explicitly told that the conflicts have been resolved.
The simple, not yet deprecated procedure is the following:

PROMPT.USER svn resolved foo





However, the preferred procedure is:

PROMPT.USER svn resolve --accept=working foo





The two examples are equivalent. Possible values for --accept are:


	working: use the version in your working directory (which one
presumes has been edited to resolve the conflicts).

	base: use a pristine copy of the version you had before
svn update, discarding your own changes, the conflicting changes,
and possibly other intervening changes as well.

	mine-full: use what you had before svn update, including your
own changes, but discarding the conflicting changes, and possibly
other intervening changes as well.

	theirs-full: use the version that was retrieved when you did
svn update, discarding your own changes.








Advanced Use


Sparse Checkouts

SVN allows sparse, or partial checkouts of a directory by adding
--depth to a svn checkout.

Valid arguments to --depth are:


	empty: the directory itself without any of its contents.

	files: the directory and any files it contains.

	immediates: the directory and any files and directories it
contains, but none of the subdirectories’ contents.

	infinity: anything.



The --depth option applies to many other commands, including
svn commit, svn revert, and ``svn


diff``.



	Since --depth is sticky, there is a --set-depth option for ``svn

	update`` that will change the selected depth. Thus, given the



working copy produced by the previous example:

PROMPT.USER cd ~/freebsd
PROMPT.USER svn update --set-depth=immediates .





The above command will populate the working copy in ~/freebsd with
ROADMAP.txt and empty subdirectories, and nothing will happen when
svn update is executed on the subdirectories. However, the following
command will set the depth for head (in this case) to infinity, and
fully populate it:

PROMPT.USER svn update --set-depth=infinity head








Direct Operation

Certain operations can be performed directly on the repository without
touching the working copy. Specifically, this applies to any operation
that does not require editing a file, including:


	log, diff

	mkdir

	remove, copy, rename

	propset, propedit, propdel

	merge



Branching is very fast. The following command would be used to branch
RELENG_8:

PROMPT.USER svn copy svn+ssh://svn.freebsd.org/base/head svn+ssh://svn.freebsd.org/base/stable/8





This is equivalent to the following set of commands which take minutes
and hours as opposed to seconds, depending on your network connection:

PROMPT.USER svn checkout --depth=immediates svn+ssh://svn.freebsd.org/base
PROMPT.USER cd base
PROMPT.USER svn update --set-depth=infinity head
PROMPT.USER svn copy head stable/8
PROMPT.USER svn commit stable/8








Merging with SVN

This section deals with merging code from one branch to another
(typically, from head to a stable branch).


Note

In all examples below, $FSVN refers to the location of the OS
Subversion repository, svn+ssh://svn.freebsd.org/base/.





About Merge Tracking

From the user’s perspective, merge tracking information (or mergeinfo)
is stored in a property called svn:mergeinfo, which is a
comma-separated list of revisions and ranges of revisions that have been
merged. When set on a file, it applies only to that file. When set on a
directory, it applies to that directory and its descendants (files and
directories) except for those that have their own svn:mergeinfo.

It is not inherited. For instance, stable/6/contrib/openpam/ does
not implicitly inherit mergeinfo from stable/6/, or
stable/6/contrib/. Doing so would make partial checkouts very hard
to manage. Instead, mergeinfo is explicitly propagated down the tree.
For merging something into branch/foo/bar/, the following rules
apply:


	If branch/foo/bar/ does not already have a mergeinfo record, but
a direct ancestor (for instance, branch/foo/) does, then that
record will be propagated down to branch/foo/bar/ before
information about the current merge is recorded.

	Information about the current merge will not be propagated back up
that ancestor.

	If a direct descendant of branch/foo/bar/ (for instance,
branch/foo/bar/baz/) already has a mergeinfo record, information
about the current merge will be propagated down to it.



If you consider the case where a revision changes several separate parts
of the tree (for example, branch/foo/bar/ and branch/foo/quux/),
but you only want to merge some of it (for example,
branch/foo/bar/), you will see that these rules make sense. If
mergeinfo was propagated up, it would seem like that revision had also
been merged to branch/foo/quux/, when in fact it had not been.




Selecting the Source and Target for stable/10 and Newer

Starting with the stable/10 branch, all merges should be merged to
and committed from the root of the branch. All merges should look like:

PROMPT.USER svn merge -c r123456 ^/head/ checkout
PROMPT.USER svn commit checkout





Note that checkout should be a complete checkout of the branch to which
the merge occurs.

Merges to releng/ branches should always originate from the
corresponding stable/ branch. For example:

PROMPT.USER svn merge -c r123456 ^/stable/10 releng/10.0








Selecting the Source and Target for stable/9 and Older

For stable/9 and earlier, a different strategy was used,
distributing mergeinfo around the tree so that merges could be performed
without a complete checkout. This procedure proved extremely
error-prone, with the convenience of partial checkouts for merges
significantly outweighed by the complexity of picking mergeinfo targets.
The below describes this now-obsoleted procedure, which should be used
only for merges prior to ``stable/10``.

Because of mergeinfo propagation, it is important to choose the source
and target for the merge carefully to minimise property changes on
unrelated directories.

The rules for selecting the merge target (the directory that you will
merge the changes to) can be summarized as follows:


	Never merge directly to a file.

	Never, ever merge directly to a file.

	Never, ever, ever merge directly to a file.

	Changes to kernel code should be merged to sys/. For instance, a
change to the MAN.ICHWD.4 driver should be merged to sys/, not
sys/dev/ichwd/. Likewise, a change to the TCP/IP stack should be
merged to sys/, not sys/netinet/.

	Changes to code under etc/ should be merged at etc/, not
below it.

	Changes to vendor code (code in contrib/, crypto/ and so on)
should be merged to the directory where vendor imports happen. For
instance, a change to crypto/openssl/util/ should be merged to
crypto/openssl/. This is rarely an issue, however, since changes
to vendor code are usually merged wholesale.

	Changes to userland programs should as a general rule be merged to
the directory that contains the Makefile for that program. For
instance, a change to usr.bin/xlint/arch/i386/ should be merged
to usr.bin/xlint/.

	Changes to userland libraries should as a general rule be merged to
the directory that contains the Makefile for that library. For
instance, a change to lib/libc/gen/ should be merged to
lib/libc/.

	There may be cases where it makes sense to deviate from the rules
for userland programs and libraries. For instance, everything under
lib/libpam/ is merged to lib/libpam/, even though the
library itself and all of the modules each have their own Makefile.

	Changes to manual pages should be merged to share/man/manN/, for
the appropriate value of N.

	Other changes to share/ should be merged to the appropriate
subdirectory and not to share/ directly.

	Changes to a top-level file in the source tree such as UPDATING
or Makefile.inc1 should be merged directly to that file rather
than to the root of the whole tree. Yes, this is an exception to the
first three rules.

	When in doubt, ask.



If you need to merge changes to several places at once (for instance,
changing a kernel interface and every userland program that uses it),
merge each target separately, then commit them together. For instance,
if you merge a revision that changed a kernel API and updated all the
userland bits that used that API, you would merge the kernel change to
sys, and the userland bits to the appropriate userland directories, then
commit all of these in one go.

The source will almost invariably be the same as the target. For
instance, you will always merge stable/7/lib/libc/ from
head/lib/libc/. The only exception would be when merging changes to
code that has moved in the source branch but not in the parent branch.
For instance, a change to MAN.PKILL.1 would be merged from
bin/pkill/ in head to usr.bin/pkill/ in stable/7.




Preparing the Merge Target

Because of the mergeinfo propagation issues described earlier, it is
very important that you never merge changes into a sparse working copy.
You must always have a full checkout of the branch you will merge into.
For instance, when merging from HEAD to 7, you must have a full checkout
of stable/7:

PROMPT.USER cd stable/7
PROMPT.USER svn up --set-depth=infinity





The target directory must also be up-to-date and must not contain any
uncommitted changes or stray files.




Identifying Revisions

Identifying revisions to be merged is a must. If the target already has
complete mergeinfo, ask SVN for a list:

PROMPT.USER cd stable/6/contrib/openpam
PROMPT.USER svn mergeinfo --show-revs=eligible $FSVN/head/contrib/openpam





If the target does not have complete mergeinfo, check the log for the
merge source.




Merging

Now, let us start merging!


The Principles

Say you would like to merge:


	revision $R

	in directory $target in stable branch $B

	from directory $source in head

	$FSVN is svn+ssh://svn.freebsd.org/base



Assuming that revisions $P and $Q have already been merged, and that the
current directory is an up-to-date working copy of stable/$B, the
existing mergeinfo looks like this:

PROMPT.USER svn propget svn:mergeinfo -R $target
$target - /head/$source:$P,$Q





Merging is done like so:

PROMPT.USER svn merge -c$R $FSVN/head/$source $target





Checking the results of this is possible with svn diff.

The svn:mergeinfo now looks like:

PROMPT.USER svn propget svn:mergeinfo -R $target
$target - head/$source:$P,$Q,$R





If the results are not exactly as shown, assistance may be required
before committing as mistakes may have been made, or there may be
something wrong with the existing mergeinfo, or there may be a bug in
Subversion.




Practical Example

As a practical example, consider the following scenario. The changes to
netmap.4 in r238987 are to be merged from CURRENT to 9-STABLE. The
file resides in head/share/man/man4. According to ?, this is also
where to do the merge. Note that in this example all paths are relative
to the top of the svn repository. For more information on the directory
layout, see ?.

The first step is to inspect the existing mergeinfo.

PROMPT.USER svn propget svn:mergeinfo -R stable/9/share/man/man4





Take a quick note of how it looks before moving on to the next step;
doing the actual merge:

PROMPT.USER svn merge -c r238987 svn+ssh://svn.freebsd.org/base/head/share/man/man4 stable/9/share/man/man4
--- Merging r238987 into 'stable/9/share/man/man4':
U    stable/9/share/man/man4/netmap.4
--- Recording mergeinfo for merge of r238987 into
'stable/9/share/man/man4':
 U   stable/9/share/man/man4





Check that the revision number of the merged revision has been added.
Once this is verified, the only thing left is the actual commit.

PROMPT.USER svn commit stable/9/share/man/man4








Merging into the Kernel (sys/)

As stated above, merging into the kernel is different from merging in
the rest of the tree. In many ways merging to the kernel is simpler
because there is always the same merge target (sys/).

Once svn merge has been executed, svn diff has to be run on the
directory to check the changes. This may show some unrelated property
changes, but these can be ignored. Next, build and test the kernel, and,
once the tests are complete, commit the code as normal, making sure that
the commit message starts with “Merge r226222 from head”, or similar.






Precautions Before Committing

As always, build world (or appropriate parts of it).

Check the changes with svn diff and svn stat. Make sure all the
files that should have been added or deleted were in fact added or
deleted.

Take a closer look at any property change (marked by a M in the
second column of ``svn


stat``). Normally, no svn:mergeinfo properties should be


anywhere except the target directory (or directories).

If something looks fishy, ask for help.




Committing

Make sure to commit a top level directory to have the mergeinfo included
as well. Do not specify individual files on the command line. For more
information about committing files in general, see the relevant section
of this primer.






Vendor Imports with SVN


Important

Please read this entire section before starting a vendor import.

Note

Patches to vendor code fall into two categories:


	Vendor patches: these are patches that have been issued by the
vendor, or that have been extracted from the vendor’s version
control system, which address issues which in your opinion cannot
wait until the next vendor release.

	OS patches: these are patches that modify the vendor code to
address OS-specific issues.



The nature of a patch dictates where it should be committed:


	Vendor patches should be committed to the vendor branch, and
merged from there to head. If the patch addresses an issue in a
new release that is currently being imported, it must not be
committed along with the new release: the release must be
imported and tagged first, then the patch can be applied and
committed. There is no need to re-tag the vendor sources after
committing the patch.

	OS patches should be committed directly to head.







Preparing the Tree

If importing for the first time after the switch to Subversion,
flattening and cleaning up the vendor tree is necessary, as well as
bootstrapping the merge history in the main tree.


Flattening

During the conversion from CVS to Subversion, vendor branches were
imported with the same layout as the main tree. This means that the
pf vendor sources ended up in vendor/pf/dist/contrib/pf. The
vendor source is best directly in vendor/pf/dist.

To flatten the pf tree:

PROMPT.USER cd vendor/pf/dist/contrib/pf
PROMPT.USER svn mv $(svn list) ../..
PROMPT.USER cd ../..
PROMPT.USER svn rm contrib
PROMPT.USER svn propdel -R svn:mergeinfo .
PROMPT.USER svn commit





The propdel bit is necessary because starting with 1.5, Subversion
will automatically add svn:mergeinfo to any directory that is copied
or moved. In this case, as nothing is being merged from the deleted
tree, they just get in the way.

Tags may be flattened as well (3, 4, 3.5 etc.); the procedure is exactly
the same, only changing dist to 3.5 or similar, and putting the
svn commit off until the end of the process.




Cleaning Up

The dist tree can be cleaned up as necessary. Disabling keyword
expansion is recommended, as it makes no sense on unmodified vendor code
and in some cases it can even be harmful. OpenSSH, for example, includes
two files that originated with OS and still contain the original version
tags. To do this:

PROMPT.USER svn propdel svn:keywords -R .
PROMPT.USER svn commit








Bootstrapping Merge History

If importing for the first time after the switch to Subversion,
bootstrap svn:mergeinfo on the target directory in the main tree to
the revision that corresponds to the last related change to the vendor
tree, prior to importing new sources:

PROMPT.USER cd head/contrib/pf
PROMPT.USER svn merge --record-only svn+ssh://svn.freebsd.org/base/vendor/pf/dist@180876 .
PROMPT.USER svn commit










Importing New Sources

With two commits—one for the import itself and one for the tag—this step
can optionally be repeated for every upstream release between the last
import and the current import.


Preparing the Vendor Sources

Unlike in CVS where only the needed parts were imported into the vendor
tree to avoid bloating the main tree, Subversion is able to store a full
distribution in the vendor tree. So, import everything, but merge only
what is required.

A svn add is required to add any files that were added since the
last vendor import, and svn rm is required to remove any that were
removed since. Preparing sorted lists of the contents of the vendor tree
and of the sources that are about to be imported is recommended, to
facilitate the process.

PROMPT.USER cd vendor/pf/dist
PROMPT.USER svn list -R | grep -v '/$' | sort >../old
PROMPT.USER cd ../pf-4.3
PROMPT.USER find . -type f | cut -c 3- | sort >../new





With these two files, comm -23 ../old ../new will list removed files
(files only in old), while comm -13 ../old ../new will list
added files only in new.




Importing into the Vendor Tree

Now, the sources must be copied into dist and the svn add and
svn rm commands should be used as needed:

PROMPT.USER cd vendor/pf/pf-4.3
PROMPT.USER tar cf - . | tar xf - -C ../dist
PROMPT.USER cd ../dist
PROMPT.USER comm -23 ../old ../new | xargs svn rm
PROMPT.USER comm -13 ../old ../new | xargs svn --parents add





If any directories were removed, they will have to be svn rmed
manually. Nothing will break if they are not, but they will remain in
the tree.

Check properties on any new files. All text files should have
svn:eol-style set to native. All binary files should have
svn:mime-type set to application/octet-stream unless there is a
more appropriate media type. Executable files should have
svn:executable set to *. No other properties should exist on any
file in the tree.

Committing is now possible, however it is good practice to make sure
that everything is OK by using the svn stat and svn diff
commands.




Tagging

Once committed, vendor releases should be tagged for future reference.
The best and quickest way to do this is directly in the repository:

PROMPT.USER svn cp svn+ssh://svn.freebsd.org/base/vendor/pf/dist svn+ssh://svn.freebsd.org/base/vendor/pf/4.3





Once that is complete, svn up the working copy of vendor/pf to
get the new tag, although this is rarely needed.

If creating the tag in the working copy of the tree, svn:mergeinfo
results must be removed:

PROMPT.USER cd vendor/pf
PROMPT.USER svn cp dist 4.3
PROMPT.USER svn propdel svn:mergeinfo -R 4.3










Merging to Head

PROMPT.USER cd head/contrib/pf
PROMPT.USER svn up
PROMPT.USER svn merge --accept=postpone svn+ssh://svn.freebsd.org/base/vendor/pf/dist .





The --accept=postpone tells Subversion that it should not complain
because merge conflicts will be taken care of manually.


Tip

The cvs2svn changeover occurred on June 3, 2008. When performing
vendor merges for packages which were already present and converted
by the cvs2svn process, the command used to merge
/vendor/package_name/dist to /head/package_location (for
example, head/contrib/sendmail) must use -c REV to indicate
the revision to merge from the /vendor tree. For example:

PROMPT.USER svn checkout svn+ssh://svn.freebsd.org/base/head/contrib/sendmail
PROMPT.USER cd sendmail
PROMPT.USER svn merge -c r261190 ^/vendor/sendmail/dist .





^ is an alias for the repository path.

Note

If using the Zsh shell, the ^ must be escaped with \. This
means ^/head should be \^/head.




It is necessary to resolve any merge conflicts.

Make sure that any files that were added or removed in the vendor tree
have been properly added or removed in the main tree. To check diffs
against the vendor branch:

PROMPT.USER svn diff --no-diff-deleted --old=svn+ssh://svn.freebsd.org/base/vendor/pf/dist --new=.





The --no-diff-deleted tells Subversion not to complain about files
that are in the vendor tree but not in the main tree, i.e., things that
would have previously been removed before the vendor import, like for
example the vendor’s makefiles and configure scripts.

Using CVS, once a file was off the vendor branch, it was not able to be
put back. With Subversion, there is no concept of on or off the vendor
branch. If a file that previously had local modifications, to make it
not show up in diffs in the vendor tree, all that has to be done is
remove any left-over cruft like OS version tags, which is much easier.

If any changes are required for the world to build with the new sources,
make them now, and keep testing until everything builds and runs
perfectly.




Committing the Vendor Import

Committing is now possible! Everything must be committed in one go. If
done properly, the tree will move from a consistent state with old code,
to a consistent state with new code.




From Scratch


Importing into the Vendor Tree

This section is an example of importing and tagging byacc into head.

First, prepare the directory in vendor:

PROMPT.USER svn co --depth immediates $FSVN/vendor
PROMPT.USER cd vendor
PROMPT.USER svn mkdir byacc
PROMPT.USER svn mkdir byacc/dist





Now, import the sources into the dist directory. Once the files are
in place, svn add the new ones, then svn commit and tag the
imported version. To save time and bandwidth, direct remote committing
and tagging is possible:

PROMPT.USER svn cp -m "Tag byacc 20120115" $FSVN/vendor/byacc/dist $FSVN/vendor/byacc/20120115








Merging to head

Due to this being a new file, copy it for the merge:

PROMPT.USER svn cp -m "Import byacc to contrib" $FSVN/vendor/byacc/dist $FSVN/head/contrib/byacc





Working normally on newly imported sources is still possible.








Reverting a Commit

Reverting a commit to a previous version is fairly easy:

PROMPT.USER svn merge -r179454:179453 ROADMAP.txt
PROMPT.USER svn commit





Change number syntax, with negative meaning a reverse change, can also
be used:

PROMPT.USER svn merge -c -179454 ROADMAP.txt
PROMPT.USER svn commit





This can also be done directly in the repository:

PROMPT.USER svn merge -r179454:179453 svn+ssh://svn.freebsd.org/base/ROADMAP.txt

**Note**

It is important to ensure that the mergeinfo is correct when
reverting a file in order to permit ``svn mergeinfo --eligible`` to
work as expected.





Reverting the deletion of a file is slightly different. Copying the
version of the file that predates the deletion is required. For example,
to restore a file that was deleted in revision N, restore version N-1:

PROMPT.USER svn copy svn+ssh://svn.freebsd.org/base/ROADMAP.txt@179454
PROMPT.USER svn commit





or, equally:

PROMPT.USER svn copy svn+ssh://svn.freebsd.org/base/ROADMAP.txt@179454 svn+ssh://svn.freebsd.org/base





Do not simply recreate the file manually and svn add it—this will
cause history to be lost.




Fixing Mistakes

While we can do surgery in an emergency, do not plan on having mistakes
fixed behind the scenes. Plan on mistakes remaining in the logs forever.
Be sure to check the output of svn status and ``svn


diff`` before committing.


Mistakes will happen but, they can generally be fixed without
disruption.

Take a case of adding a file in the wrong location. The right thing to
do is to svn move the file to the correct location and commit. This
causes just a couple of lines of metadata in the repository journal, and
the logs are all linked up correctly.

The wrong thing to do is to delete the file and then svn add an
independent copy in the correct location. Instead of a couple of lines
of text, the repository journal grows an entire new copy of the file.
This is a waste.




Setting up a svnsync Mirror

You probably do not want to do this unless there is a good reason for
it. Such reasons might be to support many multiple local read-only
client machines, or if your network bandwidth is limited. Starting a
fresh mirror from empty would take a very long time. Expect a minimum of
10 hours for high speed connectivity. If you have international links,
expect this to take 4 to 10 times longer.

A far better option is to grab a seed file. It is large (~1GB) but will
consume less network traffic and take less time to fetch than a svnsync
will. This is possible in one of the following three ways:

PROMPT.USER rsync -va --partial --progress freefall:/home/peter/svnmirror-base-r179637.tbz2 .





PROMPT.USER rsync -va --partial --progress rsync://repoman.freebsd.org:50873/svnseed/svnmirror-base-r215629.tar.xz .





PROMPT.USER fetch ftp://ftp.freebsd.org/pub/FreeBSD/development/subversion/svnmirror-base-r221445.tar.xz





Once you have the file, extract it to somewhere like
home/svnmirror/base/. Then, update it, so that it fetches changes
since the last revision in the archive:

PROMPT.USER svnsync sync file:///home/svnmirror/base





You can then set that up to run from MAN.CRON.8, do checkouts locally,
set up a svnserve server for your local machines to talk to, etc.

The seed mirror is set to fetch from svn://svn.freebsd.org/base. The
configuration for the mirror is stored in revprop 0 on the local
mirror. To see the configuration, try:

PROMPT.USER svn proplist -v --revprop -r 0 file:///home/svnmirror/base





Use propset to change things.




Committing High-ASCII Data

Files that have high-ASCII bits are considered binary files in SVN, so
the pre-commit checks fail and indicate that the mime-type property
should be set to application/octet-stream. However, the use of this
is discouraged, so please do not set it. The best way is always avoiding
high-ASCII data, so that it can be read everywhere with any text editor
but if it is not avoidable, instead of changing the mime-type, set the
fbsd:notbinary property with propset:

PROMPT.USER svn propset fbsd:notbinary yes foo.data








Maintaining a Project Branch

A project branch is one that is synced to head (or another branch) is
used to develop a project then commit it back to head. In SVN, “dolphin”
branching is used for this. A “dolphin” branch is one that diverges for
a while and is finally committed back to the original branch. During
development code migration in one direction (from head to the branch
only). No code is committed back to head until the end. Once you commit
back at the end, the branch is dead (although you can have a new branch
with the same name after you delete the branch if you want).

As per http://people.freebsd.org/~peter/svn_notes.txt, work that is
intended to be merged back into HEAD should be in base/projects/. If
you are doing work that is beneficial to the OS community in some way
but not intended to be merged directly back into HEAD then the proper
location is base/user/your-name/. This
page [http://svnweb.freebsd.org/base/projects/GUIDELINES.txt]
contains further details.

To create a project branch:

PROMPT.USER svn copy svn+ssh://svn.freebsd.org/base/head svn+ssh://svn.freebsd.org/base/projects/spif





To merge changes from HEAD back into the project branch:

PROMPT.USER cd copy_of_spif
PROMPT.USER svn merge svn+ssh://svn.freebsd.org/base/head
PROMPT.USER svn commit





It is important to resolve any merge conflicts before committing.






Some Tips

In commit logs etc., “rev 179872” should be spelled “r179872” as per
convention.

Speeding up svn is possible by adding the following to
~/.ssh/config:

Host *
ControlPath ~/.ssh/sockets/master-%l-%r@%h:%p
ControlMaster auto
ControlPersist yes





and then typing

mkdir ~/.ssh/sockets





Checking out a working copy with a stock Subversion client without
OS-specific patches (OPTIONS_SET=FREEBSD_TEMPLATE) will mean that
$FreeBSD$ tags will not be expanded. Once the correct version has
been installed, trick Subversion into expanding them like so:

PROMPT.USER svn propdel -R svn:keywords .
PROMPT.USER svn revert -R .





This will wipe out uncommitted patches.






Setup, Conventions, and Traditions

There are a number of things to do as a new developer. The first set of
steps is specific to committers only. These steps must be done by a
mentor for those who are not committers.


For New Committers

Those who have been given commit rights to the OS repositories must
follow these steps.


	Get mentor approval before committing each of these changes!

	The .ent and .xml files mentioned below exist in the OS
Documentation Project SVN repository at
`svn.FreeBSD.org/doc/ <svn.FreeBSD.org/doc/>`__.

	New files that do not have the FreeBSD=%H svn:keywords
property will be rejected when attempting to commit them to the
repository. Be sure to read ? regarding adding and removing files.
Verify that ~/.subversion/config contains the necessary
“auto-props” entries from auto-props.txt mentioned there.

	All src commits should go to OS.CURRENT first before being merged
to OS.STABLE. The OS.STABLE branch must maintain ABI and API
compatibility with earlier versions of that branch. Do not merge
changes that break this compatibility.



doc/head/share/xml/authors.ent — Add an author entity. Later steps
depend on this entity, and missing this step will cause the doc/
build to fail. This is a relatively easy task, but remains a good first
test of version control skills.

doc/head/en_US.ISO8859-1/articles/contributors/contrib.committers.xml
— Add an entry to the “Developers” section of the Contributors
List. Entries are
sorted by last name.

doc/head/en_US.ISO8859-1/articles/contributors/contrib.additional.xml
— Remove the entry from the “Additional Contributors” section. Entries
are sorted by last name.

doc/head/share/xml/news.xml — Add an entry. Look for the other
entries that announce new committers and follow the format. Use the date
from the commit bit approval email from core@FreeBSD.org.

doc/head/share/pgpkeys/pgpkeys.ent and
doc/head/share/pgpkeys/pgpkeys-developers.xml - Add your PGP or
GnuPG key. Those who do not yet have a key should see ?.

A.DES.EMAIL has written a shell script
(doc/head/share/pgpkeys/addkey.sh) to make this easier. See the
README [http://svnweb.FreeBSD.org/doc/head/share/pgpkeys/README]
file for more information.

Use doc/head/share/pgpkeys/checkkey.sh to verify that keys meet
minimal best-practices standards.

After adding and checking a key, add both updated files to source
control and then commit them. Entries in this file are sorted by last
name.


Note

It is very important to have a current PGP/GnuPG key in the
repository. The key may be required for positive identification of a
committer. For example, the A.ADMINS might need it for account
recovery. A complete keyring of FreeBSD.org users is available for
download from
http://www.FreeBSD.org/doc/pgpkeyring.txt.




base/head/share/misc/committers-repository.dot — Add an entry to the
current committers section, where repository is doc, ports, or
src, depending on the commit privileges granted.

Add an entry for each additional mentor/mentee relationship in the
bottom section.

See ? to generate or set a Kerberos for use with other OS services like
the bug tracking database.

OS Wiki [http://wiki.freebsd.org] Account — A wiki account allows
sharing projects and ideas. Those who do not yet have an account can
contact clusteradm@FreeBSD.org to obtain one.

Wiki Information - After gaining access to the wiki, some people add
entries to the How We Got
Here [http://wiki.freebsd.org/HowWeGotHere], Irc
Nicks [http://wiki.freebsd.org/IrcNicks], and Dogs of
FreeBSD [https://wiki.freebsd.org/DogsOfFreeBSD] pages.

ports/astro/xearth/files/freebsd.committers.markers and
src/usr.bin/calendar/calendars/calendar.freebsd - Some people add
entries for themselves to these files to show where they are located or
the date of their birthday.

Subscribers to A.SVN-SRC-ALL.NAME, A.SVN-PORTS-ALL.NAME or
A.SVN-DOC-ALL.NAME might wish to unsubscribe to avoid receiving
duplicate copies of commit messages and followups.




For Everyone

Introduce yourself to the other developers, otherwise no one will have
any idea who you are or what you are working on. The introduction need
not be a comprehensive biography, just write a paragraph or two about
who you are, what you plan to be working on as a developer in OS, and
who will be your mentor. Email this to the A.DEVELOPERS and you will be
on your way!

Log into freefall.FreeBSD.org and create a /var/forward/user (where
user is your username) file containing the e-mail address where you want
mail addressed to yourusername@FreeBSD.org to be forwarded. This
includes all of the commit messages as well as any other mail addressed
to the A.COMMITTERS and the A.DEVELOPERS. Really large mailboxes which
have taken up permanent residence on hub often get “accidentally”
truncated without warning, so forward it or read it and you will not
lose it.

Due to the severe load dealing with SPAM places on the central mail
servers that do the mailing list processing the front-end server does do
some basic checks and will drop some messages based on these checks. At
the moment proper DNS information for the connecting host is the only
check in place but that may change. Some people blame these checks for
bouncing valid email. If you want these checks turned off for your email
you can place a file named .spam_lover in your home directory on
freefall.FreeBSD.org to disable the checks for your email.


Note

Those who are developers but not committers will not be subscribed
to the committers or developers mailing lists. The subscriptions are
derived from the access rights.







Mentors

All new developers have a mentor assigned to them for the first few
months. A mentor is responsible for teaching the mentee the rules and
conventions of the project and guiding their first steps in the
developer community. The mentor is also personally responsible for the
mentee’s actions during this initial period.

For committers: do not commit anything without first getting mentor
approval. Document that approval with an Approved by: line in the
commit message.

When the mentor decides that a mentee has learned the ropes and is ready
to commit on their own, the mentor announces it with a commit to
mentors.






Commit Log Messages

This section contains some suggestions and traditions for how commit
logs are formatted.

As well as including an informative message with each commit you may
need to include some additional information.

This information consists of one or more lines containing the key word
or phrase, a colon, tabs for formatting, and then the additional
information.

The key words or phrases are:







	PR:
	The problem report (if any) which is affected (typically, by being closed) by this commit. Only include one PR per line as the automated scripts which parse this line cannot understand more than one.


	Differential Revision:
	The full URL of the Phabricator review. For example: https://reviews.freebsd.org/D1708.


	Submitted by:
	The name and e-mail address of the person that submitted the fix; for developers, just the username on the OS cluster.

If the submitter is the maintainer of the port to which you are committing, include “(maintainer)” after the email address.

Avoid obfuscating the email address of the submitter as this adds additional work when searching logs.




	Reviewed by:
	The name and e-mail address of the person or people that reviewed the change; for developers, just the username on the OS cluster. If a patch was submitted to a mailing list for review, and the review was favorable, then just include the list name.


	Approved by:
	The name and e-mail address of the person or people that approved the change; for developers, just the username on the OS cluster. It is customary to get prior approval for a commit if it is to an area of the tree to which you do not usually commit. In addition, during the run up to a new release all commits must be approved by the release engineering team.

If these are your first commits then you should have passed them past your mentor first, and you should list your mentor, as in ``username-of-mentor (mentor)‘’.

If a team approved these commits then include the team name followed by the username of the approver in parentheses. For example: ``re@ (username)``




	Obtained from:
	The name of the project (if any) from which the code was obtained. Do not use this line for the name of an individual person.


	MFC after:
	If you wish to receive an e-mail reminder to MFC at a later date, specify the number of days, weeks, or months after which an MFC is planned.


	Relnotes:
	If the change is a candidate for inclusion in the release notes for the next release from the branch, set to yes.


	Security:
	If the change is related to a security vulnerability or security exposure, include one or more references or a description of the issue. If possible, include a VuXML URL or a CVE ID.





You want to commit a change based on a PR submitted by John Smith
containing a patch. The end of the commit message should look something
like this.

...

        PR:                    12345
        Submitted by:      John Smith <John.Smith@example.com>





You want to change the virtual memory system. You have posted patches to
the appropriate mailing list (in this case, freebsd-arch) and the
changes have been approved.

...

        Reviewed by:       -arch





You want to commit a port. You have collaborated with the listed
MAINTAINER, who has told you to go ahead and commit.

...

        Approved by:        abc (maintainer)





Where abc is the account name of the person who approved.

You want to commit some code based on work done in the OpenBSD project.

...

        Obtained from:      OpenBSD





You want to commit some code which will be merged from OS.CURRENT into
the OS.STABLE branch after two weeks.

...

MFC after:      2 weeks





Where 2 is the number of days, weeks, or months after which an MFC is
planned. The weeks option may be day, days, week, weeks,
month, months.

In many cases you may need to combine some of these.

Consider the situation where a user has submitted a PR containing code
from the NetBSD project. You are looking at the PR, but it is not an
area of the tree you normally work in, so you have decided to get the
change reviewed by the arch mailing list. Since the change is
complex, you opt to MFC after one month to allow adequate testing.

The extra information to include in the commit would look something like

PR:                 54321
Submitted by:       John Smith <John.Smith@example.com>
Reviewed by:        -arch
Obtained from:      NetBSD
MFC after:          1 month
Relnotes:           yes








Preferred License for New Files

Currently the OS Project suggests and uses the following text as the
preferred license scheme:

/*-
 * Copyright (c) [year] [your name]
 * All rights reserved.
 *
 * Redistribution and use in source and binary forms, with or without
 * modification, are permitted provided that the following conditions
 * are met:
 * 1. Redistributions of source code must retain the above copyright
 *    notice, this list of conditions and the following disclaimer.
 * 2. Redistributions in binary form must reproduce the above copyright
 *    notice, this list of conditions and the following disclaimer in the
 *    documentation and/or other materials provided with the distribution.
 *
 * THIS SOFTWARE IS PROVIDED BY THE AUTHOR AND CONTRIBUTORS ``AS IS'' AND
 * ANY EXPRESS OR IMPLIED WARRANTIES, INCLUDING, BUT NOT LIMITED TO, THE
 * IMPLIED WARRANTIES OF MERCHANTABILITY AND FITNESS FOR A PARTICULAR PURPOSE
 * ARE DISCLAIMED.  IN NO EVENT SHALL THE AUTHOR OR CONTRIBUTORS BE LIABLE
 * FOR ANY DIRECT, INDIRECT, INCIDENTAL, SPECIAL, EXEMPLARY, OR CONSEQUENTIAL
 * DAMAGES (INCLUDING, BUT NOT LIMITED TO, PROCUREMENT OF SUBSTITUTE GOODS
 * OR SERVICES; LOSS OF USE, DATA, OR PROFITS; OR BUSINESS INTERRUPTION)
 * HOWEVER CAUSED AND ON ANY THEORY OF LIABILITY, WHETHER IN CONTRACT, STRICT
 * LIABILITY, OR TORT (INCLUDING NEGLIGENCE OR OTHERWISE) ARISING IN ANY WAY
 * OUT OF THE USE OF THIS SOFTWARE, EVEN IF ADVISED OF THE POSSIBILITY OF
 * SUCH DAMAGE.
 *
 * [id for your version control system, if any]
 */





The OS project strongly discourages the so-called “advertising clause”
in new code. Due to the large number of contributors to the OS project,
complying with this clause for many commercial vendors has become
difficult. If you have code in the tree with the advertising clause,
please consider removing it. In fact, please consider using the above
license for your code.

The OS project discourages completely new licenses and variations on the
standard licenses. New licenses require the approval of the A.CORE to
reside in the main repository. The more different licenses that are used
in the tree, the more problems that this causes to those wishing to
utilize this code, typically from unintended consequences from a poorly
worded license.

Project policy dictates that code under some non-BSD licenses must be
placed only in specific sections of the repository, and in some cases,
compilation must be conditional or even disabled by default. For
example, the GENERIC kernel must be compiled under only licenses
identical to or substantially similar to the BSD license. GPL, APSL,
CDDL, etc, licensed software must not be compiled into GENERIC.

Developers are reminded that in open source, getting “open” right is
just as important as getting “source” right, as improper handling of
intellectual property has serious consequences. Any questions or
concerns should immediately be brought to the attention of the core
team.




Keeping Track of Licenses Granted to the OS Project

Various software or data exist in the repositories where the OS project
has been granted a special licence to be able to use them. A case in
point are the Terminus fonts for use with MAN.VT.4. Here the author
Dimitar Zhekov has allowed us to use the “Terminus BSD Console” font
under a 2-clause BSD license rather than the regular Open Font License
he normally uses.

It is clearly sensible to keep a record of any such license grants. To
that end, the A.CORE has decided to keep an archive of them. Whenever
the OS project is granted a special license we require the A.CORE to be
notified. Any developers involved in arranging such a license grant,
please send details to the A.CORE including:


	Contact details for people or organizations granting the special
license.

	What files, directories etc. in the repositories are covered by the
license grant including the revision numbers where any specially
licensed material was committed.

	The date the license comes into effect from. Unless otherwise agreed,
this will be the date the license was issued by the authors of the
software in question.

	The license text.

	A note of any restrictions, limitations or exceptions that apply
specifically to OS’s usage of the licensed material.

	Any other relevant information.



Once the A.CORE is satisfied that all the necessary details have been
gathered and are correct, the secretary will send a PGP-signed
acknowledgement of receipt including the license details. This receipt
will be persistently archived and serve as our permanent record of the
license grant.

The license archive should contain only details of license grants; this
is not the place for any discussions around licensing or other subjects.
Access to data within the license archive will be available on request
to the A.CORE.




Developer Relations

If you are working directly on your own code or on code which is already
well established as your responsibility, then there is probably little
need to check with other committers before jumping in with a commit. If
you see a bug in an area of the system which is clearly orphaned (and
there are a few such areas, to our shame), the same applies. If,
however, you are about to modify something which is clearly being
actively maintained by someone else (and it is only by watching the
repository-committers mailing list that you can really get a feel
for just what is and is not) then consider sending the change to them
instead, just as you would have before becoming a committer. For ports,
you should contact the listed MAINTAINER in the Makefile. For
other parts of the repository, if you are unsure who the active
maintainer might be, it may help to scan the revision history to see who
has committed changes in the past. An example script that lists each
person who has committed to a given file along with the number of
commits each person has made can be found at on freefall at
~eadler/bin/whodid. If your queries go unanswered or the committer
otherwise indicates a lack of interest in the area affected, go ahead
and commit it.


Note

Avoid sending private emails to maintainers. Other people might be
interested in the conversation, not just the final output.




If you are unsure about a commit for any reason at all, have it reviewed
by -hackers before committing. Better to have it flamed then and
there rather than when it is part of the repository. If you do happen to
commit something which results in controversy erupting, you may also
wish to consider backing the change out again until the matter is
settled. Remember – with a version control system we can always change
it back.

Do not impugn the intentions of someone you disagree with. If they see a
different solution to a problem than you, or even a different problem,
it is not because they are stupid, because they have questionable
parentage, or because they are trying to destroy your hard work,
personal image, or OS, but simply because they have a different outlook
on the world. Different is good.

Disagree honestly. Argue your position from its merits, be honest about
any shortcomings it may have, and be open to seeing their solution, or
even their vision of the problem, with an open mind.

Accept correction. We are all fallible. When you have made a mistake,
apologize and get on with life. Do not beat up yourself, and certainly
do not beat up others for your mistake. Do not waste time on
embarrassment or recrimination, just fix the problem and move on.

Ask for help. Seek out (and give) peer reviews. One of the ways open
source software is supposed to excel is in the number of eyeballs
applied to it; this does not apply if nobody will review code.




If in Doubt...

When you are not sure about something, whether it be a technical issue
or a project convention be sure to ask. If you stay silent you will
never make progress.

If it relates to a technical issue ask on the public mailing lists.
Avoid the temptation to email the individual person that knows the
answer. This way everyone will be able to learn from the question and
the answer.

For project specific or administrative questions you should ask, in
order:


	Your mentor or former mentor.

	An experienced committer on IRC, email, etc.

	Any team with a “hat”, as they should give you a definitive answer.

	If still not sure, ask on A.DEVELOPERS.



Once your question is answered, if no one pointed you to documentation
that spelled out the answer to your question, document it, as others
will have the same question.




Bugzilla

The OS Project utilizes Bugzilla for tracking bugs and change requests.
Be sure that if you commit a fix or suggestion found in the PR database
to close it. It is also considered nice if you take time to close any
PRs associated with your commits, if appropriate.

Committers with non-OS.org Bugzilla accounts can have the old account
merged with the OS.org account by entering a new bug. Choose
Supporting Services as the Product, and Bug Tracker as the
Component.

You can find out more about Bugzilla at:


	OS Problem Report Handling
Guidelines

	http://www.FreeBSD.org/support.html






Phabricator

The OS Project utilizes Phabricator [https://reviews.freebsd.org]
for code review requests. See the
CodeReview [https://wiki.freebsd.org/CodeReview] wiki page for
details.




Who’s Who

Besides the repository meisters, there are other OS project members and
teams whom you will probably get to know in your role as a committer.
Briefly, and by no means all-inclusively, these are:


	A.DOCENG

	doceng is the group responsible for the documentation build
infrastructure, approving new documentation committers, and ensuring
that the OS website and documentation on the FTP site is up to date
with respect to the subversion tree. It is not a conflict resolution
body. The vast majority of documentation related discussion takes
place on the A.DOC. More details regarding the doceng team can be
found in its
charter [http://www.FreeBSD.org/internal/doceng.html].
Committers interested in contributing to the documentation should
familiarize themselves with the Documentation Project
Primer.

	A.BDE.EMAIL

	Bruce is the Style Police-Meister. When you do a commit that could
have been done better, Bruce will be there to tell you. Be thankful
that someone is. Bruce is also very knowledgeable on the various
standards applicable to OS.

	A.RE.MEMBERS.EMAIL

	These are the members of the A.RE. This team is responsible for
setting release deadlines and controlling the release process.
During code freezes, the release engineers have final authority on
all changes to the system for whichever branch is pending release
status. If there is something you want merged from OS.CURRENT to
OS.STABLE (whatever values those may have at any given time), these
are the people to talk to about it.

Hiroki is also the keeper of the release documentation
(src/release/doc/*). If you commit a change that you think is
worthy of mention in the release notes, please make sure he knows
about it. Better still, send him a patch with your suggested
commentary.



	A.DES.EMAIL

	Dag-Erling is the OS Security Officer and
oversees the A.SECURITY-OFFICER.

	A.WOLLMAN.EMAIL

	If you need advice on obscure network internals or are not sure of
some potential change to the networking subsystem you have in mind,
Garrett is someone to talk to. Garrett is also very knowledgeable on
the various standards applicable to OS.

	A.COMMITTERS

	A.SVN-SRC-ALL.NAME, A.SVN-PORTS-ALL.NAME and A.SVN-DOC-ALL.NAME are
the mailing lists that the version control system uses to send
commit messages to. You should never send email directly to these
lists. You should only send replies to this list when they are short
and are directly related to a commit.

	A.DEVELOPERS

	All committers are subscribed to -developers. This list was created
to be a forum for the committers “community” issues. Examples are
Core voting, announcements, etc.

The A.DEVELOPERS is for the exclusive use of OS committers. In order
to develop OS, committers must have the ability to openly discuss
matters that will be resolved before they are publicly announced.
Frank discussions of work in progress are not suitable for open
publication and may harm OS.

All OS committers are expected not to not publish or forward
messages from the A.DEVELOPERS outside the list membership without
permission of all of the authors. Violators will be removed from the
A.DEVELOPERS, resulting in a suspension of commit privileges.
Repeated or flagrant violations may result in permanent revocation
of commit privileges.

This list is not intended as a place for code reviews or for any
technical discussion. In fact using it as such hurts the OS Project
as it gives a sense of a closed list where general decisions
affecting all of the OS using community are made without being
“open”. Last, but not least never, never ever, email the
A.DEVELOPERS and CC:/BCC: another OS list. Never, ever email
another OS email list and CC:/BCC: the A.DEVELOPERS. Doing so can
greatly diminish the benefits of this list.








SSH Quick-Start Guide

If you do not wish to type your password in every time you use
MAN.SSH.1, and you use RSA or DSA keys to authenticate, MAN.SSH-AGENT.1
is there for your convenience. If you want to use MAN.SSH-AGENT.1, make
sure that you run it before running other applications. X users, for
example, usually do this from their .xsession or .xinitrc. See
MAN.SSH-AGENT.1 for details.

Generate a key pair using MAN.SSH-KEYGEN.1. The key pair will wind up in
your $HOME/.ssh/ directory.

Send your public key ($HOME/.ssh/id_dsa.pub or
$HOME/.ssh/id_rsa.pub) to the person setting you up as a committer
so it can be put into yourlogin in /etc/ssh-keys/ on freefall.

Now you should be able to use MAN.SSH-ADD.1 for authentication once per
session. This will prompt you for your private key’s pass phrase, and
then store it in your authentication agent (MAN.SSH-AGENT.1). If you no
longer wish to have your key stored in the agent, issuing ssh-add -d
will remove it.


	Test by doing something such as ``ssh

	freefall.FreeBSD.org ls /usr``.



For more information, see security/openssh, MAN.SSH.1, MAN.SSH-ADD.1,
MAN.SSH-AGENT.1, MAN.SSH-KEYGEN.1, and MAN.SCP.1.

For information on adding, changing, or removing MAN.SSH.1 keys, see
`this


article <this
article>`__.





COVERITY Availability for OS Committers

All OS developers can obtain access to Coverity analysis results of all
OS Project software. All who are interested in obtaining access to the
analysis results of the automated Coverity runs, can sign up at
`Coverity


Scan <Coverity
Scan>`__.


The OS wiki includes a mini-guide for developers who are interested in
working with the COVERITY analysis reports:
http://wiki.freebsd.org/CoverityPrevent. Please note that this
mini-guide is only readable by OS developers, so if you cannot access
this page, you will have to ask someone to add you to the appropriate
Wiki access list.

Finally, all OS developers who are going to use COVERITY are always
encouraged to ask for more details and usage information, by posting any
questions to the mailing list of the OS developers.




The OS Committers’ Big List of Rules


	Respect other committers.

	Respect other contributors.

	Discuss any significant change before committing.

	Respect existing maintainers (if listed in the MAINTAINER field
in Makefile or in MAINTAINER in the top-level directory).

	Any disputed change must be backed out pending resolution of the
dispute if requested by a maintainer. Security related changes may
override a maintainer’s wishes at the Security Officer’s discretion.

	Changes go to OS.CURRENT before OS.STABLE unless specifically
permitted by the release engineer or unless they are not applicable
to OS.CURRENT. Any non-trivial or non-urgent change which is
applicable should also be allowed to sit in OS.CURRENT for at least
3 days before merging so that it can be given sufficient testing.
The release engineer has the same authority over the OS.STABLE
branch as outlined for the maintainer in rule #5.

	Do not fight in public with other committers; it looks bad. If you
must “strongly disagree” about something, do so only in private.

	Respect all code freezes and read the committers and
developers mailing lists in a timely manner so you know when a
code freeze is in effect.

	When in doubt on any procedure, ask first!

	Test your changes before committing them.

	Do not commit to anything under the src/contrib, src/crypto,
or src/sys/contrib trees without explicit approval from the
respective maintainer(s).



As noted, breaking some of these rules can be grounds for suspension or,
upon repeated offense, permanent removal of commit privileges.
Individual members of core have the power to temporarily suspend commit
privileges until core as a whole has the chance to review the issue. In
case of an “emergency” (a committer doing damage to the repository), a
temporary suspension may also be done by the repository meisters. Only a
2/3 majority of core has the authority to suspend commit privileges for
longer than a week or to remove them permanently. This rule does not
exist to set core up as a bunch of cruel dictators who can dispose of
committers as casually as empty soda cans, but to give the project a
kind of safety fuse. If someone is out of control, it is important to be
able to deal with this immediately rather than be paralyzed by debate.
In all cases, a committer whose privileges are suspended or revoked is
entitled to a “hearing” by core, the total duration of the suspension
being determined at that time. A committer whose privileges are
suspended may also request a review of the decision after 30 days and
every 30 days thereafter (unless the total suspension period is less
than 30 days). A committer whose privileges have been revoked entirely
may request a review after a period of 6 months has elapsed. This review
policy is strictly informal and, in all cases, core reserves the right
to either act on or disregard requests for review if they feel their
original decision to be the right one.

In all other aspects of project operation, core is a subset of
committers and is bound by the same rules. Just because someone is in
core this does not mean that they have special dispensation to step
outside any of the lines painted here; core’s “special powers” only kick
in when it acts as a group, not on an individual basis. As individuals,
the core team members are all committers first and core second.


Details


	Respect other committers.

This means that you need to treat other committers as the peer-group
developers that they are. Despite our occasional attempts to prove
the contrary, one does not get to be a committer by being stupid and
nothing rankles more than being treated that way by one of your
peers. Whether we always feel respect for one another or not (and
everyone has off days), we still have to treat other committers
with respect at all times, on public forums and in private email.

Being able to work together long term is this project’s greatest
asset, one far more important than any set of changes to the code,
and turning arguments about code into issues that affect our
long-term ability to work harmoniously together is just not worth
the trade-off by any conceivable stretch of the imagination.

To comply with this rule, do not send email when you are angry or
otherwise behave in a manner which is likely to strike others as
needlessly confrontational. First calm down, then think about how to
communicate in the most effective fashion for convincing the other
person(s) that your side of the argument is correct, do not just
blow off some steam so you can feel better in the short term at the
cost of a long-term flame war. Not only is this very bad “energy
economics”, but repeated displays of public aggression which impair
our ability to work well together will be dealt with severely by the
project leadership and may result in suspension or termination of
your commit privileges. The project leadership will take into
account both public and private communications brought before it. It
will not seek the disclosure of private communications, but it will
take it into account if it is volunteered by the committers involved
in the complaint.

All of this is never an option which the project’s leadership enjoys
in the slightest, but unity comes first. No amount of code or good
advice is worth trading that away.



	Respect other contributors.

You were not always a committer. At one time you were a contributor.
Remember that at all times. Remember what it was like trying to get
help and attention. Do not forget that your work as a contributor
was very important to you. Remember what it was like. Do not
discourage, belittle, or demean contributors. Treat them with
respect. They are our committers in waiting. They are every bit as
important to the project as committers. Their contributions are as
valid and as important as your own. After all, you made many
contributions before you became a committer. Always remember that.

Consider the points raised under ? and apply them also to
contributors.



	Discuss any significant change before committing.

The repository is not where changes should be initially submitted
for correctness or argued over, that should happen first in the
mailing lists and the commit should only happen once something
resembling consensus has been reached. This does not mean that you
have to ask permission before correcting every obvious syntax error
or manual page misspelling, simply that you should try to develop a
feel for when a proposed change is not quite such a no-brainer and
requires some feedback first. People really do not mind sweeping
changes if the result is something clearly better than what they had
before, they just do not like being surprized by those changes.
The very best way of making sure that you are on the right track is
to have your code reviewed by one or more other committers.

When in doubt, ask for review!



	Respect existing maintainers if listed.

Many parts of OS are not “owned” in the sense that any specific
individual will jump up and yell if you commit a change to “their”
area, but it still pays to check first. One convention we use is to
put a maintainer line in the Makefile for any package or subtree
which is being actively maintained by one or more people; see
http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/developers-handbook/policies.html
for documentation on this. Where sections of code have several
maintainers, commits to affected areas by one maintainer need to be
reviewed by at least one other maintainer. In cases where the
“maintainer-ship” of something is not clear, you can also look at
the repository logs for the file(s) in question and see if someone
has been working recently or predominantly in that area.

Other areas of OS fall under the control of someone who manages an
overall category of OS evolution, such as internationalization or
networking. See
http://www.FreeBSD.org/administration.html
for more information on this.



	Any disputed change must be backed out pending resolution of the
dispute if requested by a maintainer. Security related changes may
override a maintainer’s wishes at the Security Officer’s discretion.

This may be hard to swallow in times of conflict (when each side is
convinced that they are in the right, of course) but a version
control system makes it unnecessary to have an ongoing dispute
raging when it is far easier to simply reverse the disputed change,
get everyone calmed down again and then try to figure out what is
the best way to proceed. If the change turns out to be the best
thing after all, it can be easily brought back. If it turns out not
to be, then the users did not have to live with the bogus change in
the tree while everyone was busily debating its merits. People
very rarely call for back-outs in the repository since discussion
generally exposes bad or controversial changes before the commit
even happens, but on such rare occasions the back-out should be done
without argument so that we can get immediately on to the topic of
figuring out whether it was bogus or not.



	Changes go to OS.CURRENT before OS.STABLE unless specifically
permitted by the release engineer or unless they are not applicable
to OS.CURRENT. Any non-trivial or non-urgent change which is
applicable should also be allowed to sit in OS.CURRENT for at least
3 days before merging so that it can be given sufficient testing.
The release engineer has the same authority over the OS.STABLE
branch as outlined in rule #5.

This is another “do not argue about it” issue since it is the
release engineer who is ultimately responsible (and gets beaten up)
if a change turns out to be bad. Please respect this and give the
release engineer your full cooperation when it comes to the
OS.STABLE branch. The management of OS.STABLE may frequently seem to
be overly conservative to the casual observer, but also bear in mind
the fact that conservatism is supposed to be the hallmark of
OS.STABLE and different rules apply there than in OS.CURRENT. There
is also really no point in having OS.CURRENT be a testing ground if
changes are merged over to OS.STABLE immediately. Changes need a
chance to be tested by the OS.CURRENT developers, so allow some time
to elapse before merging unless the OS.STABLE fix is critical, time
sensitive or so obvious as to make further testing unnecessary
(spelling fixes to manual pages, obvious bug/typo fixes, etc.) In
other words, apply common sense.

Changes to the security branches (for example, releng/9.3) must
be approved by a member of the A.SECURITY-OFFICER, or in some cases,
by a member of the A.RE.



	Do not fight in public with other committers; it looks bad. If you
must “strongly disagree” about something, do so only in private.

This project has a public image to uphold and that image is very
important to all of us, especially if we are to continue to attract
new members. There will be occasions when, despite everyone’s very
best attempts at self-control, tempers are lost and angry words are
exchanged. The best thing that can be done in such cases is to
minimize the effects of this until everyone has cooled back down.
That means that you should not air your angry words in public and
you should not forward private correspondence to public mailing
lists or aliases. What people say one-to-one is often much less
sugar-coated than what they would say in public, and such
communications therefore have no place there - they only serve to
inflame an already bad situation. If the person sending you a
flame-o-gram at least had the grace to send it privately, then have
the grace to keep it private yourself. If you feel you are being
unfairly treated by another developer, and it is causing you
anguish, bring the matter up with core rather than taking it public.
Core will do its best to play peace makers and get things back to
sanity. In cases where the dispute involves a change to the codebase
and the participants do not appear to be reaching an amicable
agreement, core may appoint a mutually-agreeable third party to
resolve the dispute. All parties involved must then agree to be
bound by the decision reached by this third party.



	Respect all code freezes and read the committers and
developers mailing list on a timely basis so you know when a
code freeze is in effect.

Committing unapproved changes during a code freeze is a really big
mistake and committers are expected to keep up-to-date on what is
going on before jumping in after a long absence and committing 10
megabytes worth of accumulated stuff. People who abuse this on a
regular basis will have their commit privileges suspended until they
get back from the OS Happy Reeducation Camp we run in Greenland.



	When in doubt on any procedure, ask first!

Many mistakes are made because someone is in a hurry and just
assumes they know the right way of doing something. If you have not
done it before, chances are good that you do not actually know the
way we do things and really need to ask first or you are going to
completely embarrass yourself in public. There is no shame in asking
“how in the heck do I do this?” We already know you are an
intelligent person; otherwise, you would not be a committer.



	Test your changes before committing them.

This may sound obvious, but if it really were so obvious then we
probably would not see so many cases of people clearly not doing
this. If your changes are to the kernel, make sure you can still
compile both GENERIC and LINT. If your changes are anywhere else,
make sure you can still make world. If your changes are to a branch,
make sure your testing occurs with a machine which is running that
code. If you have a change which also may break another
architecture, be sure and test on all supported architectures.
Please refer to the OS Internal
Page [http://www.FreeBSD.org/internal/] for a list of available
resources. As other architectures are added to the OS supported
platforms list, the appropriate shared testing resources will be
made available.



	Do not commit to anything under the src/contrib, src/crypto,
and src/sys/contrib trees without explicit approval from the
respective maintainer(s).

The trees mentioned above are for contributed software usually
imported onto a vendor branch. Committing something there, even if
it does not take the file off the vendor branch, may cause
unnecessary headaches for those responsible for maintaining that
particular piece of software. Thus, unless you have explicit
approval from the maintainer (or you are the maintainer), do not
commit there!

Please note that this does not mean you should not try to improve
the software in question; you are still more than welcome to do so.
Ideally, you should submit your patches to the vendor. If your
changes are OS-specific, talk to the maintainer; they may be willing
to apply them locally. But whatever you do, do not commit there by
yourself!

Contact the A.CORE if you wish to take up maintainership of an
unmaintained part of the tree.








Policy on Multiple Architectures

OS has added several new architecture ports during recent release cycles
and is truly no longer an I386 centric operating system. In an effort to
make it easier to keep OS portable across the platforms we support, core
has developed the following mandate:


Our 32-bit reference platform is ARCH.I386, and our 64-bit reference
platform is ARCH.SPARC64. Major design work (including major API and
ABI changes) must prove itself on at least one 32-bit and at least
one 64-bit platform, preferably the primary reference platforms,
before it may be committed to the source tree.


The ARCH.I386 and ARCH.SPARC64 platforms were chosen due to being more
readily available to developers and as representatives of more diverse
processor and system designs - big versus little endian, register file
versus register stack, different DMA and cache implementations, hardware
page tables versus software TLB management etc.

The ARCH.IA64 platform has many of the same complications that
ARCH.SPARC64 has, but is still limited in availability to developers.

We will continue to re-evaluate this policy as cost and availability of
the 64-bit platforms change.

Developers should also be aware of our Tier Policy for the long term
support of hardware architectures. The rules here are intended to
provide guidance during the development process, and are distinct from
the requirements for features and architectures listed in that section.
The Tier rules for feature support on architectures at release-time are
more strict than the rules for changes during the development process.




Other Suggestions

When committing documentation changes, use a spell checker before
committing. For all XML docs, verify that the formatting directives are
correct by running make lint and textproc/igor.

For manual pages, run sysutils/manck and textproc/igor over the manual
page to verify all of the cross references and file references are
correct and that the man page has all of the appropriate MLINKs
installed.

Do not mix style fixes with new functionality. A style fix is any change
which does not modify the functionality of the code. Mixing the changes
obfuscates the functionality change when asking for differences between
revisions, which can hide any new bugs. Do not include whitespace
changes with content changes in commits to doc/ . The extra clutter
in the diffs makes the translators’ job much more difficult. Instead,
make any style or whitespace changes in separate commits that are
clearly labeled as such in the commit message.




Deprecating Features

When it is necessary to remove functionality from software in the base
system the following guidelines should be followed whenever possible:


	Mention is made in the manual page and possibly the release notes
that the option, utility, or interface is deprecated. Use of the
deprecated feature generates a warning.

	The option, utility, or interface is preserved until the next major
(point zero) release.

	The option, utility, or interface is removed and no longer
documented. It is now obsolete. It is also generally a good idea to
note its removal in the release notes.








Support for Multiple Architectures

OS is a highly portable operating system intended to function on many
different types of hardware architectures. Maintaining clean separation
of Machine Dependent (MD) and Machine Independent (MI) code, as well as
minimizing MD code, is an important part of our strategy to remain agile
with regards to current hardware trends. Each new hardware architecture
supported by OS adds substantially to the cost of code maintenance,
toolchain support, and release engineering. It also dramatically
increases the cost of effective testing of kernel changes. As such,
there is strong motivation to differentiate between classes of support
for various architectures while remaining strong in a few key
architectures that are seen as the OS “target audience”.


Statement of General Intent

The OS Project targets “production quality commercial off-the-shelf
(COTS) workstation, server, and high-end embedded systems”. By retaining
a focus on a narrow set of architectures of interest in these
environments, the OS Project is able to maintain high levels of quality,
stability, and performance, as well as minimize the load on various
support teams on the project, such as the ports team, documentation
team, security officer, and release engineering teams. Diversity in
hardware support broadens the options for OS consumers by offering new
features and usage opportunities (such as support for 64-bit CPUs, use
in embedded environments, etc.), but these benefits must always be
carefully considered in terms of the real-world maintenance cost
associated with additional platform support.

The OS Project differentiates platform targets into four tiers. Each
tier includes a specification of the requirements for an architecture to
be in that tier, as well as specifying the obligations of developers
with regards to the platform. In addition, a policy is defined regarding
the circumstances required to change the tier of an architecture.




Tier 1: Fully Supported Architectures

Tier 1 platforms are fully supported by the security officer, release
engineering, and toolchain maintenance staff. New features added to the
operating system must be fully functional across all Tier 1
architectures for every release (features which are inherently
architecture-specific, such as support for hardware device drivers, may
be exempt from this requirement). In general, all Tier 1 platforms must
have build and Tinderbox support either in the FreeBSD.org cluster, or
be easily available for all developers. Embedded platforms may
substitute an emulator available in the OS cluster for actual hardware.

Tier 1 architectures are expected to be Production Quality with respects
to all aspects of the OS operating system, including installation and
development environments.

Tier 1 architectures are expected to be completely integrated into the
source tree and have all features necessary to produce an entire system
relevant for that target architecture. Tier 1 architectures generally
have at least 6 active developers.

Tier 1 architectures are expected to be fully supported by the ports
system. All the ports should build on a Tier 1 platform, or have the
appropriate filters to prevent the inappropriate ones from building
there. The packaging system must support all Tier 1 architectures. To
ensure an architecture’s Tier 1 status, proponents of that architecture
must show that all relevant packages can be built on that platform.

Tier 1 embedded architectures must be able to cross-build packages on at
least one other Tier 1 architecture. The packages must be the most
relevant for the platform, but may be a non-empty subset of those that
build natively.

Tier 1 architectures must be fully documented. All basic operations need
to be covered by the handbook or other documents. All relevant
integration documentation must also be integrated into the tree, or
readily available.

Current Tier 1 platforms are ARCH.I386 and ARCH.AMD64.




Tier 2: Developmental Architectures

Tier 2 platforms are not supported by the security officer and release
engineering teams. Platform maintainers are responsible for toolchain
support in the tree. The toolchain maintainers are expected to work with
the platform maintainers to refine these changes. Major new toolchain
components are allowed to break support for Tier 2 architectures if the
OS-local changes have not been incorporated upstream. The toolchain
maintainers are expected to provide prompt review of any proposed
changes and cannot block, through their inaction, changes going into the
tree. New features added to OS should be feasible to implement on these
platforms, but an implementation is not required before the feature may
be added to the OS source tree. New features that may be difficult to
implement on Tier 2 architectures should provide a means of disabling
them on those architectures. The implementation of a Tier 2 architecture
may be committed to the main OS tree as long as it does not interfere
with production work on Tier 1 platforms, or substantially with other
Tier 2 platforms. Before a Tier 2 platform can be added to the OS base
source tree, the platform must be able to boot multi-user on actual
hardware. Generally, there must be at least three active developers
working on the platform.

Tier 2 architectures are usually systems targeted at Tier 1 support, but
that are still under development. Architectures reaching end of life may
also be moved from Tier 1 status to Tier 2 status as the availability of
resources to continue to maintain the system in a Production Quality
state diminishes. Well supported niche architectures may also be Tier 2.

Tier 2 architectures have basic support for them integrated into the
ports infrastructure. They may have cross compilation support added, at
the discretion of portmgr. Some ports must built natively into packages
if the package system supports that architecture. If not integrated into
the base system, some external patches for the architecture for ports
must be available.

Tier 2 architectures can be integrated into the OS handbook. The basics
for how to get a system running must be documented, although not
necessarily for every single board or system a Tier 2 architecture
supports. The supported hardware list must exist and should be
relatively recent. It should be integrated into the OS documentation.

Current Tier 2 platforms are ARCH.ARM, ARCH.IA64 (through OS 10),
ARCH.PC98, ARCH.POWERPC, and ARCH.SPARC64.




Tier 3: Experimental Architectures

Tier 3 platforms are not supported by the security officer and release
engineering teams. At the discretion of the toolchain maintainers, they
may be supported in the toolchain. Tier 3 platforms are architectures in
the early stages of development, for non-mainstream hardware platforms,
or which are considered legacy systems unlikely to see broad future use.
Initial support for Tier 3 platforms should be worked on in external SCM
repositories. The transition to OS’s subversion should take place after
the platform boots multi-user on hardware; sharing via subversion is
needed for wider exposure; and multiple developers are actively working
on the platform. Platforms that transition to Tier 3 status may be
removed from the tree if they are no longer actively supported by the OS
developer community at the discretion of the release engineer.

Tier 3 platforms may have ports support, either integrated or external,
but do not require it.

Tier 3 platforms must have the basics documented for how to build a
kernel and how to boot it on at least one target hardware or emulation
environment. This documentation need not be integrated into the OS tree.

Current Tier 3 platforms are ARCH.MIPS.




Tier 4: Unsupported Architectures

Tier 4 systems are not supported in any form by the project.

All systems not otherwise classified into a support tier are Tier 4
systems. The ARCH.IA64 platform is transitioning to Tier 4 status in OS
11.




Policy on Changing the Tier of an Architecture

Systems may only be moved from one tier to another by approval of the OS
Core Team, which shall make that decision in collaboration with the
Security Officer, Release Engineering, and toolchain maintenance teams.






Ports Specific FAQ


Adding a New Port

Q: How do I add a new port?

A: First, please read the section about repository copies.

The easiest way to add a new port is the addport script located in
the ports/Tools/scripts directory. It adds a port from the directory
specified, determining the category automatically from the port
Makefile. It also adds an entry to the port’s category Makefile.
It was written by A.MHARO.EMAIL, A.WILL.EMAIL, and A.GARGA.EMAIL. When
sending questions about this script to the A.PORTS, please also CC
A.CREES.EMAIL, the current maintainer.

Q: Any other things I need to know when I add a new port?

A: Check the port, preferably to make sure it compiles and packages
correctly. This is the recommended sequence:

PROMPT.ROOT make install
PROMPT.ROOT make package
PROMPT.ROOT make deinstall
PROMPT.ROOT pkg add package you built above
PROMPT.ROOT make deinstall
PROMPT.ROOT make reinstall
PROMPT.ROOT make package





The Porters Handbook
contains more detailed instructions.

Use MAN.PORTLINT.1 to check the syntax of the port. You do not
necessarily have to eliminate all warnings but make sure you have fixed
the simple ones.

If the port came from a submitter who has not contributed to the Project
before, add that person’s name to the Additional
Contributors
section of the OS Contributors List.

Close the PR if the port came in as a PR. To close a PR, change the
state to ``Issue


Resolved`` and the resolution as Fixed.





Removing an Existing Port

Q: How do I remove an existing port?

A: First, please read the section about repository copies. Before
you remove the port, you have to verify there are no other ports
depending on it.


	Make sure there is no dependency on the port in the ports collection:


	The port’s PKGNAME should appear in exactly one line in a recent
INDEX file.

	No other ports should contain any reference to the port’s
directory or PKGNAME in their Makefiles





	Then, remove the port:

Remove the port’s files and directory with svn remove.

Remove the SUBDIR listing of the port in the parent directory
Makefile.

Add an entry to ports/MOVED.

Remove the port from ports/LEGAL if it is there.





Alternatively, you can use the rmport script, from
ports/Tools/scripts. This script was written by A.VD.EMAIL. When
sending questions about this script to the A.PORTS, please also CC
A.CREES.EMAIL, the current maintainer.




Re-adding a Deleted Port

Q: How do I re-add a deleted port?

A: This is essentially the reverse of deleting a port.


Important

Do not use svn add to add the port. Follow these steps. If they
are unclear, or are not working, ask for help, do not just
svn add the port.




Figure out when the port was removed. Use this
list [http://people.freebsd.org/~crees/removed_ports/index.xml], or
look for the port on freshports [http://www.freshports.org/], and
then copy the last living revision of the port:

PROMPT.USER cd /usr/ports/category
PROMPT.USER svn cp 'svn+ssh://svn.freebsd.org/ports/head/category/portname/@XXXXXX' portname





Pick the revision that is just before the removal. For example, if the
revision where it was removed is 269874, use 269873.

It is also possible to specify a date. In that case, pick a date that is
before the removal but after the last commit to the port.

PROMPT.USER cd /usr/ports/category
PROMPT.USER svn cp 'svn+ssh://svn.freebsd.org/ports/head/category/portname/@{YYYY-MM-DD}' portname





Make the changes necessary to get the port working again. If it was
deleted because the distfiles are no longer available, either volunteer
to host the distfiles, or find someone else to do so.

If some files have been added, or were removed during the resurrection
process, use ``svn


add`` or svn remove to make sure all the files in the


port will be committed.

Restore the SUBDIR listing of the port in the parent directory
Makefile, keeping the entries sorted.

Delete the port entry from ports/MOVED.

If the port had an entry in ports/LEGAL, restore it.

svn commit these changes, preferably in one step.


Tip

The addport script mentioned in ? now detects when the port to
add has previously existed, and attempts to handle all except the
ports/LEGAL step automatically.







Repository Copies

Q: When do we need a repository copy?

A: When you want to add a port that is related to any port that is
already in the tree in a separate directory, you have to do a repository
copy. Here related means it is a different version or a slightly
modified version. Examples are print/ghostscript* (different
versions) and x11-wm/windowmaker* (English-only and
internationalized version).

Another example is when a port is moved from one subdirectory to
another, or when you want to change the name of a directory because the
author(s) renamed their software even though it is a descendant of a
port already in a tree.

Q: What do I need to do?

A: With Subversion, a repo copy can be done by any committer:


	Doing a repo copy:

Verify that the target directory does not exist.

Use svn up to make certain the original files, directories, and
checkout information is current.

Use svn move or svn copy to do the repo copy.

Upgrade the copied port to the new version. Remember to add or change
the PKGNAMEPREFIX or PKGNAMESUFFIX so there are no duplicate
ports with the same name. In some rare cases it may be necessary to
change the PORTNAME instead of adding PKGNAMEPREFIX or
PKGNAMESUFFIX, but this should only be done when it is really
needed — e.g., using an existing port as the base for a very similar
program with a different name, or upgrading a port to a new upstream
version which actually changes the distribution name, like the
transition from textproc/libxml to textproc/libxml2. In most
cases, adding or changing PKGNAMEPREFIX or PKGNAMESUFFIX
should suffice.

Add the new subdirectory to the SUBDIR listing in the parent
directory Makefile. You can run make checksubdirs in the
parent directory to check this.

If the port changed categories, modify the CATEGORIES line of the
port’s Makefile accordingly

Add an entry to ports/MOVED, if you remove the original port.

Commit all changes on one commit.



	When removing a port:

Perform a thorough check of the ports collection for any dependencies
on the old port location/name, and update them. Running grep on
INDEX is not enough because some ports have dependencies enabled
by compile-time options. A full grep -r of the ports collection
is recommended.

Remove the old port and the old SUBDIR entry.

Add an entry to ports/MOVED.



	After repo moves (“rename” operations where a port is copied and the
old location is removed):

Follow the same steps that are outlined in the previous two entries,
to activate the new location of the port and remove the old one.








Ports Freeze

Q: What is a “ports freeze”?

A: A “ports freeze” was a restricted state the ports tree was put in
before a release. It was used to ensure a higher quality for the
packages shipped with a release. It usually lasted a couple of weeks.
During that time, build problems were fixed, and the release packages
were built. This practice is no longer used, as the packages for the
releases are built from the current stable, quarterly branch. For more
information on how to merge commits to the quarterly branch, see ?.




Creating a New Category

Q: What is the procedure for creating a new category?

A: Please see Proposing a New
Category
in the Porter’s Handbook. Once that procedure has been followed and the
PR has been assigned to A.PORTMGR, it is their decision whether or not
to approve it. If they do, it is their responsibility to do the
following:

Perform any needed moves. (This only applies to physical categories.)

Update the VALID_CATEGORIES definition in ports/Mk/bsd.port.mk.

Assign the PR back to you.

Q: What do I need to do to implement a new physical category?

A: Upgrade each moved port’s Makefile. Do not connect the new
category to the build yet.

To do this, you will need to:

Change the port’s CATEGORIES (this was the point of the exercise,
remember?) The new category should be listed first. This will help to
ensure that the PKGORIGIN is correct.

Run a make describe. Since the top-level make index that you
will be running in a few steps is an iteration of make describe over
the entire ports hierarchy, catching any errors here will save you
having to re-run that step later on.

If you want to be really thorough, now might be a good time to run
MAN.PORTLINT.1.

Check that the PKGORIGINs are correct. The ports system uses each
port’s CATEGORIES entry to create its PKGORIGIN, which is used
to connect installed packages to the port directory they were built
from. If this entry is wrong, common port tools like MAN.PKG.VERSION.1
and MAN.PORTUPGRADE.1 fail.


	To do this, use the chkorigin.sh tool, as follows: ``env

	PORTSDIR=/path/to/ports
sh -e
/path/to/ports/Tools/scripts/chkorigin.sh``. This will check



every port in the ports tree, even those not connected to the build,
so you can run it directly after the move operation. Hint: do not forget
to look at the PKGORIGINs of any slave ports of the ports you just
moved!

On your own local system, test the proposed changes: first, comment out
the SUBDIR entries in the old ports’ categories’ Makefiles;
then enable building the new category in ports/Makefile. Run
make checksubdirs in the affected category directories to check the
SUBDIR entries. Next, in the ports/ directory, run
make index. This can take over 40 minutes on even modern systems;
however, it is a necessary step to prevent problems for other people.

Once this is done, you can commit the updated ports/Makefile to
connect the new category to the build and also commit the Makefile
changes for the old category or categories.

Add appropriate entries to ports/MOVED.

Update the documentation by modifying the following:


	the list of
categories
in the Porter’s Handbook

	doc/en_US.ISO8859-1/htdocs/ports. Note that these are now
displayed by sub-groups, as specified in
doc/en_US.ISO8859-1/htdocs/ports/categories.descriptions.



(Note: these are in the docs, not the ports, repository). If you are not
a docs committer, you will need to submit a PR for this.

Only once all the above have been done, and no one is any longer
reporting problems with the new ports, should the old ports be deleted
from their previous locations in the repository.

It is not necessary to manually update the ports web
pages to reflect the new category. This
is done automatically via the change to
en_US.ISO8859-1/htdocs/ports/categories and the automated rebuild of
INDEX.

Q: What do I need to do to implement a new virtual category?

A: This is much simpler than a physical category. You only need to
modify the following:


	the list of
categories
in the Porter’s Handbook

	en_US.ISO8859-1/htdocs/ports/categories






Miscellaneous Questions

Q: How do I know if my port is building correctly or not?

A: The packages are built multiple times each week. If a port fails,
the maintainer will receive an email from pkg-fallout@FreeBSD.org.

Reports for all the package builds (official, experimental, and
non-regression) are aggregated at
pkg-status.FreeBSD.org [https://pkg-status.freebsd.org/].

Q: I added a new port. Do I need to add it to the INDEX?

A: No. The file can either be generated by running make index,
or a pre-generated version can be downloaded with make fetchindex.

Q: Are there any other files I am not allowed to touch?

A: Any file directly under ports/, or any file under a
subdirectory that starts with an uppercase letter (Mk/, Tools/,
etc.). In particular, the A.PORTMGR is very protective of
ports/Mk/bsd.port*.mk so do not commit changes to those files unless
you want to face their wra(i)th.

Q: What is the proper procedure for updating the checksum for a
port’s distfile when the file changes without a version change?

A: When the checksum for a port’s distfile is updated due to the
author updating the file without changing the port’s revision, the
commit message should include a summary of the relevant diffs between
the original and new distfile to ensure that the distfile has not been
corrupted or maliciously altered. If the current version of the port has
been in the ports tree for a while, a copy of the old distfile will
usually be available on the ftp servers; otherwise the author or
maintainer should be contacted to find out why the distfile has changed.

Q: What is the procedure to request authorization for merging a
commit to the quarterly branch?

A: When doing the commit, add the branch name to the MFH: line,
for example:

MFH:    2014Q1





It will automatically notify A.PORTS-SECTEAM and A.PORTMGR. They will
then decide if the commit can be merged and answer with the procedure.

If the commit has already been made, send an email to A.PORTS-SECTEAM
and A.PORTMGR with the revision number and a small description of why
the commit needs to be merged.

A script is provided to automate merging a specific commit:
ports/Tools/scripts/mfh. It is used as follows:

PROMPT.USER /usr/ports/Tools/scripts/mfh 2015Q1 380362
 U   2015Q1
Checked out revision 380443.
A    2015Q1/security
Updating '2015Q1/security/rubygem-sshkit':
A    2015Q1/security/rubygem-sshkit
A    2015Q1/security/rubygem-sshkit/Makefile
A    2015Q1/security/rubygem-sshkit/distinfo
A    2015Q1/security/rubygem-sshkit/pkg-descr
Updated to revision 380443.
--- Merging r380362 into '2015Q1':
U    2015Q1/security/rubygem-sshkit/Makefile
U    2015Q1/security/rubygem-sshkit/distinfo
--- Recording mergeinfo for merge of r380362 into '2015Q1':
 U   2015Q1
--- Recording mergeinfo for merge of r380362 into '2015Q1/security':
 G   2015Q1/security
--- Eliding mergeinfo from '2015Q1/security':
 U   2015Q1/security
--- Recording mergeinfo for merge of r380362 into '2015Q1/security/rubygem-sshkit':
 G   2015Q1/security/rubygem-sshkit
--- Eliding mergeinfo from '2015Q1/security/rubygem-sshkit':
 U   2015Q1/security/rubygem-sshkit
 M      2015Q1
M       2015Q1/security/rubygem-sshkit/Makefile
M       2015Q1/security/rubygem-sshkit/distinfo
Index: 2015Q1/security/rubygem-sshkit/Makefile
===================================================================
--- 2015Q1/security/rubygem-sshkit/Makefile     (revision 380443)
+++ 2015Q1/security/rubygem-sshkit/Makefile     (working copy)
@@ -2,7 +2,7 @@
 # $FreeBSD$

 PORTNAME=      sshkit
-PORTVERSION=   1.6.1
+PORTVERSION=   1.7.0
 CATEGORIES=    security rubygems
 MASTER_SITES=  RG

Index: 2015Q1/security/rubygem-sshkit/distinfo
===================================================================
--- 2015Q1/security/rubygem-sshkit/distinfo     (revision 380443)
+++ 2015Q1/security/rubygem-sshkit/distinfo     (working copy)
@@ -1,2 +1,2 @@
-SHA256 (rubygem/sshkit-1.6.1.gem) = 8ca67e46bb4ea50fdb0553cda77552f3e41b17a5aa919877d93875dfa22c03a7
-SIZE (rubygem/sshkit-1.6.1.gem) = 135680
+SHA256 (rubygem/sshkit-1.7.0.gem) = 90effd1813363bae7355f4a45ebc8335a8ca74acc8d0933ba6ee6d40f281a2cf
+SIZE (rubygem/sshkit-1.7.0.gem) = 136192
Index: 2015Q1
===================================================================
--- 2015Q1      (revision 380443)
+++ 2015Q1      (working copy)

Property changes on: 2015Q1
___________________________________________________________________
Modified: svn:mergeinfo
   Merged /head:r380362
Do you want to commit? (no = start a shell) [y/n]





At that point, the script will either open a shell for you to fix
things, or open your text editor with the commit message all prepared
and then commit the merge.

The script assumes that you can connect to svn.FreeBSD.org with SSH
directly, so if your local login name is different than your OS cluster
account, you need a few lines in your ~/.ssh/config:

Host svn.freebsd.org # Can be *.freebsd.org
    User freebsd-login










Issues Specific to Developers Who Are Not Committers

A few people who have access to the OS machines do not have commit bits.
Almost all of this document will apply to these developers as well
(except things specific to commits and the mailing list memberships that
go with them). In particular, we recommend that you read:


	Administrative Details



	Conventions


Note

You should get your mentor to add you to the “Additional
Contributors”
(doc/en_US.ISO8859-1/articles/contributors/contrib.additional.xml),
if you are not already listed there.






	Developer Relations



	SSH Quick-Start Guide



	The OS Committers’ Big List of Rules








Information About GA

As of December 12, 2012, GA was enabled on the OSProject website to
collect anonymized usage statistics regarding usage of the site. The
information collected is valuable to the OSDocumentation Project, in
order to identify various problems on the OS website.


GA General Policy

The OSProject takes visitor privacy very seriously. As such, the
OSProject website honors the “Do Not Track” header before fetching
the tracking code from Google. For more information, please see the OS
Privacy Policy [http://www.FreeBSD.org/privacy.html].

GA access is not arbitrarily allowed — access must be requested, voted
on by the A.DOCENG, and explicitly granted.

Requests for GA data must include a specific purpose. For example, a
valid reason for requesting access would be “to see the most frequently
used web browsers when viewing OS web pages to ensure page rendering
speeds are acceptable.”

Conversely, “to see what web browsers are most frequently used” (without
stating why) would be rejected.

All requests must include the timeframe for which the data would be
required. For example, it must be explicitly stated if the requested
data would be needed for a timeframe covering a span of 3 weeks, or if
the request would be one-time only.

Any request for GA data without a clear, reasonable reason beneficial to
the OSProject will be rejected.




Data Available Through GA

A few examples of the types of GA data available include:


	Commonly used web browsers

	Page load times

	Site access by language








Miscellaneous Questions

Q: Why are trivial or cosmetic changes to files on a vendor branch a
bad idea?


	From now on, every new vendor release of that file will need to have
patches merged in by hand.

	From now on, every new vendor release of that file will need to have
patches verified by hand.



Q: How do I add a new file to a branch?

A: To add a file onto a branch, simply checkout or update to the
branch you want to add to and then add the file using the add operation
as you normally would. This works fine for the doc and ports
trees. The src tree uses SVN and requires more care because of the
mergeinfo properties. See the Subversion
Primer for details on how to perform an MFC.

Q: How do I access people.FreeBSD.org to put up personal or project
information?

A: people.FreeBSD.org is the same as freefall.FreeBSD.org. Just
create a public_html directory. Anything you place in that directory
will automatically be visible under http://people.FreeBSD.org/.

Q: Where are the mailing list archives stored?

A: The mailing lists are archived under /g/mail which will show
up as /hub/g/mail with MAN.PWD.1. This location is accessible from
any machine on the OS cluster.

Q: I would like to mentor a new committer. What process do I need to
follow?

A: See the New Account Creation
Procedure [http://www.freebsd.org/internal/new-account.html] document
on the internal pages.

Q: Are there any perks of being an OS committer?

A: Recognition as a competent software engineer is the longest
lasting value. In addition, getting a chance to work with some of the
best people that every engineer would dream of meeting is a great perk!

OS committers can get a free 4-CD or DVD set at conferences from OS
Mall, Inc. [http://www.freebsdmall.com].

In addition, developers may request a cloaked hostmask for their account
on the Freenode IRC network in the form of
freebsd/developer/freefall name or
freebsd/developer/NickServ name. To request a cloak, send an email
to A.IRC.EMAIL with your requested hostmask and NickServ account name.
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contributing
So you want to contribute to OS? That is great! OS relies on the
contributions of its user base to survive. Your contributions are not
only appreciated, they are vital to OS’s continued growth.

A large and growing number of international contributors, of greatly
varying ages and areas of technical expertise, develop OS. There is
always more work to be done than there are people available to do it,
and more help is always appreciated.

As a volunteer, what you do is limited only by what you want to do.
However, we do ask that you are aware of what other members of the OS
community will expect of you. You may want to take this into account
before deciding to volunteer.

The OS project is responsible for an entire operating system
environment, rather than just a kernel or a few scattered utilities. As
such, our TODO lists span a very wide range of tasks: from
documentation, beta testing and presentation, to the system installer
and highly specialized types of kernel development. People of any skill
level, in almost any area, can almost certainly help the project.

Commercial entities engaged in FreeBSD-related enterprises are also
encouraged to contact us. Do you need a special extension to make your
product work? You will find us receptive to your requests, given that
they are not too outlandish. Are you working on a value-added product?
Please let us know! We may be able to work cooperatively on some aspect
of it. The free software world is challenging many existing assumptions
about how software is developed, sold, and maintained, and we urge you
to at least give it a second look.


What Is Needed

The following list of tasks and sub-projects represents something of an
amalgam of various TODO lists and user requests.


Ongoing Non-Programmer Tasks

Many people who are involved in FreeBSD are not programmers. The Project
includes documentation writers, Web designers, and support people. All
that these people need to contribute is an investment of time and a
willingness to learn.


	Read through the FAQ and Handbook periodically. If anything is badly
explained, out of date or even just completely wrong, let us know.
Even better, send us a fix (Docbook is not difficult to learn, but
there is no objection to ASCII submissions).

	Help translate FreeBSD documentation into your native language. If
documentation already exists for your language, you can help
translate additional documents or verify that the translations are
up-to-date. First take a look at the Translations
FAQ in the FreeBSD
Documentation Project Primer. You are not committing yourself to
translating every single FreeBSD document by doing this — as a
volunteer, you can do as much or as little translation as you desire.
Once someone begins translating, others almost always join the
effort. If you only have the time or energy to translate one part of
the documentation, please translate the installation instructions.

	Read the A.QUESTIONS occasionally (or even regularly). It can be very
satisfying to share your expertise and help people solve their
problems; sometimes you may even learn something new yourself! These
forums can also be a source of ideas for things to work on.






Ongoing Programmer Tasks

Most of the tasks listed here require either a considerable investment
of time, or an in-depth knowledge of the FreeBSD kernel, or both.
However, there are also many useful tasks which are suitable for
“weekend hackers”.


	If you run FreeBSD-CURRENT and have a good Internet connection,
there is a machine current.FreeBSD.org which builds a full release
once a day—every now and again, try to install the latest release
from it and report any failures in the process.

	Read the A.BUGS. There might be a problem you can comment
constructively on or with patches you can test. Or you could even
try to fix one of the problems yourself.

	If you know of any bug fixes which have been successfully applied to
-CURRENT but have not been merged into -STABLE after a decent
interval (normally a couple of weeks), send the committer a polite
reminder.

	Move contributed software to src/contrib in the source tree.

	Make sure code in src/contrib is up to date.

	Build the source tree (or just part of it) with extra warnings
enabled and clean up the warnings.

	Fix warnings for ports which do deprecated things like using
gets() or including malloc.h.

	If you have contributed any ports and you had to make OS-specific
changes, send your patches back to the original authors (this will
make your life easier when they bring out the next version).

	Get copies of formal standards like POSIX. Compare FreeBSD’s
behavior to that required by the standard. If the behavior differs,
particularly in subtle or obscure corners of the specification, send
in a PR about it. If you are able, figure out how to fix it and
include a patch in the PR. If you think the standard is wrong, ask
the standards body to consider the question.

	Suggest further tasks for this list!






Work through the PR Database

problem reports database
The FreeBSD PR list [https://bugs.FreeBSD.org/search/] shows all the
current active problem reports and requests for enhancement that have
been submitted by FreeBSD users. The PR database includes both
programmer and non-programmer tasks. Look through the open PRs, and see
if anything there takes your interest. Some of these might be very
simple tasks that just need an extra pair of eyes to look over them and
confirm that the fix in the PR is a good one. Others might be much more
complex, or might not even have a fix included at all.

Start with the PRs that have not been assigned to anyone else. If a PR
is assigned to someone else, but it looks like something you can handle,
email the person it is assigned to and ask if you can work on it—they
might already have a patch ready to be tested, or further ideas that you
can discuss with them.




Ongoing Ports Tasks

The Ports Collection is a perpetual work in progress. We want to provide
our users with an easy to use, up to date, high quality repository of
third party software. We need people to donate some of their time and
effort to help us achieve this goal.

Anyone can get involved, and there are lots of different ways to do so.
Contributing to ports is an excellent way to help “giveback” something
to the project. Whether you are looking for an ongoing role, or a fun
challenge for a rainy day, we would love to have your help!

There are a number of easy ways you can contribute to keeping the ports
tree up to date and in good working order:


	Find some cool or useful software and create a
port for it.

	There are a large number of ports that have no maintainer. Become a
maintainer and adopt a port.

	If you have created or adopted a port, be aware of what you need to
do as a maintainer.

	When you are looking for a quick challenge you could fix a bug or a
broken port.






Pick one of the items from the Ideas page

The OS list of projects and ideas for
volunteers [http://wiki.freebsd.org/IdeasPage] is also available for
people willing to contribute to the OS project. The list is being
regularly updated and contains items for both programmers and
non-programmers with information about each project.






How to Contribute

Contributions to the system generally fall into one or more of the
following 5 categories:


Bug Reports and General Commentary

An idea or suggestion of general technical interest should be mailed
to the A.HACKERS. Likewise, people with an interest in such things (and
a tolerance for a high volume of mail!) may subscribe to the
A.HACKERS. See The FreeBSD
Handbook for
more information about this and other mailing lists.

If you find a bug or are submitting a specific change, please report it
using the bug submission form [https://bugs.FreeBSD.org/submit/].
Try to fill-in each field of the bug report. Unless they exceed 65KB,
include any patches directly in the report. If the patch is suitable to
be applied to the source tree put [PATCH] in the synopsis of the
report. When including patches, do not use cut-and-paste because
cut-and-paste turns tabs into spaces and makes them unusable. When
patches are a lot larger than 20KB, consider compressing them (eg. with
MAN.GZIP.1 or MAN.BZIP2.1) prior to uploading them.

After filing a report, you should receive confirmation along with a
tracking number. Keep this tracking number so that you can update us
with details about the problem.

See also this article
on how to write good problem reports.




Changes to the Documentation

documentation submissions
Changes to the documentation are overseen by the A.DOC. Please look at
the FreeBSD Documentation Project
Primer for complete instructions.
Send submissions and changes (even small ones are welcome!) using the
same method any other bug report.




Changes to Existing Source Code

FreeBSD-CURRENT
An addition or change to the existing source code is a somewhat trickier
affair and depends a lot on how far out of date you are with the current
state of FreeBSD development. There is a special on-going release of
FreeBSD known as “FreeBSD-CURRENT” which is made available in a variety
of ways for the convenience of developers working actively on the
system. See The FreeBSD
Handbook for more
information about getting and using FreeBSD-CURRENT.

Working from older sources unfortunately means that your changes may
sometimes be too obsolete or too divergent for easy re-integration into
FreeBSD. Chances of this can be minimized somewhat by subscribing to the
A.ANNOUNCE and the A.CURRENT lists, where discussions on the current
state of the system take place.

Assuming that you can manage to secure fairly up-to-date sources to base
your changes on, the next step is to produce a set of diffs to send to
the FreeBSD maintainers. This is done with the MAN.DIFF.1 command.

The preferred MAN.DIFF.1 format for submitting patches is the unified
output format generated by diff -u.

diff

PROMPT.USER diff -u oldfile newfile





or

PROMPT.USER diff -u -r -N olddir newdir





would generate a set of unified diffs for the given source file or
directory hierarchy.

See MAN.DIFF.1 for more information.

Once you have a set of diffs (which you may test with the MAN.PATCH.1
command), you should submit them for inclusion with OS as a bug report.
Do not just send the diffs to the A.HACKERS or they will get lost! We
greatly appreciate your submission (this is a volunteer project!);
because we are busy, we may not be able to address it immediately, but
it will remain in the PR database until we do. Indicate your submission
by including [PATCH] in the synopsis of the report.

If you feel it appropriate (e.g. you have added, deleted, or renamed
files), bundle your changes into a tar file. Archives created with
MAN.SHAR.1 are also welcome.

If your change is of a potentially sensitive nature, such as if you are
unsure of copyright issues governing its further distribution then you
should send it to A.CORE directly rather than submitting as a bug
report. The A.CORE reaches a much smaller group of people who do much of
the day-to-day work on FreeBSD. Note that this group is also very busy
and so you should only send mail to them where it is truly necessary.

Please refer to MAN.INTRO.9 and MAN.STYLE.9 for some information on
coding style. We would appreciate it if you were at least aware of this
information before submitting code.




New Code or Major Value-Added Packages

In the case of a significant contribution of a large body work, or the
addition of an important new feature to FreeBSD, it becomes almost
always necessary to either send changes as tar files or upload them to a
web or FTP site for other people to access. If you do not have access to
a web or FTP site, ask on an appropriate FreeBSD mailing list for
someone to host the changes for you.

When working with large amounts of code, the touchy subject of
copyrights also invariably comes up. OS prefers free software licenses
such as BSD or ISC. Copyleft licenses such as GPLv2 are sometimes
permitted. The complete listing can be found on the core team licensing
policy page.




Money or Hardware

We are always very happy to accept donations to further the cause of the
FreeBSD Project and, in a volunteer effort like ours, a little can go a
long way! Donations of hardware are also very important to expanding our
list of supported peripherals since we generally lack the funds to buy
such items ourselves.


Donating Funds

The FreeBSD Foundation is a non-profit, tax-exempt foundation
established to further the goals of the FreeBSD Project. As a 501(c)3
entity, the Foundation is generally exempt from US federal income tax as
well as Colorado State income tax. Donations to a tax-exempt entity are
often deductible from taxable federal income.

Donations may be sent in check form to: The FreeBSD Foundation P.O. Box
20247, Boulder, CO 80308 USA

The FreeBSD Foundation is now able to accept donations through the web
with PayPal. To place a donation, please visit the Foundation web
site [http://www.freebsdfoundation.org].

More information about the FreeBSD Foundation can be found in The
FreeBSD Foundation – an
Introduction [http://people.FreeBSD.org/~jdp/foundation/announcement.html].
To contact the Foundation by email, write to bod@FreeBSDFoundation.org.




Donating Hardware

donations
The FreeBSD Project happily accepts donations of hardware that it can
find good use for. If you are interested in donating hardware, please
contact the Donations Liaison Office.








Contributing to ports


Adopting an unmaintained port


Choosing an unmaintained port

Taking over maintainership of ports that are unmaintained is a great way
to get involved. Unmaintained ports are only updated and fixed when
somebody volunteers to work on them. There are a large number of
unmaintained ports. It is a good idea to start with adopting a port that
you use regularly.

Unmaintained ports have their MAINTAINER set to
ports@FreeBSD.org. A list of unmaintained ports and their current
errors and problem reports can be seen at the OS Ports Monitoring
System [http://portsmon.FreeBSD.org/portsconcordanceformaintainer.py?maintainer=ports%40FreeBSD.org].

Some ports affect a large number of others due to dependencies and slave
port relationships. Generally, we want people to have some experience
before they maintain such ports.

You can find out whether or not a port has dependencies or slave ports
by looking at a master index of ports called INDEX. (The name of the
file varies by release of OS; for instance, INDEX-8.) Some ports
have conditional dependencies that are not included in a default
INDEX build. We expect you to be able to recognize such ports by
looking through other ports’ Makefiles.




How to adopt the port

First make sure you understand your responsibilities as a
maintainer. Also read the Porter’s
Handbook. Please do not commit
yourself to more than you feel you can comfortably handle.

You may request maintainership of any unmaintained port as soon as you
wish. Simply set MAINTAINER to your own email address and send a PR
(Problem Report) with the change. If the port has build errors or needs
updating, you may wish to include any other changes in the same PR. This
will help because many committers are less willing to assign
maintainership to someone who does not have a known track record with
OS. Submitting PRs that fix build errors or update ports are the best
ways to establish one.

File your PR with category ports and class change-request. A
committer will examine your PR, commit the changes, and finally close
the PR. Sometimes this process can take a little while (committers are
volunteers, too :).






The challenge for port maintainers

This section will give you an idea of why ports need to be maintained
and outline the responsibilities of a port maintainer.


Why ports require maintenance

Creating a port is a once-off task. Ensuring that a port is up to date
and continues to build and run requires an ongoing maintenance effort.
Maintainers are the people who dedicate some of their time to meeting
these goals.

The foremost reason ports need maintenance is to bring the latest and
greatest in third party software to the OS community. An additional
challenge is to keep individual ports working within the Ports
Collection framework as it evolves.

As a maintainer, you will need to manage the following challenges:


	New software versions and updates..

New versions and updates of existing ported software become available
all the time, and these need to be incorporated into the Ports
Collection in order to provide up-to-date software.



	Changes to dependencies..

If significant changes are made to the dependencies of your port, it
may need to be updated so that it will continue to work correctly.



	Changes affecting dependent ports..

If other ports depend on a port that you maintain, changes to your
port may require coordination with other maintainers.



	Interaction with other users, maintainers and developers..

Part of being a maintainer is taking on a support role. You are not
expected to provide general support (but we welcome it if you choose
to do so). What you should provide is a point of coordination for
OS-specific issues regarding your ports.



	Bug hunting..

A port may be affected by bugs which are specific to OS. You will
need to investigate, find, and fix these bugs when they are reported.
Thoroughly testing a port to identify problems before they make their
way into the Ports Collection is even better.



	Changes to ports infrastructure and policy..

Occasionally the systems that are used to build ports and packages
are updated or a new recommendation affecting the infrastructure is
made. You should be aware of these changes in case your ports are
affected and require updating.



	Changes to the base system..

OS is under constant development. Changes to software, libraries, the
kernel or even policy changes can cause flow-on change requirements
to ports.








Maintainer responsibilities


Keep your ports up to date

This section outlines the process to follow to keep your ports up to
date.

This is an overview. More information about upgrading a port is
available in the Porter’s Handbook.

Monitor the upstream vendor for new versions, updates and security fixes
for the software. Announcement mailing lists or news web pages are
useful for doing this. Sometimes users will contact you and ask when
your port will be updated. If you are busy with other things or for any
reason just cannot update it at the moment, ask if they will help you by
submitting an update.

You may also receive automated email from the OS Ports Version Check
informing you that a newer version of your port’s distfile is available.
More information about that system (including how to stop future emails)
will be provided in the message.

When they become available, incorporate the changes into the port. You
need to be able to generate a patch between the original port and your
updated port.

Thoroughly review and test your changes:


	Build, install and test your port on as many platforms and
architectures as you can. It is common for a port to work on one
branch or platform and fail on another.

	Make sure your port’s dependencies are complete. The recommended way
of doing this is by installing your own ports tinderbox. See
resources for more information.

	Check that the packing list is up to date. This involves adding in
any new files and directories and removing unused entries.

	Verify your port using MAN.PORTLINT.1 as a guide. See
resources for important information about using
portlint.

	Consider whether changes to your port might cause any other ports to
break. If this is the case, coordinate the changes with the
maintainers of those ports. This is especially important if your
update changes the shared library version; in this case, at the very
least, the dependent ports will need to get a PORTREVISION bump
so that they will automatically be upgraded by automated tools such
as portmaster or MAN.PORTUPGRADE.1.



Send your update by submitting a PR with an explanation of the changes
and a patch containing the differences between the original port and the
updated one. Please refer to Writing FreeBSD Problem
Reports for information on how to
write a really good PR.


Note

Please do not submit a MAN.SHAR.1 archive of the entire port;
instead, use MAN.DIFF.1 -ruN. In this way, committers can much
more easily see exactly what changes are being made. The Porter’s
Handbook section on
Upgrading has
more information.




At some stage a committer will deal with your PR. It may take minutes,
or it may take weeks — so please be patient.

If a committer finds a problem with your changes, they will most likely
refer it back to you. A prompt response will help get your PR committed
faster, and is better for maintaining a thread of conversation when
trying to resolve any problems.

Your changes will be committed and your port will have been updated. The
PR will then be closed by the committer. That’s it!




Ensure your ports continue to build correctly

This section is about discovering and fixing problems that stop your
ports from building correctly.

OS only guarantees that the Ports Collection works on the -STABLE
branches. In theory, you should be able to get by with running the
latest release of each stable branch (since the ABIs are not supposed to
change) but if you can run the branch, that is even better.

Since the majority of OS installations run on PC-compatible machines
(what is termed the i386 architecture), we expect you to keep the
port working on that architecture. We prefer that ports also work on the
amd64 architecture running native. It is completely fair to ask for
help if you do not have one of these machines.


Note

The usual failure modes for non-x86 machines are that the
original programmers assumed that, for instance, pointers are
ints, or that a relatively lax older gcc compiler was being
used. More and more, application authors are reworking their code to
remove these assumptions — but if the author is not actively
maintaining their code, you may need to do this yourself.




These are the tasks you need to perform to ensure your port is able to
be built:

Check your mail for mail from pkg-fallout@FreeBSD.org and the
distfiles scanner [http://portscout.FreeBSD.org] to see if any of
the port which are failing to build are out of date.

Once you are aware of a problem, collect information to help you fix it.
Build errors reported by pkg-fallout are accompanied by logs which
will show you where the build failed. If the failure was reported to you
by a user, ask them to send you information which may help in diagnosing
the problem, such as:


	Build logs

	The commands and options used to build the port (including options
set in /etc/make.conf)

	A list of packages installed on their system as shown by
MAN.PKG.INFO.1

	The version of OS they are running as shown by MAN.UNAME.1`` -a``

	When their ports collection was last updated

	When their ports tree amd INDEX was last updated



Unfortunately there is no straightforward process to follow to do this.
Remember, though: if you are stuck, ask for help! The A.PORTS is a good
place to start, and the upstream developers are often very helpful.

Just as with updating a port, you should now incorporate changes, review
and test, submit your changes in a PR, and provide feedback if required.

In some cases, you will have to make patches to the port to make it run
on FreeBSD. Some (but not all) upstream authors will accept such patches
back into their code for the next release. If so, this may even help
their users on other BSD-based systems as well and perhaps save
duplicated effort. Please consider sending any applicable patches to the
authors as a courtesy.




Investigate bug reports and PRs related to your port

This section is about discovering and fixing bugs.

OS-specific bugs are generally caused by assumptions about the build and
runtime environments that do not apply to OS. You are less likely to
encounter a problem of this type, but it can be more subtle and
difficult to diagnose.

These are the tasks you need to perform to ensure your port continues to
work as intended:

Bugs may be reported to you through email via the Problem Report
database [https://bugs.FreeBSD.org/search/]. Bugs may also be
reported directly to you by users.

You should respond to PRs and other reports within 14 days, but please
try not to take that long. Try to respond as soon as possible, even if
it is just to say you need some more time before you can work on the PR.

If you have not responded after 14 days, any committer may commit from a
PR that you have not responded to via a maintainer-timeout.

If the person reporting the bug has not also provided a fix, you need to
collect the information that will allow you to generate one.

If the bug is reproducible, you can collect most of the required
information yourself. If not, ask the person who reported the bug to
collect the information for you, such as:


	A detailed description of their actions, expected program behavior
and actual behavior

	Copies of input data used to trigger the bug

	Information about their build and execution environment — for
example, a list of installed packages and the output of MAN.ENV.1

	Core dumps

	Stack traces



Some bug reports may be incorrect. For example, the user may have simply
misused the program; or their installed packages may be out of date and
require updating. Sometimes a reported bug is not specific to OS. In
this case report the bug to the upstream developers. If the bug is
within your capabilities to fix, you can also patch the port so that the
fix is applied before the next upstream release.

As with build errors, you will need to sort out a fix to the problem.
Again, remember to ask if you are stuck!

Just as with updating a port, you should now incorporate changes, review
and test, and submit your changes in a PR (or send a follow-up if a PR
already exists for the problem). If another user has submitted changes
in the PR, you can also send a follow-up saying whether or not you
approve the changes.




Providing support

Part of being a maintainer is providing support — not for the software
in general — but for the port and any OS-specific quirks and problems.
Users may contact you with questions, suggestions, problems and patches.
Most of the time their correspondence will be specific to OS.

Occasionally you may have to invoke your skills in diplomacy, and kindly
point users seeking general support to the appropriate resources. Less
frequently you will encounter a person asking why the RPMs are not
up to date or how can they get the software to run under Foo Linux. Take
the opportunity to tell them that your port is up to date (if it is, of
course!), and suggest that they try OS.

Sometimes users and developers will decide that you are a busy person
whose time is valuable and do some of the work for you. For example,
they might:


	submit a PR or send you patches to update your port,

	investigate and perhaps provide a fix to a PR, or

	otherwise submit changes to your port.



In these cases your main obligation is to respond in a timely manner.
Again, the timeout for non-responsive maintainers is 14 days. After this
period changes may be committed unapproved. They have taken the trouble
to do this for you; so please try to at least respond promptly. Then
review, approve, modify or discuss their changes with them as soon as
possible.

If you can make them feel that their contribution is appreciated (and it
should be) you will have a better chance persuading them to do more
things for you in the future :-).








Finding and fixing a broken port

There are two really good places to find a port that needs some
attention.

You can use the web interface [http://bugs.freebsd.org/search] to
the Problem Report database to search through and view unresolved PRs.
The majority of ports PRs are updates, but with a little searching and
skimming over synopses you should be able to find something interesting
to work on (the sw-bug class is a good place to start).

The other place is the OS Ports Monitoring
System [http://portsmon.FreeBSD.org/]. In particular look for
unmaintained ports with build errors and ports that are marked
BROKEN. It is OK to send changes for a maintained port as well, but
remember to ask the maintainer in case they are already working on the
problem.

Once you have found a bug or problem, collect information, investigate
and fix! If there is an existing PR, follow up to that. Otherwise create
a new PR. Your changes will be reviewed and, if everything checks out,
committed.




When to call it quits

As your interests and commitments change, you may find that you no
longer have time to continue some (or all) of your ports contributions.
That is fine! Please let us know if you are no longer using a port or
have otherwise lost time or interest in being a maintainer. In this way
we can go ahead and allow other people to try to work on existing
problems with the port without waiting for your response. Remember, OS
is a volunteer project, so if maintaining a port is no fun anymore, it
is probably time to let someone else do it!

In any case, the Ports Management Team (portmgr) reserves the right
to reset your maintainership if you have not actively maintained your
port in some time. (Currently, this is set to 3 months.) By this, we
mean that there are unresolved problems or pending updates that have not
been worked on during that time.




Resources for ports maintainers and contributors

The Porter’s Handbook is your
hitchhiker’s guide to the ports system. Keep it handy!

Writing FreeBSD Problem Reports
describes how to best formulate and submit a PR. In 2005 more than
eleven thousand ports PRs were submitted! Following this article will
greatly assist us in reducing the time needed to handle your PRs.

The Problem Report
database [http://www.FreeBSD.org/cgi/query-pr-summary.cgi?query].

The FreeBSD Ports Monitoring System [http://portsmon.FreeBSD.org/]
can show you cross-referenced information about ports such as build
errors and problem reports. If you are a maintainer you can use it to
check on the build status of your ports. As a contributor you can use it
to find broken and unmaintained ports that need to be fixed.

The FreeBSD Ports distfile scanner [http://portscout.FreeBSD.org]
can show you ports for which the distfiles are not fetchable. You can
check on your own ports or use it to find ports that need their
MASTER_SITES updated.

ports-mgmt/poudriere is the most thorough way to test a port through the
entire cycle of installation, packaging, and deinstallation.
documentation is located at the poudriere home
page [https://fossil.etoilebsd.net/poudriere/]

MAN.PORTLINT.1 is an application which can be used to verify that your
port conforms to many important stylistic and functional guidelines.
portlint is a simple heuristic application, so you should use it only
as a guide. If portlint suggests changes which seem unreasonable,
consult the Porter’s Handbook or ask
for advice.

The A.PORTS is for general ports-related discussion. It is a good place
to ask for help. You can subscribe, or read and search the list
archives [http://lists.freebsd.org/mailman/listinfo]. Reading the
archives of the A.PORTS-BUGS and the A.CVS-PORTS may also be of
interest.
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An Introduction to the Common Unix Printing System (CUPS)

printing
CUPS
CUPS, the Common UNIX Printing System, provides a portable printing
layer for UNIX-based operating systems. It has been developed by Easy
Software Products to promote a standard printing solution for all UNIX
vendors and users.

CUPS uses the Internet Printing Protocol (IPP) as the basis for managing
print jobs and queues. The Line Printer Daemon (LPD), Server Message
Block (SMB), and AppSocket (aka JetDirect) protocols are also supported
with reduced functionality. CUPS adds network printer browsing and
PostScript Printer Description (PPD) based printing options to support
real-world printing under UNIX. As a result, CUPS is ideally-suited for
sharing and accessing printers in mixed environments of OS, LINUX,
MACOSX, or WINDOWS.

The main site for CUPS is http://www.cups.org/.




Installing the CUPS Print Server

To install CUPS using a precompiled binary, issue the following command
from a root terminal:

PROMPT.ROOT pkg install cups





Other optional, but recommended, packages are print/gutenprint-cups and
print/hplip, both of which add drivers and utilities for a variety of
printers. Once installed, the CUPS configuration files can be found in
the directory /usr/local/etc/cups.




Configuring the CUPS Print Server

After installation, a few files must be edited in order to configure the
CUPS server. First, create or modify, as the case may be, the file
/etc/devfs.rules and add the following information to set the proper
permissions on all potential printer devices and to associate printers
with the cups user group:

[system=10]
add path 'unlpt*' mode 0660 group cups
add path 'ulpt*' mode 0660 group cups
add path 'lpt*' mode 0660 group cups
add path 'usb/X.Y.Z' mode 0660 group cups

**Note**

Note that X, Y, and Z should be replaced with the target USB device
listed in the ``/dev/usb`` directory that corresponds to the
printer. To find the correct device, examine the output of
MAN.DMESG.8, where ``ugenX.Y`` lists the printer device, which is a
symbolic link to a USB device in ``/dev/usb``.





Next, add two lines to /etc/rc.conf as follows:

cupsd_enable="YES"
devfs_system_ruleset="system"





These two entries will start the CUPS print server on boot and invoke
the local devfs rule created above, respectively.

In order to enable CUPS printing under certain MICROSOFT.WINDOWS
clients, the line below should be uncommented in
/usr/local/etc/cups/mime.types and
/usr/local/etc/cups/mime.convs:

application/octet-stream





Once these changes have been made, the MAN.DEVFS.8 and CUPS systems must
both be restarted, either by rebooting the computer or issuing the
following two commands in a root terminal:

PROMPT.ROOT /etc/rc.d/devfs restart
PROMPT.ROOT /usr/local/etc/rc.d/cupsd restart








Configuring Printers on the CUPS Print Server

After the CUPS system has been installed and configured, the
administrator can begin configuring the local printers attached to the
CUPS print server. This part of the process is very similar, if not
identical, to configuring CUPS printers on other UNIX-based operating
systems, such as a LINUX distribution.

The primary means for managing and administering the CUPS server is
through the web-based interface, which can be found by launching a web
browser and entering http://localhost:631 in the browser’s URL bar. If
the CUPS server is on another machine on the network, substitute the
server’s local IP address for localhost. The CUPS web interface is
fairly self-explanatory, as there are sections for managing printers and
print jobs, authorizing users, and more. Additionally, on the right-hand
side of the Administration screen are several check-boxes allowing easy
access to commonly-changed settings, such as whether to share published
printers connected to the system, whether to allow remote administration
of the CUPS server, and whether to allow users additional access and
privileges to the printers and print jobs.

Adding a printer is generally as easy as clicking “Add Printer” at the
Administration screen of the CUPS web interface, or clicking one of the
“New Printers Found” buttons also at the Administration screen. When
presented with the “Device” drop-down box, simply select the desired
locally-attached printer, and then continue through the process. If one
has added the print/gutenprint-cups or print/hplip ports or packages as
referenced above, then additional print drivers will be available in the
subsequent screens that might provide more stability or features.




Configuring CUPS Clients

Once the CUPS server has been configured and printers have been added
and published to the network, the next step is to configure the clients,
or the machines that are going to access the CUPS server. If one has a
single desktop machine that is acting as both server and client, then
much of this information may not be needed.


UNIX Clients

CUPS will also need to be installed on your UNIX clients. Once CUPS is
installed on the clients, then CUPS printers that are shared across the
network are often automatically discovered by the printer managers for
various desktop environments such as GNOME or KDE. Alternatively, one
can access the local CUPS interface on the client machine at
http://localhost:631 and click on “Add Printer” in the Administration
section. When presented with the “Device” drop-down box, simply select
the networked CUPS printer, if it was automatically discovered, or
select ipp or http and enter the IPP or HTTP URI of the
networked CUPS printer, usually in one of the two following syntaxes:

ipp://server-name-or-ip/printers/printername





http://server-name-or-ip:631/printers/printername





If the CUPS clients have difficulty finding other CUPS printers shared
across the network, sometimes it is helpful to add or create a file
/usr/local/etc/cups/client.conf with a single entry as follows:

ServerName server-ip





In this case, server-ip would be replaced by the local IP address of the
CUPS server on the network.




WINDOWS Clients

Versions of WINDOWS prior to XP did not have the capability to natively
network with IPP-based printers. However, WINDOWSXP and later versions
do have this capability. Therefore, to add a CUPS printer in these
versions of WINDOWS is quite easy. Generally, the WINDOWS administrator
will run the WINDOWS Add Printer wizard, select ``Network


Printer`` and then enter the URI in the following syntax:


http://server-name-or-ip:631/printers/printername





If one has an older version of WINDOWS without native IPP printing
support, then the general means of connecting to a CUPS printer is to
use net/samba3 and CUPS together, which is a topic outside the scope of
this chapter.






CUPS Troubleshooting

Difficulties with CUPS often lies in permissions. First, double check
the MAN.DEVFS.8 permissions as outlined above. Next, check the actual
permissions of the devices created in the file system. It is also
helpful to make sure your user is a member of the cups group. If the
permissions check boxes in the Administration section of the CUPS web
interface do not seem to be working, another fix might be to manually
backup the main CUPS configuration file located at
/usr/local/etc/cups/cupsd.conf and edit the various configuration
options and try different combinations of configuration options. One
sample /usr/local/etc/cups/cupsd.conf to test is listed below.
Please note that this sample cupsd.conf file sacrifices security for
easier configuration; once the administrator successfully connects to
the CUPS server and configures the clients, it is advisable to revisit
this configuration file and begin locking down access.

# Log general information in error_log - change "info" to "debug" for
# troubleshooting...
LogLevel info

# Administrator user group...
SystemGroup wheel

# Listen for connections on Port 631.
Port 631
#Listen localhost:631
Listen /var/run/cups.sock

# Show shared printers on the local network.
Browsing On
BrowseOrder allow,deny
#BrowseAllow @LOCAL
BrowseAllow 192.168.1.* # change to local LAN settings
BrowseAddress 192.168.1.* # change to local LAN settings

# Default authentication type, when authentication is required...
DefaultAuthType Basic
DefaultEncryption Never # comment this line to allow encryption

# Allow access to the server from any machine on the LAN
<Location />
  Order allow,deny
  #Allow localhost
  Allow 192.168.1.* # change to local LAN settings
</Location>

# Allow access to the admin pages from any machine on the LAN
<Location /admin>
  #Encryption Required
  Order allow,deny
  #Allow localhost
  Allow 192.168.1.* # change to local LAN settings
</Location>

# Allow access to configuration files from any machine on the LAN
<Location /admin/conf>
  AuthType Basic
  Require user @SYSTEM
  Order allow,deny
  #Allow localhost
  Allow 192.168.1.* # change to local LAN settings
</Location>

# Set the default printer/job policies...
<Policy default>
  # Job-related operations must be done by the owner or an administrator...
  <Limit Send-Document Send-URI Hold-Job Release-Job Restart-Job Purge-Jobs \
Set-Job-Attributes Create-Job-Subscription Renew-Subscription Cancel-Subscription \
Get-Notifications Reprocess-Job Cancel-Current-Job Suspend-Current-Job Resume-Job \
CUPS-Move-Job>
    Require user @OWNER @SYSTEM
    Order deny,allow
  </Limit>

  # All administration operations require an administrator to authenticate...
  <Limit Pause-Printer Resume-Printer Set-Printer-Attributes Enable-Printer \
Disable-Printer Pause-Printer-After-Current-Job Hold-New-Jobs Release-Held-New-Jobs \
Deactivate-Printer Activate-Printer Restart-Printer Shutdown-Printer Startup-Printer \
Promote-Job Schedule-Job-After CUPS-Add-Printer CUPS-Delete-Printer CUPS-Add-Class \
CUPS-Delete-Class CUPS-Accept-Jobs CUPS-Reject-Jobs CUPS-Set-Default>
    AuthType Basic
    Require user @SYSTEM
    Order deny,allow
  </Limit>

  # Only the owner or an administrator can cancel or authenticate a job...
  <Limit Cancel-Job CUPS-Authenticate-Job>
    Require user @OWNER @SYSTEM
    Order deny,allow
  </Limit>

  <Limit All>
    Order deny,allow
  </Limit>
</Policy>
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Explaining BSD





	Author:	GregLehey






What is BSD?

BSD stands for “Berkeley Software Distribution”. It is the name of
distributions of source code from the University of California,
Berkeley, which were originally extensions to AT&T’s Research UNIX
operating system. Several open source operating system projects are
based on a release of this source code known as 4.4BSD-Lite. In
addition, they comprise a number of packages from other Open Source
projects, including notably the GNU project. The overall operating
system comprises:


	The BSD kernel, which handles process scheduling, memory management,
symmetric multi-processing (SMP), device drivers, etc.

Unlike the Linux kernel, there are several different BSD kernels
with differing capabilities.



	The C library, the base API for the system.

The BSD C library is based on code from Berkeley, not the GNU
project.



	Utilities such as shells, file utilities, compilers and linkers.

Some of the utilities are derived from the GNU project, others are
not.



	The X Window system, which handles graphical display.

The X Window system used in most versions of BSD is maintained by the
X.Org project [http://www.X.org/]. OS allows the user to choose
from a variety of desktop environments, such as Gnome, KDE, or Xfce;
and lightweight window managers like Openbox, Fluxbox, or Awesome.



	Many other programs and utilities.








What, a real UNIX?

The BSD operating systems are not clones, but open source derivatives of
AT&T’s Research UNIX operating system, which is also the ancestor of the
modern UNIX System V. This may surprise you. How could that happen when
AT&T has never released its code as open source?

It is true that AT&T UNIX is not open source, and in a copyright sense
BSD is very definitely not UNIX, but on the other hand, AT&T has
imported sources from other projects, noticeably the Computer Sciences
Research Group (CSRG) of the University of California in Berkeley, CA.
Starting in 1976, the CSRG started releasing tapes of their software,
calling them Berkeley Software Distribution or BSD.

Initial BSD releases consisted mainly of user programs, but that changed
dramatically when the CSRG landed a contract with the Defense Advanced
Research Projects Agency (DARPA) to upgrade the communications protocols
on their network, ARPANET. The new protocols were known as the Internet
Protocols, later TCP/IP after the most important protocols. The first
widely distributed implementation was part of 4.2BSD, in 1982.

In the course of the 1980s, a number of new workstation companies sprang
up. Many preferred to license UNIX rather than developing operating
systems for themselves. In particular, Sun Microsystems licensed UNIX
and implemented a version of 4.2BSD, which they called SUNOS. When AT&T
themselves were allowed to sell UNIX commercially, they started with a
somewhat bare-bones implementation called System III, to be quickly
followed by System V. The System V code base did not include networking,
so all implementations included additional software from the BSD,
including the TCP/IP software, but also utilities such as the csh
shell and the vi editor. Collectively, these enhancements were known
as the Berkeley Extensions.

The BSD tapes contained AT&T source code and thus required a UNIX source
license. By 1990, the CSRG’s funding was running out, and it faced
closure. Some members of the group decided to release the BSD code,
which was Open Source, without the AT&T proprietary code. This finally
happened with the Networking Tape 2, usually known as Net/2. Net/2
was not a complete operating system: about 20% of the kernel code was
missing. One of the CSRG members, William F. Jolitz, wrote the remaining
code and released it in early 1992 as 386BSD. At the same time,
another group of ex-CSRG members formed a commercial company called
Berkeley Software Design Inc. [http://www.bsdi.com/] and released a
beta version of an operating system called
BSD/386 [http://www.bsdi.com/], which was based on the same sources.
The name of the operating system was later changed to BSD/OS.

386BSD never became a stable operating system. Instead, two other
projects split off from it in 1993: NetBSD [http://www.NetBSD.org/]
and FreeBSD. The two projects originally
diverged due to differences in patience waiting for improvements to
386BSD: the NetBSD people started early in the year, and the first
version of FreeBSD was not ready until the end of the year. In the
meantime, the code base had diverged sufficiently to make it difficult
to merge. In addition, the projects had different aims, as we will see
below. In 1996, OpenBSD [http://www.OpenBSD.org/] split off from
NetBSD, and in 2003, DragonFlyBSD [http://www.dragonflybsd.org/]
split off from FreeBSD.




Why is BSD not better known?

For a number of reasons, BSD is relatively unknown:


	The BSD developers are often more interested in polishing their code
than marketing it.



	Much of Linux’s popularity is due to factors external to the Linux
projects, such as the press, and to companies formed to provide Linux
services. Until recently, the open source BSDs had no such
proponents.



	BSD developers tend to be more experienced than Linux developers, and
have less interest in making the system easy to use. Newcomers tend
to feel more comfortable with Linux.



	In 1992, AT&T sued BSDI [http://www.bsdi.com/], the vendor of
BSD/386, alleging that the product contained AT&T-copyrighted code.
The case was settled out of court in 1994, but the spectre of the
litigation continues to haunt people. As recently as March 2000 an
article published on the web claimed that the court case had been
“recently settled”.

One detail that the lawsuit did clarify is the naming: in the 1980s,
BSD was known as “BSD UNIX”. With the elimination of the last vestige
of AT&T code from BSD, it also lost the right to the name UNIX. Thus
you will see references in book titles to “the 4.3BSD UNIX operating
system” and “the 4.4BSD operating system”.



	There is a perception that the BSD projects are fragmented and
belligerent. The Wall Street
Journal [http://interactive.wsj.com/bin/login?Tag=/&URI=/archive/retrieve.cgi%253Fid%253DSB952470579348918651.djm&]
spoke of “balkanization” of the BSD projects. Like the law suit, this
perception bases mainly on ancient history.








Comparing BSD and Linux

So what is really the difference between, say, Debian Linux and FreeBSD?
For the average user, the difference is surprisingly small: Both are
UNIX like operating systems. Both are developed by non-commercial
projects (this does not apply to many other Linux distributions, of
course). In the following section, we will look at BSD and compare it to
Linux. The description applies most closely to FreeBSD, which accounts
for an estimated 80% of the BSD installations, but the differences from
NetBSD, OpenBSD and DragonFlyBSD are small.


Who owns BSD?

No one person or corporation owns BSD. It is created and distributed by
a community of highly technical and committed contributors all over the
world. Some of the components of BSD are Open Source projects in their
own right and managed by different project maintainers.




How is BSD developed and updated?

The BSD kernels are developed and updated following the Open Source
development model. Each project maintains a publicly accessible source
tree under the Concurrent Versions System [http://www.cvshome.org/]
(CVS), which contains all source files for the project, including
documentation and other incidental files. CVS allows users to “check
out” (in other words, to extract a copy of) any desired version of the
system.

A large number of developers worldwide contribute to improvements to
BSD. They are divided into three kinds:


	Contributors write code or documentation. They are not permitted to
commit (add code) directly to the source tree. In order for their
code to be included in the system, it must be reviewed and checked in
by a registered developer, known as a committer.



	Committers are developers with write access to the source tree. In
order to become a committer, an individual must show ability in the
area in which they are active.

It is at the individual committer’s discretion whether they should
obtain authority before committing changes to the source tree. In
general, an experienced committer may make changes which are
obviously correct without obtaining consensus. For example, a
documentation project committer may correct typographical or
grammatical errors without review. On the other hand, developers
making far-reaching or complicated changes are expected to submit
their changes for review before committing them. In extreme cases, a
core team member with a function such as Principal Architect may
order that changes be removed from the tree, a process known as
backing out. All committers receive mail describing each individual
commit, so it is not possible to commit secretly.



	The Core team. FreeBSD and NetBSD each have a core team which manages
the project. The core teams developed in the course of the projects,
and their role is not always well-defined. It is not necessary to be
a developer in order to be a core team member, though it is normal.
The rules for the core team vary from one project to the other, but
in general they have more say in the direction of the project than
non-core team members have.





This arrangement differs from Linux in a number of ways:


	No one person controls the content of the system. In practice, this
difference is overrated, since the Principal Architect can require
that code be backed out, and even in the Linux project several people
are permitted to make changes.

	On the other hand, there is a central repository, a single place
where you can find the entire operating system sources, including all
older versions.

	BSD projects maintain the entire “Operating System”, not only the
kernel. This distinction is only marginally useful: neither BSD nor
Linux is useful without applications. The applications used under BSD
are frequently the same as the applications used under Linux.

	As a result of the formalized maintenance of a single CVS source
tree, BSD development is clear, and it is possible to access any
version of the system by release number or by date. CVS also allows
incremental updates to the system: for example, the FreeBSD
repository is updated about 100 times a day. Most of these changes
are small.






BSD releases

FreeBSD, NetBSD and OpenBSD provide the system in three different
“releases”. As with Linux, releases are assigned a number such as 1.4.1
or 3.5. In addition, the version number has a suffix indicating its
purpose:


	The development version of the system is called CURRENT. FreeBSD
assigns a number to CURRENT, for example FreeBSD 5.0-CURRENT. NetBSD
uses a slightly different naming scheme and appends a single-letter
suffix which indicates changes in the internal interfaces, for
example NetBSD 1.4.3G. OpenBSD does not assign a number
(“OpenBSD-current”). All new development on the system goes into this
branch.

	At regular intervals, between two and four times a year, the projects
bring out a RELEASE version of the system, which is available on
CD-ROM and for free download from FTP sites, for example OpenBSD
2.6-RELEASE or NetBSD 1.4-RELEASE. The RELEASE version is intended
for end users and is the normal version of the system. NetBSD also
provides patch releases with a third digit, for example NetBSD
1.4.2.

	As bugs are found in a RELEASE version, they are fixed, and the fixes
are added to the CVS tree. In FreeBSD, the resultant version is
called the STABLE version, while in NetBSD and OpenBSD it continues
to be called the RELEASE version. Smaller new features can also be
added to this branch after a period of test in the CURRENT branch.



By contrast, Linux maintains two separate code trees: the stable
version and the development version. Stable versions have an even minor
version number, such as 2.0, 2.2 or 2.4. Development versions have an
odd minor version number, such as 2.1, 2.3 or 2.5. In each case, the
number is followed by a further number designating the exact release. In
addition, each vendor adds their own userland programs and utilities, so
the name of the distribution is also important. Each distribution vendor
also assigns version numbers to the distribution, so a complete
description might be something like “TurboLinux 6.0 with kernel 2.2.14”




What versions of BSD are available?

In contrast to the numerous Linux distributions, there are only four
major open source BSDs. Each BSD project maintains its own source tree
and its own kernel. In practice, though, there appear to be fewer
divergences between the userland code of the projects than there is in
Linux.

It is difficult to categorize the goals of each project: the differences
are very subjective. Basically,


	OS aims for high performance and ease of use by end users, and is a
favourite of web content providers. It runs on a number of
platforms and has significantly more users
than the other projects.

	NetBSD aims for maximum portability: “of course it runs NetBSD”. It
runs on machines from palmtops to large servers, and has even been
used on NASA space missions. It is a particularly good choice for
running on old non-INTEL hardware.

	OpenBSD aims for security and code purity: it uses a combination of
the open source concept and rigorous code reviews to create a system
which is demonstrably correct, making it the choice of
security-conscious organizations such as banks, stock exchanges and
US Government departments. Like NetBSD, it runs on a number of
platforms.

	DragonFlyBSD aims for high performance and scalability under
everything from a single-node UP system to a massively clustered
system. DragonFlyBSD has several long-range technical goals, but
focus lies on providing a SMP-capable infrastructure that is easy to
understand, maintain and develop for.



There are also two additional BSD UNIX operating systems which are not
open source, BSD/OS and Apple’s MACOS X:


	BSD/OS was the oldest of the 4.4BSD derivatives. It was not open
source, though source code licenses were available at relatively low
cost. It resembled FreeBSD in many ways. Two years after the
acquisition of BSDi by Wind River Systems, BSD/OS failed to survive
as an independent product. Support and source code may still be
available from Wind River, but all new development is focused on the
VxWorks embedded operating system.

	MACOS X [http://www.apple.com/macosx/server/] is the latest
version of the operating system for APPLE’s MAC line. The BSD core of
this operating system,
Darwin [http://developer.apple.com/darwin/], is available as a
fully functional open source operating system for x86 and PPC
computers. The Aqua/Quartz graphics system and many other proprietary
aspects of MACOS X remain closed-source, however. Several Darwin
developers are also FreeBSD committers, and vice-versa.






How does the BSD license differ from the GNU Public license?

Linux is available under the GNU General Public
License [http://www.fsf.org/copyleft/gpl.html] (GPL), which is
designed to eliminate closed source software. In particular, any
derivative work of a product released under the GPL must also be
supplied with source code if requested. By contrast, the BSD
license [http://www.opensource.org/licenses/bsd-license.html] is less
restrictive: binary-only distributions are allowed. This is particularly
attractive for embedded applications.




What else should I know?

Since fewer applications are available for BSD than Linux, the BSD
developers created a Linux compatibility package, which allows Linux
programs to run under BSD. The package includes both kernel
modifications, in order to correctly perform Linux system calls, and
Linux compatibility files such as the C library. There is no noticeable
difference in execution speed between a Linux application running on a
Linux machine and a Linux application running on a BSD machine of the
same speed.

The “all from one supplier” nature of BSD means that upgrades are much
easier to handle than is frequently the case with Linux. BSD handles
library version upgrades by providing compatibility modules for earlier
library versions, so it is possible to run binaries which are several
years old with no problems.




Which should I use, BSD or Linux?

What does this all mean in practice? Who should use BSD, who should use
Linux?

This is a very difficult question to answer. Here are some guidelines:


	“If it ain’t broke, don’t fix it”: If you already use an open source
operating system, and you are happy with it, there is probably no
good reason to change.

	BSD systems, in particular FreeBSD, can have notably higher
performance than Linux. But this is not across the board. In many
cases, there is little or no difference in performance. In some
cases, Linux may perform better than FreeBSD.

	In general, BSD systems have a better reputation for reliability,
mainly as a result of the more mature code base.

	BSD projects have a better reputation for the quality and
completeness of their documentation. The various documentation
projects aim to provide actively updated documentation, in many
languages, and covering all aspects of the system.

	The BSD license may be more attractive than the GPL.

	BSD can execute most Linux binaries, while Linux can not execute BSD
binaries. Many BSD implementations can also execute binaries from
other UNIX like systems. As a result, BSD may present an easier
migration route from other systems than Linux would.






Who provides support, service, and training for BSD?

BSDi / FreeBSD Mall, Inc. [http://www.freebsdmall.com] have been
providing support contracts for FreeBSD for nearly a decade.

In addition, each of the projects has a list of consultants for hire:
FreeBSD,
NetBSD [http://www.netbsd.org/gallery/consultants.html], and
OpenBSD [http://www.openbsd.org/support.html].
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Filtering Bridges





	Author:	AlexDupre






Why use a filtering bridge?

More and more frequently, thanks to the lowering costs of broad band
Internet connections (xDSL) and also because of the reduction of
available IPv4 addresses, many companies are connected to the Internet
24 hours on 24 and with few (sometimes not even a power of 2) IP
addresses. In these situations it is often desirable to have a firewall
that filters incoming and outgoing traffic from and towards Internet,
but a packet filtering solution based on router may not be applicable,
either due to subnetting issues, the router is owned by the connectivity
supplier (ISP), or because it does not support such functionalities. In
these scenarios the use of a filtering bridge is highly advised.

A bridge-based firewall can be configured and inserted between the xDSL
router and your Ethernet hub/switch without any IP numbering issues.




How to Install

Adding bridge functionalities to a FreeBSD system is not difficult.
Since 4.5 release it is possible to load such functionalities as modules
instead of having to rebuild the kernel, simplifying the procedure a
great deal. In the following subsections I will explain both
installation ways.


Important

Do not follow both instructions: a procedure excludes the other
one. Select the best choice according to your needs and abilities.




Before going on, be sure to have at least two Ethernet cards that
support the promiscuous mode for both reception and transmission, since
they must be able to send Ethernet packets with any address, not just
their own. Moreover, to have a good throughput, the cards should be PCI
bus mastering cards. The best choices are still the Intel ETHEREXPRESS
Pro, followed by the TM.3COM 3c9xx series. To simplify the firewall
configuration it may be useful to have two cards of different
manufacturers (using different drivers) in order to distinguish clearly
which interface is connected to the router and which to the inner
network.


Kernel Configuration

So you have decided to use the older but well tested installation
method. To begin, you have to add the following rows to your kernel
configuration file:

options BRIDGE
options IPFIREWALL
options IPFIREWALL_VERBOSE





The first line is to compile the bridge support, the second one is the
firewall and the third one is the logging functions of the firewall.

Now it is necessary to build and install the new kernel. You may find
detailed instructions in the Building and Installing a Custom
Kernel section of
the FreeBSD Handbook.




Modules Loading

If you have chosen to use the new and simpler installation method, the
only thing to do now is add the following row to /boot/loader.conf:

bridge_load="YES"





In this way, during the system startup, the bridge.ko module will be
loaded together with the kernel. It is not required to add a similar row
for the ipfw.ko module, since it will be loaded automatically after
the execution of the steps in the following section.






Final Preparation

Before rebooting in order to load the new kernel or the required modules
(according to the previously chosen installation method), you have to
make some changes to the /etc/rc.conf configuration file. The
default rule of the firewall is to reject all IP packets. Initially we
will set up an open firewall, in order to verify its operation
without any issue related to packet filtering (in case you are going to
execute this procedure remotely, such configuration will avoid you to
remain isolated from the network). Put these lines in /etc/rc.conf:

firewall_enable="YES"
firewall_type="open"
firewall_quiet="YES"
firewall_logging="YES"





The first row will enable the firewall (and will load the module
ipfw.ko if it is not compiled in the kernel), the second one to set
up it in open mode (as explained in /etc/rc.firewall), the third
one to not show rules loading and the fourth one to enable logging
support.

About the configuration of the network interfaces, the most used way is
to assign an IP to only one of the network cards, but the bridge will
work equally even if both interfaces or none has a configured IP. In the
last case (IP-less) the bridge machine will be still more hidden, as
inaccessible from the network: to configure it, you have to login from
console or through a third network interface separated from the bridge.
Sometimes, during the system startup, some programs require network
access, say for domain resolution: in this case it is necessary to
assign an IP to the external interface (the one connected to Internet,
where DNS server resides), since the bridge will be activated at the end
of the startup procedure. It means that the fxp0 interface (in our
case) must be mentioned in the ifconfig section of the /etc/rc.conf
file, while the xl0 is not. Assigning an IP to both the network
cards does not make much sense, unless, during the start procedure,
applications should access to services on both Ethernet segments.

There is another important thing to know. When running IP over Ethernet,
there are actually two Ethernet protocols in use: one is IP, the other
is ARP. ARP does the conversion of the IP address of a host into its
Ethernet address (MAC layer). In order to allow the communication
between two hosts separated by the bridge, it is necessary that the
bridge will forward ARP packets. Such protocol is not included in the IP
layer, since it exists only with IP over Ethernet. The FreeBSD firewall
filters exclusively on the IP layer and therefore all non-IP packets
(ARP included) will be forwarded without being filtered, even if the
firewall is configured to not permit anything.

Now it is time to reboot the system and use it as before: there will be
some new messages about the bridge and the firewall, but the bridge will
not be activated and the firewall, being in open mode, will not
avoid any operations.

If there are any problems, you should sort them out now before
proceeding.




Enabling the Bridge

At this point, to enable the bridge, you have to execute the following
commands (having the shrewdness to replace the names of the two network
interfaces fxp0 and xl0 with your own ones):

PROMPT.ROOT sysctl net.link.ether.bridge.config=fxp0:0,xl0:0
PROMPT.ROOT sysctl net.link.ether.bridge.ipfw=1
PROMPT.ROOT sysctl net.link.ether.bridge.enable=1





The first row specifies which interfaces should be activated by the
bridge, the second one will enable the firewall on the bridge and
finally the third one will enable the bridge.


Note

If you have OS5.1-RELEASE or previous the sysctl variables are
spelled differently. See MAN.BRIDGE.4 for details.




At this point you should be able to insert the machine between two sets
of hosts without compromising any communication abilities between them.
If so, the next step is to add the
net.link.ether.bridge.[blah]=[blah] portions of these rows to the
/etc/sysctl.conf file, in order to have them execute at startup.




Configuring The Firewall

Now it is time to create your own file with custom firewall rules, in
order to secure the inside network. There will be some complication in
doing this because not all of the firewall functionalities are available
on bridged packets. Furthermore, there is a difference between the
packets that are in the process of being forwarded and packets that are
being received by the local machine. In general, incoming packets are
run through the firewall only once, not twice as is normally the case;
in fact they are filtered only upon receipt, so rules that use out
or xmit will never match. Personally, I use in via which is an
older syntax, but one that has a sense when you read it. Another
limitation is that you are restricted to use only pass or drop
commands for packets filtered by a bridge. Sophisticated things like
divert, forward or reject are not available. Such options
can still be used, but only on traffic to or from the bridge machine
itself (if it has an IP address).

New in FreeBSD 4.0, is the concept of stateful filtering. This is a big
improvement for UDP traffic, which typically is a request going out,
followed shortly thereafter by a response with the exact same set of IP
addresses and port numbers (but with source and destination reversed, of
course). For firewalls that have no statekeeping, there is almost no way
to deal with this sort of traffic as a single session. But with a
firewall that can “remember” an outgoing UDP packet and, for the next
few minutes, allow a response, handling UDP services is trivial. The
following example shows how to do it. It is possible to do the same
thing with TCP packets. This allows you to avoid some denial of service
attacks and other nasty tricks, but it also typically makes your state
table grow quickly in size.

Let’s look at an example setup. Note first that at the top of
/etc/rc.firewall there are already standard rules for the loopback
interface lo0, so we should not have to care for them anymore.
Custom rules should be put in a separate file (say
/etc/rc.firewall.local) and loaded at system startup, by modifying
the row of /etc/rc.conf where we defined the open firewall:

firewall_type="/etc/rc.firewall.local"

**Important**

You have to specify the *full* path, otherwise it will not be loaded
with the risk to remain isolated from the network.





For our example imagine to have the fxp0 interface connected towards
the outside (Internet) and the xl0 towards the inside (LAN). The
bridge machine has the IP 1.2.3.4 (it is not possible that your ISP can
give you an address quite like this, but for our example it is good).

# Things that we have kept state on before get to go through in a hurry
add check-state

# Throw away RFC 1918 networks
add drop all from 10.0.0.0/8 to any in via fxp0
add drop all from 172.16.0.0/12 to any in via fxp0
add drop all from 192.168.0.0/16 to any in via fxp0

# Allow the bridge machine to say anything it wants
# (if the machine is IP-less do not include these rows)
add pass tcp from 1.2.3.4 to any setup keep-state
add pass udp from 1.2.3.4 to any keep-state
add pass ip from 1.2.3.4 to any

# Allow the inside hosts to say anything they want
add pass tcp from any to any in via xl0 setup keep-state
add pass udp from any to any in via xl0 keep-state
add pass ip from any to any in via xl0

# TCP section
# Allow SSH
add pass tcp from any to any 22 in via fxp0 setup keep-state
# Allow SMTP only towards the mail server
add pass tcp from any to relay 25 in via fxp0 setup keep-state
# Allow zone transfers only by the slave name server [dns2.nic.it]
add pass tcp from 193.205.245.8 to ns 53 in via fxp0 setup keep-state
# Pass ident probes.  It is better than waiting for them to timeout
add pass tcp from any to any 113 in via fxp0 setup keep-state
# Pass the "quarantine" range
add pass tcp from any to any 49152-65535 in via fxp0 setup keep-state

# UDP section
# Allow DNS only towards the name server
add pass udp from any to ns 53 in via fxp0 keep-state
# Pass the "quarantine" range
add pass udp from any to any 49152-65535 in via fxp0 keep-state

# ICMP section
# Pass 'ping'
add pass icmp from any to any icmptypes 8 keep-state
# Pass error messages generated by 'traceroute'
add pass icmp from any to any icmptypes 3
add pass icmp from any to any icmptypes 11

# Everything else is suspect
add drop log all from any to any





Those of you who have set up firewalls before may notice some things
missing. In particular, there are no anti-spoofing rules, in fact we did
not add:

add deny all from 1.2.3.4/8 to any in via fxp0





That is, drop packets that are coming in from the outside claiming to be
from our network. This is something that you would commonly do to be
sure that someone does not try to evade the packet filter, by generating
nefarious packets that look like they are from the inside. The problem
with that is that there is at least one host on the outside interface
that you do not want to ignore: the router. But usually, the ISP
anti-spoofs at their router, so we do not need to bother that much.

The last rule seems to be an exact duplicate of the default rule, that
is, do not let anything pass that is not specifically allowed. But there
is a difference: all suspected traffic will be logged.

There are two rules for passing SMTP and DNS traffic towards the mail
server and the name server, if you have them. Obviously the whole rule
set should be flavored to personal taste, this is only a specific
example (rule format is described accurately in the MAN.IPFW.8 man
page). Note that in order for “relay” and “ns” to work, name service
lookups must work before the bridge is enabled. This is an example of
making sure that you set the IP on the correct network card.
Alternatively it is possible to specify the IP address instead of the
host name (required if the machine is IP-less).

People that are used to setting up firewalls are probably also used to
either having a reset or a forward rule for ident packets (TCP
port 113). Unfortunately, this is not an applicable option with the
bridge, so the best thing is to simply pass them to their destination.
As long as that destination machine is not running an ident daemon, this
is relatively harmless. The alternative is dropping connections on port
113, which creates some problems with services like IRC (the ident probe
must timeout).

The only other thing that is a little weird that you may have noticed is
that there is a rule to let the bridge machine speak, and another for
internal hosts. Remember that this is because the two sets of traffic
will take different paths through the kernel and into the packet filter.
The inside net will go through the bridge, while the local machine will
use the normal IP stack to speak. Thus the two rules to handle the
different cases. The ``in via


fxp0`` rules work for both paths. In general, if you use


in via rules throughout the filter, you will need to make an
exception for locally generated packets, because they did not come in
via any of our interfaces.
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Fonts and FreeBSD





	Author:	DaveBodenstab






Introduction

There are many sources of fonts available, and one might ask how they
might be used with FreeBSD. The answer can be found by carefully
searching the documentation for the component that one would like to
use. This is very time consuming, so this tutorial is an attempt to
provide a shortcut for others who might be interested.




Basic terminology

There are many different font formats and associated font file suffixes.
A few that will be addressed here are:


	.pfa, .pfb

	POSTSCRIPT type 1 fonts. The .pfa is the Ascii form and
.pfb the Binary form.

	.afm

	The font metrics associated with a type 1 font.

	.pfm

	The printer font metrics associated with a type 1 font.

	.ttf

	A TRUETYPE font

	.fot

	An indirect reference to a TrueType font (not an actual font)

	.fon, .fnt

	Bitmapped screen fonts



The .fot file is used by WINDOWS as sort of a symbolic link to the
actual TRUETYPE font (.ttf) file. The .fon font files are also
used by Windows. I know of no way to use this font format with FreeBSD.




What font formats can I use?

Which font file format is useful depends on the application being used.
FreeBSD by itself uses no fonts. Application programs and/or drivers may
make use of the font files. Here is a small cross reference of
application/driver to the font type suffixes:


	Driver

	
	vt

	.hex

	syscons

	.fnt





	Application

	
	Ghostscript

	.pfa, .pfb, .ttf

	X11

	.pfa, .pfb

	Groff

	.pfa, .afm

	Povray

	.ttf







The .fnt suffix is used quite frequently. I suspect that whenever
someone wanted to create a specialized font file for their application,
more often than not they chose this suffix. Therefore, it is likely that
files with this suffix are not all the same format; specifically, the
.fnt files used by syscons under FreeBSD may not be the same format
as a .fnt file one encounters in the MS-DOS/WINDOWS environment. I
have not made any attempt at using other .fnt files other than those
provided with FreeBSD.




Setting a virtual console to 80x60 line mode

First, an 8x8 font must be loaded. To do this, /etc/rc.conf should
contain the line (change the font name to an appropriate one for your
locale):

font8x8="iso-8x8"     # font 8x8 from /usr/share/syscons/fonts/* (or NO).





The command to actually switch the mode is MAN.VIDCONTROL.1:

PROMPT.USER vidcontrol VGA_80x60





Various screen-oriented programs, such as MAN.VI.1, must be able to
determine the current screen dimensions. As this is achieved this
through ioctl calls to the console driver (such as MAN.SYSCONS.4)
they will correctly determine the new screen dimensions.

To make this more seamless, one can embed these commands in the startup
scripts so it takes place when the system boots. To do this is add this
line to /etc/rc.conf

allscreens_flags="VGA_80x60"  # Set this vidcontrol mode for all virtual screens





References: MAN.RC.CONF.5, MAN.VIDCONTROL.1.




Using type 1 fonts with X11

X11 can use either the .pfa or the .pfb format fonts. The X11
fonts are located in various subdirectories under
/usr/X11R6/lib/X11/fonts. Each font file is cross referenced to its
X11 name by the contents of the fonts.dir file in each directory.

There is already a directory named Type1. The most straight forward
way to add a new font is to put it into this directory. A better way is
to keep all new fonts in a separate directory and use a symbolic link to
the additional font. This allows one to more easily keep track of ones
fonts without confusing them with the fonts that were originally
provided. For example:

Create a directory to contain the font files
PROMPT.USER mkdir -p /usr/local/share/fonts/type1
PROMPT.USER cd /usr/local/share/fonts/type1

Place the .pfa, .pfb and .afm files here
One might want to keep readme files, and other documentation
for the fonts here also
PROMPT.USER cp /cdrom/fonts/atm/showboat/showboat.pfb .
PROMPT.USER cp /cdrom/fonts/atm/showboat/showboat.afm .

Maintain an index to cross reference the fonts
PROMPT.USER echo showboat - InfoMagic CICA, Dec 1994, /fonts/atm/showboat >>INDEX





Now, to use a new font with X11, one must make the font file available
and update the font name files. The X11 font names look like:

-bitstream-charter-medium-r-normal-xxx-0-0-0-0-p-0-iso8859-1
     |        |      |    |   |     |  | | | | | |    \    \
     |        |      |    |   |     \  \ \ \ \ \ \     +----+- character set
     |        |      |    |   \      \  \ \ \ \ \ +- average width
     |        |      |    |    \      \  \ \ \ \ +- spacing
     |        |      |    \ \      \  \ \ \ +- vertical res.
     |        |      |     \     \  \  \ \ +- horizontal res.
     |        |      |      \     \  \  \ +- points
     |        |      |       \     \      \  +- pixels
     |        |      |        \     \      \
  foundry  family  weight   slant  width  additional style





A new name needs to be created for each new font. If you have some
information from the documentation that accompanied the font, then it
could serve as the basis for creating the name. If there is no
information, then you can get some idea by using MAN.STRINGS.1 on the
font file. For example:

PROMPT.USER strings showboat.pfb | more
%!FontType1-1.0: Showboat 001.001
%%CreationDate: 1/15/91 5:16:03 PM
%%VMusage: 1024 45747
% Generated by Fontographer 3.1
% Showboat
 1991 by David Rakowski.  Alle Rechte Vorbehalten.
FontDirectory/Showboat known{/Showboat findfont dup/UniqueID known{dup
/UniqueID get 4962377 eq exch/FontType get 1 eq and}{pop false}ifelse
{save true}{false}ifelse}{false}ifelse
12 dict begin
/FontInfo 9 dict dup begin
 /version (001.001) readonly def
 /FullName (Showboat) readonly def
 /FamilyName (Showboat) readonly def
 /Weight (Medium) readonly def
 /ItalicAngle 0 def
 /isFixedPitch false def
 /UnderlinePosition -106 def
 /UnderlineThickness 16 def
 /Notice (Showboat
 1991 by David Rakowski.  Alle Rechte Vorbehalten.) readonly def
end readonly def
/FontName /Showboat def
--stdin--





Using this information, a possible name might be:

-type1-Showboat-medium-r-normal-decorative-0-0-0-0-p-0-iso8859-1





The components of our name are:


	Foundry

	Lets just name all the new fonts type1.

	Family

	The name of the font.

	Weight

	Normal, bold, medium, semibold, etc. From the MAN.STRINGS.1 output
above, it appears that this font has a weight of medium.

	Slant

	roman, italic, oblique, etc. Since the ItalicAngle is
zero, roman will be used.

	Width

	Normal, wide, condensed, extended, etc. Until it can be examined,
the assumption will be normal.

	Additional style

	Usually omitted, but this will indicate that the font contains
decorative capital letters.

	Spacing

	proportional or monospaced. Proportional is used since
isFixedPitch is false.



All of these names are arbitrary, but one should strive to be compatible
with the existing conventions. A font is referenced by name with
possible wild cards by an X11 program, so the name chosen should make
some sense. One might begin by simply using …-normal-r-normal-…-p-… as
the name, and then use MAN.XFONTSEL.1 to examine it and adjust the name
based on the appearance of the font.

So, to complete our example:

Make the font accessible to X11
PROMPT.USER cd /usr/X11R6/lib/X11/fonts/Type1
PROMPT.USER ln -s /usr/local/share/fonts/type1/showboat.pfb .

Edit fonts.dir and fonts.scale, adding the line describing the font
and incrementing the number of fonts which is found on the first line.
PROMPT.USER ex fonts.dir
:1p
25
:1c
26
.
:$a
showboat.pfb -type1-showboat-medium-r-normal-decorative-0-0-0-0-p-0-iso8859-1
.
:wq

fonts.scale seems to be identical to fonts.dir…
PROMPT.USER cp fonts.dir fonts.scale

Tell X11 that things have changed
PROMPT.USER xset fp rehash

Examine the new font
PROMPT.USER xfontsel -pattern -type1-*





References: MAN.XFONTSEL.1, MAN.XSET.1, The X Windows System in a
Nutshell, O’Reilly & Associates [http://www.ora.com/].




Using type 1 fonts with Ghostscript

Ghostscript references a font via its Fontmap file. This must be
modified in a similar way to the X11 fonts.dir file. Ghostscript can
use either the .pfa or the .pfb format fonts. Using the font
from the previous example, here is how to use it with Ghostscript:

Put the font in Ghostscript's font directory
PROMPT.USER cd /usr/local/share/ghostscript/fonts
PROMPT.USER ln -s /usr/local/share/fonts/type1/showboat.pfb .

Edit Fontmap so Ghostscript knows about the font
PROMPT.USER cd /usr/local/share/ghostscript/4.01
PROMPT.USER ex Fontmap
:$a
/Showboat        (showboat.pfb) ; % From CICA /fonts/atm/showboat
.
:wq

Use Ghostscript to examine the font
PROMPT.USER gs prfont.ps
Aladdin Ghostscript 4.01 (1996-7-10)
Copyright (C) 1996 Aladdin Enterprises, Menlo Park, CA.  All rights
reserved.
This software comes with NO WARRANTY: see the file PUBLIC for details.
Loading Times-Roman font from /usr/local/share/ghostscript/fonts/tir_____.pfb...
 /1899520 581354 1300084 13826 0 done.
GS>Showboat DoFont
Loading Showboat font from /usr/local/share/ghostscript/fonts/showboat.pfb...
 1939688 565415 1300084 16901 0 done.
>>showpage, press <return> to continue<<
>>showpage, press <return> to continue<<
>>showpage, press <return> to continue<<
GS>quit





References: fonts.txt in the Ghostscript 4.01 distribution




Using type 1 fonts with Groff

Now that the new font can be used by both X11 and Ghostscript, how can
one use the new font with groff? First of all, since we are dealing with
type 1 POSTSCRIPT fonts, the groff device that is applicable is the ps
device. A font file must be created for each font that groff can use. A
groff font name is just a file in /usr/share/groff_font/devps. With
our example, the font file could be
/usr/share/groff_font/devps/SHOWBOAT. The file must be created using
tools provided by groff.

The first tool is afmtodit. This is not normally installed, so it
must be retrieved from the source distribution. I found I had to change
the first line of the file, so I did:

PROMPT.USER cp /usr/src/gnu/usr.bin/groff/afmtodit/afmtodit.pl /tmp
PROMPT.USER ex /tmp/afmtodit.pl
:1c
#!/usr/bin/perl -P-
.
:wq





This tool will create the groff font file from the metrics file
(.afm suffix.) Continuing with our example:

Many .afm files are in Mac format… ^M delimited lines
We need to convert them to UNIX style ^J delimited lines
PROMPT.USER cd /tmp
PROMPT.USER cat /usr/local/share/fonts/type1/showboat.afm |
    tr '\015' '\012' >showboat.afm

Now create the groff font file
PROMPT.USER cd /usr/share/groff_font/devps
PROMPT.USER /tmp/afmtodit.pl -d DESC -e text.enc /tmp/showboat.afm generate/textmap SHOWBOAT





The font can now be referenced with the name SHOWBOAT.

If Ghostscript is used to drive the printers on the system, then nothing
more needs to be done. However, if true POSTSCRIPT printers are used,
then the font must be down loaded to the printer in order for the font
to be used (unless the printer happens to have the showboat font built
in or on an accessible font disk.) The final step is to create a down
loadable font. The pfbtops tool is used to create the .pfa
format of the font, and the download file is modified to reference
the new font. The download file must reference the internal name of
the font. This can easily be determined from the groff font file as
illustrated:

Create the .pfa font file
PROMPT.USER pfbtops /usr/local/share/fonts/type1/showboat.pfb >showboat.pfa





Of course, if the .pfa file is already available, just use a
symbolic link to reference it.

Get the internal font name
PROMPT.USER fgrep internalname SHOWBOAT
internalname Showboat

Tell groff that the font must be down loaded
PROMPT.USER ex download
:$a
Showboat      showboat.pfa
.
:wq





To test the font:

PROMPT.USER cd /tmp
PROMPT.USER cat >example.t <<EOF
.sp 5
.ps 16
This is an example of the Showboat font:
.br
.ps 48
.vs (\n(.s+2)p
.sp
.ft SHOWBOAT
ABCDEFGHI
.br
JKLMNOPQR
.br
STUVWXYZ
.sp
.ps 16
.vs (\n(.s+2)p
.fp 5 SHOWBOAT
.ft R
To use it for the first letter of a paragraph, it will look like:
.sp 50p
\s(48\f5H\s0\fRere is the first sentence of a paragraph that uses the
showboat font as its first letter.
Additional vertical space must be used to allow room for the larger
letter.
EOF
PROMPT.USER groff -Tps example.t >example.ps

To use ghostscript/ghostview
PROMPT.USER ghostview example.ps

To print it
PROMPT.USER lpr -Ppostscript example.ps





References: /usr/src/gnu/usr.bin/groff/afmtodit/afmtodit.man,
MAN.GROFF.FONT.5, MAN.GROFF.CHAR.7, MAN.PFBTOPS.1.




Converting TrueType fonts to a groff/PostScript format for groff

This potentially requires a bit of work, simply because it depends on
some utilities that are not installed as part of the base system. They
are:


	ttf2pf

	TrueType to PostScript conversion utilities. This allows conversion
of a TrueType font to an ascii font metric (.afm) file.

Currently available at
http://sunsite.icm.edu.pl/pub/GUST/contrib/BachoTeX98/ttf2pf/. Note:
These files are PostScript programs and must be downloaded to disk
by holding down the Shift key when clicking on the link. Otherwise,
your browser may try to launch ghostview to view them.

The files of interest are:


	GS_TTF.PS

	PF2AFM.PS

	ttf2pf.ps



The funny upper/lower case is due to their being intended also for
DOS shells. ttf2pf.ps makes use of the others as upper case, so
any renaming must be consistent with this. (Actually, GS_TTF.PS
and PFS2AFM.PS are supposedly part of the Ghostscript
distribution, but it is just as easy to use these as an isolated
utility. FreeBSD does not seem to include the latter.) You also may
want to have these installed to
/usr/local/share/groff_font/devps(?).



	afmtodit

	Creates font files for use with groff from ascii font metrics file.
This usually resides in the directory,
/usr/src/contrib/groff/afmtodit, and requires some work to get
going.


Note

If you are paranoid about working in the /usr/src tree,
simply copy the contents of the above directory to a work
location.




In the work area, you will need to make the utility. Just type:

# make -f Makefile.sub afmtodit





You may also need to copy
/usr/contrib/groff/devps/generate/textmap to
/usr/share/groff_font/devps/generate if it does not already
exist.





Once all these utilities are in place, you are ready to commence:


	Create the .afm file by typing:

% gs -dNODISPLAY -q -- ttf2pf.ps TTF_name PS_font_name AFM_name





Where, TTF_name is your TrueType font file, PS_font_name is the
file name for the .pfa file, AFM_name is the name you wish for
the .afm file. If you do not specify output file names for the
.pfa or .afm files, then default names will be generated from
the TrueType font file name.

This also produces a .pfa file, the ascii PostScript font metrics
file (.pfb is for the binary form). This will not be needed, but
could (I think) be useful for a fontserver.

For example, to convert the 30f9 Barcode font using the default file
names, use the following command:

% gs -dNODISPLAY -- ttf2pf.ps 3of9.ttf
Aladdin Ghostscript 5.10 (1997-11-23)
Copyright (C) 1997 Aladdin Enterprises, Menlo Park, CA.  All rights reserved.
This software comes with NO WARRANTY: see the file PUBLIC for details.
Converting 3of9.ttf to 3of9.pfa and 3of9.afm.





If you want the converted fonts to be stored in A.pfa and
B.afm, then use this command:

% gs -dNODISPLAY -- ttf2pf.ps 3of9.ttf A B
Aladdin Ghostscript 5.10 (1997-11-23)
Copyright (C) 1997 Aladdin Enterprises, Menlo Park, CA.  All rights reserved.
This software comes with NO WARRANTY: see the file PUBLIC for details.
Converting 3of9.ttf to A.pfa and B.afm.







	Create the groff PostScript file:

Change directories to /usr/share/groff_font/devps so as to make
the following command easier to execute. You will probably need root
privileges for this. (Or, if you are paranoid about working there,
make sure you reference the files DESC, text.enc and
generate/textmap as being in this directory.)

% afmtodit -d DESC -e text.enc file.afm \
        generate/textmap PS_font_name





Where, file.afm is the AFM_name created by ttf2pf.ps above,
and PS_font_name is the font name used from that command, as well
as the name that MAN.GROFF.1 will use for references to this font.
For example, assuming you used the first tiff2pf.ps command
above, then the 3of9 Barcode font can be created using the command:

% afmtodit -d DESC -e text.enc 3of9.afm \
                 generate/textmap 3of9





Ensure that the resulting PS_font_name file (e.g., 3of9 in the
example above) is located in the directory
/usr/share/groff_font/devps by copying or moving it there.

Note that if ttf2pf.ps assigns a font name using the one it finds
in the TrueType font file and you want to use a different name, you
must edit the .afm file prior to running afmtodit. This name
must also match the one used in the Fontmap file if you wish to pipe
MAN.GROFF.1 into MAN.GS.1.








Can TrueType fonts be used with other programs?

The TrueType font format is used by Windows, Windows 95, and Mac’s. It
is quite popular and there are a great number of fonts available in this
format.

Unfortunately, there are few applications that I am aware of that can
use this format: Ghostscript and Povray come to mind. Ghostscript’s
support, according to the documentation, is rudimentary and the results
are likely to be inferior to type 1 fonts. Povray version 3 also has the
ability to use TrueType fonts, but I rather doubt many people will be
creating documents as a series of raytraced pages :-).

This rather dismal situation may soon change. The FreeType
Project [http://www.freetype.org/] is currently developing a useful
set of FreeType tools:


	The xfsft font server for X11 can serve TrueType fonts in
addition to regular fonts. Though currently in beta, it is said to be
quite usable. See Juliusz Chroboczek’s
page [http://www.dcs.ed.ac.uk/home/jec/programs/xfsft/] for
further information. Porting instructions for FreeBSD can be found at
Stephen Montgomery’s software
page [http://math.missouri.edu/~stephen/software/].

	xfstt is another font server for X11, available under
`      ftp://sunsite.unc.edu/pub/Linux/X11/fonts/ <      ftp://sunsite.unc.edu/pub/Linux/X11/fonts/>`__.

	A program called ttf2bdf can produce BDF files suitable for use
in an X environment from TrueType files. Linux binaries are said to
be available from ftp://crl.nmsu.edu/CLR/multiling/General/.

	and others …






Where can additional fonts be obtained?

Many fonts are available on the Internet. They are either entirely free,
or are share-ware. In addition many fonts are available in the
x11-fonts/ category in the ports collection




Additional questions


	What use are the .pfm files?

	Can one generate the .afm file from a .pfa or .pfb?

	How to generate the groff character mapping files for PostScript
fonts with non-standard character names?

	Can xditview and devX?? devices be set up to access all the new
fonts?

	It would be good to have examples of using TrueType fonts with Povray
and Ghostscript.
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How to get best results from the FreeBSD-questions mailing list





	Author:	GregLehey






Introduction

FreeBSD-questions is a mailing list maintained by the FreeBSD
project to help people who have questions about the normal use of
FreeBSD. Another group, FreeBSD-hackers, discusses more advanced
questions such as future development work.


Note

The term “hacker” has nothing to do with breaking into other
people’s computers. The correct term for the latter activity is
“cracker”, but the popular press has not found out yet. The FreeBSD
hackers disapprove strongly of cracking security, and have nothing
to do with it. For a longer description of hackers, see Eric
Raymond’s How To Become A
Hacker [http://www.catb.org/~esr/faqs/hacker-howto.html]




This is a regular posting aimed to help both those seeking advice from
FreeBSD-questions (the “newcomers”), and also those who answer the
questions (the “hackers”).

Inevitably there is some friction, which stems from the different
viewpoints of the two groups. The newcomers accuse the hackers of being
arrogant, stuck-up, and unhelpful, while the hackers accuse the
newcomers of being stupid, unable to read plain English, and expecting
everything to be handed to them on a silver platter. Of course, there is
an element of truth in both these claims, but for the most part these
viewpoints come from a sense of frustration.

In this document, I would like to do something to relieve this
frustration and help everybody get better results from
FreeBSD-questions. In the following section, I recommend how to submit a
question; after that, we will look at how to answer one.




How to subscribe to FreeBSD-questions

FreeBSD-questions is a mailing list, so you need mail access. Point your
WWW browser to the information page of the FreeBSD-questions mailing
list. In the section titled “Subscribing to
freebsd-questions” fill in the “Your email address” field; the other
fields are optional.


Note

The password fields in the subscription form provide only mild
security, but should prevent others from messing with your
subscription. Do not use a valuable password as it will
occasionally be emailed back to you in cleartext.




You will receive a confirmation message from mailman; follow the
included instructions to complete your subscription.

Finally, when you get the “Welcome” message from mailman telling you the
details of the list and subscription area password, please save it. If
you ever should want to leave the list, you will need the information
there. See the next section for more details.




How to unsubscribe from FreeBSD-questions

When you subscribed to FreeBSD-questions, you got a welcome message from
mailman. In this message, amongst other things, it told you how to
unsubscribe. Here is a typical message:

Welcome to the freebsd-questions@freebsd.org mailing list!

To post to this list, send your email to:

  freebsd-questions@freebsd.org

General information about the mailing list is at:

  http://lists.freebsd.org/mailman/listinfo/freebsd-questions

If you ever want to unsubscribe or change your options (e.g., switch to
or from digest mode, change your password, etc.), visit your
subscription page at:

http://lists.freebsd.org/mailman/options/freebsd-questions/grog%40lemsi.de

You can also make such adjustments via email by sending a message to:

  freebsd-questions-request@freebsd.org

with the word `help' in the subject or body (don't include the
quotes), and you will get back a message with instructions.

You must know your password to change your options (including changing
the password, itself) or to unsubscribe.  It is:

  12345

Normally, Mailman will remind you of your freebsd.org mailing list
passwords once every month, although you can disable this if you
prefer.  This reminder will also include instructions on how to
unsubscribe or change your account options.  There is also a button on
your options page that will email your current password to you.





From the URL specified in your “Welcome” message you may visit the
“Account management page” and enter a request to “Unsubscribe” you from
FreeBSD-questions mailing list.

A confirmation message will be sent to you from mailman; follow the
included instructions to finish unsubscribing.

If you have done this, and you still can not figure out what is going
on, send a message to freebsd-questions-request@FreeBSD.org, and they
will sort things out for you. Do not send a message to
FreeBSD-questions: they can not help you.




Should I ask -questions or -hackers?

Two mailing lists handle general questions about FreeBSD,
FreeBSD-questions and FreeBSD-hackers. In some cases, it is not
really clear which group you should ask. The following criteria should
help for 99% of all questions, however:


	If the question is of a general nature, ask FreeBSD-questions.
Examples might be questions about installing FreeBSD or the use of a
particular UNIX utility.

	If you think the question relates to a bug, but you are not sure, or
you do not know how to look for it, send the message to
FreeBSD-questions.

	If the question relates to a bug, and you are sure that it is a bug
(for example, you can pinpoint the place in the code where it
happens, and you maybe have a fix), then send the message to
FreeBSD-hackers.

	If the question relates to enhancements to FreeBSD, and you can make
suggestions about how to implement them, then send the message to
FreeBSD-hackers.



There are also a number of other specialized mailing
lists, which caters to
more specific interests. The criteria above still apply, and it is in
your interest to stick to them, since you are more likely to get good
results that way.




Before submitting a question

You can (and should) do some things yourself before asking a question on
one of the mailing lists:


	Try solving the problem on your own. If you post a question which
shows that you have tried to solve the problem, your question will
generally attract more positive attention from people reading it.
Trying to solve the problem yourself will also enhance your
understanding of FreeBSD, and will eventually let you use your
knowledge to help others by answering questions posted to the mailing
lists.

	Read the manual pages, and the FreeBSD documentation (either
installed in /usr/doc or accessible via WWW at
http://www.FreeBSD.org), especially the
handbook and the
FAQ.

	Browse and/or search the archives for the mailing list, to see if
your question or a similar one has been asked (and possibly answered)
on the list. You can browse and/or search the mailing list archives
at http://www.FreeBSD.org/mail and
http://www.FreeBSD.org/search/search.html#mailinglists respectively.
This can be done at other WWW sites as well, for example at
http://marc.theaimsgroup.com.

	Use a search engine such as Google [http://www.google.com] or
Yahoo [http://www.yahoo.com] to find answers to your question.
Google even has a BSD-specific search
interface [http://www.google.com/bsd].






How to submit a question

When submitting a question to FreeBSD-questions, consider the following
points:


	Remember that nobody gets paid for answering a FreeBSD question. They
do it of their own free will. You can influence this free will
positively by submitting a well-formulated question supplying as much
relevant information as possible. You can influence this free will
negatively by submitting an incomplete, illegible, or rude question.
It is perfectly possible to send a message to FreeBSD-questions and
not get an answer even if you follow these rules. It is much more
possible to not get an answer if you do not. In the rest of this
document, we will look at how to get the most out of your question to
FreeBSD-questions.



	Not everybody who answers FreeBSD questions reads every message: they
look at the subject line and decide whether it interests them.
Clearly, it is in your interest to specify a subject. “FreeBSD
problem” or “Help” are not enough. If you provide no subject at all,
many people will not bother reading it. If your subject is not
specific enough, the people who can answer it may not read it.



	Format your message so that it is legible, and PLEASE DO NOT
SHOUT!!!!!. We appreciate that a lot of people do not speak English
as their first language, and we try to make allowances for that, but
it is really painful to try to read a message written full of typos
or without any line breaks.

Do not underestimate the effect that a poorly formatted mail message
has, not just on the FreeBSD-questions mailing list. Your mail
message is all people see of you, and if it is poorly formatted, one
line per paragraph, badly spelt, or full of errors, it will give
people a poor impression of you.

A lot of badly formatted messages come from bad mailers or badly
configured mailers [http://www.lemis.com/email.html]. The
following mailers are known to send out badly formatted messages
without you finding out about them:


	EUDORA

	exmh

	MICROSOFT Exchange

	MICROSOFT OUTLOOK



Try not to use MIME: a lot of people use mailers which do not get on
very well with MIME.



	Make sure your time and time zone are set correctly. This may seem a
little silly, since your message still gets there, but many of the
people you are trying to reach get several hundred messages a day.
They frequently sort the incoming messages by subject and by date,
and if your message does not come before the first answer, they may
assume they missed it and not bother to look.



	Do not include unrelated questions in the same message. Firstly, a
long message tends to scare people off, and secondly, it is more
difficult to get all the people who can answer all the questions to
read the message.



	Specify as much information as possible. This is a difficult area,
and we need to expand on what information you need to submit, but
here is a start:


	In nearly every case, it is important to know the version of
FreeBSD you are running. This is particularly the case for
FreeBSD-CURRENT, where you should also specify the date of the
sources, though of course you should not be sending questions
about -CURRENT to FreeBSD-questions.



	With any problem which could be hardware related, tell us about
your hardware. In case of doubt, assume it is possible that it is
hardware. What kind of CPU are you using? How fast? What
motherboard? How much memory? What peripherals?

There is a judgement call here, of course, but the output of the
MAN.DMESG.8 command can frequently be very useful, since it tells
not just what hardware you are running, but what version of
FreeBSD as well.



	If you get error messages, do not say “I get error messages”, say
(for example) “I get the error message ‘No route to host’”.



	If your system panics, do not say “My system panicked”, say (for
example) “my system panicked with the message ‘free vnode isn’t’”.



	If you have difficulty installing FreeBSD, please tell us what
hardware you have. In particular, it is important to know the IRQs
and I/O addresses of the boards installed in your machine.



	If you have difficulty getting PPP to run, describe the
configuration. Which version of PPP do you use? What kind of
authentication do you have? Do you have a static or dynamic IP
address? What kind of messages do you get in the log file?







	A lot of the information you need to supply is the output of
programs, such as MAN.DMESG.8, or console messages, which usually
appear in /var/log/messages. Do not try to copy this information
by typing it in again; it is a real pain, and you are bound to make a
mistake. To send log file contents, either make a copy of the file
and use an editor to trim the information to what is relevant, or cut
and paste into your message. For the output of programs like
MAN.DMESG.8, redirect the output to a file and include that. For
example,

PROMPT.USER dmesg > /tmp/dmesg.out





This redirects the information to the file /tmp/dmesg.out.



	If you do all this, and you still do not get an answer, there could
be other reasons. For example, the problem is so complicated that
nobody knows the answer, or the person who does know the answer was
offline. If you do not get an answer after, say, a week, it might
help to re-send the message. If you do not get an answer to your
second message, though, you are probably not going to get one from
this forum. Resending the same message again and again will only make
you unpopular.





To summarize, let’s assume you know the answer to the following question
(yes, it is the same one in each case). You choose which of these two
questions you would be more prepared to answer:

Subject: HELP!!?!??
I just can't get hits damn silly FereBSD system to
workd, and Im really good at this tsuff, but I have never seen
anythign sho difficult to install, it jst wont work whatever I try
so why don't you guys tell me what I doing wrong.





Subject: Problems installing FreeBSD

I've just got the FreeBSD 2.1.5 CDROM from Walnut Creek, and I'm having a lot
of difficulty installing it.  I have a 66 MHz 486 with 16 MB of
memory and an Adaptec 1540A SCSI board, a 1.2GB Quantum Fireball
disk and a Toshiba 3501XA CDROM drive.  The installation works just
fine, but when I try to reboot the system, I get the message
Missing Operating System.








How to follow up to a question

Often you will want to send in additional information to a question you
have already sent. The best way to do this is to reply to your original
message. This has three advantages:


	You include the original message text, so people will know what you
are talking about. Do not forget to trim unnecessary text out,
though.

	The text in the subject line stays the same (you did remember to put
one in, did you not?). Many mailers will sort messages by subject.
This helps group messages together.

	The message reference numbers in the header will refer to the
previous message. Some mailers, such as
mutt [http://www.mutt.org/], can thread messages, showing the
exact relationships between the messages.






How to answer a question

Before you answer a question to FreeBSD-questions, consider:


	A lot of the points on submitting questions also apply to answering
questions. Read them.



	Has somebody already answered the question? The easiest way to check
this is to sort your incoming mail by subject: then (hopefully) you
will see the question followed by any answers, all together.

If somebody has already answered it, it does not automatically mean
that you should not send another answer. But it makes sense to read
all the other answers first.



	Do you have something to contribute beyond what has already been
said? In general, “Yeah, me too” answers do not help much, although
there are exceptions, like when somebody is describing a problem
they are having, and they do not know whether it is their fault or
whether there is something wrong with the hardware or software. If
you do send a “me too” answer, you should also include any further
relevant information.



	Are you sure you understand the question? Very frequently, the
person who asks the question is confused or does not express
themselves very well. Even with the best understanding of the
system, it is easy to send a reply which does not answer the
question. This does not help: you will leave the person who
submitted the question more frustrated or confused than ever. If
nobody else answers, and you are not too sure either, you can always
ask for more information.



	Are you sure your answer is correct? If not, wait a day or so. If
nobody else comes up with a better answer, you can still reply and
say, for example, “I do not know if this is correct, but since
nobody else has replied, why don’t you try replacing your ATAPI
CDROM with a frog?”.



	Unless there is a good reason to do otherwise, reply to the sender
and to FreeBSD-questions. Many people on the FreeBSD-questions are
“lurkers”: they learn by reading messages sent and replied to by
others. If you take a message which is of general interest off the
list, you are depriving these people of their information. Be
careful with group replies; lots of people send messages with
hundreds of CCs. If this is the case, be sure to trim the Cc: lines
appropriately.



	Include relevant text from the original message. Trim it to the
minimum, but do not overdo it. It should still be possible for
somebody who did not read the original message to understand what
you are talking about.



	Use some technique to identify which text came from the original
message, and which text you add. I personally find that prepending
“> ``” to the original message works best. Leaving white space
after the “> ``” and leave empty lines between your text and the
original text both make the result more readable.



	Put your response in the correct place (after the text to which it
replies). It is very difficult to read a thread of responses where
each reply comes before the text to which it replies.



	Most mailers change the subject line on a reply by prepending a text
such as “Re:”. If your mailer does not do it automatically, you
should do it manually.



	If the submitter did not abide by format conventions (lines too
long, inappropriate subject line), please fix it. In the case of
an incorrect subject line (such as “HELP!!??”), change the subject
line to (say) “Re: Difficulties with sync PPP (was: HELP!!??)”. That
way other people trying to follow the thread will have less
difficulty following it.

In such cases, it is appropriate to say what you did and why you did
it, but try not to be rude. If you find you can not answer without
being rude, do not answer.

If you just want to reply to a message because of its bad format,
just reply to the submitter, not to the list. You can just send him
this message in reply, if you like.
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Introduction

Experienced users or administrators are often responsible for several
machines or environments. They understand the difficult demands and
challenges of maintaining such an infrastructure. Running a FBUS.AP
makes it easier to deploy security and software patches to selected test
machines before rolling them out to production. It also means a number
of systems can be updated from the local network rather than a
potentially slower Internet connection. This article outlines the steps
involved in creating an internal FBUS.AP.




Prerequisites

To build an internal FBUS.AP some requirements should be met.


	A running OS system.


Note

At a minimum, updates require building on a OS release greater
than or equal to the target release version for distribution.






	A user account with at least 4GB of available space. This will allow
the creation of updates for 7.1 and 7.2, but the exact space
requirements may change from version to version.



	An MAN.SSH.1 account on a remote machine to upload distributed
updates.



	A web server, like
Apache, with over half
of the space required for the build. For instance, test builds for
7.1 and 7.2 consume a total amount of 4GB, and the webserver space
needed to distribute these updates is 2.6GB.



	Basic knowledge of shell scripting with Bourne shell, MAN.SH.1.








Configuration: Installation & Setup

Download the
freebsd-update-server [http://svnweb.freebsd.org/base/user/cperciva/freebsd-update-build/]
software by installing devel/subversion, and execute:

PROMPT.USER svn co
    http://svn.freebsd.org/base/user/cperciva/freebsd-update-build
    freebsd-update-server





Update scripts/build.conf appropriately. It is sourced during all
build operations.

Here is the default build.conf, which should be modified to suit
your environment.

# Main configuration file for FreeBSD Update builds.  The
# release-specific configuration data is lower down in
# the scripts tree.

# Location from which to fetch releases
export FTP=ftp://ftp2.freebsd.org/pub/FreeBSD/releases

# Host platform
export HOSTPLATFORM=`uname -m`

# Host name to use inside jails
export BUILDHOSTNAME=${HOSTPLATFORM}-builder.daemonology.net

# Location of SSH key
export SSHKEY=/root/.ssh/id_dsa

# SSH account into which files are uploaded
MASTERACCT=builder@wadham.daemonology.net

# Directory into which files are uploaded
MASTERDIR=update-master.freebsd.org





Parameters for consideration would be:


	This is the location where ISO images are downloaded from (by the
fetchiso() subroutine of scripts/build.subr). The location
configured is not limited to FTP URIs. Any URI scheme supported by
standard MAN.FETCH.1 utility should work fine.

Customizations to the fetchiso() code can be installed by copying
the default build.subr script to the release and
architecture-specific area at
scripts/RELEASE/ARCHITECTURE/build.subr and applying local
changes.



	The name of the build host. This information will be displayed on
updated systems when issuing:

PROMPT.USER uname -v







	The SSH key for uploading files to the update server. A key pair can
be created by typing ssh-keygen -t dsa. This parameter is
optional; standard password authentication will be used as a fallback
authentication method when SSHKEY is not defined.

The MAN.SSH-KEYGEN.1 manual page has more detailed information about
SSH and the appropriate steps for creating and using one.



	Account for uploading files to the update server.



	Directory on the update server where files are uploaded to.





The default build.conf shipped with the freebsd-update-server
sources is suitable for building ARCH.I386 releases of OS. As an example
of building an update server for other architectures, the following
steps outline the configuration changes needed for ARCH.AMD64:

Create a build environment for ARCH.AMD64:

PROMPT.USER mkdir -p /usr/local/freebsd-update-server/scripts/7.2-RELEASE/amd64





Install a build.conf in the newly created build directory. The build
configuration options for OS 7.2-RELEASE on ARCH.AMD64 should be similar
to:

# SHA256 hash of RELEASE disc1.iso image.
export RELH=1ea1f6f652d7c5f5eab7ef9f8edbed50cb664b08ed761850f95f48e86cc71ef5

# Components of the world, source, and kernels
export WORLDPARTS="base catpages dict doc games info manpages proflibs lib32"
export SOURCEPARTS="base bin contrib crypto etc games gnu include krb5  \
                lib libexec release rescue sbin secure share sys tools  \
                ubin usbin cddl"
export KERNELPARTS="generic"

# EOL date
export EOL=1275289200






	The MAN.SHA256.1 hash key for the desired release, is published
within the respective release
announcement.



	To generate the “End of Life” number for build.conf, refer to the
“Estimated EOL” posted on the OS Security
Website. The value of EOL
can be derived from the date listed on the web site, using the
MAN.DATE.1 utility, for example:

PROMPT.USER date -j -f '%Y%m%d-%H%M%S' '20090401-000000' '+%s'












Building Update Code

The first step is to run scripts/make.sh. This will build some
binaries, create directories, and generate an RSA signing key used for
approving builds. In this step, a passphrase will have to be supplied
for the final creation of the signing key.

PROMPT.ROOT sh scripts/make.sh
cc -O2 -fno-strict-aliasing -pipe   findstamps.c  -o findstamps
findstamps.c: In function 'usage':
findstamps.c:45: warning: incompatible implicit declaration of built-in function 'exit'
cc -O2 -fno-strict-aliasing -pipe   unstamp.c  -o unstamp
install findstamps ../bin
install unstamp ../bin
rm -f findstamps unstamp
Generating RSA private key, 4096 bit long modulus
................................................................................++
...................++
e is 65537 (0x10001)

Public key fingerprint:
27ef53e48dc869eea6c3136091cc6ab8589f967559824779e855d58a2294de9e

Encrypting signing key for root
enter aes-256-cbc encryption password:
Verifying - enter aes-256-cbc encryption password:

**Note**

Keep a note of the generated key fingerprint. This value is required
in ``/etc/freebsd-update.conf`` for binary updates.





At this point, we are ready to stage a build.

PROMPT.ROOT cd /usr/local/freebsd-update-server
PROMPT.ROOT sh scripts/init.sh amd64 7.2-RELEASE





What follows is a sample of an initial build run.

PROMPT.ROOT sh scripts/init.sh amd64 7.2-RELEASE
Mon Aug 24 16:04:36 PDT 2009 Starting fetch for FreeBSD/amd64 7.2-RELEASE
/usr/local/freebsd-update-server/work/7.2-RELE100% of  588 MB  359 kBps 00m00s
Mon Aug 24 16:32:38 PDT 2009 Verifying disc1 hash for FreeBSD/amd64 7.2-RELEASE
Mon Aug 24 16:32:44 PDT 2009 Extracting components for FreeBSD/amd64 7.2-RELEASE
Mon Aug 24 16:34:05 PDT 2009 Constructing world+src image for FreeBSD/amd64 7.2-RELEASE
Mon Aug 24 16:35:57 PDT 2009 Extracting world+src for FreeBSD/amd64 7.2-RELEASE
Mon Aug 24 23:36:24 UTC 2009 Building world for FreeBSD/amd64 7.2-RELEASE
Tue Aug 25 00:31:29 UTC 2009 Distributing world for FreeBSD/amd64 7.2-RELEASE
Tue Aug 25 00:32:36 UTC 2009 Building and distributing kernels for FreeBSD/amd64 7.2-RELEASE
Tue Aug 25 00:44:44 UTC 2009 Constructing world components for FreeBSD/amd64 7.2-RELEASE
Tue Aug 25 00:44:56 UTC 2009 Distributing source for FreeBSD/amd64 7.2-RELEASE
Mon Aug 24 17:46:18 PDT 2009 Moving components into staging area for FreeBSD/amd64 7.2-RELEASE
Mon Aug 24 17:46:33 PDT 2009 Identifying extra documentation for FreeBSD/amd64 7.2-RELEASE
Mon Aug 24 17:47:13 PDT 2009 Extracting extra docs for FreeBSD/amd64 7.2-RELEASE
Mon Aug 24 17:47:18 PDT 2009 Indexing release for FreeBSD/amd64 7.2-RELEASE
Mon Aug 24 17:50:44 PDT 2009 Indexing world0 for FreeBSD/amd64 7.2-RELEASE

Files built but not released:
Files released but not built:
Files which differ by more than contents:
Files which differ between release and build:
kernel|generic|/GENERIC/hptrr.ko
kernel|generic|/GENERIC/kernel
src|sys|/sys/conf/newvers.sh
world|base|/boot/loader
world|base|/boot/pxeboot
world|base|/etc/mail/freebsd.cf
world|base|/etc/mail/freebsd.submit.cf
world|base|/etc/mail/sendmail.cf
world|base|/etc/mail/submit.cf
world|base|/lib/libcrypto.so.5
world|base|/usr/bin/ntpq
world|base|/usr/lib/libalias.a
world|base|/usr/lib/libalias_cuseeme.a
world|base|/usr/lib/libalias_dummy.a
world|base|/usr/lib/libalias_ftp.a
...





Then the build of the world is performed again, with world patches. A
more detailed explanation may be found in scripts/build.subr.


Warning

During this second build cycle, the network time protocol daemon,
MAN.NTPD.8, is turned off. Per A.CPERCIVA.EMAIL, Security Officer
Emeritus of OS, “the
freebsd-update-server [http://svnweb.freebsd.org/base/user/cperciva/freebsd-update-build/]
build code needs to identify timestamps which are stored in files so
that they can be ignored when comparing builds to determine which
files need to be updated. This timestamp-finding works by doing two
builds 400 days apart and comparing the results.”




Mon Aug 24 17:54:07 PDT 2009 Extracting world+src for FreeBSD/amd64 7.2-RELEASE
Wed Sep 29 00:54:34 UTC 2010 Building world for FreeBSD/amd64 7.2-RELEASE
Wed Sep 29 01:49:42 UTC 2010 Distributing world for FreeBSD/amd64 7.2-RELEASE
Wed Sep 29 01:50:50 UTC 2010 Building and distributing kernels for FreeBSD/amd64 7.2-RELEASE
Wed Sep 29 02:02:56 UTC 2010 Constructing world components for FreeBSD/amd64 7.2-RELEASE
Wed Sep 29 02:03:08 UTC 2010 Distributing source for FreeBSD/amd64 7.2-RELEASE
Tue Sep 28 19:04:31 PDT 2010 Moving components into staging area for FreeBSD/amd64 7.2-RELEASE
Mon Aug 24 19:04:46 PDT 2009 Extracting extra docs for FreeBSD/amd64 7.2-RELEASE
Mon Aug 24 19:04:51 PDT 2009 Indexing world1 for FreeBSD/amd64 7.2-RELEASE
Mon Aug 24 19:08:04 PDT 2009 Locating build stamps for FreeBSD/amd64 7.2-RELEASE
Mon Aug 24 19:10:19 PDT 2009 Cleaning staging area for FreeBSD/amd64 7.2-RELEASE
Mon Aug 24 19:10:19 PDT 2009 Preparing to copy files into staging area for FreeBSD/amd64 7.2-RELEASE
Mon Aug 24 19:10:20 PDT 2009 Copying data files into staging area for FreeBSD/amd64 7.2-RELEASE
Mon Aug 24 12:16:57 PDT 2009 Copying metadata files into staging area for FreeBSD/amd64 7.2-RELEASE
Mon Aug 24 12:16:59 PDT 2009 Constructing metadata index and tag for FreeBSD/amd64 7.2-RELEASE

Files found which include build stamps:
kernel|generic|/GENERIC/hptrr.ko
kernel|generic|/GENERIC/kernel
world|base|/boot/loader
world|base|/boot/pxeboot
world|base|/etc/mail/freebsd.cf
world|base|/etc/mail/freebsd.submit.cf
world|base|/etc/mail/sendmail.cf
world|base|/etc/mail/submit.cf
world|base|/lib/libcrypto.so.5
world|base|/usr/bin/ntpq
world|base|/usr/include/osreldate.h
world|base|/usr/lib/libalias.a
world|base|/usr/lib/libalias_cuseeme.a
world|base|/usr/lib/libalias_dummy.a
world|base|/usr/lib/libalias_ftp.a
...





Finally, the build completes.

Values of build stamps, excluding library archive headers:
v1.2 (Aug 25 2009 00:40:36)
v1.2 (Aug 25 2009 00:38:22)
@(#)FreeBSD 7.2-RELEASE #0: Tue Aug 25 00:38:29 UTC 2009
FreeBSD 7.2-RELEASE #0: Tue Aug 25 00:38:29 UTC 2009
    root@server.myhost.com:/usr/obj/usr/src/sys/GENERIC
7.2-RELEASE
Mon Aug 24 23:55:25 UTC 2009
Mon Aug 24 23:55:25 UTC 2009
##### built by root@server.myhost.com on Tue Aug 25 00:16:15 UTC 2009
##### built by root@server.myhost.com on Tue Aug 25 00:16:15 UTC 2009
##### built by root@server.myhost.com on Tue Aug 25 00:16:15 UTC 2009
##### built by root@server.myhost.com on Tue Aug 25 00:16:15 UTC 2009
Mon Aug 24 23:46:47 UTC 2009
ntpq 4.2.4p5-a Mon Aug 24 23:55:53 UTC 2009 (1)
 * Copyright (c) 1992-2009 The FreeBSD Project.
Mon Aug 24 23:46:47 UTC 2009
Mon Aug 24 23:55:40 UTC 2009
Aug 25 2009
ntpd 4.2.4p5-a Mon Aug 24 23:55:52 UTC 2009 (1)
ntpdate 4.2.4p5-a Mon Aug 24 23:55:53 UTC 2009 (1)
ntpdc 4.2.4p5-a Mon Aug 24 23:55:53 UTC 2009 (1)
Tue Aug 25 00:21:21 UTC 2009
Tue Aug 25 00:21:21 UTC 2009
Tue Aug 25 00:21:21 UTC 2009
Mon Aug 24 23:46:47 UTC 2009

FreeBSD/amd64 7.2-RELEASE initialization build complete.  Please
review the list of build stamps printed above to confirm that
they look sensible, then run
# sh -e approve.sh amd64 7.2-RELEASE
to sign the release.





Approve the build if everything is correct. More information on
determining this can be found in the distributed source file named
USAGE. Execute scripts/approve.sh, as directed. This will sign
the release, and move components into a staging area suitable for
uploading.

PROMPT.ROOT cd /usr/local/freebsd-update-server
PROMPT.ROOT sh scripts/mountkey.sh





PROMPT.ROOT sh -e scripts/approve.sh amd64 7.2-RELEASE
Wed Aug 26 12:50:06 PDT 2009 Signing build for FreeBSD/amd64 7.2-RELEASE
Wed Aug 26 12:50:06 PDT 2009 Copying files to patch source directories for FreeBSD/amd64 7.2-RELEASE
Wed Aug 26 12:50:06 PDT 2009 Copying files to upload staging area for FreeBSD/amd64 7.2-RELEASE
Wed Aug 26 12:50:07 PDT 2009 Updating databases for FreeBSD/amd64 7.2-RELEASE
Wed Aug 26 12:50:07 PDT 2009 Cleaning staging area for FreeBSD/amd64 7.2-RELEASE





After the approval process is complete, the upload procedure may be
started.

PROMPT.ROOT cd /usr/local/freebsd-update-server
PROMPT.ROOT sh scripts/upload.sh amd64 7.2-RELEASE

**Note**

In the event update code needs to be re-uploaded, this may be done
by changing to the public distributions directory for the target
release and updating attributes of the *uploaded* file.

::

    PROMPT.ROOT cd /usr/local/freebsd-update-server/pub/7.2-RELEASE/amd64
    PROMPT.ROOT touch -t 200801010101.01 uploaded





The uploaded files will need to be in the document root of the webserver
in order for updates to be distributed. The exact configuration will
vary depending on the web server used. For the Apache web server, please
refer to the Configuration of Apache
servers section in the
Handbook.

Update client’s KeyPrint and ServerName in
/etc/freebsd-update.conf, and perform updates as instructed in the
OS
Update
section of the Handbook.


Important

In order for FBUS.AP to work properly, updates for both the
current release and the release one wants to upgrade to need to
be built. This is necessary for determining the differences of files
between releases. For example, when upgrading a OS system from
7.1-RELEASE to 7.2-RELEASE, updates will need to be built and
uploaded to your distribution server for both versions.




For reference, the entire run of `init.sh <init.txt>`__ is attached.




Building a Patch

Every time a security advisory
or security notice is announced,
a patch update can be built.

For this example, 7.1-RELEASE will be used.

A couple of assumptions are made for a different release build:


	Setup the correct directory structure for the initial build.

	Perform an initial build for 7.1-RELEASE.



Create the patch directory of the respective release under
/usr/local/freebsd-update-server/patches/.

PROMPT.USER mkdir -p /usr/local/freebsd-update-server/patches/7.1-RELEASE/
PROMPT.USER cd /usr/local/freebsd-update-server/patches/7.1-RELEASE





As an example, take the patch for MAN.NAMED.8. Read the advisory, and
grab the necessary file from OS Security
Advisories. More information on
interpreting the advisory, can be found in the OS
Handbook.

In the security
brief [http://security.freebsd.org/advisories/FreeBSD-SA-09:12.bind.asc],
this advisory is called SA-09:12.bind. After downloading the file,
it is required to rename the file to an appropriate patch level. It is
suggested to keep this consistent with official OS patch levels, but its
name may be freely chosen. For this build, let us follow the currently
established practice of OS and call this p7. Rename the file:

PROMPT.USER cd /usr/local/freebsd-update-server/patches/7.1-RELEASE/; mv bind.patch 7-SA-09:12.bind

**Note**

When running a patch level build, it is assumed that previous
patches are in place. When a patch build is run, it will run all
patches contained in the patch directory.

There can be custom patches added to any build. Use the number zero,
or any other number.

**Warning**

It is up to the administrator of the FBUS.AP to take appropriate
measures to verify the authenticity of every patch.





At this point, a diff is ready to be built. The software checks first
to see if a scripts/init.sh has been run on the respective release
prior to running the diff build.

PROMPT.ROOT cd /usr/local/freebsd-update-server
PROMPT.ROOT sh scripts/diff.sh amd64 7.1-RELEASE 7





What follows is a sample of a differential build run.

PROMPT.ROOT sh -e scripts/diff.sh amd64 7.1-RELEASE 7
Wed Aug 26 10:09:59 PDT 2009 Extracting world+src for FreeBSD/amd64 7.1-RELEASE-p7
Wed Aug 26 17:10:25 UTC 2009 Building world for FreeBSD/amd64 7.1-RELEASE-p7
Wed Aug 26 18:05:11 UTC 2009 Distributing world for FreeBSD/amd64 7.1-RELEASE-p7
Wed Aug 26 18:06:16 UTC 2009 Building and distributing kernels for FreeBSD/amd64 7.1-RELEASE-p7
Wed Aug 26 18:17:50 UTC 2009 Constructing world components for FreeBSD/amd64 7.1-RELEASE-p7
Wed Aug 26 18:18:02 UTC 2009 Distributing source for FreeBSD/amd64 7.1-RELEASE-p7
Wed Aug 26 11:19:23 PDT 2009 Moving components into staging area for FreeBSD/amd64 7.1-RELEASE-p7
Wed Aug 26 11:19:37 PDT 2009 Extracting extra docs for FreeBSD/amd64 7.1-RELEASE-p7
Wed Aug 26 11:19:42 PDT 2009 Indexing world0 for FreeBSD/amd64 7.1-RELEASE-p7
Wed Aug 26 11:23:02 PDT 2009 Extracting world+src for FreeBSD/amd64 7.1-RELEASE-p7
Thu Sep 30 18:23:29 UTC 2010 Building world for FreeBSD/amd64 7.1-RELEASE-p7
Thu Sep 30 19:18:15 UTC 2010 Distributing world for FreeBSD/amd64 7.1-RELEASE-p7
Thu Sep 30 19:19:18 UTC 2010 Building and distributing kernels for FreeBSD/amd64 7.1-RELEASE-p7
Thu Sep 30 19:30:52 UTC 2010 Constructing world components for FreeBSD/amd64 7.1-RELEASE-p7
Thu Sep 30 19:31:03 UTC 2010 Distributing source for FreeBSD/amd64 7.1-RELEASE-p7
Thu Sep 30 12:32:25 PDT 2010 Moving components into staging area for FreeBSD/amd64 7.1-RELEASE-p7
Wed Aug 26 12:32:39 PDT 2009 Extracting extra docs for FreeBSD/amd64 7.1-RELEASE-p7
Wed Aug 26 12:32:43 PDT 2009 Indexing world1 for FreeBSD/amd64 7.1-RELEASE-p7
Wed Aug 26 12:35:54 PDT 2009 Locating build stamps for FreeBSD/amd64 7.1-RELEASE-p7
Wed Aug 26 12:36:58 PDT 2009 Reverting changes due to build stamps for FreeBSD/amd64 7.1-RELEASE-p7
Wed Aug 26 12:37:14 PDT 2009 Cleaning staging area for FreeBSD/amd64 7.1-RELEASE-p7
Wed Aug 26 12:37:14 PDT 2009 Preparing to copy files into staging area for FreeBSD/amd64 7.1-RELEASE-p7
Wed Aug 26 12:37:15 PDT 2009 Copying data files into staging area for FreeBSD/amd64 7.1-RELEASE-p7
Wed Aug 26 12:43:23 PDT 2009 Copying metadata files into staging area for FreeBSD/amd64 7.1-RELEASE-p7
Wed Aug 26 12:43:25 PDT 2009 Constructing metadata index and tag for FreeBSD/amd64 7.1-RELEASE-p7
...
Files found which include build stamps:
kernel|generic|/GENERIC/hptrr.ko
kernel|generic|/GENERIC/kernel
world|base|/boot/loader
world|base|/boot/pxeboot
world|base|/etc/mail/freebsd.cf
world|base|/etc/mail/freebsd.submit.cf
world|base|/etc/mail/sendmail.cf
world|base|/etc/mail/submit.cf
world|base|/lib/libcrypto.so.5
world|base|/usr/bin/ntpq
world|base|/usr/include/osreldate.h
world|base|/usr/lib/libalias.a
world|base|/usr/lib/libalias_cuseeme.a
world|base|/usr/lib/libalias_dummy.a
world|base|/usr/lib/libalias_ftp.a
...
Values of build stamps, excluding library archive headers:
v1.2 (Aug 26 2009 18:13:46)
v1.2 (Aug 26 2009 18:11:44)
@(#)FreeBSD 7.1-RELEASE-p7 #0: Wed Aug 26 18:11:50 UTC 2009
FreeBSD 7.1-RELEASE-p7 #0: Wed Aug 26 18:11:50 UTC 2009
    root@server.myhost.com:/usr/obj/usr/src/sys/GENERIC
7.1-RELEASE-p7
Wed Aug 26 17:29:15 UTC 2009
Wed Aug 26 17:29:15 UTC 2009
##### built by root@server.myhost.com on Wed Aug 26 17:49:58 UTC 2009
##### built by root@server.myhost.com on Wed Aug 26 17:49:58 UTC 2009
##### built by root@server.myhost.com on Wed Aug 26 17:49:58 UTC 2009
##### built by root@server.myhost.com on Wed Aug 26 17:49:58 UTC 2009
Wed Aug 26 17:20:39 UTC 2009
ntpq 4.2.4p5-a Wed Aug 26 17:29:42 UTC 2009 (1)
 * Copyright (c) 1992-2009 The FreeBSD Project.
Wed Aug 26 17:20:39 UTC 2009
Wed Aug 26 17:29:30 UTC 2009
Aug 26 2009
ntpd 4.2.4p5-a Wed Aug 26 17:29:41 UTC 2009 (1)
ntpdate 4.2.4p5-a Wed Aug 26 17:29:42 UTC 2009 (1)
ntpdc 4.2.4p5-a Wed Aug 26 17:29:42 UTC 2009 (1)
Wed Aug 26 17:55:02 UTC 2009
Wed Aug 26 17:55:02 UTC 2009
Wed Aug 26 17:55:02 UTC 2009
Wed Aug 26 17:20:39 UTC 2009
...





Updates are printed, and approval is requested.

New updates:
kernel|generic|/GENERIC/kernel.symbols|f|0|0|0555|0|7c8dc176763f96ced0a57fc04e7c1b8d793f27e006dd13e0b499e1474ac47e10|
kernel|generic|/GENERIC/kernel|f|0|0|0555|0|33197e8cf15bbbac263d17f39c153c9d489348c2c534f7ca1120a1183dec67b1|
kernel|generic|/|d|0|0|0755|0||
src|base|/|d|0|0|0755|0||
src|bin|/|d|0|0|0755|0||
src|cddl|/|d|0|0|0755|0||
src|contrib|/contrib/bind9/bin/named/update.c|f|0|10000|0644|0|4d434abf0983df9bc47435670d307fa882ef4b348ed8ca90928d250f42ea0757|
src|contrib|/contrib/bind9/lib/dns/openssldsa_link.c|f|0|10000|0644|0|c6805c39f3da2a06dd3f163f26c314a4692d4cd9a2d929c0acc88d736324f550|
src|contrib|/contrib/bind9/lib/dns/opensslrsa_link.c|f|0|10000|0644|0|fa0f7417ee9da42cc8d0fd96ad24e7a34125e05b5ae075bd6e3238f1c022a712|
...
FreeBSD/amd64 7.1-RELEASE update build complete.  Please review
the list of build stamps printed above and the list of updated
files to confirm that they look sensible, then run
# sh -e approve.sh amd64 7.1-RELEASE
to sign the build.





Follow the same process as noted before for approving a build:

PROMPT.ROOT sh -e scripts/approve.sh amd64 7.1-RELEASE
Wed Aug 26 12:50:06 PDT 2009 Signing build for FreeBSD/amd64 7.1-RELEASE
Wed Aug 26 12:50:06 PDT 2009 Copying files to patch source directories for FreeBSD/amd64 7.1-RELEASE
Wed Aug 26 12:50:06 PDT 2009 Copying files to upload staging area for FreeBSD/amd64 7.1-RELEASE
Wed Aug 26 12:50:07 PDT 2009 Updating databases for FreeBSD/amd64 7.1-RELEASE
Wed Aug 26 12:50:07 PDT 2009 Cleaning staging area for FreeBSD/amd64 7.1-RELEASE

The FreeBSD/amd64 7.1-RELEASE update build has been signed and is
ready to be uploaded.  Remember to run
# sh -e umountkey.sh
to unmount the decrypted key once you have finished signing all
the new builds.





After approving the build, upload the software:

PROMPT.ROOT cd /usr/local/freebsd-update-server
PROMPT.ROOT sh scripts/upload.sh amd64 7.1-RELEASE





For reference, the entire run of `diff.sh <diff.txt>`__ is attached.




Tips


	If a custom release is built using the native make release
procedure,
freebsd-update-server code will work from your release. As an
example, a release without ports or documentation can be built by
clearing functionality pertaining to documentation subroutines
`` findextradocs ()``, addextradocs () and altering the download
location in fetchiso (), respectively, in scripts/build.subr.
As a last step, change the MAN.SHA256.1 hash in build.conf under
your respective release and architecture and you are ready to build
off your custom release.

# Compare ${WORKDIR}/release and ${WORKDIR}/$1, identify which parts
    # of the world|doc subcomponent are missing from the latter, and
    # build a tarball out of them.
    findextradocs () {
    }

    # Add extra docs to ${WORKDIR}/$1
    addextradocs () {
    }







	
	Adding ``-j

	NUMBER`` flags to buildworld and obj targets in the





scripts/build.subr script may speed up processing depending on
the hardware used, however it is not necessary. Using these flags in
other targets is not recommended, as it may cause the build to become
unreliable.

       # Build the world
   log "Building world"
   cd /usr/src &&
   make -j 2 ${COMPATFLAGS} buildworld 2>&1

# Distribute the world
   log "Distributing world"
   cd /usr/src/release &&
   make -j 2 obj &&
   make ${COMPATFLAGS} release.1 release.2 2>&1







	Create an appropriate DNS
SRV record for the update server, and put others behind it with
variable weights. Using this facility will provide update mirrors,
however this tip is not necessary unless you wish to provide a
redundant service.

_http._tcp.update.myserver.com.                  IN SRV   0 2 80   host1.myserver.com.
                                SRV   0 1 80   host2.myserver.com.
                                SRV   0 0 80   host3.myserver.com.
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Writing a GEOM Class





	Author:	Ivan Voras






Introduction


Documentation

Documentation on kernel programming is scarce — it is one of few areas
where there is nearly nothing in the way of friendly tutorials, and the
phrase “use the source!” really holds true. However, there are some bits
and pieces (some of them seriously outdated) floating around that should
be studied before beginning to code:


	The FreeBSD Developer’s
Handbook — part of
the documentation project, it does not contain anything specific to
kernel programming, but rather some general useful information.

	The FreeBSD Architecture
Handbook — also from the
documentation project, contains descriptions of several low-level
facilities and procedures. The most important chapter is 13, Writing
FreeBSD device
drivers.

	The Blueprints section of FreeBSD
Diary [http://www.freebsddiary.org] web site — contains several
interesting articles on kernel facilities.

	The man pages in section 9 — for important documentation on kernel
functions.

	The MAN.GEOM.4 man page and PHK’s GEOM
slides [http://phk.freebsd.dk/pubs/] — for general introduction of
the GEOM subsystem.

	Man pages MAN.G.BIO.9, MAN.G.EVENT.9, MAN.G.DATA.9, MAN.G.GEOM.9,
MAN.G.PROVIDER.9 MAN.G.CONSUMER.9, MAN.G.ACCESS.9 & others linked
from those, for documentation on specific functionalities.

	The MAN.STYLE.9 man page — for documentation on the coding-style
conventions which must be followed for any code which is to be
committed to the FreeBSD Subversion tree.








Preliminaries

The best way to do kernel development is to have (at least) two separate
computers. One of these would contain the development environment and
sources, and the other would be used to test the newly written code by
network-booting and network-mounting filesystems from the first one.
This way if the new code contains bugs and crashes the machine, it will
not mess up the sources (and other “live” data). The second system does
not even require a proper display. Instead, it could be connected with a
serial cable or KVM to the first one.

But, since not everybody has two or more computers handy, there are a
few things that can be done to prepare an otherwise “live” system for
developing kernel code. This setup is also applicable for developing in
a VMWare [http://www.vmware.com/] or QEmu [http://www.qemu.org/]
virtual machine (the next best thing after a dedicated development
machine).


Modifying a System for Development

For any kernel programming a kernel with INVARIANTS enabled is a
must-have. So enter these in your kernel configuration file:

options INVARIANT_SUPPORT
options INVARIANTS





For more debugging you should also include WITNESS support, which will
alert you of mistakes in locking:

options WITNESS_SUPPORT
options WITNESS





For debugging crash dumps, a kernel with debug symbols is needed:

makeoptions    DEBUG=-g






	With the usual way of installing the kernel (``make

	installkernel``) the debug kernel will not be automatically



installed. It is called kernel.debug and located in
/usr/obj/usr/src/sys/KERNELNAME/. For convenience it should be
copied to /boot/kernel/.

Another convenience is enabling the kernel debugger so you can examine a
kernel panic when it happens. For this, enter the following lines in
your kernel configuration file:

options KDB
options DDB
options KDB_TRACE





For this to work you might need to set a sysctl (if it is not on by
default):

debug.debugger_on_panic=1





Kernel panics will happen, so care should be taken with the filesystem
cache. In particular, having softupdates might mean the latest file
version could be lost if a panic occurs before it is committed to
storage. Disabling softupdates yields a great performance hit, and still
does not guarantee data consistency. Mounting filesystem with the “sync”
option is needed for that. For a compromise, the softupdates cache
delays can be shortened. There are three sysctl’s that are useful for
this (best to be set in /etc/sysctl.conf):

kern.filedelay=5
kern.dirdelay=4
kern.metadelay=3





The numbers represent seconds.

For debugging kernel panics, kernel core dumps are required. Since a
kernel panic might make filesystems unusable, this crash dump is first
written to a raw partition. Usually, this is the swap partition. This
partition must be at least as large as the physical RAM in the machine.
On the next boot, the dump is copied to a regular file. This happens
after filesystems are checked and mounted, and before swap is enabled.
This is controlled with two /etc/rc.conf variables:

dumpdev="/dev/ad0s4b"
dumpdir="/usr/core





The dumpdev variable specifies the swap partition and dumpdir
tells the system where in the filesystem to relocate the core dump on
reboot.

Writing kernel core dumps is slow and takes a long time so if you have
lots of memory (>256M) and lots of panics it could be frustrating to sit
and wait while it is done (twice — first to write it to swap, then to
relocate it to filesystem). It is convenient then to limit the amount of
RAM the system will use via a /boot/loader.conf tunable:

hw.physmem="256M"





If the panics are frequent and filesystems large (or you simply do not
trust softupdates+background fsck) it is advisable to turn background
fsck off via /etc/rc.conf variable:

background_fsck="NO"





This way, the filesystems will always get checked when needed. Note that
with background fsck, a new panic could happen while it is checking the
disks. Again, the safest way is not to have many local filesystems by
using another computer as an NFS server.




Starting the Project

For the purpose of creating a new GEOM class, an empty subdirectory has
to be created under an arbitrary user-accessible directory. You do not
have to create the module directory under /usr/src.




The Makefile

It is good practice to create Makefiles for every nontrivial
coding project, which of course includes kernel modules.

Creating the Makefile is simple thanks to an extensive set of helper
routines provided by the system. In short, here is how a minimal
Makefile looks for a kernel module:

SRCS=g_journal.c
KMOD=geom_journal

.include <bsd.kmod.mk>





This Makefile (with changed filenames) will do for any kernel
module, and a GEOM class can reside in just one kernel module. If more
than one file is required, list it in the SRCS variable, separated with
whitespace from other filenames.






On FreeBSD Kernel Programming


Memory Allocation

See MAN.MALLOC.9. Basic memory allocation is only slightly different
than its userland equivalent. Most notably, malloc() and
free() accept additional parameters as is described in the man
page.

A “malloc type” must be declared in the declaration section of a source
file, like this:

static MALLOC_DEFINE(M_GJOURNAL, "gjournal data", "GEOM_JOURNAL Data");





To use this macro, sys/param.h, sys/kernel.h and
sys/malloc.h headers must be included.

There is another mechanism for allocating memory, the UMA (Universal
Memory Allocator). See MAN.UMA.9 for details, but it is a special type
of allocator mainly used for speedy allocation of lists comprised of
same-sized items (for example, dynamic arrays of structs).




Lists and Queues

See MAN.QUEUE.3. There are a LOT of cases when a list of things needs to
be maintained. Fortunately, this data structure is implemented (in
several ways) by C macros included in the system. The most used list
type is TAILQ because it is the most flexible. It is also the one with
largest memory requirements (its elements are doubly-linked) and also
the slowest (although the speed variation is on the order of several CPU
instructions more, so it should not be taken seriously).

If data retrieval speed is very important, see MAN.TREE.3 and
MAN.HASHINIT.9.




BIOs

Structure bio is used for any and all Input/Output operations
concerning GEOM. It basically contains information about what device
(‘provider’) should satisfy the request, request type, offset, length,
pointer to a buffer, and a bunch of “user-specific” flags and fields
that can help implement various hacks.

The important thing here is that bios are handled asynchronously.
That means that, in most parts of the code, there is no analogue to
userland’s MAN.READ.2 and MAN.WRITE.2 calls that do not return until a
request is done. Rather, a developer-supplied function is called as a
notification when the request gets completed (or results in error).

The asynchronous programming model (also called “event-driven”) is
somewhat harder than the much more used imperative one used in userland
(at least it takes a while to get used to it). In some cases the helper
routines g_write_data() and g_read_data() can be used, but
not always. In particular, they cannot be used when a mutex is held;
for example, the GEOM topology mutex or the internal mutex held during
the .start() and .stop() functions.






On GEOM Programming


Ggate

If maximum performance is not needed, a much simpler way of making a
data transformation is to implement it in userland via the ggate (GEOM
gate) facility. Unfortunately, there is no easy way to convert between,
or even share code between the two approaches.




GEOM Class

GEOM classes are transformations on the data. These transformations can
be combined in a tree-like fashion. Instances of GEOM classes are called
geoms.

Each GEOM class has several “class methods” that get called when there
is no geom instance available (or they are simply not bound to a single
instance):


	.init is called when GEOM becomes aware of a GEOM class (when the
kernel module gets loaded.)

	.fini gets called when GEOM abandons the class (when the module
gets unloaded)

	.taste is called next, once for each provider the system has
available. If applicable, this function will usually create and start
a geom instance.

	.destroy_geom is called when the geom should be disbanded

	.ctlconf is called when user requests reconfiguration of existing
geom



Also defined are the GEOM event functions, which will get copied to the
geom instance.

Field .geom in the g_class structure is a LIST of geoms
instantiated from the class.

These functions are called from the g_event kernel thread.




Softc

The name “softc” is a legacy term for “driver private data”. The name
most probably comes from the archaic term “software control block”. In
GEOM, it is a structure (more precise: pointer to a structure) that can
be attached to a geom instance to hold whatever data is private to the
geom instance. Most GEOM classes have the following members:


	struct g_provider *provider : The “provider” this geom
instantiates

	uint16_t n_disks : Number of consumer this geom consumes

	struct g_consumer **disks : Array of struct g_consumer*. (It
is not possible to use just single indirection because struct
g_consumer* are created on our behalf by GEOM).



The softc structure contains all the state of geom instance. Every
geom instance has its own softc.




Metadata

Format of metadata is more-or-less class-dependent, but MUST start with:


	16 byte buffer for null-terminated signature (usually the class name)

	uint32 version ID



It is assumed that geom classes know how to handle metadata with version
ID’s lower than theirs.

Metadata is located in the last sector of the provider (and thus must
fit in it).

(All this is implementation-dependent but all existing code works like
that, and it is supported by libraries.)




Labeling/creating a GEOM

The sequence of events is:


	user calls MAN.GEOM.8 utility (or one of its hardlinked friends)

	the utility figures out which geom class it is supposed to handle and
searches for geom_CLASSNAME.so library (usually in
/lib/geom).

	it MAN.DLOPEN.3-s the library, extracts the definitions of
command-line parameters and helper functions.



In the case of creating/labeling a new geom, this is what happens:


	MAN.GEOM.8 looks in the command-line argument for the command
(usually label), and calls a helper function.

	The helper function checks parameters and gathers metadata, which it
proceeds to write to all concerned providers.

	This “spoils” existing geoms (if any) and initializes a new round of
“tasting” of the providers. The intended geom class recognizes the
metadata and brings the geom up.



(The above sequence of events is implementation-dependent but all
existing code works like that, and it is supported by libraries.)




GEOM Command Structure

The helper geom_CLASSNAME.so library exports class_commands
structure, which is an array of struct g_command elements. Commands
are of uniform format and look like:

verb [-options] geomname [other]





Common verbs are:


	label — to write metadata to devices so they can be recognized at
tasting and brought up in geoms

	destroy — to destroy metadata, so the geoms get destroyed



Common options are:


	-v : be verbose

	-f : force



Many actions, such as labeling and destroying metadata can be performed
in userland. For this, struct g_command provides field gc_func
that can be set to a function (in the same .so) that will be called
to process a verb. If gc_func is NULL, the command will be passed to
kernel module, to .ctlreq function of the geom class.




Geoms

Geoms are instances of GEOM classes. They have internal data (a softc
structure) and some functions with which they respond to external
events.

The event functions are:


	.access : calculates permissions (read/write/exclusive)

	.dumpconf : returns XML-formatted information about the geom

	.orphan : called when some underlying provider gets disconnected

	.spoiled : called when some underlying provider gets written to

	.start : handles I/O



These functions are called from the g_down kernel thread and there
can be no sleeping in this context, (see definition of sleeping
elsewhere) which limits what can be done quite a bit, but forces the
handling to be fast.

Of these, the most important function for doing actual useful work is
the .start() function, which is called when a BIO request arrives
for a provider managed by a instance of geom class.




GEOM Threads

There are three kernel threads created and run by the GEOM framework:


	g_down : Handles requests coming from high-level entities (such
as a userland request) on the way to physical devices

	g_up : Handles responses from device drivers to requests made by
higher-level entities

	g_event : Handles all other cases: creation of geom instances,
access counting, “spoil” events, etc.



When a user process issues “read data X at offset Y of a file” request,
this is what happens:


	The filesystem converts the request into a struct bio instance and
passes it to the GEOM subsystem. It knows what geom instance should
handle it because filesystems are hosted directly on a geom instance.

	The request ends up as a call to the .start() function made on
the g_down thread and reaches the top-level geom instance.

	This top-level geom instance (for example the partition slicer)
determines that the request should be routed to a lower-level
instance (for example the disk driver). It makes a copy of the bio
request (bio requests ALWAYS need to be copied between instances,
with g_clone_bio()!), modifies the data offset and target
provider fields and executes the copy with g_io_request()

	The disk driver gets the bio request also as a call to .start()
on the g_down thread. It talks to hardware, gets the data back,
and calls g_io_deliver() on the bio.

	Now, the notification of bio completion “bubbles up” in the g_up
thread. First the partition slicer gets .done() called in the
g_up thread, it uses information stored in the bio to free the
cloned bio structure (with g_destroy_bio()) and calls
g_io_deliver() on the original request.

	The filesystem gets the data and transfers it to userland.



See MAN.G.BIO.9 man page for information how the data is passed back and
forth in the bio structure (note in particular the bio_parent
and bio_children fields and how they are handled).

One important feature is: THERE CAN BE NO SLEEPING IN G_UP AND G_DOWN
THREADS. This means that none of the following things can be done in
those threads (the list is of course not complete, but only
informative):


	Calls to msleep() and tsleep(), obviously.

	Calls to g_write_data() and g_read_data(), because these
sleep between passing the data to consumers and returning.

	Waiting for I/O.

	Calls to MAN.MALLOC.9 and uma_zalloc() with M_WAITOK flag
set

	sx and other sleepable locks



This restriction is here to stop GEOM code clogging the I/O request
path, since sleeping is usually not time-bound and there can be no
guarantees on how long will it take (there are some other, more
technical reasons also). It also means that there is not much that can
be done in those threads; for example, almost any complex thing requires
memory allocation. Fortunately, there is a way out: creating additional
kernel threads.




Kernel Threads for Use in GEOM Code

Kernel threads are created with MAN.KTHREAD.CREATE.9 function, and they
are sort of similar to userland threads in behaviour, only they cannot
return to caller to signify termination, but must call
MAN.KTHREAD.EXIT.9.

In GEOM code, the usual use of threads is to offload processing of
requests from g_down thread (the .start() function). These
threads look like “event handlers”: they have a linked list of event
associated with them (on which events can be posted by various functions
in various threads so it must be protected by a mutex), take the events
from the list one by one and process them in a big switch()
statement.

The main benefit of using a thread to handle I/O requests is that it can
sleep when needed. Now, this sounds good, but should be carefully
thought out. Sleeping is well and very convenient but can very
effectively destroy performance of the geom transformation. Extremely
performance-sensitive classes probably should do all the work in
.start() function call, taking great care to handle out-of-memory
and similar errors.

The other benefit of having a event-handler thread like that is to
serialize all the requests and responses coming from different geom
threads into one thread. This is also very convenient but can be slow.
In most cases, handling of .done() requests can be left to the
g_up thread.

Mutexes in FreeBSD kernel (see MAN.MUTEX.9) have one distinction from
their more common userland cousins — the code cannot sleep while holding
a mutex). If the code needs to sleep a lot, MAN.SX.9 locks may be more
appropriate. On the other hand, if you do almost everything in a single
thread, you may get away with no mutexes at all.
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Implementing UFS Journaling on a Desktop PC





	Author:	ManolisKiagias






Introduction

While professional servers are usually well protected from unforeseen
shutdowns, the typical desktop is at the mercy of power failures,
accidental resets, and other user related incidents that can lead to
unclean shutdowns. Soft Updates usually protect the file system
efficiently in such cases, although most of the times a lengthy
background check is required. On rare occasions, file system corruption
reaches a point where user intervention is required and data may be
lost.

The new journaling capability provided by GEOM can greatly assist in
such scenarios, by virtually eliminating the time required for file
system checking, and ensuring that the file system is quickly restored
to a consistent state.

This article describes a procedure for implementing UFS journaling on a
typical desktop PC scenario (one hard disk used for both operating
system and data). It should be followed during a fresh installation of
OS. The steps are simple enough and do not require overly complex
interaction with the command line.

After reading this article, you will know:


	How to reserve space for journaling during a new installation of OS.

	How to load and enable the geom_journal module (or build support
for it in your custom kernel).

	How to convert your existing file systems to utilize journaling, and
what options to use in /etc/fstab to mount them.

	How to implement journaling in new (empty) partitions.

	How to troubleshoot common problems associated with journaling.



Before reading this article, you should be able to:


	Understand basic UNIX and OS concepts.



	Be familiar with the installation procedure of OS and the sysinstall
utility.


Warning

The procedure described here is intended for preparing a new
installation where no actual user data is stored on the disk yet.
While it is possible to modify and extend this procedure for systems
already in production, you should backup all important data before
doing so. Messing around with disks and partitions at a low level
can lead to fatal mistakes and data loss.











Understanding Journaling in OS

The journaling provided by GEOM in OS7.X is not file system specific
(unlike for example the ext3 file system in LINUX) but is functioning at
the block level. Though this means it can be applied to different file
systems, for OS7.0-RELEASE, it can only be used on UFS2.

This functionality is provided by loading the geom_journal.ko module
into the kernel (or building it into a custom kernel) and using the
gjournal command to configure the file systems. In general, you
would like to journal large file systems, like /usr. You will need
however (see the following section) to reserve some free disk space.

When a file system is journaled, some disk space is needed to keep the
journal itself. The disk space that holds the actual data is referred to
as the data provider, while the one that holds the journal is referred
to as the journal provider. The data and journal providers need to be
on different partitions when journaling an existing (non-empty)
partition. When journaling a new partition, you have the option to use a
single provider for both data and journal. In any case, the gjournal
command combines both providers to create the final journaled file
system. For example:


	You wish to journal your /usr file system, stored in
/dev/ad0s1f (which already contains data).

	You reserved some free disk space in a partition in /dev/ad0s1g.

	Using gjournal, a new /dev/ad0s1f.journal device is created
where /dev/ad0s1f is the data provider, and /dev/ad0s1g is
the journal provider. This new device is then used for all subsequent
file operations.



The amount of disk space you need to reserve for the journal provider
depends on the usage load of the file system and not on the size of the
data provider. For example on a typical office desktop, a 1GB journal
provider for the /usr file system will suffice, while a machine that
deals with heavy disk I/O (i.e. video editing) may need more. A kernel
panic will occur if the journal space is exhausted before it has a
chance to be committed.


Note

The journal sizes suggested here, are highly unlikely to cause
problems in typical desktop use (such as web browsing, word
processing and playback of media files). If your workload includes
intense disk activity, use the following rule for maximum
reliability: Your RAM size should fit in 30% of the journal
provider’s space. For example, if your system has 1GB RAM, create
an approximately 3.3GB journal provider. (Multiply your RAM size
with 3.3 to obtain the size of the journal).




For more information about journaling, please read the manual page of
MAN.GJOURNAL.8.




Steps During the Installation of OS


Reserving Space for Journaling

A typical desktop machine usually has one hard disk that stores both the
OS and user data. Arguably, the default partitioning scheme selected by
sysinstall is more or less suitable: A desktop machine does not need a
large /var partition, while /usr is allocated the bulk of the
disk space, since user data and a lot of packages are installed into its
subdirectories.

The default partitioning (the one obtained by pressing A at the OS
partition editor, called Disklabel) does not leave any unallocated
space. Each partition that will be journaled, requires another partition
for the journal. Since the /usr partition is the largest, it makes
sense to shrink this partition slightly, to obtain the space required
for journaling.

In our example, an 80GB disk is used. The following screenshot shows
the default partitions created by Disklabel during installation:

[image: image0]

If this is more or less what you need, it is very easy to adjust for
journaling. Simply use the arrow keys to move the highlight to the
/usr partition and press D to delete it.

Now, move the highlight to the disk name at the top of the screen and
press C to create a new partition for /usr. This new partition
should be smaller by 1GB (if you intend to journal /usr only), or
2GB (if you intend to journal both /usr and /var). From the
pop-up that appears, opt to create a file system, and type /usr as
the mount point.


Note

Should you journal the /var partition? Normally, journaling
makes sense on quite large partitions. You may decide not to journal
/var, although doing so on a typical desktop will cause no harm.
If the file system is lightly used (quite probable for a desktop)
you may wish to allocate less disk space for its journal.

In our example, we journal both /usr and /var. You may of
course adjust the procedure to your own needs.




To keep things as easy going as possible, we are going to use sysinstall
to create the partitions required for journaling. However, during
installation, sysinstall insists on asking a mount point for each
partition you create. At this point, you do not have any mount points
for the partitions that will hold the journals, and in reality you do
not even need them. These are not partitions that we are ever going to
mount somewhere.

To avoid these problems with sysinstall, we are going to create the
journal partitions as swap space. Swap is never mounted, and sysinstall
has no problem creating as many swap partitions as needed. After the
first reboot, /etc/fstab will have to be edited, and the extra swap
space entries removed.

To create the swap, again use the arrow keys to move the highlight to
the top of Disklabel screen, so that the disk name itself is
highlighted. Then press N, enter the desired size (1024M), and select
“swap space” from the pop-up menu that appears. Repeat for every journal
you wish to create. In our example, we create two partitions to provide
for the journals of /usr and /var. The final result is shown in
the following screenshot:

[image: image1]

When you have completed creating the partitions, we suggest you write
down the partition names, and mount points, so you can easily refer to
this information during the configuration phase. This will help
alleviate mistakes that may damage your installation. The following
table shows our notes for the sample configuration:








	Partition
	Mount Point
	Journal




	ad0s1d
	/var
	ad0s1h


	ad0s1f
	/usr
	ad0s1g





Table: Partitions and Journals

Continue the installation as you would normally do. We would however
suggest you postpone installation of third party software (packages)
until you have completely setup journaling.




Booting for the first time

Your system will come up normally, but you will need to edit
/etc/fstab and remove the extra swap partitions you created for the
journals. Normally, the swap partition you will actually use is the one
with the “b” suffix (i.e. ad0s1b in our example). Remove all other swap
space entries and reboot so that OS will stop using them.

When the system comes up again, we will be ready to configure
journaling.






Setting Up Journaling


Executing gjournal

Having prepared all the required partitions, it is quite easy to
configure journaling. We will need to switch to single user mode, so
login as root and type:

PROMPT.ROOT shutdown now





Press Enter to get the default shell. We will need to unmount the
partitions that will be journaled, in our example /usr and /var:

PROMPT.ROOT umount /usr /var





Load the module required for journaling:

PROMPT.ROOT gjournal load





Now, use your notes to determine which partition will be used for each
journal. In our example, /usr is ad0s1f and its journal will be
ad0s1g, while /var is ad0s1d and will be journaled to
ad0s1h. The following commands are required:

PROMPT.ROOT gjournal label ad0s1f ad0s1g

GEOM_JOURNAL: Journal 2948326772: ad0s1f contains data.
GEOM_JOURNAL: Journal 2948326772: ad0s1g contains journal.

PROMPT.ROOT gjournal label ad0s1d ad0s1h

GEOM_JOURNAL: Journal 3193218002: ad0s1d contains data.
GEOM_JOURNAL: Journal 3193218002: ad0s1h contains journal.

**Note**

If the last sector of either partition is used, ``gjournal`` will
return an error. You will have to run the command using the ``-f``
flag to force an overwrite, i.e.:

::

    PROMPT.ROOT gjournal label -f ad0s1d ad0s1h

Since this is a new installation, it is highly unlikely that
anything will be actually overwritten.





At this point, two new devices are created, namely ad0s1d.journal
and ad0s1f.journal. These represent the /var and /usr
partitions we have to mount. Before mounting, we must however set the
journal flag on them and clear the Soft Updates flag:

PROMPT.ROOT tunefs -J enable -n disable ad0s1d.journal

tunefs: gjournal set
tunefs: soft updates cleared

PROMPT.ROOT tunefs -J enable -n disable ad0s1f.journal

tunefs: gjournal set
tunefs: soft updates cleared





Now, mount the new devices manually at their respective places (note
that we can now use the async mount option):

PROMPT.ROOT mount -o async /dev/ad0s1d.journal /var
PROMPT.ROOT mount -o async /dev/ad0s1f.journal /usr





Edit /etc/fstab and update the entries for /usr and /var:

/dev/ad0s1f.journal     /usr            ufs     rw,async      2       2
/dev/ad0s1d.journal     /var            ufs     rw,async      2       2

**Warning**

Make sure the above entries are correct, or you will have trouble
starting up normally after you reboot!





Finally, edit /boot/loader.conf and add the following line so the
MAN.GJOURNAL.8 module is loaded at every boot:

geom_journal_load="YES"





Congratulations! Your system is now set for journaling. You can either
type exit to return to multi-user mode, or reboot to test your
configuration (recommended). During the boot you will see messages like
the following:

ad0: 76293MB XEC XE800JD-00HBC0 08.02D08 at ata0-master SATA150
GEOM_JOURNAL: Journal 2948326772: ad0s1g contains journal.
GEOM_JOURNAL: Journal 3193218002: ad0s1h contains journal.
GEOM_JOURNAL: Journal 3193218002: ad0s1d contains data.
GEOM_JOURNAL: Journal ad0s1d clean.
GEOM_JOURNAL: Journal 2948326772: ad0s1f contains data.
GEOM_JOURNAL: Journal ad0s1f clean.





After an unclean shutdown, the messages will vary slightly, i.e.:

GEOM_JOURNAL: Journal ad0s1d consistent.





This usually means that MAN.GJOURNAL.8 used the information in the
journal provider to return the file system to a consistent state.




Journaling Newly Created Partitions

While the above procedure is necessary for journaling partitions that
already contain data, journaling an empty partition is somewhat easier,
since both the data and the journal provider can be stored in the same
partition. For example, assume a new disk was installed, and a new
partition /dev/ad1s1d was created. Creating the journal would be as
simple as:

PROMPT.ROOT gjournal label ad1s1d





The journal size will be 1GB by default. You may adjust it by using the
-s option. The value can be given in bytes, or appended by K,
M or G to denote Kilobytes, Megabytes or Gigabytes respectively.
Note that gjournal will not allow you to create unsuitably small
journal sizes.

For example, to create a 2GB journal, you could use the following
command:

PROMPT.ROOT gjournal label -s 2G ad1s1d





You can then create a file system on your new partition, and enable
journaling using the -J option:

PROMPT.ROOT newfs -J /dev/ad1s1d.journal








Building Journaling into Your Custom Kernel

If you do not wish to load geom_journal as a module, you can build
its functions right into your kernel. Edit your custom kernel
configuration file, and make sure it includes these two lines:

options UFS_GJOURNAL # Note: This is already in GENERIC

options GEOM_JOURNAL # You will have to add this one





Rebuild and reinstall your kernel following the relevant instructions
in the OSHandbook.

Do not forget to remove the relevant “load” entry from
/boot/loader.conf if you have previously used it.






Troubleshooting Journaling

The following section covers frequently asked questions regarding
problems related to journaling.

Q: I am getting kernel panics during periods of high disk activity.
How is this related to journaling?

A: The journal probably fills up before it has a chance to get
committed (flushed) to disk. Keep in mind the size of the journal
depends on the usage load, and not the size of the data provider. If
your disk activity is high, you need a larger partition for the journal.
See the note in the Understanding
Journaling section.

Q: I made some mistake during configuration, and I cannot boot
normally now. Can this be fixed some way?

A: You either forgot (or misspelled) the entry in
/boot/loader.conf, or there are errors in your /etc/fstab file.
These are usually easy to fix. Press Enter to get to the default single
user shell. Then locate the root of the problem:

PROMPT.ROOT cat /boot/loader.conf





If the geom_journal_load entry is missing or misspelled, the
journaled devices are never created. Load the module manually, mount all
partitions, and continue with multi-user boot:

PROMPT.ROOT gjournal load

GEOM_JOURNAL: Journal 2948326772: ad0s1g contains journal.
GEOM_JOURNAL: Journal 3193218002: ad0s1h contains journal.
GEOM_JOURNAL: Journal 3193218002: ad0s1d contains data.
GEOM_JOURNAL: Journal ad0s1d clean.
GEOM_JOURNAL: Journal 2948326772: ad0s1f contains data.
GEOM_JOURNAL: Journal ad0s1f clean.

PROMPT.ROOT mount -a
PROMPT.ROOT exit
(boot continues)





If, on the other hand, this entry is correct, have a look at
/etc/fstab. You will probably find a misspelled or missing entry. In
this case, mount all remaining partitions by hand and continue with the
multi-user boot.

Q: Can I remove journaling and return to my standard file system
with Soft Updates?

A: Sure. Use the following procedure, which reverses the changes.
The partitions you created for the journal providers can then be used
for other purposes, if you so wish.

Login as root and switch to single user mode:

PROMPT.ROOT shutdown now





Unmount the journaled partitions:

PROMPT.ROOT umount /usr /var





Synchronize the journals:

PROMPT.ROOT gjournal sync





Stop the journaling providers:

PROMPT.ROOT gjournal stop ad0s1d.journal
PROMPT.ROOT gjournal stop ad0s1f.journal





Clear journaling metadata from all the devices used:

PROMPT.ROOT gjournal clear ad0s1d
PROMPT.ROOT gjournal clear ad0s1f
PROMPT.ROOT gjournal clear ad0s1g
PROMPT.ROOT gjournal clear ad0s1h





Clear the file system journaling flag, and restore the Soft Updates
flag:

PROMPT.ROOT tunefs -J disable -n enable ad0s1d

tunefs: gjournal cleared
tunefs: soft updates set

PROMPT.ROOT tunefs -J disable -n enable ad0s1f

tunefs: gjournal cleared
tunefs: soft updates set





Remount the old devices by hand:

PROMPT.ROOT mount -o rw /dev/ad0s1d /var
PROMPT.ROOT mount -o rw /dev/ad0s1f /usr





Edit /etc/fstab and restore it to its original state:

/dev/ad0s1f     /usr            ufs     rw      2       2
/dev/ad0s1d     /var            ufs     rw      2       2





Finally, edit /boot/loader.conf, remove the entry that loads the
geom_journal module and reboot.




Further Reading

Journaling is a fairly new feature of OS, and as such, it is not very
well documented yet. You may however find the following additional
references useful:


	A new section on
journaling is now part
of the OSHandbook.

	This
post [http://lists.freebsd.org/pipermail/freebsd-current/2006-June/064043.html]
in A.CURRENT.NAME by MAN.GJOURNAL.8’s developer, A.PJD.EMAIL.

	This
post [http://lists.freebsd.org/pipermail/freebsd-questions/2008-April/173501.html]
in A.QUESTIONS.NAME by A.IVORAS.EMAIL.

	The manual pages of MAN.GJOURNAL.8 and MAN.GEOM.8.
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Mirroring FreeBSD





	Author:	JunKuriyama




	Author:	ValentinoVaschetto




	Author:	DanielLang




	Author:	KenSmith

Note

We are not accepting new mirrors at this time.








Contact Information

The Mirror System Coordinators can be reached through email at
mirror-admin@FreeBSD.org. There is also a A.HUBS.




Requirements for FreeBSD mirrors


Disk Space

Disk space is one of the most important requirements. Depending on the
set of releases, architectures, and degree of completeness you want to
mirror, a huge amount of disk space may be consumed. Also keep in mind
that official mirrors are probably required to be complete. The web
pages should always be mirrored completely. Also note that the numbers
stated here are reflecting the current state (at
REL2.CURRENT-RELEASE/REL.CURRENT-RELEASE). Further development and
releases will only increase the required amount. Also make sure to keep
some (ca. 10-20%) extra space around just to be sure. Here are some
approximate figures:


	Full FTP Distribution: 1.4 TB

	CTM deltas: 10 GB

	Web pages: 1GB



The current disk usage of FTP Distribution can be found at
ftp://ftp.FreeBSD.org/pub/FreeBSD/dir.sizes.




Network Connection/Bandwidth

Of course, you need to be connected to the Internet. The required
bandwidth depends on your intended use of the mirror. If you just want
to mirror some parts of FreeBSD for local use at your site/intranet, the
demand may be much smaller than if you want to make the files publicly
available. If you intend to become an official mirror, the bandwidth
required will be even higher. We can only give rough estimates here:


	Local site, no public access: basically no minimum, but < 2 Mbps
could make syncing too slow.

	Unofficial public site: 34 Mbps is probably a good start.

	Official site: > 100 Mbps is recommended, and your host should be
connected as close as possible to your border router.






System Requirements, CPU, RAM

One thing this depends on the expected number of clients, which is
determined by the server’s policy. It is also affected by the types of
services you want to offer. Plain FTP or HTTP services may not require a
huge amount of resources. Watch out if you provide rsync. This can have
a huge impact on CPU and memory requirements as it is considered a
memory hog. The following are just examples to give you a very rough
hint.

For a moderately visited site that offers rsync, you might consider a
current CPU with around 800MHz - 1 GHz, and at least 512MB RAM. This is
probably the minimum you want for an official site.

For a frequently used site you definitely need more RAM (consider 2GB as
a good start) and possibly more CPU, which could also mean that you need
to go for a SMP system.

You also want to consider a fast disk subsystem. Operations on the SVN
repository require a fast disk subsystem (RAID is highly advised). A
SCSI controller that has a cache of its own can also speed up things
since most of these services incur a large number of small modifications
to the disk.




Services to offer

Every mirror site is required to have a set of core services available.
In addition to these required services, there are a number of optional
services that server administrators may choose to offer. This section
explains which services you can provide and how to go about implementing
them.


FTP (required for FTP fileset)

This is one of the most basic services, and it is required for each
mirror offering public FTP distributions. FTP access must be anonymous,
and no upload/download ratios are allowed (a ridiculous thing anyway).
Upload capability is not required (and must never be allowed for the
FreeBSD file space). Also the FreeBSD archive should be available under
the path /pub/FreeBSD.

There is a lot of software available which can be set up to allow
anonymous FTP (in alphabetical order).


	/usr/libexec/ftpd: FreeBSD’s own ftpd can be used. Be sure to
read MAN.FTPD.8.

	ftp/ncftpd: A commercial package, free for educational use.

	ftp/oftpd: An ftpd designed with security as a main focus.

	ftp/proftpd: A modular and very flexible ftpd.

	ftp/pure-ftpd: Another ftpd developed with security in mind.

	ftp/twoftpd: As above.

	ftp/vsftpd: The “very secure” ftpd.



FreeBSD’s ftpd, proftpd and maybe ncftpd are among the most commonly
used FTPds. The others do not have a large userbase among mirror sites.
One thing to consider is that you may need flexibility in limiting how
many simultaneous connections are allowed, thus limiting how much
network bandwidth and system resources are consumed.




Rsync (optional for FTP fileset)

Rsync is often offered for access to the contents of the FTP area of
FreeBSD, so other mirror sites can use your system as their source. The
protocol is different from FTP in many ways. It is much more bandwidth
friendly, as only differences between files are transferred instead of
whole files when they change. Rsync does require a significant amount of
memory for each instance. The size depends on the size of the synced
module in terms of the number of directories and files. Rsync can use
rsh and ssh (now default) as a transport, or use its own
protocol for stand-alone access (this is the preferred method for public
rsync servers). Authentication, connection limits, and other
restrictions may be applied. There is just one software package
available:


	net/rsync






HTTP (required for web pages, optional for FTP fileset)

If you want to offer the FreeBSD web pages, you will need to install a
web server. You may optionally offer the FTP fileset via HTTP. The
choice of web server software is left up to the mirror administrator.
Some of the most popular choices are:


	www/apache22: Apache is the most widely deployed web server on the
Internet. It is used extensively by the FreeBSD Project.

	www/thttpd: If you are going to be serving a large amount of static
content you may find that using an application such as thttpd is more
efficient than Apache. It is optimized for excellent performance on
FreeBSD.

	www/boa: Boa is another alternative to thttpd and Apache. It should
provide considerably better performance than Apache for purely static
content. It does not, at the time of this writing, contain the same
set of optimizations for FreeBSD that are found in thttpd.

	www/nginx: Nginx is a high performance edge web server with a low
memory footprint and key features to build a modern and efficient web
infrastructure. Features include a HTTP server, HTTP and mail reverse
proxy, caching, load balancing, compression, request throttling,
connection multiplexing and reuse, SSL offload and HTTP media
streaming.










How to Mirror FreeBSD

Ok, now you know the requirements and how to offer the services, but not
how to get it. :-) This section explains how to actually mirror the
various parts of FreeBSD, what tools to use, and where to mirror from.


Mirroring the FTP site

The FTP area is the largest amount of data that needs to be mirrored. It
includes the distribution sets required for network installation, the
branches which are actually snapshots of checked-out source trees, the
ISO Images to write CD-ROMs with the installation distribution, a live
file system, and a snapshot of the ports tree. All of course for various
FreeBSD versions, and various architectures.

The best way to mirror the FTP area is rsync. You can install the port
net/rsync and then use rsync to sync with your upstream host. rsync is
already mentioned in ?. Since rsync access is not required, your
preferred upstream site may not allow it. You may need to hunt around a
little bit to find a site that allows rsync access.


Note

Since the number of rsync clients will have a significant impact on
the server machine, most admins impose limitations on their server.
For a mirror, you should ask the site maintainer you are syncing
from about their policy, and maybe an exception for your host (since
you are a mirror).




A command line to mirror FreeBSD might look like:

PROMPT.USER rsync -vaHz --delete rsync://ftp4.de.FreeBSD.org/FreeBSD/ /pub/FreeBSD/





Consult the documentation for rsync, which is also available at
http://rsync.samba.org/, about the various options to be used with
rsync. If you sync the whole module (unlike subdirectories), be aware
that the module-directory (here “FreeBSD”) will not be created, so you
cannot omit the target directory. Also you might want to set up a script
framework that calls such a command via MAN.CRON.8.




Mirroring the WWW pages

The FreeBSD website should only be mirrored via rsync.

A command line to mirror the FreeBSD web site might look like:

PROMPT.USER rsync -vaHz --delete rsync://bit0.us-west.freebsd.org/FreeBSD-www-data/ /usr/local/www/








Mirroring Packages

Due to very high requirements of bandwidth, storage and adminstration
the OS Project has decided not to allow public mirrors of packages. For
sites with lots of machines, it might be advantagous to run a caching
HTTP proxy for the MAN.PKG.8 process. Alternatively specific packages
and their dependencies can be fetched by running something like the
following:

PROMPT.USER pkg fetch -d -o /usr/local/mirror vim





Once those packages have been fetched, the repository metadata must be
generated by running:

PROMPT.USER pkg repo /usr/local/mirror





Once the packages have been fetched and the metadata for the repository
has been generated, serve the packages up to the client machines via
HTTP. For additional information see the man pages for MAN.PKG.8,
specifically the MAN.PKG-REPO.8 page.




How often should I mirror?

Every mirror should be updated at a minimum of once per day. Certainly a
script with locking to prevent multiple runs happening at the same time
will be needed to run from MAN.CRON.8. Since nearly every admin does
this in their own way, specific instructions cannot be provided. It
could work something like this:

Put the command to run your mirroring application in a script. Use of a
plain /bin/sh script is recommended.

Add some output redirections so diagnostic messages are logged to a
file.

Test if your script works. Check the logs.

Use MAN.CRONTAB.1 to add the script to the appropriate user’s
MAN.CRONTAB.5. This should be a different user than what your FTP daemon
runs as so that if file permissions inside your FTP area are not
world-readable those files can not be accessed by anonymous FTP. This is
used to “stage” releases — making sure all of the official mirror sites
have all of the necessary release files on release day.

Here are some recommended schedules:


	FTP fileset: daily

	WWW pages: daily








Where to mirror from

This is an important issue. So this section will spend some effort to
explain the backgrounds. We will say this several times: under no
circumstances should you mirror from ftp.FreeBSD.org.


A few words about the organization

Mirrors are organized by country. All official mirrors have a DNS entry
of the form ftpN.CC.FreeBSD.org. CC (i.e. country code) is the top
level domain (TLD) of the country where this mirror is located. N is
a number, telling that the host would be the Nth mirror in that
country. (Same applies to wwwN.CC.FreeBSD.org, etc.) There are mirrors
with no CC part. These are the mirror sites that are very well
connected and allow a large number of concurrent users. ftp.FreeBSD.org
is actually two machines, one currently located in Denmark and the other
in the United States. It is NOT a master site and should never be used
to mirror from. Lots of online documentation leads “interactive”users to
ftp.FreeBSD.org so automated mirroring systems should find a different
machine to mirror from.

Additionally there exists a hierarchy of mirrors, which is described in
terms of tiers. The master sites are not referred to but can be
described as Tier-0. Mirrors that mirror from these sites can be
considered Tier-1, mirrors of Tier-1-mirrors, are Tier-2, etc.
Official sites are encouraged to be of a low tier, but the lower the
tier the higher the requirements in terms as described in ?. Also access
to low-tier-mirrors may be restricted, and access to master sites is
definitely restricted. The tier-hierarchy is not reflected by DNS and
generally not documented anywhere except for the master sites. However,
official mirrors with low numbers like 1-4, are usually Tier-1 (this
is just a rough hint, and there is no rule).




Ok, but where should I get the stuff now?

Under no circumstances should you mirror from ftp.FreeBSD.org. The short
answer is: from the site that is closest to you in Internet terms, or
gives you the fastest access.


I just want to mirror from somewhere!

If you have no special intentions or requirements, the statement in ?
applies. This means:

Check for those which provide fastest access (number of hops,
round-trip-times) and offer the services you intend to use (like rsync).

Contact the administrators of your chosen site stating your request, and
asking about their terms and policies.

Set up your mirror as described above.




I am an official mirror, what is the right site for me?

In general the description in ? still applies. Of course you may want to
put some weight on the fact that your upstream should be of a low tier.
There are some other considerations about official mirrors that are
described in ?.




I want to access the master sites!

If you have good reasons and good prerequisites, you may want and get
access to one of the master sites. Access to these sites is generally
restricted, and there are special policies for access. If you are
already an official mirror, this certainly helps you getting access.
In any other case make sure your country really needs another mirror. If
it already has three or more, ask the “zone administrator”
(hostmaster@CC.FreeBSD.org) or A.HUBS first.

Whoever helped you become, an official should have helped you gain
access to an appropriate upstream host, either one of the master sites
or a suitable Tier-1 site. If not, you can send email to
mirror-admin@FreeBSD.org to request help with that.

There is one master site for the FTP fileset.


ftp-master.FreeBSD.org

This is the master site for the FTP fileset.

ftp-master.FreeBSD.org provides rsync access, in addition to FTP. Refer
to ?.

Mirrors are also encouraged to allow rsync access for the FTP contents,
since they are Tier-1-mirrors.










Official Mirrors

Official mirrors are mirrors that


	
	have a FreeBSD.org DNS entry (usually a CNAME).





	b) are listed as an official mirror in the FreeBSD documentation
(like handbook).



So far to distinguish official mirrors. Official mirrors are not
necessarily Tier-1-mirrors. However you probably will not find a
Tier-1-mirror, that is not also official.


Special Requirements for official (tier-1) mirrors

It is not so easy to state requirements for all official mirrors, since
the project is sort of tolerant here. It is more easy to say, what
official tier-1 mirrors are required to. All other official mirrors
can consider this a big should.

Tier-1 mirrors are required to:


	carry the complete fileset

	allow access to other mirror sites

	provide FTP and rsync access



Furthermore, admins should be subscribed to the A.HUBS. See this
link [http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/eresources.html#ERESOURCES-MAIL]
for details, how to subscribe.


Important

It is very important for a hub administrator, especially Tier-1
hub admins, to check the release
schedule [http://www.FreeBSD.org/releng/] for the next FreeBSD
release. This is important because it will tell you when the next
release is scheduled to come out, and thus giving you time to
prepare for the big spike of traffic which follows it.

It is also important that hub administrators try to keep their
mirrors as up-to-date as possible (again, even more crucial for
Tier-1 mirrors). If Mirror1 does not update for a while, lower tier
mirrors will begin to mirror old data from Mirror1 and thus begins a
downward spiral... Keep your mirrors up to date!







How to become official then?

We are not accepting any new mirrors at this time.






Some statistics from mirror sites

Here are links to the stat pages of your favorite mirrors (a.k.a. the
only ones who feel like providing stats).


FTP site statistics


	ftp.is.FreeBSD.org - hostmaster@is.FreeBSD.org -
(Bandwidth) [http://www.rhnet.is/status/draupnir/draupnir.html]
(FTP
processes) [http://www.rhnet.is/status/ftp/ftp-notendur.html]
(HTTP
processes) [http://www.rhnet.is/status/ftp/http-notendur.html]

	ftp2.ru.FreeBSD.org - mirror@macomnet.ru -
(Bandwidth) [http://mirror.macomnet.net/mrtg/mirror.macomnet.net_195.128.64.25.html]
(HTTP and FTP
users) [http://mirror.macomnet.net/mrtg/mirror.macomnet.net_proc.html]
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Independent Verification of IPsec Functionality in FreeBSD





	Author:	DavidHonig






The Problem

First, lets assume you have installed *IPsec*. How
do you know it is working? Sure, your connection will not
work if it is misconfigured, and it will work when you finally get it
right. MAN.NETSTAT.1 will list it. But can you independently confirm it?




The Solution

First, some crypto-relevant info theory:


	Encrypted data is uniformly distributed, i.e., has maximal entropy
per symbol;

	Raw, uncompressed data is typically redundant, i.e., has sub-maximal
entropy.



Suppose you could measure the entropy of the data to- and from- your
network interface. Then you could see the difference between unencrypted
data and encrypted data. This would be true even if some of the data in
“encrypted mode” was not encrypted—as the outermost IP header must be
if the packet is to be routable.


MUST

Ueli Maurer’s “Universal Statistical Test for Random Bit
Generators”(MUST [http://www.geocities.com/SiliconValley/Code/4704/universal.pdf])
quickly measures the entropy of a sample. It uses a compression-like
algorithm. The code is given below for a variant which
measures successive (~quarter megabyte) chunks of a file.




Tcpdump

We also need a way to capture the raw network data. A program called
MAN.TCPDUMP.1 lets you do this, if you have enabled the Berkeley Packet
Filter interface in your kernel’s config file.

The command:

tcpdump -c 4000 -s 10000 -w dumpfile.bin





will capture 4000 raw packets to dumpfile.bin. Up to 10,000 bytes per
packet will be captured in this example.






The Experiment

Here is the experiment:

Open a window to an IPsec host and another window to an insecure host.

Now start capturing packets.

In the “secure” window, run the UNIX command MAN.YES.1, which will
stream the y character. After a while, stop this. Switch to the
insecure window, and repeat. After a while, stop.

Now run MUST on the captured packets. You should see
something like the following. The important thing to note is that the
secure connection has 93% (6.7) of the expected value (7.18), and the
“normal” connection has 29% (2.1) of the expected value.

PROMPT.USER tcpdump -c 4000 -s 10000 -w ipsecdemo.bin
PROMPT.USER uliscan ipsecdemo.bin

Uliscan 21 Dec 98
L=8 256 258560
Measuring file ipsecdemo.bin
Init done
Expected value for L=8 is 7.1836656
6.9396 --------------------------------------------------------
6.6177 -----------------------------------------------------
6.4100 ---------------------------------------------------
2.1101 -----------------
2.0838 -----------------
2.0983 -----------------








Caveat

This experiment shows that IPsec does seem to be distributing the
payload data uniformly, as encryption should. However, the experiment
described here cannot detect many possible flaws in a system (none of
which do I have any evidence for). These include poor key generation or
exchange, data or keys being visible to others, use of weak algorithms,
kernel subversion, etc. Study the source; know the code.




IPsec—Definition

Internet Protocol security extensions to IPv4; required for IPv6. A
protocol for negotiating encryption and authentication at the IP
(host-to-host) level. SSL secures only one application socket; SSH
secures only a login; PGP secures only a specified file or message.
IPsec encrypts everything between two hosts.




Installing IPsec

Most of the modern versions of FreeBSD have IPsec support in their base
source. So you will need to include the IPSEC option in your kernel
config and, after kernel rebuild and reinstall, configure IPsec
connections using MAN.SETKEY.8 command.

A comprehensive guide on running IPsec on FreeBSD is provided in
FreeBSD Handbook.




src/sys/i386/conf/KERNELNAME

This needs to be present in the kernel config file in order to capture
network data with MAN.TCPDUMP.1. Be sure to run MAN.CONFIG.8 after
adding this, and rebuild and reinstall.

device  bpf








Maurer’s Universal Statistical Test (for block size=8 bits)

You can find the same code at this
link [http://www.geocities.com/SiliconValley/Code/4704/uliscanc.txt].

/*
  ULISCAN.c   ---blocksize of 8

  1 Oct 98
  1 Dec 98
  21 Dec 98       uliscan.c derived from ueli8.c

  This version has // comments removed for Sun cc

  This implements Ueli M Maurer's "Universal Statistical Test for Random
  Bit Generators" using L=8

  Accepts a filename on the command line; writes its results, with other
  info, to stdout.

  Handles input file exhaustion gracefully.

  Ref: J. Cryptology v 5 no 2, 1992 pp 89-105
  also on the web somewhere, which is where I found it.

  -David Honig
  honig@sprynet.com

  Usage:
  ULISCAN filename
  outputs to stdout
*/

#define L 8
#define V (1<<L)
#define Q (10*V)
#define K (100   *Q)
#define MAXSAMP (Q + K)

#include <stdio.h>
#include <math.h>

int main(argc, argv)
int argc;
char **argv;
{
  FILE *fptr;
  int i,j;
  int b, c;
  int table[V];
  double sum = 0.0;
  int iproduct = 1;
  int run;

  extern double   log(/* double x */);

  printf("Uliscan 21 Dec 98 \nL=%d %d %d \n", L, V, MAXSAMP);

  if (argc < 2) {
    printf("Usage: Uliscan filename\n");
    exit(-1);
  } else {
    printf("Measuring file %s\n", argv[1]);
  }

  fptr = fopen(argv[1],"rb");

  if (fptr == NULL) {
    printf("Can't find %s\n", argv[1]);
    exit(-1);
  }

  for (i = 0; i < V; i++) {
    table[i] = 0;
  }

  for (i = 0; i < Q; i++) {
    b = fgetc(fptr);
    table[b] = i;
  }

  printf("Init done\n");

  printf("Expected value for L=8 is 7.1836656\n");

  run = 1;

  while (run) {
    sum = 0.0;
    iproduct = 1;

    if (run)
      for (i = Q; run && i < Q + K; i++) {
        j = i;
        b = fgetc(fptr);

        if (b < 0)
          run = 0;

        if (run) {
          if (table[b] > j)
            j += K;

          sum += log((double)(j-table[b]));

          table[b] = i;
        }
      }

    if (!run)
      printf("Premature end of file; read %d blocks.\n", i - Q);

    sum = (sum/((double)(i - Q))) /  log(2.0);
    printf("%4.4f ", sum);

    for (i = 0; i < (int)(sum*8.0 + 0.50); i++)
      printf("-");

    printf("\n");

    /* refill initial table */
    if (0) {
      for (i = 0; i < Q; i++) {
        b = fgetc(fptr);
        if (b < 0) {
          run = 0;
        } else {
          table[b] = i;
        }
      }
    }
  }
}
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LDAP Authentication





	Author:	Toby Burress






Preface

This document is intended to give the reader enough of an understanding
of LDAP to configure an LDAP server. This document will attempt to
provide an explanation of net/nss_ldap and security/pam_ldap for use
with client machines services for use with the LDAP server.

When finished, the reader should be able to configure and deploy a OS
server that can host an LDAP directory, and to configure and deploy a OS
server which can authenticate against an LDAP directory.

This article is not intended to be an exhaustive account of the
security, robustness, or best practice considerations for configuring
LDAP or the other services discussed herein. While the author takes care
to do everything correctly, they do not address security issues beyond a
general scope. This article should be considered to lay the theoretical
groundwork only, and any actual implementation should be accompanied by
careful requirement analysis.




Configuring LDAP

LDAP stands for “Lightweight Directory Access Protocol” and is a subset
of the X.500 Directory Access Protocol. Its most recent specifications
are in RFC4510 [http://www.ietf.org/rfc/rfc4510.txt] and friends.
Essentially it is a database that expects to be read from more often
than it is written to.

The LDAP server OpenLDAP [http://www.openldap.org/] will be used in
the examples in this document; while the principles here should be
generally applicable to many different servers, most of the concrete
administration is OpenLDAP-specific. There are several server versions
in ports, for example net/openldap24-server. Client servers will need
the corresponding net/openldap24-client libraries.

There are (basically) two areas of the LDAP service which need
configuration. The first is setting up a server to receive connections
properly, and the second is adding entries to the server’s directory so
that OS tools know how to interact with it.


Setting Up the Server for Connections


Note

This section is specific to OpenLDAP. If you are using another
server, you will need to consult that server’s documentation.





Installing OpenLDAP

First, install OpenLDAP:

PROMPT.ROOT cd /usr/ports/net/openldap24-server
PROMPT.ROOT make install clean





This installs the slapd and slurpd binaries, along with the
required OpenLDAP libraries.




Configuring OpenLDAP

Next we must configure OpenLDAP.

You will want to require encryption in your connections to the LDAP
server; otherwise your users’ passwords will be transferred in plain
text, which is considered insecure. The tools we will be using support
two very similar kinds of encryption, SSL and TLS.

TLS stands for “Transportation Layer Security”. Services that employ TLS
tend to connect on the same ports as the same services without TLS;
thus an SMTP server which supports TLS will listen for connections on
port 25, and an LDAP server will listen on 389.

SSL stands for “Secure Sockets Layer”, and services that implement SSL
do not listen on the same ports as their non-SSL counterparts. Thus
SMTPS listens on port 465 (not 25), HTTPS listens on 443, and LDAPS on
636.

The reason SSL uses a different port than TLS is because a TLS
connection begins as plain text, and switches to encrypted traffic after
the STARTTLS directive. SSL connections are encrypted from the
beginning. Other than that there are no substantial differences between
the two.


Note

We will adjust OpenLDAP to use TLS, as SSL is considered deprecated.




Once OpenLDAP is installed via ports, the following configuration
parameters in /usr/local/etc/openldap/slapd.conf will enable TLS:

security ssf=128

TLSCertificateFile /path/to/your/cert.crt
TLSCertificateKeyFile /path/to/your/cert.key
TLSCACertificateFile /path/to/your/cacert.crt





Here, ssf=128 tells OpenLDAP to require 128-bit encryption for all
connections, both search and update. This parameter may be configured
based on the security needs of your site, but rarely you need to weaken
it, as most LDAP client libraries support strong encryption.

The cert.crt, cert.key, and cacert.crt files are necessary
for clients to authenticate you as the valid LDAP server. If you
simply want a server that runs, you can create a self-signed certificate
with OpenSSL:

PROMPT.USER openssl genrsa -out cert.key 1024
Generating RSA private key, 1024 bit long modulus
....................++++++
...++++++
e is 65537 (0x10001)
PROMPT.USER openssl req -new -key cert.key -out cert.csr





At this point you should be prompted for some values. You may enter
whatever values you like; however, it is important the “Common Name”
value be the fully qualified domain name of the OpenLDAP server. In our
case, and the examples here, the server is server.example.org.
Incorrectly setting this value will cause clients to fail when making
connections. This can the cause of great frustration, so ensure that you
follow these steps closely.

Finally, the certificate signing request needs to be signed:

PROMPT.USER openssl x509 -req -in cert.csr -days 365 -signkey cert.key -out cert.crt
Signature ok
subject=/C=AU/ST=Some-State/O=Internet Widgits Pty Ltd
Getting Private key





This will create a self-signed certificate that can be used for the
directives in slapd.conf, where cert.crt and cacert.crt are
the same file. If you are going to use many OpenLDAP servers (for
replication via slurpd) you will want to see ? to generate a CA key
and use it to sign individual server certificates.

Once this is done, put the following in /etc/rc.conf:

slapd_enable="YES"






	Then run ``/usr/local/etc/rc.d/slapd

	start``. This should start OpenLDAP. Confirm that it is listening



on 389 with

PROMPT.USER sockstat -4 -p 389
ldap     slapd      3261  7  tcp4   *:389                 *:*








Configuring the Client

Install the net/openldap24-client port for the OpenLDAP libraries. The
client machines will always have OpenLDAP libraries since that is all
security/pam_ldap and net/nss_ldap support, at least for the moment.

The configuration file for the OpenLDAP libraries is
/usr/local/etc/openldap/ldap.conf. Edit this file to contain the
following values:

base dc=example,dc=org
uri ldap://server.example.org/
ssl start_tls
tls_cacert /path/to/your/cacert.crt

**Note**

It is important that your clients have access to ``cacert.crt``,
otherwise they will not be able to connect.

**Note**

There are two files called ``ldap.conf``. The first is this file,
which is for the OpenLDAP libraries and defines how to talk to the
server. The second is ``/usr/local/etc/ldap.conf``, and is for
pam\_ldap.





At this point you should be able to run ldapsearch -Z on the client
machine; -Z means “use TLS”. If you encounter an error, then
something is configured wrong; most likely it is your certificates. Use
MAN.OPENSSL.1’s s_client and s_server to ensure you have them
configured and signed properly.






Entries in the Database

Authentication against an LDAP directory is generally accomplished by
attempting to bind to the directory as the connecting user. This is done
by establishing a “simple” bind on the directory with the user name
supplied. If there is an entry with the uid equal to the user name
and that entry’s userPassword attribute matches the password
supplied, then the bind is successful.

The first thing we have to do is figure out is where in the directory
our users will live.

The base entry for our database is dc=example,dc=org. The default
location for users that most clients seem to expect is something like
ou=people,base, so that is what will be used here. However keep in
mind that this is configurable.

So the ldif entry for the people organizational unit will look like:

dn: ou=people,dc=example,dc=org
objectClass: top
objectClass: organizationalUnit
ou: people





All users will be created as subentries of this organizational unit.

Some thought might be given to the object class your users will belong
to. Most tools by default will use people, which is fine if you
simply want to provide entries against which to authenticate. However,
if you are going to store user information in the LDAP database as well,
you will probably want to use inetOrgPerson, which has many useful
attributes. In either case, the relevant schemas need to be loaded in
slapd.conf.

For this example we will use the person object class. If you are
using inetOrgPerson, the steps are basically identical, except that
the sn attribute is required.

To add a user testuser, the ldif would be:

dn: uid=tuser,ou=people,dc=example,dc=org
objectClass: person
objectClass: posixAccount
objectClass: shadowAccount
objectClass: top
uidNumber: 10000
gidNumber: 10000
homeDirectory: /home/tuser
loginShell: /bin/csh
uid: tuser
cn: tuser





I start my LDAP users’ UIDs at 10000 to avoid collisions with system
accounts; you can configure whatever number you wish here, as long as it
is less than 65536.

We also need group entries. They are as configurable as user entries,
but we will use the defaults below:

dn: ou=groups,dc=example,dc=org
objectClass: top
objectClass: organizationalUnit
ou: groups

dn: cn=tuser,ou=groups,dc=example,dc=org
objectClass: posixGroup
objectClass: top
gidNumber: 10000
cn: tuser





To enter these into your database, you can use slapadd or
ldapadd on a file containing these entries. Alternatively, you can
use sysutils/ldapvi.

The ldapsearch utility on the client machine should now return these
entries. If it does, your database is properly configured to be used as
an LDAP authentication server.






Client Configuration

The client should already have OpenLDAP libraries from ?, but if you are
installing several client machines you will need to install
net/openldap24-client on each of them.

OS requires two ports to be installed to authenticate against an LDAP
server, security/pam_ldap and net/nss_ldap.


Authentication

security/pam_ldap is configured via /usr/local/etc/ldap.conf.


Note

This is a different file than the OpenLDAP library functions’
configuration file, /usr/local/etc/openldap/ldap.conf; however,
it takes many of the same options; in fact it is a superset of that
file. For the rest of this section, references to ldap.conf will
mean /usr/local/etc/ldap.conf.




Thus, we will want to copy all of our original configuration parameters
from openldap/ldap.conf to the new ldap.conf. Once this is done,
we want to tell security/pam_ldap what to look for on the directory
server.

We are identifying our users with the uid attribute. To configure
this (though it is the default), set the pam_login_attribute
directive in ldap.conf:

pam_login_attribute uid





With this set, security/pam_ldap will search the entire LDAP directory
under base for the value uid=username. If it finds one and only
one entry, it will attempt to bind as that user with the password it was
given. If it binds correctly, then it will allow access. Otherwise it
will fail.


PAM

PAM, which stands for “Pluggable Authentication Modules”, is the method
by which OS authenticates most of its sessions. To tell OS we wish to
use an LDAP server, we will have to add a line to the appropriate PAM
file.

Most of the time the appropriate PAM file is /etc/pam.d/sshd, if you
want to use SSH (remember to set the relevant options in
/etc/ssh/sshd_config, otherwise SSH will not use PAM).

To use PAM for authentication, add the line

auth  sufficient  /usr/local/lib/pam_ldap.so  no_warn





Exactly where this line shows up in the file and which options appear in
the fourth column determine the exact behavior of the authentication
mechanism; see MAN.PAM.D.5

With this configuration you should be able to authenticate a user
against an LDAP directory. PAM will perform a bind with your
credentials, and if successful will tell SSH to allow access.

However it is not a good idea to allow every user in the directory
into every client machine. With the current configuration, all that a
user needs to log into a machine is an LDAP entry. Fortunately there are
a few ways to restrict user access.

ldap.conf supports a pam_groupdn directive; every account that
connects to this machine needs to be a member of the group specified
here. For example, if you have

pam_groupdn cn=servername,ou=accessgroups,dc=example,dc=org





in ldap.conf, then only members of that group will be able to log
in. There are a few things to bear in mind, however.

Members of this group are specified in one or more memberUid
attributes, and each attribute must have the full distinguished name of
the member. So memberUid: someuser will not work; it must be:

memberUid: uid=someuser,ou=people,dc=example,dc=org





Additionally, this directive is not checked in PAM during
authentication, it is checked during account management, so you will
need a second line in your PAM files under account. This will
require, in turn, every user to be listed in the group, which is not
necessarily what we want. To avoid blocking users that are not in LDAP,
you should enable the ignore_unknown_user attribute. Finally, you
should set the ignore_authinfo_unavail option so that you are not
locked out of every computer when the LDAP server is unavailable.

Your pam.d/sshd might then end up looking like this:

auth            required        pam_nologin.so          no_warn
auth            sufficient      pam_opie.so             no_warn no_fake_prompts
auth            requisite       pam_opieaccess.so       no_warn allow_local
auth            sufficient      /usr/local/lib/pam_ldap.so      no_warn
auth            required        pam_unix.so             no_warn try_first_pass

account         required        pam_login_access.so
account         required        /usr/local/lib/pam_ldap.so      no_warn ignore_authinfo_unavail ignore_unknown_user

**Note**

Since we are adding these lines specifically to ``pam.d/sshd``, this
will only have an effect on SSH sessions. LDAP users will be unable
to log in at the console. To change this behavior, examine the other
files in ``/etc/pam.d`` and modify them accordingly.










Name Service Switch

NSS is the service that maps attributes to names. So, for example, if a
file is owned by user 1001, an application will query NSS for the
name of 1001, and it might get bob or ted or whatever the
user’s name is.

Now that our user information is kept in LDAP, we need to tell NSS to
look there when queried.

The net/nss_ldap port does this. It uses the same configuration file as
security/pam_ldap, and should not need any extra parameters once it is
installed. Instead, what is left is simply to edit
/etc/nsswitch.conf to take advantage of the directory. Simply
replace the following lines:

group: compat
passwd: compat





with

group: files ldap
passwd: files ldap





This will allow you to map usernames to UIDs and UIDs to usernames.

Congratulations! You should now have working LDAP authentication.




Caveats

Unfortunately, as of the time this was written OS did not support
changing user passwords with MAN.PASSWD.1. Because of this, most
administrators are left to implement a solution themselves. I provide
some examples here. Note that if you write your own password change
script, there are some security issues you should be made aware of; see
?

#!/bin/sh

stty -echo
read -p "Old Password: " oldp; echo
read -p "New Password: " np1; echo
read -p "Retype New Password: " np2; echo
stty echo

if [ "$np1" != "$np2" ]; then
  echo "Passwords do not match."
  exit 1
fi

ldappasswd -D uid="$USER",ou=people,dc=example,dc=org \
  -w "$oldp" \
  -a "$oldp" \
  -s "$np1"

**Caution**

This script does hardly any error checking, but more important it is
very cavalier about how it stores your passwords. If you do anything
like this, at least adjust the ``security.bsd.see_other_uids``
sysctl value:

::

    PROMPT.ROOT sysctl security.bsd.see_other_uids=0.





A more flexible (and probably more secure) approach can be used by
writing a custom program, or even a web interface. The following is part
of a Ruby library that can change LDAP passwords. It sees use both on
the command line, and on the web.

require 'ldap'
require 'base64'
require 'digest'
require 'password' # ruby-password

ldap_server = "ldap.example.org"
luser = "uid=#{ENV['USER']},ou=people,dc=example,dc=org"

# get the new password, check it, and create a salted hash from it
def get_password
  pwd1 = Password.get("New Password: ")
  pwd2 = Password.get("Retype New Password: ")

  raise if pwd1 != pwd2
  pwd1.check # check password strength

  salt = rand.to_s.gsub(/0\./, '')
  pass = pwd1.to_s
  hash = "{SSHA}"+Base64.encode64(Digest::SHA1.digest("#{pass}#{salt}")+salt).chomp!
  return hash
end

oldp = Password.get("Old Password: ")
newp = get_password

# We'll just replace it.  That we can bind proves that we either know
# the old password or are an admin.

replace = LDAP::Mod.new(LDAP::LDAP_MOD_REPLACE | LDAP::LDAP_MOD_BVALUES,
                        "userPassword",
                        [newp])

conn = LDAP::SSLConn.new(ldap_server, 389, true)
conn.set_option(LDAP::LDAP_OPT_PROTOCOL_VERSION, 3)
conn.bind(luser, oldp)
conn.modify(luser, [replace])





Although not guaranteed to be free of security holes (the password is
kept in memory, for example) this is cleaner and more flexible than a
simple sh script.






Security Considerations

Now that your machines (and possibly other services) are authenticating
against your LDAP server, this server needs to be protected at least as
well as /etc/master.passwd would be on a regular server, and
possibly even more so since a broken or cracked LDAP server would break
every client service.

Remember, this section is not exhaustive. You should continually review
your configuration and procedures for improvements.


Setting Attributes Read-only

Several attributes in LDAP should be read-only. If left writable by the
user, for example, a user could change his uidNumber attribute to
0 and get root access!

To begin with, the userPassword attribute should not be
world-readable. By default, anyone who can connect to the LDAP server
can read this attribute. To disable this, put the following in
slapd.conf:

access to dn.subtree="ou=people,dc=example,dc=org"
  attrs=userPassword
  by self write
  by anonymous auth
  by * none

access to *
  by self write
  by * read





This will disallow reading of the userPassword attribute, while
still allowing users to change their own passwords.

Additionally, you’ll want to keep users from changing some of their own
attributes. By default, users can change any attribute (except for those
which the LDAP schemas themselves deny changes), such as uidNumber.
To close this hole, modify the above to

access to dn.subtree="ou=people,dc=example,dc=org"
  attrs=userPassword
  by self write
  by anonymous auth
  by * none

access to attrs=homeDirectory,uidNumber,gidNumber
  by * read

access to *
  by self write
  by * read





This will stop users from being able to masquerade as other users.




root Account Definition

Often the root or manager account for the LDAP service will be defined
in the configuration file. OpenLDAP supports this, for example, and it
works, but it can lead to trouble if slapd.conf is compromised. It
may be better to use this only to bootstrap yourself into LDAP, and then
define a root account there.

Even better is to define accounts that have limited permissions, and
omit a root account entirely. For example, users that can add or remove
user accounts are added to one group, but they cannot themselves change
the membership of this group. Such a security policy would help mitigate
the effects of a leaked password.


Creating a Management Group

Say you want your IT department to be able to change home directories
for users, but you do not want all of them to be able to add or remove
users. The way to do this is to add a group for these admins:

dn: cn=homemanagement,dc=example,dc=org
objectClass: top
objectClass: posixGroup
cn: homemanagement
gidNumber: 121 # required for posixGroup
memberUid: uid=tuser,ou=people,dc=example,dc=org
memberUid: uid=user2,ou=people,dc=example,dc=org





And then change the permissions attributes in slapd.conf:

access to dn.subtree="ou=people,dc=example,dc=org"
  attr=homeDirectory
  by dn="cn=homemanagement,dc=example,dc=org"
  dnattr=memberUid write





Now tuser and user2 can change other users’ home directories.

In this example we have given a subset of administrative power to
certain users without giving them power in other domains. The idea is
that soon no single user account has the power of a root account, but
every power root had is had by at least one user. The root account then
becomes unnecessary and can be removed.






Password Storage

By default OpenLDAP will store the value of the userPassword
attribute as it stores any other data: in the clear. Most of the time it
is base 64 encoded, which provides enough protection to keep an honest
administrator from knowing your password, but little else.

It is a good idea, then, to store passwords in a more secure format,
such as SSHA (salted SHA). This is done by whatever program you use to
change users’ passwords.






Useful Aids

There are a few other programs that might be useful, particularly if you
have many users and do not want to configure everything manually.

security/pam_mkhomedir is a PAM module that always succeeds; its
purpose is to create home directories for users which do not have them.
If you have dozens of client servers and hundreds of users, it is much
easier to use this and set up skeleton directories than to prepare every
home directory.

sysutils/cpu is a MAN.PW.8-like utility that can be used to manage users
in the LDAP directory. You can call it directly, or wrap scripts around
it. It can handle both TLS (with the -x flag) and SSL (directly).

sysutils/ldapvi is a great utility for editing LDAP values in an
LDIF-like syntax. The directory (or subsection of the directory) is
presented in the editor chosen by the EDITOR environment variable. This
makes it easy to enable large-scale changes in the directory without
having to write a custom tool.

security/openssh-portable has the ability to contact an LDAP server to
verify SSH keys. This is extremely nice if you have many servers and do
not want to copy your public keys across all of them.




OpenSSL Certificates for LDAP

If you are hosting two or more LDAP servers, you will probably not want
to use self-signed certificates, since each client will have to be
configured to work with each certificate. While this is possible, it is
not nearly as simple as creating your own certificate authority, and
signing your servers’ certificates with that.

The steps here are presented as they are with very little attempt at
explaining what is going on—further explanation can be found in
MAN.OPENSSL.1 and its friends.

To create a certificate authority, we simply need a self-signed
certificate and key. The steps for this again are

PROMPT.USER openssl genrsa -out root.key 1024
PROMPT.USER openssl req -new -key root.key -out root.csr
PROMPT.USER openssl x509 -req -days 1024 -in root.csr -signkey root.key -out root.crt





These will be your root CA key and certificate. You will probably want
to encrypt the key and store it in a cool, dry place; anyone with access
to it can masquerade as one of your LDAP servers.

Next, using the first two steps above create a key
ldap-server-one.key and certificate signing request
ldap-server-one.csr. Once you sign the signing request with
root.key, you will be able to use ldap-server-one.* on your LDAP
servers.


Note

Do not forget to use the fully qualified domain name for the “common
name” attribute when generating the certificate signing request;
otherwise clients will reject a connection with you, and it can be
very tricky to diagnose.




To sign the key, use -CA and -CAkey instead of -signkey:

PROMPT.USER openssl x509 -req -days 1024 \
-in ldap-server-one.csr -CA root.crt -CAkey root.key \
-out ldap-server-one.crt





The resulting file will be the certificate that you can use on your LDAP
servers.

Finally, for clients to trust all your servers, distribute root.crt
(the certificate, not the key!) to each client, and specify it in the
TLSCACertificateFile directive in ldap.conf.
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OS Support for Leap Seconds


Introduction

A leap second is an ad-hoc one-second correction to synchronize atomic
timescales with Earth rotation. This article describes how OS interacts
with leap seconds.

As of this writing, the next leap second will occur at 2015-Jun-30
23:59:60 UTC. This leap second will occur during a business day for
North and South America and the Asia/Pacific region.

Leap seconds are announced by IERS [http://datacenter.iers.org/] on
Bulletin
C [http://datacenter.iers.org/web/guest/bulletins/-/somos/5Rgv/product/16].

Standard leap second behavior is described in RFC
7164 [https://tools.ietf.org/html/rfc7164#section-3]. Also see
MAN.TIME2POSIX.3.




Default Leap Second Handling on OS

The easiest way to handle leap seconds is with the POSIX time rules OS
uses by default, combined with
NTP. When MAN.NTPD.8 is
running and the time is synchronized with upstream NTP servers that
handle leap seconds correctly, the leap second will cause the system
time to automatically repeat the last second of the day. No other
adjustments are necessary.

If the upstream NTP servers do not handle leap seconds correctly,
MAN.NTPD.8 will step the time by one second after the errant upstream
server has noticed and stepped itself.

If NTP is not being used, manual adjustment of the system clock will be
required after the leap second has passed.




Cautions

Leap seconds are inserted at the same instant all over the world: UTC
midnight. In Japan that is mid-morning, in the Pacific mid-day, in the
Americas late afternoon, and in Europe at night.

We believe and expect that OS, if provided correct and stable NTP
service, will work as designed during this leap second, as it did during
the previous ones.

However, we caution that practically no applications have ever asked the
kernel about leap seconds. Our experience is that, as designed, leap
seconds are essentially a replay of the second before the leap second,
and this is a surprise to most application programmers.

Other operating systems and other computers may or may not handle the
leap-second the same way as OS, and systems without correct and stable
NTP service will not know anything about leap seconds at all.

It is not unheard of for computers to crash because of leap seconds, and
experience has shown that a large fraction of all public NTP servers
might handle and announce the leap second incorrectly.

Please try to make sure nothing horrible happens because of the leap
second.




Testing

It is possible to test whether a leap second will be used. Due to the
nature of NTP, the test might work up to 24 hours before the leap
second. Some major reference clock sources only announce leap seconds
one hour ahead of the event. Query the NTP daemon:

PROMPT.USER ntpq -c 'rv 0 leap'





Output that includes leap_add_sec indicates proper support of the
leap second. Before the 24 hours leading up to the leap second, or after
the leap second has passed, leap_none will be shown.




Conclusion

In practice, leap seconds are usually not a problem on OS. We hope that
this overview helps clarify what to expect and how to make the leap
second event proceed more smoothly.
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LINUX emulation in OS





	Author:	RomanDivacky






Introduction

In the last few years the open source UNIX based operating systems
started to be widely deployed on server and client machines. Among these
operating systems I would like to point out two: OS, for its BSD
heritage, time proven code base and many interesting features and LINUX
for its wide user base, enthusiastic open developer community and
support from large companies. OS tends to be used on server class
machines serving heavy duty networking tasks with less usage on desktop
class machines for ordinary users. While LINUX has the same usage on
servers, but it is used much more by home based users. This leads to a
situation where there are many binary only programs available for LINUX
that lack support for OS.

Naturally, a need for the ability to run LINUX binaries on a OS system
arises and this is what this thesis deals with: the emulation of the
LINUX kernel in the OS operating system.

During the Summer of 2006 Google Inc. sponsored a project which focused
on extending the LINUX emulation layer (the so called Linuxulator) in OS
to include LINUX 2.6 facilities. This thesis is written as a part of
this project.




A look inside…

In this section we are going to describe every operating system in
question. How they deal with syscalls, trapframes etc., all the
low-level stuff. We also describe the way they understand common UNIX
primitives like what a PID is, what a thread is, etc. In the third
subsection we talk about how UNIX on UNIX emulation could be done in
general.


What is UNIX

UNIX is an operating system with a long history that has influenced
almost every other operating system currently in use. Starting in the
1960s, its development continues to this day (although in different
projects). UNIX development soon forked into two main ways: the BSDs and
System III/V families. They mutually influenced themselves by growing a
common UNIX standard. Among the contributions originated in BSD we can
name virtual memory, TCP/IP networking, FFS, and many others. The System
V branch contributed to SysV interprocess communication primitives,
copy-on-write, etc. UNIX itself does not exist any more but its ideas
have been used by many other operating systems world wide thus forming
the so called UNIX-like operating systems. These days the most
influential ones are LINUX, Solaris, and possibly (to some extent) OS.
There are in-company UNIX derivatives (AIX, HP-UX etc.), but these have
been more and more migrated to the aforementioned systems. Let us
summarize typical UNIX characteristics.




Technical details

Every running program constitutes a process that represents a state of
the computation. Running process is divided between kernel-space and
user-space. Some operations can be done only from kernel space (dealing
with hardware etc.), but the process should spend most of its lifetime
in the user space. The kernel is where the management of the processes,
hardware, and low-level details take place. The kernel provides a
standard unified UNIX API to the user space. The most important ones are
covered below.


Communication between kernel and user space process

Common UNIX API defines a syscall as a way to issue commands from a user
space process to the kernel. The most common implementation is either by
using an interrupt or specialized instruction (think of
SYSENTER/SYSCALL instructions for ia32). Syscalls are defined by
a number. For example in OS, the syscall number85 is the MAN.SWAPON.2
syscall and the syscall number132 is MAN.MKFIFO.2. Some syscalls need
parameters, which are passed from the user-space to the kernel-space in
various ways (implementation dependant). Syscalls are synchronous.

Another possible way to communicate is by using a trap. Traps occur
asynchronously after some event occurs (division by zero, page fault
etc.). A trap can be transparent for a process (page fault) or can
result in a reaction like sending a signal (division by zero).




Communication between processes

There are other APIs (System V IPC, shared memory etc.) but the single
most important API is signal. Signals are sent by processes or by the
kernel and received by processes. Some signals can be ignored or handled
by a user supplied routine, some result in a predefined action that
cannot be altered or ignored.




Process management

Kernel instances are processed first in the system (so called init).
Every running process can create its identical copy using the MAN.FORK.2
syscall. Some slightly modified versions of this syscall were introduced
but the basic semantic is the same. Every running process can morph into
some other process using the MAN.EXEC.3 syscall. Some modifications of
this syscall were introduced but all serve the same basic purpose.
Processes end their lives by calling the MAN.EXIT.2 syscall. Every
process is identified by a unique number called PID. Every process has a
defined parent (identified by its PID).




Thread management

Traditional UNIX does not define any API nor implementation for
threading, while POSIX defines its threading API but the implementation
is undefined. Traditionally there were two ways of implementing threads.
Handling them as separate processes (1:1 threading) or envelope the
whole thread group in one process and managing the threading in
userspace (1:N threading). Comparing main features of each approach:

1:1 threading


	
	heavyweight threads





	
	the scheduling cannot be altered by the user (slightly mitigated by



the POSIX API)



	
	no syscall wrapping necessary





	
	can utilize multiple CPUs







1:N threading


	
	lightweight threads





	
	scheduling can be easily altered by the user





	
	syscalls must be wrapped





	
	cannot utilize more than one CPU












What is OS?

The OS project is one of the oldest open source operating systems
currently available for daily use. It is a direct descendant of the
genuine UNIX so it could be claimed that it is a true UNIX although
licensing issues do not permit that. The start of the project dates back
to the early 1990’s when a crew of fellow BSD users patched the 386BSD
operating system. Based on this patchkit a new operating system arose
named OS for its liberal license. Another group created the NetBSD
operating system with different goals in mind. We will focus on OS.

OS is a modern UNIX-based operating system with all the features of
UNIX. Preemptive multitasking, multiuser facilities, TCP/IP networking,
memory protection, symmetric multiprocessing support, virtual memory
with merged VM and buffer cache, they are all there. One of the
interesting and extremely useful features is the ability to emulate
other UNIX-like operating systems. As of December2006 and 7-CURRENT
development, the following emulation functionalities are supported:


	OS/i386 emulation on OS/amd64

	OS/i386 emulation on OS/ia64

	LINUX-emulation of LINUX operating system on OS

	NDIS-emulation of Windows networking drivers interface

	NetBSD-emulation of NetBSD operating system

	PECoff-support for PECoff OS executables

	SVR4-emulation of System V revision 4 UNIX



Actively developed emulations are the LINUX layer and various OS-on-OS
layers. Others are not supposed to work properly nor be usable these
days.

OS development happens in a central CVS repository where only a selected
team of so called committers can write. This repository possesses
several branches; the most interesting are the HEAD branch, in OS
nomenclature called -CURRENT, and RELENG_X branches, where X stands for
a number indicating a major version of OS. As of December2006, there
are development branches for 6.X development (RELENG_6) and for the 5.X
development (RELENG_5). Other branches are closed and not actively
maintained or only fed with security patches by the Security Officer of
the OS project.

Historically the active development was done in the HEAD branch so it
was considered extremely unstable and supposed to happen to break at any
time. This is not true any more as the Perforce (commercial version
control system) repository was introduced so that active development
happen there. There are many branches in Perforce where development of
certain parts of the system happens and these branches are from time to
time merged back to the main CVS repository thus effectively putting the
given feature to the OS operating system. The same happened with the
rdivacky_linuxolator branch where development of this thesis code
was going on.

More info about the OS operating system can be found at [2].


Technical details

OS is traditional flavor of UNIX in the sense of dividing the run of
processes into two halves: kernel space and user space run. There are
two types of process entry to the kernel: a syscall and a trap. There is
only one way to return. In the subsequent sections we will describe the
three gates to/from the kernel. The whole description applies to the
i386 architecture as the Linuxulator only exists there but the concept
is similar on other architectures. The information was taken from [1]
and the source code.


System entries

OS has an abstraction called an execution class loader, which is a wedge
into the MAN.EXECVE.2 syscall. This employs a structure sysentvec,
which describes an executable ABI. It contains things like errno
translation table, signal translation table, various functions to serve
syscall needs (stack fixup, coredumping, etc.). Every ABI the OS kernel
wants to support must define this structure, as it is used later in the
syscall processing code and at some other places. System entries are
handled by trap handlers, where we can access both the kernel-space and
the user-space at once.




Syscalls

Syscalls on OS are issued by executing interrupt 0x80 with register
%eax set to a desired syscall number with arguments passed on the
stack.

When a process issues an interrupt 0x80, the int0x80 syscall
trap handler is issued (defined in sys/i386/i386/exception.s), which
prepares arguments (i.e. copies them on to the stack) for a call to a C
function MAN.SYSCALL.2 (defined in sys/i386/i386/trap.c), which
processes the passed in trapframe. The processing consists of preparing
the syscall (depending on the sysvec entry), determining if the
syscall is 32-bit or 64-bit one (changes size of the parameters), then
the parameters are copied, including the syscall. Next, the actual
syscall function is executed with processing of the return code (special
cases for ERESTART and EJUSTRETURN errors). Finally an
userret() is scheduled, switching the process back to the
users-pace. The parameters to the actual syscall handler are passed in
the form of struct thread *td, struct syscall args * arguments
where the second parameter is a pointer to the copied in structure of
parameters.




Traps

Handling of traps in OS is similar to the handling of syscalls. Whenever
a trap occurs, an assembler handler is called. It is chosen between
alltraps, alltraps with regs pushed or calltrap depending on the type of
the trap. This handler prepares arguments for a call to a C function
trap() (defined in sys/i386/i386/trap.c), which then processes
the occurred trap. After the processing it might send a signal to the
process and/or exit to userland using userret().




Exits

Exits from kernel to userspace happen using the assembler routine
doreti regardless of whether the kernel was entered via a trap or
via a syscall. This restores the program status from the stack and
returns to the userspace.




UNIX primitives

OS operating system adheres to the traditional UNIX scheme, where every
process has a unique identification number, the so called PID (Process
ID). PID numbers are allocated either linearly or randomly ranging from
0 to PID_MAX. The allocation of PID numbers is done using linear
searching of PID space. Every thread in a process receives the same PID
number as result of the MAN.GETPID.2 call.

There are currently two ways to implement threading in OS. The first way
is M:N threading followed by the 1:1 threading model. The default
library used is M:N threading (libpthread) and you can switch at
runtime to 1:1 threading (libthr). The plan is to switch to 1:1
library by default soon. Although those two libraries use the same
kernel primitives, they are accessed through different API(es). The M:N
library uses the kse_* family of syscalls while the 1:1 library uses
the thr_* family of syscalls. Because of this, there is no general
concept of thread ID shared between kernel and userspace. Of course,
both threading libraries implement the pthread thread ID API. Every
kernel thread (as described by struct thread) has td tid identifier
but this is not directly accessible from userland and solely serves the
kernel’s needs. It is also used for 1:1 threading library as pthread’s
thread ID but handling of this is internal to the library and cannot be
relied on.

As stated previously there are two implementations of threading in OS.
The M:N library divides the work between kernel space and userspace.
Thread is an entity that gets scheduled in the kernel but it can
represent various number of userspace threads. M userspace threads get
mapped to N kernel threads thus saving resources while keeping the
ability to exploit multiprocessor parallelism. Further information about
the implementation can be obtained from the man page or [1]. The 1:1
library directly maps a userland thread to a kernel thread thus greatly
simplifying the scheme. None of these designs implement a fairness
mechanism (such a mechanism was implemented but it was removed recently
because it caused serious slowdown and made the code more difficult to
deal with).








What is LINUX

LINUX is a UNIX-like kernel originally developed by Linus Torvalds, and
now being contributed to by a massive crowd of programmers all around
the world. From its mere beginnings to todays, with wide support from
companies such as IBM or Google, LINUX is being associated with its fast
development pace, full hardware support and benevolent dictator model of
organization.

LINUX development started in 1991 as a hobbyist project at University of
Helsinki in Finland. Since then it has obtained all the features of a
modern UNIX-like OS: multiprocessing, multiuser support, virtual memory,
networking, basically everything is there. There are also highly
advanced features like virtualization etc.

As of 2006 LINUX seems to be the most widely used open source operating
system with support from independent software vendors like Oracle,
RealNetworks, Adobe, etc. Most of the commercial software distributed
for LINUX can only be obtained in a binary form so recompilation for
other operating systems is impossible.

Most of the LINUX development happens in a Git version control system.
Git is a distributed system so there is no central source of the LINUX
code, but some branches are considered prominent and official. The
version number scheme implemented by LINUX consists of four numbers
A.B.C.D. Currently development happens in 2.6.C.D, where C represents
major version, where new features are added or changed while D is a
minor version for bugfixes only.

More information can be obtained from [4].


Technical details

LINUX follows the traditional UNIX scheme of dividing the run of a
process in two halves: the kernel and user space. The kernel can be
entered in two ways: via a trap or via a syscall. The return is handled
only in one way. The further description applies to LINUX2.6 on the
I386 architecture. This information was taken from [3].


Syscalls

Syscalls in LINUX are performed (in userspace) using syscallX macros
where X substitutes a number representing the number of parameters of
the given syscall. This macro translates to a code that loads %eax
register with a number of the syscall and executes interrupt 0x80.
After this syscall return is called, which translates negative return
values to positive errno values and sets res to -1 in case
of an error. Whenever the interrupt 0x80 is called the process
enters the kernel in system call trap handler. This routine saves all
registers on the stack and calls the selected syscall entry. Note that
the LINUX calling convention expects parameters to the syscall to be
passed via registers as shown here:


	parameter -> %ebx

	parameter -> %ecx

	parameter -> %edx

	parameter -> %esi

	parameter -> %edi

	parameter -> %ebp



There are some exceptions to this, where LINUX uses different calling
convention (most notably the clone syscall).




Traps

The trap handlers are introduced in arch/i386/kernel/traps.c and
most of these handlers live in arch/i386/kernel/entry.S, where
handling of the traps happens.




Exits

Return from the syscall is managed by syscall MAN.EXIT.3, which checks
for the process having unfinished work, then checks whether we used
user-supplied selectors. If this happens stack fixing is applied and
finally the registers are restored from the stack and the process
returns to the userspace.




UNIX primitives

In the 2.6 version, the LINUX operating system redefined some of the
traditional UNIX primitives, notably PID, TID and thread. PID is defined
not to be unique for every process, so for some processes (threads)
MAN.GETPPID.2 returns the same value. Unique identification of process
is provided by TID. This is because NPTL (New POSIX Thread Library)
defines threads to be normal processes (so called 1:1 threading).
Spawning a new process in LINUX2.6 happens using the clone syscall
(fork variants are reimplemented using it). This clone syscall defines a
set of flags that affect behaviour of the cloning process regarding
thread implementation. The semantic is a bit fuzzy as there is no single
flag telling the syscall to create a thread.

Implemented clone flags are:


	CLONE_VM - processes share their memory space

	CLONE_FS - share umask, cwd and namespace

	CLONE_FILES - share open files

	CLONE_SIGHAND - share signal handlers and blocked signals

	CLONE_PARENT - share parent

	CLONE_THREAD - be thread (further explanation below)

	CLONE_NEWNS - new namespace

	CLONE_SYSVSEM - share SysV undo structures

	CLONE_SETTLS - setup TLS at supplied address

	CLONE_PARENT_SETTID - set TID in the parent

	CLONE_CHILD_CLEARTID - clear TID in the child

	CLONE_CHILD_SETTID - set TID in the child



CLONE_PARENT sets the real parent to the parent of the caller. This
is useful for threads because if thread A creates thread B we want
thread B to be parented to the parent of the whole thread group.
CLONE_THREAD does exactly the same thing as CLONE_PARENT,
CLONE_VM and CLONE_SIGHAND, rewrites PID to be the same as PID
of the caller, sets exit signal to be none and enters the thread group.
CLONE_SETTLS sets up GDT entries for TLS handling. The
CLONE_*_*TID set of flags sets/clears user supplied address to TID
or 0.

As you can see the CLONE_THREAD does most of the work and does not
seem to fit the scheme very well. The original intention is unclear
(even for authors, according to comments in the code) but I think
originally there was one threading flag, which was then parcelled among
many other flags but this separation was never fully finished. It is
also unclear what this partition is good for as glibc does not use that
so only hand-written use of the clone permits a programmer to access
this features.

For non-threaded programs the PID and TID are the same. For threaded
programs the first thread PID and TID are the same and every created
thread shares the same PID and gets assigned a unique TID (because
CLONE_THREAD is passed in) also parent is shared for all processes
forming this threaded program.

The code that implements MAN.PTHREAD.CREATE.3 in NPTL defines the clone
flags like this:

int clone_flags = (CLONE_VM | CLONE_FS | CLONE_FILES | CLONE_SIGNAL

 | CLONE_SETTLS | CLONE_PARENT_SETTID

| CLONE_CHILD_CLEARTID | CLONE_SYSVSEM
#if __ASSUME_NO_CLONE_DETACHED == 0

| CLONE_DETACHED
#endif

| 0);





The CLONE_SIGNAL is defined like

#define CLONE_SIGNAL (CLONE_SIGHAND | CLONE_THREAD)





the last 0 means no signal is sent when any of the threads exits.








What is emulation

According to a dictionary definition, emulation is the ability of a
program or device to imitate another program or device. This is achieved
by providing the same reaction to a given stimulus as the emulated
object. In practice, the software world mostly sees three types of
emulation - a program used to emulate a machine (QEMU, various game
console emulators etc.), software emulation of a hardware facility
(OpenGL emulators, floating point units emulation etc.) and operating
system emulation (either in kernel of the operating system or as a
userspace program).

Emulation is usually used in a place, where using the original component
is not feasible nor possible at all. For example someone might want to
use a program developed for a different operating system than they use.
Then emulation comes in handy. Sometimes there is no other way but to
use emulation - e.g. when the hardware device you try to use does not
exist (yet/anymore) then there is no other way but emulation. This
happens often when porting an operating system to a new (non-existent)
platform. Sometimes it is just cheaper to emulate.

Looking from an implementation point of view, there are two main
approaches to the implementation of emulation. You can either emulate
the whole thing - accepting possible inputs of the original object,
maintaining inner state and emitting correct output based on the state
and/or input. This kind of emulation does not require any special
conditions and basically can be implemented anywhere for any
device/program. The drawback is that implementing such emulation is
quite difficult, time-consuming and error-prone. In some cases we can
use a simpler approach. Imagine you want to emulate a printer that
prints from left to right on a printer that prints from right to left.
It is obvious that there is no need for a complex emulation layer but
simply reversing of the printed text is sufficient. Sometimes the
emulating environment is very similar to the emulated one so just a thin
layer of some translation is necessary to provide fully working
emulation! As you can see this is much less demanding to implement, so
less time-consuming and error-prone than the previous approach. But the
necessary condition is that the two environments must be similar enough.
The third approach combines the two previous. Most of the time the
objects do not provide the same capabilities so in a case of emulating
the more powerful one on the less powerful we have to emulate the
missing features with full emulation described above.

This master thesis deals with emulation of UNIX on UNIX, which is
exactly the case, where only a thin layer of translation is sufficient
to provide full emulation. The UNIX API consists of a set of syscalls,
which are usually self contained and do not affect some global kernel
state.

There are a few syscalls that affect inner state but this can be dealt
with by providing some structures that maintain the extra state.

No emulation is perfect and emulations tend to lack some parts but this
usually does not cause any serious drawbacks. Imagine a game console
emulator that emulates everything but music output. No doubt that the
games are playable and one can use the emulator. It might not be that
comfortable as the original game console but its an acceptable
compromise between price and comfort.

The same goes with the UNIX API. Most programs can live with a very
limited set of syscalls working. Those syscalls tend to be the oldest
ones (MAN.READ.2/MAN.WRITE.2, MAN.FORK.2 family, MAN.SIGNAL.3 handling,
MAN.EXIT.3, MAN.SOCKET.2 API) hence it is easy to emulate because their
semantics is shared among all UNIXes, which exist todays.






Emulation


How emulation works in OS

As stated earlier, OS supports running binaries from several other
UNIXes. This works because OS has an abstraction called the execution
class loader. This wedges into the MAN.EXECVE.2 syscall, so when
MAN.EXECVE.2 is about to execute a binary it examines its type.

There are basically two types of binaries in OS. Shell-like text scripts
which are identified by #! as their first two characters and normal
(typically ELF) binaries, which are a representation of a compiled
executable object. The vast majority (one could say all of them) of
binaries in OS are from type ELF. ELF files contain a header, which
specifies the OS ABI for this ELF file. By reading this information, the
operating system can accurately determine what type of binary the given
file is.

Every OS ABI must be registered in the OS kernel. This applies to the OS
native OS ABI, as well. So when MAN.EXECVE.2 executes a binary it
iterates through the list of registered APIs and when it finds the right
one it starts to use the information contained in the OS ABI description
(its syscall table, errno translation table, etc.). So every time
the process calls a syscall, it uses its own set of syscalls instead of
some global one. This effectively provides a very elegant and easy way
of supporting execution of various binary formats.

The nature of emulation of different OSes (and also some other
subsystems) led developers to invite a handler event mechanism. There
are various places in the kernel, where a list of event handlers are
called. Every subsystem can register an event handler and they are
called accordingly. For example, when a process exits there is a handler
called that possibly cleans up whatever the subsystem needs to be
cleaned.

Those simple facilities provide basically everything that is needed for
the emulation infrastructure and in fact these are basically the only
things necessary to implement the LINUX emulation layer.




Common primitives in the OS kernel

Emulation layers need some support from the operating system. I am going
to describe some of the supported primitives in the OS operating system.


Locking primitives

Contributed by: A.ATTILIO.EMAIL

The OS synchronization primitive set is based on the idea to supply a
rather huge number of different primitives in a way that the better one
can be used for every particular, appropriate situation.

To a high level point of view you can consider three kinds of
synchronization primitives in the OS kernel:


	atomic operations and memory barriers

	locks

	scheduling barriers



Below there are descriptions for the 3 families. For every lock, you
should really check the linked manpage (where possible) for more
detailed explanations.


Atomic operations and memory barriers

Atomic operations are implemented through a set of functions performing
simple arithmetics on memory operands in an atomic way with respect to
external events (interrupts, preemption, etc.). Atomic operations can
guarantee atomicity just on small data types (in the magnitude order of
the .long. architecture C data type), so should be rarely used
directly in the end-level code, if not only for very simple operations
(like flag setting in a bitmap, for example). In fact, it is rather
simple and common to write down a wrong semantic based on just atomic
operations (usually referred as lock-less). The OS kernel offers a way
to perform atomic operations in conjunction with a memory barrier. The
memory barriers will guarantee that an atomic operation will happen
following some specified ordering with respect to other memory accesses.
For example, if we need that an atomic operation happen just after all
other pending writes (in terms of instructions reordering buffers
activities) are completed, we need to explicitly use a memory barrier in
conjunction to this atomic operation. So it is simple to understand why
memory barriers play a key role for higher-level locks building (just as
refcounts, mutexes, etc.). For a detailed explanatory on atomic
operations, please refer to MAN.ATOMIC.9. It is far, however, noting
that atomic operations (and memory barriers as well) should ideally only
be used for building front-ending locks (as mutexes).




Refcounts

Refcounts are interfaces for handling reference counters. They are
implemented through atomic operations and are intended to be used just
for cases, where the reference counter is the only one thing to be
protected, so even something like a spin-mutex is deprecated. Using the
refcount interface for structures, where a mutex is already used is
often wrong since we should probably close the reference counter in some
already protected paths. A manpage discussing refcount does not exist
currently, just check sys/refcount.h for an overview of the existing
API.




Locks

OS kernel has huge classes of locks. Every lock is defined by some
peculiar properties, but probably the most important is the event linked
to contesting holders (or in other terms, the behaviour of threads
unable to acquire the lock). OS’s locking scheme presents three
different behaviours for contenders:


	spinning



	blocking



	sleeping


Note

numbers are not casual











Spinning locks

Spin locks let waiters to spin until they cannot acquire the lock. An
important matter do deal with is when a thread contests on a spin lock
if it is not descheduled. Since the OS kernel is preemptive, this
exposes spin lock at the risk of deadlocks that can be solved just
disabling interrupts while they are acquired. For this and other reasons
(like lack of priority propagation support, poorness in load balancing
schemes between CPUs, etc.), spin locks are intended to protect very
small paths of code, or ideally not to be used at all if not explicitly
requested (explained later).




Blocking

Block locks let waiters to be descheduled and blocked until the lock
owner does not drop it and wakes up one or more contenders. In order to
avoid starvation issues, blocking locks do priority propagation from the
waiters to the owner. Block locks must be implemented through the
turnstile interface and are intended to be the most used kind of locks
in the kernel, if no particular conditions are met.




Sleeping

Sleep locks let waiters to be descheduled and fall asleep until the lock
holder does not drop it and wakes up one or more waiters. Since sleep
locks are intended to protect large paths of code and to cater
asynchronous events, they do not do any form of priority propagation.
They must be implemented through the MAN.SLEEPQUEUE.9 interface.

The order used to acquire locks is very important, not only for the
possibility to deadlock due at lock order reversals, but even because
lock acquisition should follow specific rules linked to locks natures.
If you give a look at the table above, the practical rule is that if a
thread holds a lock of level n (where the level is the number listed
close to the kind of lock) it is not allowed to acquire a lock of
superior levels, since this would break the specified semantic for a
path. For example, if a thread holds a block lock (level 2), it is
allowed to acquire a spin lock (level 1) but not a sleep lock (level 3),
since block locks are intended to protect smaller paths than sleep lock
(these rules are not about atomic operations or scheduling barriers,
however).

This is a list of lock with their respective behaviours:


	spin mutex - spinning - MAN.MUTEX.9

	sleep mutex - blocking - MAN.MUTEX.9

	pool mutex - blocking - MAN.MTX.POOL.9

	sleep family - sleeping - MAN.SLEEP.9 pause tsleep msleep msleep spin
msleep rw msleep sx

	condvar - sleeping - MAN.CONDVAR.9

	rwlock - blocking - MAN.RWLOCK.9

	sxlock - sleeping - MAN.SX.9

	lockmgr - sleeping - MAN.LOCKMGR.9

	semaphores - sleeping - MAN.SEMA.9



Among these locks only mutexes, sxlocks, rwlocks and lockmgrs are
intended to handle recursion, but currently recursion is only supported
by mutexes and lockmgrs.




Scheduling barriers

Scheduling barriers are intended to be used in order to drive scheduling
of threading. They consist mainly of three different stubs:


	critical sections (and preemption)

	sched_bind

	sched_pin



Generally, these should be used only in a particular context and even if
they can often replace locks, they should be avoided because they do not
let the diagnose of simple eventual problems with locking debugging
tools (as MAN.WITNESS.4).




Critical sections

The OS kernel has been made preemptive basically to deal with interrupt
threads. In fact, in order to avoid high interrupt latency, time-sharing
priority threads can be preempted by interrupt threads (in this way,
they do not need to wait to be scheduled as the normal path previews).
Preemption, however, introduces new racing points that need to be
handled, as well. Often, in order to deal with preemption, the simplest
thing to do is to completely disable it. A critical section defines a
piece of code (borderlined by the pair of functions MAN.CRITICAL.ENTER.9
and MAN.CRITICAL.EXIT.9, where preemption is guaranteed to not happen
(until the protected code is fully executed). This can often replace a
lock effectively but should be used carefully in order to not lose the
whole advantage that preemption brings.




sched_pin/sched_unpin

Another way to deal with preemption is the sched_pin() interface. If
a piece of code is closed in the sched_pin() and sched_unpin()
pair of functions it is guaranteed that the respective thread, even if
it can be preempted, it will always be executed on the same CPU. Pinning
is very effective in the particular case when we have to access at
per-cpu datas and we assume other threads will not change those data.
The latter condition will determine a critical section as a too strong
condition for our code.




sched_bind/sched_unbind

sched_bind is an API used in order to bind a thread to a particular
CPU for all the time it executes the code, until a sched_unbind
function call does not unbind it. This feature has a key role in
situations where you cannot trust the current state of CPUs (for
example, at very early stages of boot), as you want to avoid your thread
to migrate on inactive CPUs. Since sched_bind and sched_unbind
manipulate internal scheduler structures, they need to be enclosed in
sched_lock acquisition/releasing when used.






Proc structure

Various emulation layers sometimes require some additional per-process
data. It can manage separate structures (a list, a tree etc.) containing
these data for every process but this tends to be slow and memory
consuming. To solve this problem the OS proc structure contains
p_emuldata, which is a void pointer to some emulation layer specific
data. This proc entry is protected by the proc mutex.

The OS proc structure contains a p_sysent entry that identifies,
which ABI this process is running. In fact, it is a pointer to the
sysentvec described above. So by comparing this pointer to the
address where the sysentvec structure for the given ABI is stored we
can effectively determine whether the process belongs to our emulation
layer. The code typically looks like:

if (__predict_true(p->p_sysent != &elf_LINUX_sysvec))
      return;





As you can see, we effectively use the __predict_true modifier to
collapse the most common case (OS process) to a simple return operation
thus preserving high performance. This code should be turned into a
macro because currently it is not very flexible, i.e. we do not support
LINUX64 emulation nor A.OUT LINUX processes on i386.




VFS

The OS VFS subsystem is very complex but the LINUX emulation layer uses
just a small subset via a well defined API. It can either operate on
vnodes or file handlers. Vnode represents a virtual vnode, i.e.
representation of a node in VFS. Another representation is a file
handler, which represents an opened file from the perspective of a
process. A file handler can represent a socket or an ordinary file. A
file handler contains a pointer to its vnode. More then one file handler
can point to the same vnode.


namei

The MAN.NAMEI.9 routine is a central entry point to pathname lookup and
translation. It traverses the path point by point from the starting
point to the end point using lookup function, which is internal to VFS.
The MAN.NAMEI.9 syscall can cope with symlinks, absolute and relative
paths. When a path is looked up using MAN.NAMEI.9 it is inputed to the
name cache. This behaviour can be suppressed. This routine is used all
over the kernel and its performance is very critical.




vn_fullpath

The MAN.VN.FULLPATH.9 function takes the best effort to traverse VFS
name cache and returns a path for a given (locked) vnode. This process
is unreliable but works just fine for the most common cases. The
unreliability is because it relies on VFS cache (it does not traverse
the on medium structures), it does not work with hardlinks, etc. This
routine is used in several places in the Linuxulator.




Vnode operations


	fgetvp - given a thread and a file descriptor number it returns
the associated vnode

	MAN.VN.LOCK.9 - locks a vnode

	vn_unlock - unlocks a vnode

	MAN.VOP.READDIR.9 - reads a directory referenced by a vnode

	MAN.VOP.GETATTR.9 - gets attributes of a file or a directory
referenced by a vnode

	MAN.VOP.LOOKUP.9 - looks up a path to a given directory

	MAN.VOP.OPEN.9 - opens a file referenced by a vnode

	MAN.VOP.CLOSE.9 - closes a file referenced by a vnode

	MAN.VPUT.9 - decrements the use count for a vnode and unlocks it

	MAN.VRELE.9 - decrements the use count for a vnode

	MAN.VREF.9 - increments the use count for a vnode






File handler operations


	fget - given a thread and a file descriptor number it returns
associated file handler and references it

	fdrop - drops a reference to a file handler

	fhold - references a file handler












LINUX emulation layer -MD part

This section deals with implementation of LINUX emulation layer in OS
operating system. It first describes the machine dependent part talking
about how and where interaction between userland and kernel is
implemented. It talks about syscalls, signals, ptrace, traps, stack
fixup. This part discusses i386 but it is written generally so other
architectures should not differ very much. The next part is the machine
independent part of the Linuxulator. This section only covers i386 and
ELF handling. A.OUT is obsolete and untested.


Syscall handling

Syscall handling is mostly written in linux_sysvec.c, which covers
most of the routines pointed out in the sysentvec structure. When a
LINUX process running on OS issues a syscall, the general syscall
routine calls linux prepsyscall routine for the LINUX ABI.


LINUX prepsyscall

LINUX passes arguments to syscalls via registers (that is why it is
limited to 6 parameters on i386) while OS uses the stack. The LINUX
prepsyscall routine must copy parameters from registers to the stack.
The order of the registers is: %ebx, %ecx, %edx, %esi,
%edi, %ebp. The catch is that this is true for only most of
the syscalls. Some (most notably clone) uses a different order but
it is luckily easy to fix by inserting a dummy parameter in the
linux_clone prototype.




Syscall writing

Every syscall implemented in the Linuxulator must have its prototype
with various flags in syscalls.master. The form of the file is:

...
    AUE_FORK STD        { int linux_fork(void); }
...
    AUE_CLOSE NOPROTO   { int close(int fd); }
...





The first column represents the syscall number. The second column is for
auditing support. The third column represents the syscall type. It is
either STD, OBSOL, NOPROTO and UNIMPL. STD is a
standard syscall with full prototype and implementation. OBSOL is
obsolete and defines just the prototype. NOPROTO means that the
syscall is implemented elsewhere so do not prepend ABI prefix, etc.
UNIMPL means that the syscall will be substituted with the nosys
syscall (a syscall just printing out a message about the syscall not
being implemented and returning ENOSYS).

From syscalls.master a script generates three files:
linux_syscall.h, linux_proto.h and linux_sysent.c. The
linux_syscall.h contains definitions of syscall names and their
numerical value, e.g.:

...
#define LINUX_SYS_linux_fork 2
...
#define LINUX_SYS_close 6
...





The linux_proto.h contains structure definitions of arguments to
every syscall, e.g.:

struct linux_fork_args {
  register_t dummy;
};





And finally, linux_sysent.c contains structure describing the system
entry table, used to actually dispatch a syscall, e.g.:

{ 0, (sy_call_t *)linux_fork, AUE_FORK, NULL, 0, 0 }, /* 2 = linux_fork */
{ AS(close_args), (sy_call_t *)close, AUE_CLOSE, NULL, 0, 0 }, /* 6 = close */





As you can see linux_fork is implemented in Linuxulator itself so
the definition is of STD type and has no argument, which is
exhibited by the dummy argument structure. On the other hand close
is just an alias for real OS MAN.CLOSE.2 so it has no linux arguments
structure associated and in the system entry table it is not prefixed
with linux as it calls the real MAN.CLOSE.2 in the kernel.




Dummy syscalls

The LINUX emulation layer is not complete, as some syscalls are not
implemented properly and some are not implemented at all. The emulation
layer employs a facility to mark unimplemented syscalls with the
DUMMY macro. These dummy definitions reside in linux_dummy.c in
a form of DUMMY(syscall);, which is then translated to various
syscall auxiliary files and the implementation consists of printing a
message saying that this syscall is not implemented. The UNIMPL
prototype is not used because we want to be able to identify the name of
the syscall that was called in order to know what syscalls are more
important to implement.






Signal handling

Signal handling is done generally in the OS kernel for all binary
compatibilities with a call to a compat-dependent layer. LINUX
compatibility layer defines linux_sendsig routine for this purpose.


LINUX sendsig

This routine first checks whether the signal has been installed with a
SA_SIGINFO in which case it calls linux_rt_sendsig routine
instead. Furthermore, it allocates (or reuses an already existing)
signal handle context, then it builds a list of arguments for the signal
handler. It translates the signal number based on the signal translation
table, assigns a handler, translates sigset. Then it saves context for
the sigreturn routine (various registers, translated trap number and
signal mask). Finally, it copies out the signal context to the userspace
and prepares context for the actual signal handler to run.




linux_rt_sendsig

This routine is similar to linux_sendsig just the signal context
preparation is different. It adds siginfo, ucontext, and some
POSIX parts. It might be worth considering whether those two functions
could not be merged with a benefit of less code duplication and possibly
even faster execution.




linux_sigreturn

This syscall is used for return from the signal handler. It does some
security checks and restores the original process context. It also
unmasks the signal in process signal mask.






Ptrace

Many UNIX derivates implement the MAN.PTRACE.2 syscall in order to allow
various tracking and debugging features. This facility enables the
tracing process to obtain various information about the traced process,
like register dumps, any memory from the process address space, etc. and
also to trace the process like in stepping an instruction or between
system entries (syscalls and traps). MAN.PTRACE.2 also lets you set
various information in the traced process (registers etc.). MAN.PTRACE.2
is a UNIX-wide standard implemented in most UNIXes around the world.

LINUX emulation in OS implements the MAN.PTRACE.2 facility in
linux_ptrace.c. The routines for converting registers between LINUX
and OS and the actual MAN.PTRACE.2 syscall emulation syscall. The
syscall is a long switch block that implements its counterpart in OS for
every MAN.PTRACE.2 command. The MAN.PTRACE.2 commands are mostly equal
between LINUX and OS so usually just a small modification is needed. For
example, PT_GETREGS in LINUX operates on direct data while OS uses a
pointer to the data so after performing a (native) MAN.PTRACE.2 syscall,
a copyout must be done to preserve LINUX semantics.

The MAN.PTRACE.2 implementation in Linuxulator has some known
weaknesses. There have been panics seen when using strace (which is
a MAN.PTRACE.2 consumer) in the Linuxulator environment. Also
PT_SYSCALL is not implemented.




Traps

Whenever a LINUX process running in the emulation layer traps the trap
itself is handled transparently with the only exception of the trap
translation. LINUX and OS differs in opinion on what a trap is so this
is dealt with here. The code is actually very short:

static int
translate_traps(int signal, int trap_code)
{

  if (signal != SIGBUS)
    return signal;

  switch (trap_code) {

    case T_PROTFLT:
    case T_TSSFLT:
    case T_DOUBLEFLT:
    case T_PAGEFLT:
      return SIGSEGV;

    default:
      return signal;
  }
}








Stack fixup

The RTLD run-time link-editor expects so called AUX tags on stack during
an execve so a fixup must be done to ensure this. Of course, every
RTLD system is different so the emulation layer must provide its own
stack fixup routine to do this. So does Linuxulator. The
elf_linux_fixup simply copies out AUX tags to the stack and adjusts
the stack of the user space process to point right after those tags. So
RTLD works in a smart way.




A.OUT support

The LINUX emulation layer on i386 also supports LINUX A.OUT binaries.
Pretty much everything described in the previous sections must be
implemented for A.OUT support (beside traps translation and signals
sending). The support for A.OUT binaries is no longer maintained,
especially the 2.6 emulation does not work with it but this does not
cause any problem, as the linux-base in ports probably do not support
A.OUT binaries at all. This support will probably be removed in future.
Most of the stuff necessary for loading LINUX A.OUT binaries is in
imgact_linux.c file.






LINUX emulation layer -MI part

This section talks about machine independent part of the Linuxulator. It
covers the emulation infrastructure needed for LINUX 2.6 emulation, the
thread local storage (TLS) implementation (on i386) and futexes. Then we
talk briefly about some syscalls.


Description of NPTL

One of the major areas of progress in development of LINUX 2.6 was
threading. Prior to 2.6, the LINUX threading support was implemented in
the linuxthreads library. The library was a partial implementation of
POSIX threading. The threading was implemented using separate processes
for each thread using the clone syscall to let them share the
address space (and other things). The main weaknesses of this approach
was that every thread had a different PID, signal handling was broken
(from the pthreads perspective), etc. Also the performance was not very
good (use of SIGUSR signals for threads synchronization, kernel
resource consumption, etc.) so to overcome these problems a new
threading system was developed and named NPTL.

The NPTL library focused on two things but a third thing came along so
it is usually considered a part of NPTL. Those two things were embedding
of threads into a process structure and futexes. The additional third
thing was TLS, which is not directly required by NPTL but the whole NPTL
userland library depends on it. Those improvements yielded in much
improved performance and standards conformance. NPTL is a standard
threading library in LINUX systems these days.

The OS Linuxulator implementation approaches the NPTL in three main
areas. The TLS, futexes and PID mangling, which is meant to simulate the
LINUX threads. Further sections describe each of these areas.




LINUX 2.6 emulation infrastructure

These sections deal with the way LINUX threads are managed and how we
simulate that in OS.


Runtime determining of 2.6 emulation

The LINUX emulation layer in OS supports runtime setting of the emulated
version. This is done via MAN.SYSCTL.8, namely
compat.linux.osrelease, which is set to 2.4.2 by default (as of
April 2007) and with all LINUX versions up to 2.6 it just determined
what MAN.UNAME.1 outputs. It is different with 2.6 emulation where
setting this MAN.SYSCTL.8 affects runtime behaviour of the emulation
layer. When set to 2.6.x it sets the value of linux_use_linux26
while setting to something else keeps it unset. This variable (plus
per-prison variables of the very same kind) determines whether 2.6
infrastructure (mainly PID mangling) is used in the code or not. The
version setting is done system-wide and this affects all LINUX
processes. The MAN.SYSCTL.8 should not be changed when running any LINUX
binary as it might harm things.




LINUX processes and thread identifiers

The semantics of LINUX threading are a little confusing and uses
entirely different nomenclature to OS. A process in LINUX consists of a
struct task embedding two identifier fields - PID and TGID. PID is
not a process ID but it is a thread ID. The TGID identifies a thread
group in other words a process. For single-threaded process the PID
equals the TGID.

The thread in NPTL is just an ordinary process that happens to have TGID
not equal to PID and have a group leader not equal to itself (and shared
VM etc. of course). Everything else happens in the same way as to an
ordinary process. There is no separation of a shared status to some
external structure like in OS. This creates some duplication of
information and possible data inconsistency. The LINUX kernel seems to
use task -> group information in some places and task information
elsewhere and it is really not very consistent and looks error-prone.

Every NPTL thread is created by a call to the clone syscall with a
specific set of flags (more in the next subsection). The NPTL implements
strict 1:1 threading.

In OS we emulate NPTL threads with ordinary OS processes that share VM
space, etc. and the PID gymnastic is just mimicked in the emulation
specific structure attached to the process. The structure attached to
the process looks like:

struct linux_emuldata {
  pid_t pid;

  int *child_set_tid; /* in clone(): Child.s TID to set on clone */
  int *child_clear_tid;/* in clone(): Child.s TID to clear on exit */

  struct linux_emuldata_shared *shared;

  int pdeath_signal; /* parent death signal */

  LIST_ENTRY(linux_emuldata) threads; /* list of linux threads */
};





The PID is used to identify the OS process that attaches this structure.
The child_se_tid and child_clear_tid are used for TID address
copyout when a process exits and is created. The shared pointer
points to a structure shared among threads. The pdeath_signal
variable identifies the parent death signal and the threads pointer
is used to link this structure to the list of threads. The
linux_emuldata_shared structure looks like:

struct linux_emuldata_shared {

  int refs;

  pid_t group_pid;

  LIST_HEAD(, linux_emuldata) threads; /* head of list of linux threads */
};





The refs is a reference counter being used to determine when we can
free the structure to avoid memory leaks. The group_pid is to
identify PID ( = TGID) of the whole process ( = thread group). The
threads pointer is the head of the list of threads in the process.

The linux_emuldata structure can be obtained from the process using
em_find. The prototype of the function is:

struct linux_emuldata *em_find(struct proc *, int locked);





Here, proc is the process we want the emuldata structure from and
the locked parameter determines whether we want to lock or not. The
accepted values are EMUL_DOLOCK and EMUL_DOUNLOCK. More about
locking later.




PID mangling

Because of the described different view knowing what a process ID and
thread ID is between OS and LINUX we have to translate the view somehow.
We do it by PID mangling. This means that we fake what a PID (=TGID) and
TID (=PID) is between kernel and userland. The rule of thumb is that in
kernel (in Linuxulator) PID = PID and TGID = shared -> group pid and to
userland we present PID = shared -> group_pid and
TID = proc -> p_pid. The PID member of linux_emuldata structure
is a OS PID.

The above affects mainly getpid, getppid, gettid syscalls. Where we use
PID/TGID respectively. In copyout of TIDs in child_clear_tid and
child_set_tid we copy out OS PID.




Clone syscall

The clone syscall is the way threads are created in LINUX. The
syscall prototype looks like this:

int linux_clone(l_int flags, void *stack, void *parent_tidptr, int dummy,
void * child_tidptr);





The flags parameter tells the syscall how exactly the processes
should be cloned. As described above, LINUX can create processes sharing
various things independently, for example two processes can share file
descriptors but not VM, etc. Last byte of the flags parameter is the
exit signal of the newly created process. The stack parameter if
non-NULL tells, where the thread stack is and if it is NULL we
are supposed to copy-on-write the calling process stack (i.e. do what
normal MAN.FORK.2 routine does). The parent_tidptr parameter is used
as an address for copying out process PID (i.e. thread id) once the
process is sufficiently instantiated but is not runnable yet. The
dummy parameter is here because of the very strange calling
convention of this syscall on i386. It uses the registers directly and
does not let the compiler do it what results in the need of a dummy
syscall. The child_tidptr parameter is used as an address for
copying out PID once the process has finished forking and when the
process exits.

The syscall itself proceeds by setting corresponding flags depending on
the flags passed in. For example, CLONE_VM maps to RFMEM (sharing of
VM), etc. The only nit here is CLONE_FS and CLONE_FILES because
OS does not allow setting this separately so we fake it by not setting
RFFDG (copying of fd table and other fs information) if either of these
is defined. This does not cause any problems, because those flags are
always set together. After setting the flags the process is forked using
the internal fork1 routine, the process is instrumented not to be
put on a run queue, i.e. not to be set runnable. After the forking is
done we possibly reparent the newly created process to emulate
CLONE_PARENT semantics. Next part is creating the emulation data.
Threads in LINUX does not signal their parents so we set exit signal to
be 0 to disable this. After that setting of child_set_tid and
child_clear_tid is performed enabling the functionality later in the
code. At this point we copy out the PID to the address specified by
parent_tidptr. The setting of process stack is done by simply
rewriting thread frame %esp register (%rsp on amd64). Next part
is setting up TLS for the newly created process. After this MAN.VFORK.2
semantics might be emulated and finally the newly created process is put
on a run queue and copying out its PID to the parent process via
clone return value is done.

The clone syscall is able and in fact is used for emulating classic
MAN.FORK.2 and MAN.VFORK.2 syscalls. Newer glibc in a case of 2.6 kernel
uses clone to implement MAN.FORK.2 and MAN.VFORK.2 syscalls.




Locking

The locking is implemented to be per-subsystem because we do not expect
a lot of contention on these. There are two locks: emul_lock used to
protect manipulating of linux_emuldata and emul_shared_lock used
to manipulate linux_emuldata_shared. The emul_lock is a
nonsleepable blocking mutex while emul_shared_lock is a sleepable
blocking sx_lock. Because of the per-subsystem locking we can
coalesce some locks and that is why the em find offers the non-locking
access.






TLS

This section deals with TLS also known as thread local storage.


Introduction to threading

Threads in computer science are entities within a process that can be
scheduled independently from each other. The threads in the process
share process wide data (file descriptors, etc.) but also have their own
stack for their own data. Sometimes there is a need for process-wide
data specific to a given thread. Imagine a name of the thread in
execution or something like that. The traditional UNIX threading API,
pthreads provides a way to do it via MAN.PTHREAD.KEY.CREATE.3,
MAN.PTHREAD.SETSPECIFIC.3 and MAN.PTHREAD.GETSPECIFIC.3 where a thread
can create a key to the thread local data and using
MAN.PTHREAD.GETSPECIFIC.3 or MAN.PTHREAD.GETSPECIFIC.3 to manipulate
those data. You can easily see that this is not the most comfortable way
this could be accomplished. So various producers of C/C++ compilers
introduced a better way. They defined a new modifier keyword thread that
specifies that a variable is thread specific. A new method of accessing
such variables was developed as well (at least on i386). The pthreads
method tends to be implemented in userspace as a trivial lookup table.
The performance of such a solution is not very good. So the new method
uses (on i386) segment registers to address a segment, where TLS area is
stored so the actual accessing of a thread variable is just appending
the segment register to the address thus addressing via it. The segment
registers are usually %gs and %fs acting like segment selectors.
Every thread has its own area where the thread local data are stored and
the segment must be loaded on every context switch. This method is very
fast and used almost exclusively in the whole i386 UNIX world. Both OS
and LINUX implement this approach and it yields very good results. The
only drawback is the need to reload the segment on every context switch
which can slowdown context switches. OS tries to avoid this overhead by
using only 1 segment descriptor for this while LINUX uses 3. Interesting
thing is that almost nothing uses more than 1 descriptor (only Wine
seems to use 2) so LINUX pays this unnecessary price for context
switches.




Segments on i386

The i386 architecture implements the so called segments. A segment is a
description of an area of memory. The base address (bottom) of the
memory area, the end of it (ceiling), type, protection, etc. The memory
described by a segment can be accessed using segment selector registers
(%cs, %ds, %ss, %es, %fs, %gs). For example let
us suppose we have a segment which base address is 0x1234 and length and
this code:

mov %edx,%gs:0x10





This will load the content of the %edx register into memory location
0x1244. Some segment registers have a special use, for example %cs
is used for code segment and %ss is used for stack segment but
%fs and %gs are generally unused. Segments are either stored in
a global GDT table or in a local LDT table. LDT is accessed via an entry
in the GDT. The LDT can store more types of segments. LDT can be per
process. Both tables define up to 8191 entries.




Implementation on LINUX i386

There are two main ways of setting up TLS in LINUX. It can be set when
cloning a process using the clone syscall or it can call
set_thread_area. When a process passes CLONE_SETTLS flag to
clone, the kernel expects the memory pointed to by the %esi
register a LINUX user space representation of a segment, which gets
translated to the machine representation of a segment and loaded into a
GDT slot. The GDT slot can be specified with a number or -1 can be used
meaning that the system itself should choose the first free slot. In
practice, the vast majority of programs use only one TLS entry and does
not care about the number of the entry. We exploit this in the emulation
and in fact depend on it.




Emulation of LINUX TLS


i386

Loading of TLS for the current thread happens by calling
set_thread_area while loading TLS for a second process in clone
is done in the separate block in clone. Those two functions are very
similar. The only difference being the actual loading of the GDT
segment, which happens on the next context switch for the newly created
process while set_thread_area must load this directly. The code
basically does this. It copies the LINUX form segment descriptor from
the userland. The code checks for the number of the descriptor but
because this differs between OS and LINUX we fake it a little. We only
support indexes of 6, 3 and -1. The 6 is genuine LINUX number, 3 is
genuine OS one and -1 means autoselection. Then we set the descriptor
number to constant 3 and copy out this to the userspace. We rely on the
userspace process using the number from the descriptor but this works
most of the time (have never seen a case where this did not work) as the
userspace process typically passes in 1. Then we convert the descriptor
from the LINUX form to a machine dependant form (i.e. operating system
independent form) and copy this to the OS defined segment descriptor.
Finally we can load it. We assign the descriptor to threads PCB (process
control block) and load the %gs segment using load_gs. This
loading must be done in a critical section so that nothing can interrupt
us. The CLONE_SETTLS case works exactly like this just the loading
using load_gs is not performed. The segment used for this (segment
number 3) is shared for this use between OS processes and LINUX
processes so the LINUX emulation layer does not add any overhead over
plain OS.




amd64

The amd64 implementation is similar to the i386 one but there was
initially no 32bit segment descriptor used for this purpose (hence not
even native 32bit TLS users worked) so we had to add such a segment and
implement its loading on every context switch (when a flag signaling use
of 32bit is set). Apart from this the TLS loading is exactly the same
just the segment numbers are different and the descriptor format and the
loading differs slightly.








Futexes


Introduction to synchronization

Threads need some kind of synchronization and POSIX provides some of
them: mutexes for mutual exclusion, read-write locks for mutual
exclusion with biased ratio of reads and writes and condition variables
for signaling a status change. It is interesting to note that POSIX
threading API lacks support for semaphores. Those synchronization
routines implementations are heavily dependant on the type threading
support we have. In pure 1:M (userspace) model the implementation can be
solely done in userspace and thus be very fast (the condition variables
will probably end up being implemented using signals, i.e. not fast) and
simple. In 1:1 model, the situation is also quite clear - the threads
must be synchronized using kernel facilities (which is very slow because
a syscall must be performed). The mixed M:N scenario just combines the
first and second approach or rely solely on kernel. Threads
synchronization is a vital part of thread-enabled programming and its
performance can affect resulting program a lot. Recent benchmarks on OS
operating system showed that an improved sx_lock implementation yielded
40% speedup in ZFS (a heavy sx user), this is in-kernel stuff but it
shows clearly how important the performance of synchronization
primitives is.

Threaded programs should be written with as little contention on locks
as possible. Otherwise, instead of doing useful work the thread just
waits on a lock. Because of this, the most well written threaded
programs show little locks contention.




Futexes introduction

LINUX implements 1:1 threading, i.e. it has to use in-kernel
synchronization primitives. As stated earlier, well written threaded
programs have little lock contention. So a typical sequence could be
performed as two atomic increase/decrease mutex reference counter, which
is very fast, as presented by the following example:

pthread_mutex_lock(&mutex);
....
pthread_mutex_unlock(&mutex);





1:1 threading forces us to perform two syscalls for those mutex calls,
which is very slow.

The solution LINUX2.6 implements is called futexes. Futexes implement
the check for contention in userspace and call kernel primitives only in
a case of contention. Thus the typical case takes place without any
kernel intervention. This yields reasonably fast and flexible
synchronization primitives implementation.




Futex API

The futex syscall looks like this:

int futex(void *uaddr, int op, int val, struct timespec *timeout, void *uaddr2, int val3);





In this example uaddr is an address of the mutex in userspace,
op is an operation we are about to perform and the other parameters
have per-operation meaning.

Futexes implement the following operations:


	FUTEX_WAIT

	FUTEX_WAKE

	FUTEX_FD

	FUTEX_REQUEUE

	FUTEX_CMP_REQUEUE

	FUTEX_WAKE_OP




FUTEX_WAIT

This operation verifies that on address uaddr the value val is
written. If not, EWOULDBLOCK is returned, otherwise the thread is
queued on the futex and gets suspended. If the argument timeout is
non-zero it specifies the maximum time for the sleeping, otherwise the
sleeping is infinite.




FUTEX_WAKE

This operation takes a futex at uaddr and wakes up val first
futexes queued on this futex.




FUTEX_FD

This operations associates a file descriptor with a given futex.




FUTEX_REQUEUE

This operation takes val threads queued on futex at uaddr, wakes
them up, and takes val2 next threads and requeues them on futex at
uaddr2.




FUTEX_CMP_REQUEUE

This operation does the same as FUTEX_REQUEUE but it checks that
val3 equals to val first.




FUTEX_WAKE_OP

This operation performs an atomic operation on val3 (which contains
coded some other value) and uaddr. Then it wakes up val threads
on futex at uaddr and if the atomic operation returned a positive
number it wakes up val2 threads on futex at uaddr2.

The operations implemented in FUTEX_WAKE_OP:


	FUTEX_OP_SET



	FUTEX_OP_ADD



	FUTEX_OP_OR



	FUTEX_OP_AND



	FUTEX_OP_XOR


Note

There is no val2 parameter in the futex prototype. The val2
is taken from the struct timespec *timeout parameter for
operations FUTEX_REQUEUE, FUTEX_CMP_REQUEUE and
FUTEX_WAKE_OP.













Futex emulation in OS

The futex emulation in OS is taken from NetBSD and further extended by
us. It is placed in linux_futex.c and linux_futex.h files. The
futex structure looks like:

struct futex {
  void *f_uaddr;
  int f_refcount;

  LIST_ENTRY(futex) f_list;

  TAILQ_HEAD(lf_waiting_paroc, waiting_proc) f_waiting_proc;
};





And the structure waiting_proc is:

struct waiting_proc {

  struct thread *wp_t;

  struct futex *wp_new_futex;

  TAILQ_ENTRY(waiting_proc) wp_list;
};






futex_get / futex_put

A futex is obtained using the futex_get function, which searches a
linear list of futexes and returns the found one or creates a new futex.
When releasing a futex from the use we call the futex_put function,
which decreases a reference counter of the futex and if the refcount
reaches zero it is released.




futex_sleep

When a futex queues a thread for sleeping it creates a working_proc
structure and puts this structure to the list inside the futex structure
then it just performs a MAN.TSLEEP.9 to suspend the thread. The sleep
can be timed out. After MAN.TSLEEP.9 returns (the thread was woken up or
it timed out) the working_proc structure is removed from the list
and is destroyed. All this is done in the futex_sleep function. If
we got woken up from futex_wake we have wp_new_futex set so we
sleep on it. This way the actual requeueing is done in this function.




futex_wake

Waking up a thread sleeping on a futex is performed in the
futex_wake function. First in this function we mimic the strange
LINUX behaviour, where it wakes up N threads for all operations, the
only exception is that the REQUEUE operations are performed on N+1
threads. But this usually does not make any difference as we are waking
up all threads. Next in the function in the loop we wake up n threads,
after this we check if there is a new futex for requeueing. If so, we
requeue up to n2 threads on the new futex. This cooperates with
futex_sleep.




futex_wake_op

The FUTEX_WAKE_OP operation is quite complicated. First we obtain
two futexes at addresses uaddr and uaddr2 then we perform the
atomic operation using val3 and uaddr2. Then val waiters on
the first futex is woken up and if the atomic operation condition holds
we wake up val2 (i.e. timeout) waiter on the second futex.




futex atomic operation

The atomic operation takes two parameters encoded_op and uaddr.
The encoded operation encodes the operation itself, comparing value,
operation argument, and comparing argument. The pseudocode for the
operation is like this one:

oldval = *uaddr2
*uaddr2 = oldval OP oparg





And this is done atomically. First a copying in of the number at
uaddr is performed and the operation is done. The code handles page
faults and if no page fault occurs oldval is compared to cmparg
argument with cmp comparator.




Futex locking

Futex implementation uses two lock lists protecting sx_lock and
global locks (either Giant or another sx_lock). Every operation is
performed locked from the start to the very end.








Various syscalls implementation

In this section I am going to describe some smaller syscalls that are
worth mentioning because their implementation is not obvious or those
syscalls are interesting from other point of view.


*at family of syscalls

During development of LINUX 2.6.16 kernel, the *at syscalls were added.
Those syscalls (openat for example) work exactly like their at-less
counterparts with the slight exception of the dirfd parameter. This
parameter changes where the given file, on which the syscall is to be
performed, is. When the filename parameter is absolute dirfd is
ignored but when the path to the file is relative, it comes to the play.
The dirfd parameter is a directory relative to which the relative
pathname is checked. The dirfd parameter is a file descriptor of
some directory or AT_FDCWD. So for example the openat syscall
can be like this:

file descriptor 123 = /tmp/foo/, current working directory = /tmp/

openat(123, /tmp/bah\, flags, mode) /* opens /tmp/bah */
openat(123, bah\, flags, mode)      /* opens /tmp/foo/bah */
openat(AT_FDWCWD, bah\, flags, mode)    /* opens /tmp/bah */
openat(stdio, bah\, flags, mode)    /* returns error because stdio is not a directory */





This infrastructure is necessary to avoid races when opening files
outside the working directory. Imagine that a process consists of two
threads, threadA and threadB. ThreadA issues
open(./tmp/foo/bah., flags, mode) and before returning it gets
preempted and threadB runs. ThreadB does not care about the needs of
threadA and renames or removes /tmp/foo/. We got a race. To avoid
this we can open /tmp/foo and use it as dirfd for openat
syscall. This also enables user to implement per-thread working
directories.

LINUX family of *at syscalls contains: linux_openat,
linux_mkdirat, linux_mknodat, linux_fchownat,
linux_futimesat, linux_fstatat64, linux_unlinkat,
linux_renameat, linux_linkat, linux_symlinkat,
linux_readlinkat, linux_fchmodat and linux_faccessat. All
these are implemented using the modified MAN.NAMEI.9 routine and simple
wrapping layer.


Implementation

The implementation is done by altering the MAN.NAMEI.9 routine
(described above) to take additional parameter dirfd in its
nameidata structure, which specifies the starting point of the
pathname lookup instead of using the current working directory every
time. The resolution of dirfd from file descriptor number to a vnode
is done in native *at syscalls. When dirfd is AT_FDCWD the
dvp entry in nameidata structure is NULL but when dirfd
is a different number we obtain a file for this file descriptor, check
whether this file is valid and if there is vnode attached to it then we
get a vnode. Then we check this vnode for being a directory. In the
actual MAN.NAMEI.9 routine we simply substitute the dvp vnode for
dp variable in the MAN.NAMEI.9 function, which determines the
starting point. The MAN.NAMEI.9 is not used directly but via a trace of
different functions on various levels. For example the openat goes
like this:

openat() --> kern_openat() --> vn_open() -> namei()





For this reason kern_open and vn_open must be altered to
incorporate the additional dirfd parameter. No compat layer is
created for those because there are not many users of this and the users
can be easily converted. This general implementation enables OS to
implement their own *at syscalls. This is being discussed right now.






Ioctl

The ioctl interface is quite fragile due to its generality. We have to
bear in mind that devices differ between LINUX and OS so some care must
be applied to do ioctl emulation work right. The ioctl handling is
implemented in linux_ioctl.c, where linux_ioctl function is
defined. This function simply iterates over sets of ioctl handlers to
find a handler that implements a given command. The ioctl syscall has
three parameters, the file descriptor, command and an argument. The
command is a 16-bit number, which in theory is divided into high 8bits
determining class of the ioctl command and low 8bits, which are the
actual command within the given set. The emulation takes advantage of
this division. We implement handlers for each set, like
sound_handler or disk_handler. Each handler has a maximum
command and a minimum command defined, which is used for determining
what handler is used. There are slight problems with this approach
because LINUX does not use the set division consistently so sometimes
ioctls for a different set are inside a set they should not belong to
(SCSI generic ioctls inside cdrom set, etc.). OS currently does not
implement many LINUX ioctls (compared to NetBSD, for example) but the
plan is to port those from NetBSD. The trend is to use LINUX ioctls even
in the native OS drivers because of the easy porting of applications.




Debugging

Every syscall should be debuggable. For this purpose we introduce a
small infrastructure. We have the ldebug facility, which tells whether a
given syscall should be debugged (settable via a sysctl). For printing
we have LMSG and ARGS macros. Those are used for altering a printable
string for uniform debugging messages.








Conclusion


Results

As of April 2007 the LINUX emulation layer is capable of emulating the
LINUX2.6.16 kernel quite well. The remaining problems concern futexes,
unfinished *at family of syscalls, problematic signals delivery,
missing epoll and inotify and probably some bugs we have not
discovered yet. Despite this we are capable of running basically all the
LINUX programs included in OS PortsCollection with FedoraCore4 at
2.6.16 and there are some rudimentary reports of success with
FedoraCore6 at 2.6.16. The FedoraCore6 linux_base was recently
committed enabling some further testing of the emulation layer and
giving us some more hints where we should put our effort in implementing
missing stuff.

We are able to run the most used applications like www/linux-firefox,
www/linux-opera, net-im/skype and some games from the PortsCollection.
Some of the programs exhibit bad behaviour under 2.6 emulation but this
is currently under investigation and hopefully will be fixed soon. The
only big application that is known not to work is the LINUX JAVA
Development Kit and this is because of the requirement of epoll
facility which is not directly related to the LINUX kernel 2.6.

We hope to enable 2.6.16 emulation by default some time after OS 7.0 is
released at least to expose the 2.6 emulation parts for some wider
testing. Once this is done we can switch to FedoraCore6 linux_base,
which is the ultimate plan.




Future work

Future work should focus on fixing the remaining issues with futexes,
implement the rest of the *at family of syscalls, fix the signal
delivery and possibly implement the epoll and inotify
facilities.

We hope to be able to run the most important programs flawlessly soon,
so we will be able to switch to the 2.6 emulation by default and make
the FedoraCore6 the default linux_base because our currently used
FedoraCore4 is not supported any more.

The other possible goal is to share our code with NetBSD and
DragonflyBSD. NetBSD has some support for 2.6 emulation but its far from
finished and not really tested. DragonflyBSD has expressed some interest
in porting the 2.6 improvements.

Generally, as LINUX develops we would like to keep up with their
development, implementing newly added syscalls. Splice comes to mind
first. Some already implemented syscalls are also heavily crippled, for
example mremap and others. Some performance improvements can also be
made, finer grained locking and others.
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Introduction

This document highlights some of the technical differences between OS
and LINUX so that intermediate to advanced LINUX users can quickly
familiarize themselves with the basics of OS.

This document assumes that OS is already installed. Refer to the
Installing
OS
chapter of the OSHandbook for help with the installation process.




Default Shell

LINUX users are often surprised to find that Bash is not the default
shell in OS. In fact, Bash is not included in the default installation.
Instead, OS uses MAN.TCSH.1 as the default root shell, and the Bourne
shell-compatible MAN.SH.1 as the default user shell. MAN.SH.1 is very
similar to Bash but with a much smaller feature-set. Generally shell
scripts written for MAN.SH.1 will run in Bash, but the reverse is not
always true.

However, Bash and other shells are available for installation using the
OS Packages and Ports
Collection.

After installing another shell, use MAN.CHSH.1 to change a user’s
default shell. It is recommended that the root user’s default shell
remain unchanged since shells which are not included in the base
distribution are installed to /usr/local/bin. In the event of a
problem, the file system where /usr/local/bin is located may not be
mounted. In this case, root would not have access to its default shell,
preventing root from logging in and fixing the problem.




Packages and Ports: Adding Software in OS

OS provides two methods for installing applications: binary packages and
compiled ports. Each method has its own benefits:


	Faster installation as compared to compiling large applications.

	Does not require an understanding of how to compile software.

	No need to install a compiler.

	Ability to customize installation options.

	Custom patches can be applied.



If an application installation does not require any customization,
installing the package is sufficient. Compile the port instead whenever
an application requires customization of the default options. If needed,
a custom package can be compiled from ports using make package.

A complete list of all available ports and packages can be found
here [http://www.freebsd.org/ports/master-index.html].


Packages

Packages are pre-compiled applications, the OS equivalents of .deb
files on Debian/Ubuntu based systems and .rpm files on
RedHat/Fedora based systems. Packages are installed using pkg. For
example, the following command installs Apache 2.4:

PROMPT.ROOT pkg install apache24





For more information on packages refer to section 5.4 of the OS
Handbook: Using pkgng for Binary Package
Management.




Ports

The OS Ports Collection is a framework of Makefiles and patches
specifically customized for installing applications from source on OS.
When installing a port, the system will fetch the source code, apply any
required patches, compile the code, and install the application and any
required dependencies.

The Ports Collection, sometimes referred to as the ports tree, can be
installed to /usr/ports using MAN.PORTSNAP.8. Detailed instructions
for installing the Ports Collection can be found in section
5.5
of the OS Handbook.

To compile a port, change to the port’s directory and start the build
process. The following example installs Apache 2.4 from the Ports
Collection:

PROMPT.ROOT cd /usr/ports/www/apache24
PROMPT.ROOT make install clean





A benefit of using ports to install software is the ability to customize
the installation options. This example specifies that the mod_ldap
module should also be installed:

PROMPT.ROOT cd /usr/ports/www/apache24
PROMPT.ROOT make WITH_LDAP="YES" install clean





Refer to Using the Ports
Collection
for more information.






System Startup

Many LINUX distributions use the SysV init system, whereas OS uses the
traditional BSD-style MAN.INIT.8. Under the BSD-style MAN.INIT.8, there
are no run-levels and /etc/inittab does not exist. Instead, startup
is controlled by MAN.RC.8 scripts. At system boot, /etc/rc reads
/etc/rc.conf and /etc/defaults/rc.conf to determine which
services are to be started. The specified services are then started by
running the corresponding service initialization scripts located in
/etc/rc.d/ and /usr/local/etc/rc.d/. These scripts are similar
to the scripts located in /etc/init.d/ on LINUX systems.

The scripts found in /etc/rc.d/ are for applications that are part
of the “base” system, such as MAN.CRON.8, MAN.SSHD.8, and MAN.SYSLOG.3.
The scripts in /usr/local/etc/rc.d/ are for user-installed
applications such as Apache and Squid.

Since OS is developed as a complete operating system, user-installed
applications are not considered to be part of the “base” system.
User-installed applications are generally installed using Packages or
Ports.
In order to keep them separate from the base system, user-installed
applications are installed under /usr/local/. Therefore,
user-installed binaries reside in /usr/local/bin/, configuration
files are in /usr/local/etc/, and so on.

Services are enabled by adding an entry for the service in
/etc/rc.conf . The system defaults are found in
/etc/defaults/rc.conf and these default settings are overridden by
settings in /etc/rc.conf. Refer to MAN.RC.CONF.5 for more
information about the available entries. When installing additional
applications, review the application’s install message to determine how
to enable any associated services.

The following entries in /etc/rc.conf enable MAN.SSHD.8, enable
Apache 2.4, and specify that Apache should be started with SSL.

# enable SSHD
sshd_enable="YES"
# enable Apache with SSL
apache24_enable="YES"
apache24_flags="-DSSL"





Once a service has been enabled in /etc/rc.conf, it can be started
without rebooting the system:

PROMPT.ROOT service sshd start
PROMPT.ROOT service apache24 start





If a service has not been enabled, it can be started from the command
line using onestart:

PROMPT.ROOT service sshd onestart








Network Configuration

Instead of a generic ethX identifier that LINUX uses to identify a
network interface, OS uses the driver name followed by a number. The
following output from MAN.IFCONFIG.8 shows two INTELPro1000 network
interfaces (em0 and em1):

PROMPT.USER ifconfig
em0: flags=8843<UP,BROADCAST,RUNNING,SIMPLEX,MULTICAST> mtu 1500
        options=b<RXCSUM,TXCSUM,VLAN_MTU>
        inet 10.10.10.100 netmask 0xffffff00 broadcast 10.10.10.255
        ether 00:50:56:a7:70:b2
        media: Ethernet autoselect (1000baseTX <full-duplex>)
        status: active
em1: flags=8843<UP,BROADCAST,RUNNING,SIMPLEX,MULTICAST> mtu 1500
        options=b<RXCSUM,TXCSUM,VLAN_MTU>
        inet 192.168.10.222 netmask 0xffffff00 broadcast 192.168.10.255
        ether 00:50:56:a7:03:2b
        media: Ethernet autoselect (1000baseTX <full-duplex>)
        status: active





An IP address can be assigned to an interface using MAN.IFCONFIG.8. To
remain persistent across reboots, the IP configuration must be included
in /etc/rc.conf. The following /etc/rc.conf entries specify the
hostname, IP address, and default gateway:

hostname="server1.example.com"
ifconfig_em0="inet 10.10.10.100 netmask 255.255.255.0"
defaultrouter="10.10.10.1"





Use the following entries to instead configure an interface for DHCP:

hostname="server1.example.com"
ifconfig_em0="DHCP"








Firewall

OS does not use LINUX IPTABLES for its firewall. Instead, OS offers a
choice of three kernel level firewalls:


	PF

	IPFILTER

	IPFW



PF is developed by the OpenBSD project and ported to OS. PF was created
as a replacement for IPFILTER and its syntax is similar to that of
IPFILTER. PF can be paired with MAN.ALTQ.4 to provide QoS features.

This sample PF entry allows inbound SSH:

pass in on $ext_if inet proto tcp from any to ($ext_if) port 22





IPFILTER is the firewall application developed by Darren Reed. It is not
specific to OS and has been ported to several operating systems
including NetBSD, OpenBSD, SunOS, HP/UX, and Solaris.

The IPFILTER syntax to allow inbound SSH is:

pass in on $ext_if proto tcp from any to any port = 22





IPFW is the firewall developed and maintained by OS. It can be paired
with MAN.DUMMYNET.4 to provide traffic shaping capabilities and simulate
different types of network connections.

The IPFW syntax to allow inbound SSH would be:

ipfw add allow tcp from any to me 22 in via $ext_if








Updating OS

There are two methods for updating a OS system: from source or binary
updates.

Updating from source is the most involved update method, but offers the
greatest amount of flexibility. The process involves synchronizing a
local copy of the OS source code with the OS Subversion servers. Once
the local source code is up-to-date, a new version of the kernel and
userland can be compiled.

Binary updates are similar to using yum or apt-get to update a
LINUX system. In OS, MAN.FREEBSD-UPDATE.8 can be used fetch new binary
updates and install them. These updates can be scheduled using
MAN.CRON.8.


Note

When using MAN.CRON.8 to schedule updates, use
freebsd-update cron in the MAN.CRONTAB.1 to reduce the
possibility of a large number of machines all pulling updates at the
same time:

0 3 * * * root /usr/sbin/freebsd-update cron








For more information on source and binary updates, refer to the chapter
on
updating
in the OS Handbook.




procfs: Gone But Not Forgotten

In some LINUX distributions, one could look at
/proc/sys/net/ipv4/ip_forward to determine if IP forwarding is
enabled. In OS, MAN.SYSCTL.8 is instead used to view this and other
system settings.

For example, use the following to determine if IP forwarding is enabled
on a OS system:

PROMPT.USER sysctl net.inet.ip.forwarding
net.inet.ip.forwarding: 0





Use -a to list all the system settings:

PROMPT.USER sysctl -a | more





If an application requires procfs, add the following entry to
/etc/fstab:

proc                /proc           procfs  rw,noauto       0       0





Including noauto will prevent /proc from being automatically
mounted at boot.

To mount the file system without rebooting:

PROMPT.ROOT mount /proc








Common Commands

Some common command equivalents are as follows:








	LINUX command (RedHat/Debian)
	OS equivalent
	Purpose




	yum install package / apt-get install package
	pkg install package
	Install package from remote repository


	rpm -ivh package / dpkg -i package
	pkg add package
	Install local package


	rpm -qa / dpkg -l
	pkg info
	List installed packages


	lspci
	pciconf
	List PCI devices


	lsmod
	kldstat
	List loaded kernel modules


	modprobe
	kldload / kldunload
	Load/Unload kernel modules


	strace
	truss
	Trace system calls








Conclusion

This document has provided an overview of OS. Refer to the
OSHandbook
for more in-depth coverage of these topics as well as the many topics
not covered by this document.
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Frequently Asked Questions About The OS Mailing Lists





	Author:	The OS Documentation Project






Introduction

As is usual with FAQs, this document aims to cover the most frequently
asked questions concerning the OS mailing lists (and of course answer
them!). Although originally intended to reduce bandwidth and avoid the
same old questions being asked over and over again, FAQs have become
recognized as valuable information resources.

This document attempts to represent a community consensus, and as such
it can never really be authoritative. However, if you find technical
errors within this document, or have suggestions about items that should
be added, please either submit a PR, or email the A.DOC. Thanks.

Q: What is the purpose of the OS mailing lists?

A: The OS mailing lists serve as the primary communication channels
for the OS community, covering many different topic areas and
communities of interest.

Q: Who is the audience for the OS mailing lists?

A: This depends on charter of each individual list. Some lists are
more oriented to developers; some are more oriented towards the OS
community as a whole. Please see this
list [http://lists.FreeBSD.org/mailman/listinfo] for the current
summary.

Q: Are the OS mailing lists open for anyone to participate?

A: Again, this depends on charter of each individual list. Please
read the charter of a mailing list before you post to it, and respect it
when you post. This will help everyone to have a better experience with
the lists.

If after reading the above lists, you still do not know which mailing
list to post a question to, you will probably want to post to
freebsd-questions (but see below, first).

Also note that the mailing lists have traditionally been open to
postings from non-subscribers. This has been a deliberate choice, to
help make joining the OS community an easier process, and to encourage
open sharing of ideas. However, due to past abuse by some individuals,
certain lists now have a policy where postings from non-subscribers must
be manually screened to ensure that they are appropriate.

Q: How can I subscribe?

A: You can use the Mailman web
interface [http://lists.FreeBSD.org/mailman/listinfo] to subscribe to
any of the public lists.

Q: How can I unsubscribe?

A: You can use the same interface as above; or, you can follow the
instructions that are at the bottom of every mailing list message that
is sent.

Please do not send unsubscribe messages directly to the public lists
themselves. First, this will not accomplish your goal, and second, it
will irritate the existing subscribers, and you will probably get
flamed. This is a classical mistake when using mailing lists; please try
to avoid it.

Q: Are archives available?

A: Yes. Threaded archives are available
here [http://docs.FreeBSD.org/mail/].

Q: Are mailing lists available in a digest format?

A: Yes. See the Mailman web
interface [http://lists.FreeBSD.org/mailman/listinfo].




Mailing List Etiquette

Participation in the mailing lists, like participation in any community,
requires a common basis for communication. Please make only appropriate
postings, and follow common rules of etiquette.

Q: What should I do before I post?

A: You have already taken the most important step by reading this
document. However, if you are new to OS, you may first need to
familiarize yourself with the software, and all the social history
around it, by reading the numerous books and
articles that are available. Items of
particular interest include the OS Frequently Asked Questions
(FAQ) document, the OS
Handbook, and the articles How to
get best results from the FreeBSD-questions mailing
list, Explaining
BSD, and OS First
Steps.

It is always considered bad form to ask a question that is already
answered in the above documents. This is not because the volunteers who
work on this project are particularly mean people, but after a certain
number of times answering the same questions over and over again,
frustration begins to set in. This is particularly true if there is an
existing answer to the question that is already available. Always keep
in mind that almost all of the work done on OS is done by volunteers,
and that we are only human.

Q: What constitutes an inappropriate posting?


	Postings must be in accordance with the charter of the mailing list.

	Personal attacks are discouraged. As good net-citizens, we should try
to hold ourselves to high standards of behavior.

	Spam is not allowed, ever. The mailing lists are actively processed
to ban offenders to this rule.



Q: What is considered proper etiquette when posting to the mailing
lists?


	Please wrap lines at 75 characters, since not everyone uses fancy GUI
mail reading programs.



	Please respect the fact that bandwidth is not infinite. Not everyone
reads email through high-speed connections, so if your posting
involves something like the content of config.log or an extensive
stack trace, please consider putting that information up on a website
somewhere and just provide a URL to it. Remember, too, that these
postings will be archived indefinitely, so huge postings will simply
inflate the size of the archives long after their purpose has
expired.



	Format your message so that it is legible, and PLEASE DO NOT
SHOUT!!!!!. Do not underestimate the effect that a poorly formatted
mail message has, and not just on the OS mailing lists. Your mail
message is all that people see of you, and if it is poorly formatted,
badly spelled, full of errors, and/or has lots of exclamation points,
it will give people a poor impression of you.



	Please use an appropriate human language for a particular mailing
list. Many non-English mailing lists are
available.

For the ones that are not, we do appreciate that many people do not
speak English as their first language, and we try to make allowances
for that. It is considered particularly poor form to criticize
non-native speakers for spelling or grammatical errors. OS has an
excellent track record in this regard; please, help us to uphold that
tradition.



	Please use a standards-compliant Mail User Agent (MUA). A lot of
badly formatted messages come from bad mailers or badly configured
mailers [http://www.lemis.com/grog/email/email.php]. The following
mailers are known to send out badly formatted messages without you
finding out about them:


	exmh

	MICROSOFT Exchange

	MICROSOFT OUTLOOK



Try not to use MIME: a lot of people use mailers which do not get on
very well with MIME.



	Make sure your time and time zone are set correctly. This may seem a
little silly, since your message still gets there, but many of the
people on these mailing lists get several hundred messages a day.
They frequently sort the incoming messages by subject and by date,
and if your message does not come before the first answer, they may
assume that they missed it and not bother to look.



	A lot of the information you need to supply is the output of
programs, such as MAN.DMESG.8, or console messages, which usually
appear in /var/log/messages. Do not try to copy this information
by typing it in again; not only it is a real pain, but you are bound
to make a mistake. To send log file contents, either make a copy of
the file and use an editor to trim the information to what is
relevant, or cut and paste into your message. For the output of
programs like dmesg, redirect the output to a file and include
that. For example,

PROMPT.USER dmesg > /tmp/dmesg.out





This redirects the information to the file /tmp/dmesg.out.



	When using cut-and-paste, please be aware that some such operations
badly mangle their messages. This is of particular concern when
posting contents of Makefiles, where tab is a significant
character. This is a very common, and very annoying, problem with
submissions to the Problem Reports
database. Makefiles with tabs
changed to either spaces, or the annoying =3B escape sequence,
create a great deal of aggravation for committers.





Q: What are the special etiquette consideration when replying to an
existing posting on the mailing lists?


	Please include relevant text from the original message. Trim it to
the minimum, but do not overdo it. It should still be possible for
somebody who did not read the original message to understand what you
are talking about.

This is especially important for postings of the type “yes, I see
this too”, where the initial posting was dozens or hundreds of lines.



	Use some technique to identify which text came from the original
message, and which text you add. A common convention is to prepend
“> ``” to the original message. Leaving white space after the
“> ``” and leaving empty lines between your text and the original
text both make the result more readable.



	Please ensure that the attributions of the text you are quoting is
correct. People can become offended if you attribute words to them
that they themselves did not write.



	Please do not top post. By this, we mean that if you are replying
to a message, please put your replies after the text that you copy in
your reply.


	A: Because it reverses the logical flow of conversation.

	Q: Why is top posting frowned upon?



(Thanks to Randy Bush for the joke.)








Recurring Topics On The Mailing Lists

Participation in the mailing lists, like participation in any community,
requires a common basis for communication. Many of the mailing lists
presuppose a knowledge of the Project’s history. In particular, there
are certain topics that seem to regularly occur to newcomers to the
community. It is the responsibility of each poster to ensure that their
postings do not fall into one of these categories. By doing so, you will
help the mailing lists to stay on-topic, and probably save yourself
being flamed in the process.

The best method to avoid this is to familiarize yourself with the
mailing list archives [http://docs.FreeBSD.org/mail/], to help
yourself understand the background of what has gone before. In this, the
mailing list search
interface [http://www.FreeBSD.org/search/search.html#mailinglists] is
invaluable. (If that method does not yield useful results, please
supplement it with a search with your favorite major search engine).

By familiarizing yourself with the archives, not only will you learn
what topics have been discussed before, but also how discussion tends to
proceed on that list, who the participants are, and who the target
audience is. These are always good things to know before you post to any
mailing list, not just a OS mailing list.

There is no doubt that the archives are quite extensive, and some
questions recur more often than others, sometimes as followups where the
subject line no longer accurately reflects the new content.
Nevertheless, the burden is on you, the poster, to do your homework to
help avoid these recurring topics.




What Is A “Bikeshed”?

Literally, a bikeshed is a small outdoor shelter into which one may
store one’s two-wheeled form of transportation. However, in OS parlance,
the term refers to topics that are simple enough that (nearly) anyone
can offer an opinion about, and often (nearly) everyone does. The
genesis of this term is explained in more detail in this
document. You simply
must have a working knowledge of this concept before posting to any OS
mailing list.

More generally, a bikeshed is a topic that will tend to generate
immediate meta-discussions and flames if you have not read up on their
past history.

Please help us to keep the mailing lists as useful for as many people as
possible by avoiding bikesheds whenever you can. Thanks.
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Introduction to NanoBSD

NanoBSD
NanoBSD is a tool currently developed by A.PHK.EMAIL. It creates a OS
system image for embedded applications, suitable for use on a Compact
Flash card (or other mass storage medium).

It can be used to build specialized install images, designed for easy
installation and maintenance of systems commonly called “computer
appliances”. Computer appliances have their hardware and software
bundled in the product, which means all applications are pre-installed.
The appliance is plugged into an existing network and can begin working
(almost) immediately.

The features of NanoBSD include:


	Ports and packages work as in OS — Every single application can be
installed and used in a NanoBSD image, the same way as in OS.

	No missing functionality — If it is possible to do something with OS,
it is possible to do the same thing with NanoBSD, unless the specific
feature or features were explicitly removed from the NanoBSD image
when it was created.

	Everything is read-only at run-time — It is safe to pull the
power-plug. There is no necessity to run MAN.FSCK.8 after a
non-graceful shutdown of the system.

	Easy to build and customize — Making use of just one shell script and
one configuration file it is possible to build reduced and customized
images satisfying any arbitrary set of requirements.






NanoBSD Howto


The Design of NanoBSD

Once the image is present on the medium, it is possible to boot NanoBSD.
The mass storage medium is divided into three parts by default:


	Two image partitions: code#1 and code#2.

	The configuration file partition, which can be mounted under the
/cfg directory at run time.



These partitions are normally mounted read-only.

The /etc and /var directories are MAN.MD.4 (malloc) disks.

The configuration file partition persists under the /cfg directory.
It contains files for /etc directory and is briefly mounted
read-only right after the system boot, therefore it is required to copy
modified files from /etc back to the /cfg directory if changes
are expected to persist after the system restarts.

PROMPT.ROOT vi /etc/resolv.conf
[...]
PROMPT.ROOT mount /cfg
PROMPT.ROOT cp /etc/resolv.conf /cfg
PROMPT.ROOT umount /cfg

**Note**

The partition containing ``/cfg`` should be mounted only at boot
time and while overriding the configuration files.

Keeping ``/cfg`` mounted at all times is not a good idea, especially
if the NanoBSD system runs off a mass storage medium that may be
adversely affected by a large number of writes to the partition
(like when the filesystem syncer flushes data to the system disks).








Building a NanoBSD Image

A NanoBSD image is built using a simple nanobsd.sh shell script,
which can be found in the /usr/src/tools/tools/nanobsd directory.
This script creates an image, which can be copied on the storage medium
using the MAN.DD.1 utility.

The necessary commands to build a NanoBSD image are:

PROMPT.ROOT cd /usr/src/tools/tools/nanobsd
PROMPT.ROOT sh nanobsd.sh
PROMPT.ROOT cd /usr/obj/nanobsd.full
PROMPT.ROOT dd if=_.disk.full of=/dev/da0 bs=64k






	Change the current directory to the base directory of the NanoBSD
build script.

	Start the build process.

	Change the current directory to the place where the built images are
located.

	Install NanoBSD onto the storage medium.






Customizing a NanoBSD Image

This is probably the most important and most interesting feature of
NanoBSD. This is also where you will be spending most of the time when
developing with NanoBSD.

Invocation of the following command will force the nanobsd.sh to
read its configuration from myconf.nano located in the current
directory:

PROMPT.ROOT sh nanobsd.sh -c myconf.nano





Customization is done in two ways:


	Configuration options

	Custom functions




Configuration Options

With configuration settings, it is possible to configure options passed
to both the buildworld and installworld stages of the NanoBSD build
process, as well as internal options passed to the main build process of
NanoBSD. Through these options it is possible to cut the system down, so
it will fit on as little as 64MB. You can use the configuration options
to trim down OS even more, until it will consists of just the kernel and
two or three files in the userland.

The configuration file consists of configuration options, which override
the default values. The most important directives are:


	NANO_NAME — Name of build (used to construct the workdir names).

	NANO_SRC — Path to the source tree used to build the image.

	NANO_KERNEL — Name of kernel configuration file used to build
kernel.

	CONF_BUILD — Options passed to the buildworld stage of the build.

	CONF_INSTALL — Options passed to the installworld stage of the
build.

	CONF_WORLD — Options passed to both the buildworld and the
installworld stage of the build.

	FlashDevice — Defines what type of media to use. Check
FlashDevice.sub for more details.






Custom Functions

It is possible to fine-tune NanoBSD using shell functions in the
configuration file. The following example illustrates the basic model of
custom functions:

cust_foo () (
    echo "bar=baz" > \
        ${NANO_WORLDDIR}/etc/foo
)
customize_cmd cust_foo





A more useful example of a customization function is the following,
which changes the default size of the /etc directory from 5MB to
30MB:

cust_etc_size () (
    cd ${NANO_WORLDDIR}/conf
    echo 30000 > default/etc/md_size
)
customize_cmd cust_etc_size





There are a few default pre-defined customization functions ready for
use:


	cust_comconsole — Disables MAN.GETTY.8 on the VGA devices (the
/dev/ttyv* device nodes) and enables the use of the COM1 serial
port as the system console.

	cust_allow_ssh_root — Allow root to login via MAN.SSHD.8.

	cust_install_files — Installs files from the nanobsd/Files
directory, which contains some useful scripts for system
administration.






Adding Packages

Packages can be added to a NanoBSD image using a custom function. The
following function will install all the packages located in
/usr/src/tools/tools/nanobsd/packages:

install_packages () (
mkdir -p ${NANO_WORLDDIR}/packages
cp /usr/src/tools/tools/nanobsd/packages/* ${NANO_WORLDDIR}/packages
chroot ${NANO_WORLDDIR} sh -c 'cd packages; pkg_add -v *;cd ..;'
rm -rf ${NANO_WORLDDIR}/packages
)
customize_cmd install_packages








Configuration File Example

A complete example of a configuration file for building a custom NanoBSD
image can be:

NANO_NAME=custom
NANO_SRC=/usr/src
NANO_KERNEL=MYKERNEL
NANO_IMAGES=2

CONF_BUILD='
WITHOUT_KLDLOAD=YES
WITHOUT_NETGRAPH=YES
WITHOUT_PAM=YES
'

CONF_INSTALL='
WITHOUT_ACPI=YES
WITHOUT_BLUETOOTH=YES
WITHOUT_FORTRAN=YES
WITHOUT_HTML=YES
WITHOUT_LPR=YES
WITHOUT_MAN=YES
WITHOUT_SENDMAIL=YES
WITHOUT_SHAREDOCS=YES
WITHOUT_EXAMPLES=YES
WITHOUT_INSTALLLIB=YES
WITHOUT_CALENDAR=YES
WITHOUT_MISC=YES
WITHOUT_SHARE=YES
'

CONF_WORLD='
WITHOUT_BIND=YES
WITHOUT_MODULES=YES
WITHOUT_KERBEROS=YES
WITHOUT_GAMES=YES
WITHOUT_RESCUE=YES
WITHOUT_LOCALES=YES
WITHOUT_SYSCONS=YES
WITHOUT_INFO=YES
'

FlashDevice SanDisk 1G

cust_nobeastie() (
    touch ${NANO_WORLDDIR}/boot/loader.conf
    echo "beastie_disable=\"YES\"" >> ${NANO_WORLDDIR}/boot/loader.conf
)

customize_cmd cust_comconsole
customize_cmd cust_install_files
customize_cmd cust_allow_ssh_root
customize_cmd cust_nobeastie










Updating NanoBSD

The update process of NanoBSD is relatively simple:

Build a new NanoBSD image, as usual.

Upload the new image into an unused partition of a running NanoBSD
appliance.

The most important difference of this step from the initial NanoBSD
installation is that now instead of using _.disk.full (which
contains an image of the entire disk), the _.disk.image image is
installed (which contains an image of a single system partition).

Reboot, and start the system from the newly installed partition.

If all goes well, the upgrade is finished.

If anything goes wrong, reboot back into the previous partition (which
contains the old, working image), to restore system functionality as
fast as possible. Fix any problems of the new build, and repeat the
process.

To install new image onto the running NanoBSD system, it is possible to
use either the updatep1 or updatep2 script located in the
/root directory, depending from which partition is running the
current system.

According to which services are available on host serving new NanoBSD
image and what type of transfer is preferred, it is possible to examine
one of these three ways:


Using MAN.FTP.1

If the transfer speed is in first place, use this example:

PROMPT.ROOT ftp myhost
get _.disk.image "| sh updatep1"








Using MAN.SSH.1

If a secure transfer is preferred, consider using this example:

PROMPT.ROOT ssh myhost cat _.disk.image.gz | zcat | sh updatep1








Using MAN.NC.1

Try this example if the remote host is not running neither MAN.FTPD.8 or
MAN.SSHD.8 service:

At first, open a TCP listener on host serving the image and make it send
the image to client:

myhostPROMPT.ROOT nc -l 2222 < _.disk.image

**Note**

Make sure that the used port is not blocked to receive incoming
connections from NanoBSD host by firewall.





Connect to the host serving new image and execute updatep1 script:

PROMPT.ROOT nc myhost 2222 | sh updatep1















          

      

      

    


    
         Copyright 2015, The FreeBSD Project.
      Created using Sphinx 1.3.1.
    

  

    
      Navigation

      
        	
          index

        	
          next |

        	
          previous |

        	FreeBSD 10.1 documentation 
 
      

    


    
      
          
            
  
For People New to Both FreeBSD and UNIX





	Author:	AnneliseAnderson






Logging in and Getting Out

Log in (when you see login:) as a user you created during
installation or as root. (Your FreeBSD installation will already have an
account for root; who can go anywhere and do anything, including
deleting essential files, so be careful!) The symbols PROMPT.USER and
PROMPT.ROOT in the following stand for the prompt (yours may be
different), with PROMPT.USER indicating an ordinary user and PROMPT.ROOT
indicating root.

To log out (and get a new login: prompt) type

PROMPT.ROOT exit





as often as necessary. Yes, press enter after commands, and remember
that UNIX is case-sensitive—exit, not EXIT.

To shut down the machine type

PROMPT.ROOT /sbin/shutdown -h now





Or to reboot type

PROMPT.ROOT /sbin/shutdown -r now





or

PROMPT.ROOT /sbin/reboot





You can also reboot with Ctrl+Alt+Delete. Give it a little time to do
its work. This is equivalent to /sbin/reboot in recent releases of
FreeBSD and is much, much better than hitting the reset button. You do
not want to have to reinstall this thing, do you?




Adding A User with Root Privileges

If you did not create any users when you installed the system and are
thus logged in as root, you should probably create a user now with

PROMPT.ROOT adduser





The first time you use adduser, it might ask for some defaults to
save. You might want to make the default shell MAN.CSH.1 instead of
MAN.SH.1, if it suggests sh as the default. Otherwise just press
enter to accept each default. These defaults are saved in
/etc/adduser.conf, an editable file.

Suppose you create a user jack with full name Jack Benimble. Give jack
a password if security (even kids around who might pound on the
keyboard) is an issue. When it asks you if you want to invite jack into
other groups, type wheel

Login group is ``jack''. Invite jack into other groups: wheel





This will make it possible to log in as jack and use the MAN.SU.1
command to become root. Then you will not get scolded any more for
logging in as root.

You can quit adduser any time by typing Ctrl+C, and at the end you
will have a chance to approve your new user or simply type n for no. You
might want to create a second new user so that when you edit jack’s
login files, you will have a hot spare in case something goes wrong.

Once you have done this, use exit to get back to a login prompt and
log in as jack. In general, it is a good idea to do as much work as
possible as an ordinary user who does not have the power—and risk—of
root.

If you already created a user and you want the user to be able to su
to root, you can log in as root and edit the file /etc/group, adding
jack to the first line (the group wheel). But first you need to practice
MAN.VI.1, the text editor—or use the simpler text editor, MAN.EE.1,
installed on recent versions of FreeBSD.

To delete a user, use the rmuser command.




Looking Around

Logged in as an ordinary user, look around and try out some commands
that will access the sources of help and information within FreeBSD.

Here are some commands and what they do:


	id

	Tells you who you are!

	pwd

	Shows you where you are—the current working directory.

	ls

	Lists the files in the current directory.

	ls -F

	Lists the files in the current directory with a * after
executables, a / after directories, and an @ after symbolic
links.

	ls -l

	Lists the files in long format—size, date, permissions.

	ls -a

	Lists hidden “dot” files with the others. If you are root, the “dot”
files show up without the -a switch.

	cd

	
	Changes directories. ``cd

	..`` backs up one level; note the space after cd. cd
/usr/local goes there. cd ~ goes to the home directory

	of the person logged in—e.g., /usr/home/jack. Try ``cd

	/cdrom``, and then ls, to find out if your CDROM is



mounted and working.



	``less

	
filename``


Lets you look at a file (named filename) without changing it. Try
less /etc/fstab. Type q to quit.



	``cat

	
filename``


Displays filename on screen. If it is too long and you can see only
the end of it, press ScrollLock and use the up-arrow to move
backward; you can use ScrollLock with manual pages too. Press
ScrollLock again to quit scrolling. You might want to try cat on
some of the dot files in your home directory—``cat


.cshrc``, cat
.login, cat
.profile.






You will notice aliases in .cshrc for some of the ls commands
(they are very convenient). You can create other aliases by editing
.cshrc. You can make these aliases available to all users on the
system by putting them in the system-wide csh configuration file,
/etc/csh.cshrc.




Getting Help and Information

Here are some useful sources of help. Text stands for something of your
choice that you type in—usually a command or filename.


	``apropos

	
text``


Everything containing string text in the whatis database.



	``man

	
text``


The manual page for text. The major source of documentation for UNIX
systems. man ls will tell you all the ways to use the ls
command. Press Enter to move through text, Ctrl+B to go back a page,
Ctrl+F to go forward, q or Ctrl+C to quit.



	``which

	
text``


Tells you where in the user’s path the command text is found.



	``locate

	
text``


All the paths where the string text is found.



	``whatis

	
text``


Tells you what the command text does and its manual page. Typing
whatis * will tell you about all the binaries in the current
directory.



	``whereis

	
text``


Finds the file text, giving its full path.





You might want to try using whatis on some common useful commands
like cat, more, grep, mv, find, tar, chmod,
chown, date, and script. more lets you read a page at a
time as it does in DOS, e.g., ``ls -l |


more`` or more
filename. The * works as a wildcard—e.g., ls
w* will show you files beginning with w.


Are some of these not working very well? Both MAN.LOCATE.1 and
MAN.WHATIS.1 depend on a database that is rebuilt weekly. If your
machine is not going to be left on over the weekend (and running
FreeBSD), you might want to run the commands for daily, weekly, and
monthly maintenance now and then. Run them as root and, for now, give
each one time to finish before you start the next one.

PROMPT.ROOT periodic daily
output omitted
PROMPT.ROOT periodic weekly
output omitted
PROMPT.ROOT periodic monthly
output omitted





If you get tired of waiting, press Alt+F2 to get another virtual
console, and log in again. After all, it is a multi-user, multi-tasking
system. Nevertheless these commands will probably flash messages on your
screen while they are running; you can type clear at the prompt to
clear the screen. Once they have run, you might want to look at
/var/mail/root and /var/log/messages.

Running such commands is part of system administration—and as a single
user of a UNIX system, you are your own system administrator. Virtually
everything you need to be root to do is system administration. Such
responsibilities are not covered very well even in those big fat books
on UNIX, which seem to devote a lot of space to pulling down menus in
windows managers. You might want to get one of the two leading books on
systems administration, either Evi Nemeth et.al.’s UNIX System
Administration Handbook (Prentice-Hall, 1995, ISBN 0-13-15051-7)—the
second edition with the red cover; or Æleen Frisch’s Essential System
Administration (O’Reilly & Associates, 2002, ISBN 0-596-00343-9). I used
Nemeth.




Editing Text

To configure your system, you need to edit text files. Most of them will
be in the /etc directory; and you will need to su to root to be
able to change them. You can use the easy ee, but in the long run
the text editor vi is worth learning. There is an excellent tutorial
on vi in /usr/src/contrib/nvi/docs/tutorial, if you have the system
sources installed.

Before you edit a file, you should probably back it up. Suppose you want
to edit /etc/rc.conf. You could just use cd /etc to get to the
/etc directory and do:

PROMPT.ROOT cp rc.conf rc.conf.orig





This would copy rc.conf to rc.conf.orig, and you could later
copy rc.conf.orig to rc.conf to recover the original. But even
better would be moving (renaming) and then copying back:

PROMPT.ROOT mv rc.conf rc.conf.orig
PROMPT.ROOT cp rc.conf.orig rc.conf





because the mv command preserves the original date and owner of the
file. You can now edit rc.conf. If you want the original back, you
would then mv rc.conf rc.conf.myedit (assuming you want to preserve
your edited version) and then

PROMPT.ROOT mv rc.conf.orig rc.conf





to put things back the way they were.

To edit a file, type

PROMPT.ROOT vi filename





Move through the text with the arrow keys. Esc (the escape key) puts
vi in command mode. Here are some commands:


	x

	delete letter the cursor is on

	dd

	delete the entire line (even if it wraps on the screen)

	i

	insert text at the cursor

	a

	insert text after the cursor



Once you type i or a, you can enter text. Esc puts you back
in command mode where you can type


	:w

	to write your changes to disk and continue editing

	:wq

	to write and quit

	:q!

	to quit without saving changes

	/text

	to move the cursor to text; /Enter (the enter key) to find the
next instance of text.

	G

	to go to the end of the file

	nG

	to go to line n in the file, where n is a number

	Ctrl+L

	to redraw the screen

	Ctrl+b and Ctrl+f

	go back and forward a screen, as they do with more and view.



Practice with vi in your home directory by creating a new file with
``vi


filename`` and adding and deleting text, saving the file, and


calling it up again. vi delivers some surprises because it is really
quite complex, and sometimes you will inadvertently issue a command that
will do something you do not expect. (Some people actually like
vi—it is more powerful than DOS EDIT—find out about the :r
command.) Use Esc one or more times to be sure you are in command mode
and proceed from there when it gives you trouble, save often with
:w, and use :q! to get out and start over (from your last
:w) when you need to.

Now you can cd to /etc, su to root, use vi to edit the
file /etc/group, and add a user to wheel so the user has root
privileges. Just add a comma and the user’s login name to the end of the
first line in the file, press Esc, and use :wq to write the file to
disk and quit. Instantly effective. (You did not put a space after the
comma, did you?)




Other Useful Commands


	df

	shows file space and mounted systems.

	ps aux

	shows processes running. ps ax is a narrower form.

	rm filename

	remove filename.

	rm -R dir

	removes a directory dir and all subdirectories—careful!

	ls -R

	lists files in the current directory and all subdirectories; I used
a variant, ``ls -AFR >


where.txt``, to get a list of all the files in / and


(separately) /usr before I found better ways to find files.



	passwd

	to change user’s password (or root’s password)

	man hier

	manual page on the UNIX filesystem



Use find to locate filename in /usr or any of its
subdirectories with

PROMPT.USER find /usr -name "filename"





You can use * as a wildcard in "filename" (which should be in
quotes). If you tell find to search in / instead of /usr it
will look for the file(s) on all mounted filesystems, including the
CDROM and the DOS partition.

An excellent book that explains UNIX commands and utilities is Abrahams
& Larson, Unix for the Impatient (2nd ed., Addison-Wesley, 1996). There
is also a lot of UNIX information on the Internet.




Next Steps

You should now have the tools you need to get around and edit files, so
you can get everything up and running. There is a great deal of
information in the FreeBSD handbook (which is probably on your hard
drive) and FreeBSD’s web site. A wide
variety of packages and ports are on the CDROM as well as the web site.
The handbook tells you more about how to use them (get the package if it
exists, with ``pkg_add


/cdrom/packages/All/packagename``, where packagename is the


filename of the package). The CDROM has lists of the packages and ports
with brief descriptions in cdrom/packages/index,
cdrom/packages/index.txt, and cdrom/ports/index, with fuller
descriptions in /cdrom/ports/*/*/pkg/DESCR, where the *s
represent subdirectories of kinds of programs and program names
respectively.

If you find the handbook too sophisticated (what with lndir and all)
on installing ports from the CDROM, here is what usually works:

Find the port you want, say kermit. There will be a directory for it
on the CDROM. Copy the subdirectory to /usr/local (a good place for
software you add that should be available to all users) with:

PROMPT.ROOT cp -R /cdrom/ports/comm/kermit /usr/local





This should result in a /usr/local/kermit subdirectory that has all
the files that the kermit subdirectory on the CDROM has.

Next, create the directory /usr/ports/distfiles if it does not
already exist using mkdir. Now check /cdrom/ports/distfiles for
a file with a name that indicates it is the port you want. Copy that
file to /usr/ports/distfiles; in recent versions you can skip this
step, as FreeBSD will do it for you. In the case of kermit, there is
no distfile.

Then cd to the subdirectory of /usr/local/kermit that has the
file Makefile. Type

PROMPT.ROOT make all install





During this process the port will FTP to get any compressed files it
needs that it did not find on the CDROM or in /usr/ports/distfiles.
If you do not have your network running yet and there was no file for
the port in /cdrom/ports/distfiles, you will have to get the
distfile using another machine and copy it to /usr/ports/distfiles.
Read Makefile (with cat or more or view) to find out
where to go (the master distribution site) to get the file and what its
name is. (Use binary file transfers!) Then go back to
/usr/local/kermit, find the directory with Makefile, and type
make all install.




Your Working Environment

Your shell is the most important part of your working environment. The
shell is what interprets the commands you type on the command line, and
thus communicates with the rest of the operating system. You can also
write shell scripts a series of commands to be run without intervention.

Two shells come installed with FreeBSD: csh and sh. csh is
good for command-line work, but scripts should be written with sh
(or bash). You can find out what shell you have by typing
echo $SHELL.

The csh shell is okay, but tcsh does everything csh does and
more. It allows you to recall commands with the arrow keys and edit
them. It has tab-key completion of filenames (csh uses the Esc key),
and it lets you switch to the directory you were last in with cd -.
It is also much easier to alter your prompt with tcsh. It makes life
a lot easier.

Here are the three steps for installing a new shell:

Install the shell as a port or a package, just as you would any other
port or package.

Use the chsh command to change your shell to tcsh permanently,
or type tcsh at the prompt to change your shell without logging in
again.


Note

It can be dangerous to change root’s shell to something other than
sh or csh on early versions of FreeBSD and many other
versions of UNIX; you may not have a working shell when the system
puts you into single user mode. The solution is to use ``su


-m`` to become root, which will give you the tcsh as root,


because the shell is part of the environment. You can make this
permanent by adding it to your .tcshrc file as an alias with:

alias su su -m








When tcsh starts up, it will read the /etc/csh.cshrc and
/etc/csh.login files, as does csh. It will also read the
.login file in your home directory and the .cshrc file as well,
unless you provide a .tcshrc file. This you can do by simply copying
.cshrc to .tcshrc.

Now that you have installed tcsh, you can adjust your prompt. You
can find the details in the manual page for tcsh, but here is a line
to put in your .tcshrc that will tell you how many commands you have
typed, what time it is, and what directory you are in. It also produces
a > if you are an ordinary user and a # if you are root, but
tsch will do that in any case:

set prompt = “%h %t %~ %# “

This should go in the same place as the existing set prompt line if
there is one, or under “if($?prompt) then” if not. Comment out the old
line; you can always switch back to it if you prefer it. Do not forget
the spaces and quotes. You can get the .tcshrc reread by typing
source .tcshrc.

You can get a listing of other environmental variables that have been
set by typing env at the prompt. The result will show you your
default editor, pager, and terminal type, among possibly many others. A
useful command if you log in from a remote location and can not run a
program because the terminal is not capable is ``setenv TERM


vt100``.





Other

As root, you can unmount the CDROM with /sbin/umount /cdrom, take it
out of the drive, insert another one, and mount it with
/sbin/mount_cd9660 /dev/cd0a /cdrom assuming cd0a is the device name
for your CDROM drive. The most recent versions of FreeBSD let you mount
the CDROM with just /sbin/mount /cdrom.

Using the live filesystem—the second of FreeBSD’s CDROM disks—is useful
if you have got limited space. What is on the live filesystem varies
from release to release. You might try playing games from the CDROM.
This involves using lndir, which gets installed with the X Window
System, to tell the program(s) where to find the necessary files,
because they are in the /cdrom file system instead of in /usr
and its subdirectories, which is where they are expected to be. Read
man lndir.




Comments Welcome

If you use this guide I would be interested in knowing where it was
unclear and what was left out that you think should be included, and if
it was helpful. My thanks to Eugene W. Stark, professor of computer
science at SUNY-Stony Brook, and John Fieber for helpful comments.

Annelise Anderson, andrsn@andrsn.stanford.edu
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Perforce in OS Development





	Author:	Scott Long






Introduction

The OS project uses the Perforce version control system to manage
experimental projects that are not ready for the main Subversion
repository.


Availability, Documentation, and Resources

While Perforce is a commercial product, the client software for
interacting with the server is freely available from Perforce. It can be
easily installed on OS via the devel/p4 port or can be downloaded from
the Perforce web site at http://www.perforce.com/perforce/loadprog.html,
which also offers client applications for other OS’s.

While there is a GUI client available, most people use the command line
application called p4. This document is written from the point of
view of using this command.

Detailed documentation is available online at
http://www.perforce.com/perforce/technical.html.

Reading the “Perforce User’s Guide” and “Perforce Command Reference” is
highly recommended. The p4 application also contains an extensive amount
of online help accessible via p4 help.

The OS Perforce server is hosted on perforce.freebsd.org, port 1666.
The repository is browsable online at http://p4web.freebsd.org.






Getting Started

The first step to using Perforce is to obtain an account on the server.
If you already have a FreeBSD.org account, log into freefall, run the
following command, and enter a password that is not the same as your OS
login or any other SSH passphrase:

PROMPT.USER /usr/local/bin/p4newuser





Of course if you do not have a FreeBSD.org account, you will need to
coordinate with your sponsor.


Warning

An email will be sent to your OS address that contains the password
you specified above in cleartext. Be sure to change the password
once your Perforce account has been created!




The next step is to set the environment variables that p4 needs, and
verify that it can connect to the server. The P4PORT variable is
required to be set for all operations, and specifies the appropriate
Perforce server to talk to. For the OS project, set it like so:

PROMPT.USER export P4PORT=perforce.freebsd.org:1666

**Note**

Users with shell access on the FreeBSD.org cluster may wish to
tunnel the Perforce client-server protocol via an SSH tunnel, in
which case the above string should be set to ``localhost``.





The OS server also requires that the P4USER and P4PASSWD variables be
set. Use the username and password from above, like so:

PROMPT.USER export P4USER=username
PROMPT.USER export P4PASSWD=password





Test that this works by running the following command:

PROMPT.USER p4 info





This should return a list of information about the server. If it does
not, check that you have the P4PORT variable set correctly.




Clients

Perforce provides access to the repository and tracks state on a
per-client basis. In Perforce terms, a client is a specification that
maps files and directories from the repository to the local machine.
Each user can have multiple clients, and each client can access
different or overlapping parts of the repository. The client also
specifies the root directory of the file tree that it maps, and it
specifies the machine that the tree lives on. Thus, working on multiple
machines requires that multiple clients be used.

Clients may be accessed via p4 client. Running this command with no
arguments will bring up a client template in an editor, allowing you to
create a new client for your work. The important fields in this template
are explained below:


	Client:

	This is the name of the client spec. It can be anything you want,
but it must be unique within the Perforce server. A naming
convention that is commonly used is username_machinename, which
makes it easy to identify clients when browsing them. A default name
will be filled in that is just the machine name.

	Description:

	This can contain a simple text description to help identify the
client.

	Root:

	This is the local directory that will serve as the root directory of
all the files in the client mapping. This should be a unique
location in your filesystem that does not overlap with other files
or Perforce clients.

	Options:

	Most of the default options are fine, though it is usually a good
idea to make sure that the compress and rmdir options are
present and do not have a no prefix on them. Details about each
option are in the Perforce docs.

	LineEnd:

	This handles CR-LF conversions and should be left to the default
unless you have special needs for it.

	View:

	This is where the server-to-local file mappings go. The default is

//depot/... //client/...





This will map the entire Perforce repository to the Root
directory of your client. DO NOT USE THIS DEFAULT! The OS repo is
huge, and trying to map and sync it all will take an enormous amount
of resources. Instead, only map the section of the repo that you
intend to work on. For example, there is the smpng project tree at
//depot/projects/smpng. A mapping for this might look like:

//depot/projects/smpng/... //client/...





The ... should be taken literally. It is a Perforce idiom for
saying “this directory and all files and directories below it.”

A Perforce “view” can contain multiple mappings. Say you want to map
in both the SMPng tree and the NFS tree. Your View might look like:

//depot/projects/smpng/... //client/smpng/...
      //depot/projects/nfs/... //client/nfs/...





Remember that the client is the name of the client that was
specified in the Client section, but in the View it also
resolves to the directory that was specified in the Root
section.

Also note that the same file or directory cannot be mapped multiple
times in a single view. The following is illegal and will produce
undefined results:

//depot/projects/smpng/... //client/smpng-foo/...
      //depot/projects/smpng/... //client/smpng-bar/...





Views are a tricky part of the learning experience with Perforce, so
do not be afraid to ask questions.



	Existing clients can be listed via ``p4

	clients``. They can be viewed without being modified via

	``p4 client -o

	clientname``.



Whenever you are interacting with files in Perforce, the P4CLIENT
environment variable must be set to the name of the client that you are
using, like so:

PROMPT.USER export P4CLIENT=myclientname





Note that client mappings in the repository are not exclusive; multiple
clients can map in the same part of the repository. This allows multiple
people to access and modify the same parts of the repository, allowing a
team of people to work together on the same code.




Syncing

Once you have a client specification defined and the P4CLIENT variable
set, the next step is to pull the files for that client down to your
local machine. This is done with p4 sync, which instructs Perforce
to synchronize the local files in your client with the repository. The
first time it runs, it will download all of the files. Subsequent runs
will only download files that have changed since the previous run. This
allows you to stay in sync with others whom you might be working with.

Sync operations only work on files that the Perforce server knows has
changed. If you change or delete a file locally without informing the
server, doing a sync will not bring it back. However, doing a
p4 sync -f will unconditionally sync all files, regardless of their
state. This is useful for resolving problems where you think that your
tree might be corrupt.

You can sync a subset of your tree or client by specifying a relative
path to the sync command. For example, to only sync the ufs
directory of the smpng project, you might do the following:

PROMPT.USER cd projectroot/smpng
PROMPT.USER p4 sync src/sys/ufs/...





Specifying a local relative path works for many other p4 commands.




Branches

One of the strongest features of Perforce is branching. Branches are
very cheap to create, and moving changes between related branches is
very easy (as will be explained later). Branches also allow you to do
very experimental work in a sandbox-like environment, without having to
worry about colliding with others or destabilizing the main tree. They
also provide insulation against mistakes while learning the Perforce
system. With all of these benefits, it makes sense for each project to
have its own branch, and we strongly encourage that with OS. Frequent
submits of changes to the server are also encouraged.

Similar to Subversion, the Perforce repository (the “depot”) is a single
flat tree. Every file, whether a unique creation or a derivative from a
branch, is accessible via a simple path under the server //depot
directory. When you create a branch, all you are doing is creating a new
path under the //depot. This is in sharp contrast to systems like
CVS, where each branch lives in the same path as its parent. With
Perforce, the server tracks the relationship between the files in the
parent and child, but the files themselves live under their own paths.

The first step to creating a branch is to create a branch specification.
This is similar to a client specification, but is created via the
command ``p4 branch


branchname``.


The following important fields are explained:


	Branch

	The name of the branch. It can be any name, but must be unique
within the repository. The common convention in OS is to use
username_projectname.

	Description

	This can hold a simple text description to describe the branch.

	View

	This is the branch mapping. Instead of mapping from the depot to the
local machine like a client map, it maps between the branch parent
and branch child in the depot. For example, you might want to create
a branch of the smpng project. The mapping might look like:

//depot/projects/smpng/... //depot/projects/my-super-smpng/...





Or, you might want to create a brand new branch off of the stock OS
sources:

//depot/vendor/freebsd/... //depot/projects/my-new-project/...





This will map the OS HEAD tree to your new branch.





Creating the branch spec only saves the spec itself in the server, it
does not modify the depot or change any files. The directory that you
specified in the branch is empty on the server until you populate it.

To populate your branch, first edit your client with p4 client and
make sure that the branch directory is mapped in your client. You might
need to add a View line like:

//depot/projects/my-new-project/... //myclient/my-new-project/...





The next step is to run p4 integrate, as described in the next
section.




Integrations

“Integration” is the term used by Perforce to describe the action of
moving changes from one part of the depot to another. It is most
commonly done in conjunction with creating and maintaining branches. An
integration is done when you want to initially populate a branch, and it
is done when you want to move subsequent changes in the branch from the
parent to the child, or from the child to the parent. A common example
of this is periodically integrating changes from the vendor OS tree to
your child branch tree, allowing you to keep up to date with changes in
the OS tree. The Perforce server tracks the changes in each tree and
knows when there are changes that can be integrated from one tree to
another.

The common way to do an integration is with the following command:

PROMPT.USER p4 integrate -b branchname





branchname is the name given to a branch spec, as discussed in the
previous section. This command will instruct Perforce to look for
changes in the branch parent that are not yet in the child. From those
changes it will prepare a list of diffs to move. If the integration is
being done for the first time on a branch (for example doing an initial
population operation), then the parent files will simply be copied to
the child location on the local machine.

Once the integration operation is done, you must run p4 resolve to
accept the changes and resolve possible conflicts. Conflicts can arise
from overlapping changes that happened in both the parent and child copy
of a file. Usually, however, there are no conflicts, and Perforce can
quickly figure out how to merge the changes together. Use the following
commands to do a resolve operation:

PROMPT.USER p4 resolve -as
PROMPT.USER p4 resolve





The first invocation will instruct Perforce to automatically merge the
changes together and accept files that have no conflicts. The second
invocation will allow you to inspect each file that has a possible
conflict and resolve it by hand if needed.

Once all of the integrated files have been resolved, they need to be
committed back to the repository. This is done via p4 submit,
explained in the next section.




Submit

Changes that are made locally should be committed back to the Perforce
server for safe keeping and so that others can access them. This is done
via p4 submit. When you run this command, it will open up a submit
template in an editor. OS has a custom template, and the important
fields are described below:

Description:
        <enter description here>
        PR:
        Submitted by:
        Reviewed by:
        Approved by:
        Obtained from:
        MFP4 after:





It is good practice to provide at least 2-3 sentences that describe what
the changes are that you are submitting. You should say what the change
does, why it was done that way or what problem is solves, and what APIs
it might change or other side effects it might have. This text should
replace the <enter description here> line in the template. You
should wrap your lines and start each line with a TAB. The tags below it
are OS-specific and can be removed if not needed.

Files:





This is automatically populated with all of the files in your client
that were marked in the add, delete, integrate, or edit states on the
server. It is always a very good idea to review this list and remove
files that might not be ready yet.

Once you save the editor session, the submit will happen to the server.
This also means that the local copies of the submitted files will be
copied back to the server. If anything goes wrong during this process,
the submit will be aborted, and you will be notified that the submit has
been turned into a changelist that must be corrected and re-submitted.
Submits are atomic, so if one file fails, the entire submit is aborted.

Submits cannot be reverted, but they can be aborted while in the editor
by exiting the editor without changing the Description text.
Perforce will complain about this the first time you do it and will put
you back in the editor. Exiting the editor the second time will abort
the operation. Reverting a submitted change is very difficult and is
best handled on a case-by-case basis.




Editing

The state of each file in the client is tracked and saved on the server.
In order to avoid collisions from multiple people working on the same
file at once, Perforce tracks which files are opened for edit, and uses
this to help with submit, sync, and integration operations later on.

To open a file for editing, use p4 edit like so:

PROMPT.USER p4 edit filename





This marks the file on the server as being in the edit state, which
then allows it to be submitted after changes are made, or marks it for
special handling when doing an integration or sync operation. Note that
editing is not exclusive in Perforce. Multiple people can have the same
file in the edit state (you will be informed of others when you run
edit), and you can submit your changes even when others are still
editing the file.

When someone else submits a change to a file that you are editing, you
will need to resolve his changes with yours before your submit will
succeed. The easiest way to do this is to either run a p4 sync or
``p4


submit`` and let it fail with the conflict, then run p4 resolve


to manually resolve and accept his changes into your copy, then run
p4 submit to commit your changes to the repository.

If you have a file open for edit and you want to throw away your changes
and revert it to its original state, run p4 revert like so:

PROMPT.USER p4 revert filename





This resyncs the file to the contents of the server, and removes the
edit attribute from the server. Any local changes that you had will be
lost. This is quite useful when you have a made changes to a file but
later decide that you do not want to keep them.

When a file is synced, it is marked read-only in the filesystem. When
you tell the server to open it for editing, it is changed to read-write
on the filesystem. While these permissions can easily be overridden by
hand, they are meant to gently remind you that you should being using
``p4


edit``. Files that have local changes but are not in the edit state



	may get overwritten when doing a ``p4

	sync``.






Changes, Descriptions, and History

Changes to the Perforce depot can be listed via p4 changes. This
will provide a brief description of each change, who made the change,
and what its change number was. A change can be examined in detail via
``p4 describe


changenumber``. This will provide the submit log and the diffs of


the actual change.

Commonly, p4describe is used in one of three ways:


	``p4 describe -s

	
CHANGE``


List a short description of changeset CHANGE, including the commit
log of the particular changeset and a list of the files it affected.



	``p4 describe -du

	
CHANGE``


List a description of changeset CHANGE, including the commit log
of the particular changeset, a list of the files it affected and a
patch for each modified file, in a format similar to “unified diff”
patches (but not exactly the same).



	``p4 describe -dc

	
CHANGE``


List a description of changeset CHANGE, including the commit log
of the particular changeset, a list of the files it affected and a
patch for each modified file, in a format similar to “context diff”
patches (but not exactly the same).





The history of a file, including all submits, integrations, and branches
of it will be shown by ``p4 filelog


filename``.





Diffs

There are two methods of producing file diffs in Perforce, either
against local changes that have not been submitted yet, or between two
trees (or within a branch) in the depot. These are done with different
commands, diff and diff2:


	p4 diff

	This generates a diff of the local changes to files in the edit
state. The -du and -dc flags can be used to create unified
or context diffs, respectively, or the P4DIFF environment variable
can be set to a local diff command to be used instead. It is a very
good idea to use this command to review your changes before
submitting them.

	p4 diff2

	This creates a diff between arbitrary files in the depot, or between
files specified in a branch spec. The diff operation takes place on
the server, so P4DIFF variable has no effect, though the -du and
-dc flags do work. The two forms of this command are:

PROMPT.USER p4 diff2 -b branchname





and

PROMPT.USER p4 diff2 //depot/path1 //depot/path2









In all cases the diff will be written to the standard output.
Unfortunately, Perforce produces a diff format that is slightly
incompatible with the traditional Unix diff and patch tools. Using the
P4DIFF variable to point to the real MAN.DIFF.1 tool can help this, but
only for p4 diff. The output of diff2 command must be
post-processed to be useful (the -u flag of diff2 will produce
unified diffs that are somewhat compatible, but it does not include
files that have been added or deleted). There is a post-processing
script at:
https://svnweb.freebsd.org/base/head/tools/tools/perforce/awkdiff?view=co.




Adding and Removing Files

Integrating a branch will bring existing files into your tree, but you
may still want to add new files or remove existing ones. Adding files is
easily done be creating the file and then running p4 add like so:

PROMPT.USER p4 add filename





If you want to add a whole tree of files, run a command like:

PROMPT.USER find . -type f | xargs p4 add

**Note**

Perforce can track UNIX symlinks too, so you can probably use
“``\! -type d``” as the matching expression in MAN.FIND.1 above. We
do not commit symlinks into the source tree of OS though, so this
should not be necessary.





Doing a p4 submit will then copy the file to the depot on the
server. It is very important to only add files, not directories.
Explicitly adding a directory will cause Perforce to treat it like a
file, which is not what you want.

Removing a file is just as easy with the p4 delete command like so:

PROMPT.USER p4 delete filename





This will mark the file for deletion from the depot the next time that a
submit is run. It will also remove the local copy of the file, so
beware.

Of course, deleting a file does not actually remove it from the
repository.

Deleted files can be resurrected by syncing them to a prior version. The
only way to permanently remove a file is to use p4 obliterate. This
command is irreversible and expensive, so it is only available to those
with admin access.




Working with Diffs

Sometimes you might need to apply a diff from another source to a tree
under Perforce control. If it is a large diff that affects lots of
files, it might be inconvenient to manually run p4 edit on each
file. There is a trick for making this easier. First, make sure that no
files are open on your client and that your tree is synced and up to
date. Then apply the diff using the normal tools, and coerce the
permissions on the files if needed. Then run the following commands:

PROMPT.USER p4 diff -se ... | xargs p4 edit
PROMPT.USER p4 diff -sd ... | xargs p4 delete
PROMPT.USER find . -type f | xargs p4 add





The first command tells Perforce to look for files that have changed,
even if they are not open. The second command tells Perforce to look for
files that no longer exist on the local machine but do exist on the
server. The third command then attempts to add all of the files that it
can find locally. This is a very brute-force method, but it works
because Perforce will only add the files that it does not already know
about. The result of running these commands will be a set of files that
are opened for edit, removal, or add, as appropriate.

Verify the active changelist with:

PROMPT.USER p4 changelist
PROMPT.USER p4 diff -du





and just do a p4 submit after that.




Renaming Files

Perforce does not have a built-in way of renaming files or moving them
to a different part of the tree. Simply copying a file to the new
location, doing a p4 add on it, and a ``p4


delete`` on the old copy, works, but does not preserve change


history of the file. This can make future integrations with parents and
children very bumpy, in fact. A better method of dealing with this is to
do a one-time, in-tree integration, like so:

PROMPT.USER p4 integrate -i oldfile newfile
PROMPT.USER p4 resolve
PROMPT.USER p4 delete oldfile
PROMPT.USER p4 submit





The integration will force Perforce to keep a record of the relationship
between the old and new names, which will assist it in future
integrations. The -i flag tells it that it is a “baseless”
integration, meaning that there is no branch history available for it to
use in the integration. That is perfect for an integration like this,
but should not be used for normal branch-based integrations.




Interactions Between OS Subversion and Perforce

The OS Perforce and Subversion repositories are completely separate.
However, changes to Subversion are tracked at near-real-time in
Perforce. Every 2 minutes, the Subversion server is polled for updates
in the HEAD branch, and those updates are committed to Perforce in the
//depot/vendor/freebsd/... tree. This tree is then available for
branching and integrating to derivative projects. Any project that
directly modifies that OS source code should have this tree as its
branch parent (or grandparent, depending on the needs), and periodic
integrations and syncs should be done so that your tree stays up to date
and avoids conflicts with mainline development.

The bridge between Subversion and Perforce is one-way; changes to
Subversion will be reflected in Perforce, but changes in Perforce will
not be reflected in Subversion.




Offline Operation

One weakness of Perforce is that it assumes that network access to the
server is always available. Most state, history, and metadata is saved
on the server, and there is no provision for replicating the server like
there is with SVN. It is possible to run a proxy server, but it only
provides very limited utility for offline operation.

The best way to work offline is to make sure that your client has no
open files and is fully synced before going offline. Then when editing a
file, manually change the permissions to read-write. When you get back
online, run the commands listed in the ? to automatically identify files
that have been edited, added, and removed. It is quite common to be
surprised by Perforce overwriting a locally changed file that was not
opened for edit, so be extra vigilant with this.




Notes for Google Summer of Code

Most OS projects under the Google Summer of Code program are located on
the OS Perforce server under one of the following locations:


	//depot/projects/soc2005/project-name/...

	//depot/projects/soc2006/project-name/...

	//depot/projects/soc2007/project-name/...

	//depot/projects/soc2008/project-name/...



The project mentor is responsible for choosing a suitable project name
and getting the student going with Perforce.

Access to the OS Perforce server does not imply access to subversion,
though we happily encourage all students to consider joining the project
when the time is appropriate.
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Introduction

The Pluggable Authentication Modules (PAM) library is a generalized API
for authentication-related services which allows a system administrator
to add new authentication methods simply by installing new PAM modules,
and to modify authentication policies by editing configuration files.

PAM was defined and developed in 1995 by Vipin Samar and Charlie Lai of
Sun Microsystems, and has not changed much since. In 1997, the Open
Group published the X/Open Single Sign-on (XSSO) preliminary
specification, which standardized the PAM API and added extensions for
single (or rather integrated) sign-on. At the time of this writing, this
specification has not yet been adopted as a standard.

Although this article focuses primarily on FreeBSD 5.x, which uses
OpenPAM, it should be equally applicable to FreeBSD 4.x, which uses
Linux-PAM, and other operating systems such as Linux and SOLARIS.




Terms and conventions


Definitions

The terminology surrounding PAM is rather confused. Neither Samar and
Lai’s original paper nor the XSSO specification made any attempt at
formally defining terms for the various actors and entities involved in
PAM, and the terms that they do use (but do not define) are sometimes
misleading and ambiguous. The first attempt at establishing a consistent
and unambiguous terminology was a whitepaper written by Andrew G. Morgan
(author of Linux-PAM) in 1999. While Morgan’s choice of terminology was
a huge leap forward, it is in this author’s opinion by no means perfect.
What follows is an attempt, heavily inspired by Morgan, to define
precise and unambiguous terms for all actors and entities involved in
PAM.


	account

	The set of credentials the applicant is requesting from the
arbitrator.

	applicant

	The user or entity requesting authentication.

	arbitrator

	The user or entity who has the privileges necessary to verify the
applicant’s credentials and the authority to grant or deny the
request.

	chain

	A sequence of modules that will be invoked in response to a PAM
request. The chain includes information about the order in which to
invoke the modules, what arguments to pass to them, and how to
interpret the results.

	client

	The application responsible for initiating an authentication request
on behalf of the applicant and for obtaining the necessary
authentication information from him.

	facility

	One of the four basic groups of functionality provided by PAM:
authentication, account management, session management and
authentication token update.

	module

	A collection of one or more related functions implementing a
particular authentication facility, gathered into a single (normally
dynamically loadable) binary file and identified by a single name.

	policy

	The complete set of configuration statements describing how to
handle PAM requests for a particular service. A policy normally
consists of four chains, one for each facility, though some services
do not use all four facilities.

	server

	The application acting on behalf of the arbitrator to converse with
the client, retrieve authentication information, verify the
applicant’s credentials and grant or deny requests.

	service

	A class of servers providing similar or related functionality and
requiring similar authentication. PAM policies are defined on a
per-service basis, so all servers that claim the same service name
will be subject to the same policy.

	session

	The context within which service is rendered to the applicant by the
server. One of PAM’s four facilities, session management, is
concerned exclusively with setting up and tearing down this context.

	token

	A chunk of information associated with the account, such as a
password or passphrase, which the applicant must provide to prove
his identity.

	transaction

	A sequence of requests from the same applicant to the same instance
of the same server, beginning with authentication and session set-up
and ending with session tear-down.






Usage examples

This section aims to illustrate the meanings of some of the terms
defined above by way of a handful of simple examples.


Client and server are one

This simple example shows alice MAN.SU.1’ing to root.

PROMPT.USER whoami
alice
PROMPT.USER ls -l `which su`
-r-sr-xr-x  1 root  wheel  10744 Dec  6 19:06 /usr/bin/su
PROMPT.USER su -
Password: xi3kiune
PROMPT.ROOT whoami
root






	The applicant is alice.

	The account is root.

	The MAN.SU.1 process is both client and server.

	The authentication token is xi3kiune.

	The arbitrator is root, which is why MAN.SU.1 is setuid root.






Client and server are separate

The example below shows eve try to initiate an MAN.SSH.1 connection
to login.example.com, ask to log in as bob, and succeed. Bob
should have chosen a better password!

PROMPT.USER whoami
eve
PROMPT.USER ssh bob@login.example.com
bob@login.example.com's password: god
Last login: Thu Oct 11 09:52:57 2001 from 192.168.0.1
Copyright (c) 1980, 1983, 1986, 1988, 1990, 1991, 1993, 1994
    The Regents of the University of California.  All rights reserved.
FreeBSD 4.4-STABLE (LOGIN) #4: Tue Nov 27 18:10:34 PST 2001

Welcome to FreeBSD!
PROMPT.USER






	The applicant is eve.

	The client is Eve’s MAN.SSH.1 process.

	The server is the MAN.SSHD.8 process on login.example.com

	The account is bob.

	The authentication token is god.

	Although this is not shown in this example, the arbitrator is
root.






Sample policy

The following is FreeBSD’s default policy for sshd:

sshd    auth        required    pam_nologin.so  no_warn
sshd    auth        required    pam_unix.so no_warn try_first_pass
sshd    account     required    pam_login_access.so
sshd    account     required    pam_unix.so
sshd    session     required    pam_lastlog.so  no_fail
sshd    password    required    pam_permit.so






	This policy applies to the sshd service (which is not necessarily
restricted to the MAN.SSHD.8 server.)

	auth, account, session and password are facilities.

	pam_nologin.so, pam_unix.so, pam_login_access.so,
pam_lastlog.so and pam_permit.so are modules. It is clear
from this example that pam_unix.so provides at least two
facilities (authentication and account management.)










PAM Essentials


Facilities and primitives

The PAM API offers six different authentication primitives grouped in
four facilities, which are described below.


	auth

	Authentication. This facility concerns itself with authenticating
the applicant and establishing the account credentials. It provides
two primitives:


	MAN.PAM.AUTHENTICATE.3 authenticates the applicant, usually by
requesting an authentication token and comparing it with a value
stored in a database or obtained from an authentication server.

	MAN.PAM.SETCRED.3 establishes account credentials such as user
ID, group membership and resource limits.





	account

	Account management. This facility handles
non-authentication-related issues of account availability, such as
access restrictions based on the time of day or the server’s work
load. It provides a single primitive:


	MAN.PAM.ACCT.MGMT.3 verifies that the requested account is
available.





	session

	Session management. This facility handles tasks associated with
session set-up and tear-down, such as login accounting. It provides
two primitives:


	MAN.PAM.OPEN.SESSION.3 performs tasks associated with session
set-up: add an entry in the utmp and wtmp databases,
start an SSH agent, etc.

	MAN.PAM.CLOSE.SESSION.3 performs tasks associated with session
tear-down: add an entry in the utmp and wtmp databases,
stop the SSH agent, etc.





	password

	Password management. This facility is used to change the
authentication token associated with an account, either because it
has expired or because the user wishes to change it. It provides a
single primitive:


	MAN.PAM.CHAUTHTOK.3 changes the authentication token, optionally
verifying that it is sufficiently hard to guess, has not been
used previously, etc.










Modules

Modules are a very central concept in PAM; after all, they are the “M”
in “PAM”. A PAM module is a self-contained piece of program code that
implements the primitives in one or more facilities for one particular
mechanism; possible mechanisms for the authentication facility, for
instance, include the UNIX password database, NIS, LDAP and Radius.


Module Naming

FreeBSD implements each mechanism in a single module, named
pam_mechanism.so (for instance, pam_unix.so for the UNIX
mechanism.) Other implementations sometimes have separate modules for
separate facilities, and include the facility name as well as the
mechanism name in the module name. To name one example, SOLARIS has a
pam_dial_auth.so.1 module which is commonly used to authenticate
dialup users.




Module Versioning

FreeBSD’s original PAM implementation, based on Linux-PAM, did not use
version numbers for PAM modules. This would commonly cause problems with
legacy applications, which might be linked against older versions of the
system libraries, as there was no way to load a matching version of the
required modules.

OpenPAM, on the other hand, looks for modules that have the same version
number as the PAM library (currently 2), and only falls back to an
unversioned module if no versioned module could be loaded. Thus legacy
modules can be provided for legacy applications, while allowing new (or
newly built) applications to take advantage of the most recent modules.

Although SOLARIS PAM modules commonly have a version number, they are
not truly versioned, because the number is a part of the module name and
must be included in the configuration.






Chains and policies

When a server initiates a PAM transaction, the PAM library tries to load
a policy for the service specified in the MAN.PAM.START.3 call. The
policy specifies how authentication requests should be processed, and is
defined in a configuration file. This is the other central concept in
PAM: the possibility for the admin to tune the system security policy
(in the wider sense of the word) simply by editing a text file.

A policy consists of four chains, one for each of the four PAM
facilities. Each chain is a sequence of configuration statements, each
specifying a module to invoke, some (optional) parameters to pass to the
module, and a control flag that describes how to interpret the return
code from the module.

Understanding the control flags is essential to understanding PAM
configuration files. There are four different control flags:


	binding

	If the module succeeds and no earlier module in the chain has
failed, the chain is immediately terminated and the request is
granted. If the module fails, the rest of the chain is executed, but
the request is ultimately denied.

This control flag was introduced by Sun in SOLARIS 9 (SUNOS 5.9),
and is also supported by OpenPAM.



	required

	If the module succeeds, the rest of the chain is executed, and the
request is granted unless some other module fails. If the module
fails, the rest of the chain is also executed, but the request is
ultimately denied.

	requisite

	If the module succeeds, the rest of the chain is executed, and the
request is granted unless some other module fails. If the module
fails, the chain is immediately terminated and the request is
denied.

	sufficient

	If the module succeeds and no earlier module in the chain has
failed, the chain is immediately terminated and the request is
granted. If the module fails, the module is ignored and the rest of
the chain is executed.

As the semantics of this flag may be somewhat confusing, especially
when it is used for the last module in a chain, it is recommended
that the binding control flag be used instead if the
implementation supports it.



	optional

	The module is executed, but its result is ignored. If all modules in
a chain are marked optional, all requests will always be
granted.



When a server invokes one of the six PAM primitives, PAM retrieves the
chain for the facility the primitive belongs to, and invokes each of the
modules listed in the chain, in the order they are listed, until it
reaches the end, or determines that no further processing is necessary
(either because a binding or sufficient module succeeded, or
because a requisite module failed.) The request is granted if and
only if at least one module was invoked, and all non-optional modules
succeeded.

Note that it is possible, though not very common, to have the same
module listed several times in the same chain. For instance, a module
that looks up user names and passwords in a directory server could be
invoked multiple times with different parameters specifying different
directory servers to contact. PAM treat different occurrences of the
same module in the same chain as different, unrelated modules.




Transactions

The lifecycle of a typical PAM transaction is described below. Note that
if any of these steps fails, the server should report a suitable error
message to the client and abort the transaction.


	If necessary, the server obtains arbitrator credentials through a
mechanism independent of PAM—most commonly by virtue of having been
started by root, or of being setuid root.

	The server calls MAN.PAM.START.3 to initialize the PAM library and
specify its service name and the target account, and register a
suitable conversation function.

	The server obtains various information relating to the transaction
(such as the applicant’s user name and the name of the host the
client runs on) and submits it to PAM using MAN.PAM.SET.ITEM.3.

	The server calls MAN.PAM.AUTHENTICATE.3 to authenticate the
applicant.

	The server calls MAN.PAM.ACCT.MGMT.3 to verify that the requested
account is available and valid. If the password is correct but has
expired, MAN.PAM.ACCT.MGMT.3 will return PAM_NEW_AUTHTOK_REQD
instead of PAM_SUCCESS.

	If the previous step returned PAM_NEW_AUTHTOK_REQD, the server
now calls MAN.PAM.CHAUTHTOK.3 to force the client to change the
authentication token for the requested account.

	Now that the applicant has been properly authenticated, the server
calls MAN.PAM.SETCRED.3 to establish the credentials of the
requested account. It is able to do this because it acts on behalf
of the arbitrator, and holds the arbitrator’s credentials.

	Once the correct credentials have been established, the server calls
MAN.PAM.OPEN.SESSION.3 to set up the session.

	The server now performs whatever service the client requested—for
instance, provide the applicant with a shell.

	Once the server is done serving the client, it calls
MAN.PAM.CLOSE.SESSION.3 to tear down the session.

	Finally, the server calls MAN.PAM.END.3 to notify the PAM library
that it is done and that it can release whatever resources it has
allocated in the course of the transaction.








PAM Configuration


PAM policy files


The /etc/pam.conf file

The traditional PAM policy file is /etc/pam.conf. This file contains
all the PAM policies for your system. Each line of the file describes
one step in a chain, as shown below:

login   auth    required        pam_nologin.so  no_warn





The fields are, in order: service name, facility name, control flag,
module name, and module arguments. Any additional fields are interpreted
as additional module arguments.

A separate chain is constructed for each service / facility pair, so
while the order in which lines for the same service and facility appear
is significant, the order in which the individual services and
facilities are listed is not. The examples in the original PAM paper
grouped configuration lines by facility, and the SOLARIS stock
pam.conf still does that, but FreeBSD’s stock configuration groups
configuration lines by service. Either way is fine; either way makes
equal sense.




The /etc/pam.d directory

OpenPAM and Linux-PAM support an alternate configuration mechanism,
which is the preferred mechanism in FreeBSD. In this scheme, each policy
is contained in a separate file bearing the name of the service it
applies to. These files are stored in /etc/pam.d/.

These per-service policy files have only four fields instead of
pam.conf‘s five: the service name field is omitted. Thus, instead of
the sample pam.conf line from the previous section, one would have
the following line in /etc/pam.d/login:

auth    required        pam_nologin.so  no_warn





As a consequence of this simplified syntax, it is possible to use the
same policy for multiple services by linking each service name to a same
policy file. For instance, to use the same policy for the su and
sudo services, one could do as follows:

PROMPT.ROOT cd /etc/pam.d
PROMPT.ROOT ln -s su sudo





This works because the service name is determined from the file name
rather than specified in the policy file, so the same file can be used
for multiple differently-named services.

Since each service’s policy is stored in a separate file, the pam.d
mechanism also makes it very easy to install additional policies for
third-party software packages.




The policy search order

As we have seen above, PAM policies can be found in a number of places.
What happens if policies for the same service exist in multiple places?

It is essential to understand that PAM’s configuration system is
centered on chains.






Breakdown of a configuration line

As explained in ?, each line in /etc/pam.conf consists of four or
more fields: the service name, the facility name, the control flag, the
module name, and zero or more module arguments.

The service name is generally (though not always) the name of the
application the statement applies to. If you are unsure, refer to the
individual application’s documentation to determine what service name it
uses.

Note that if you use /etc/pam.d/ instead of /etc/pam.conf, the
service name is specified by the name of the policy file, and omitted
from the actual configuration lines, which then start with the facility
name.

The facility is one of the four facility keywords described in ?.

Likewise, the control flag is one of the four keywords described in ?,
describing how to interpret the return code from the module. Linux-PAM
supports an alternate syntax that lets you specify the action to
associate with each possible return code, but this should be avoided as
it is non-standard and closely tied in with the way Linux-PAM dispatches
service calls (which differs greatly from the way SOLARIS and OpenPAM do
it.) Unsurprisingly, OpenPAM does not support this syntax.




Policies

To configure PAM correctly, it is essential to understand how policies
are interpreted.

When an application calls MAN.PAM.START.3, the PAM library loads the
policy for the specified service and constructs four module chains (one
for each facility.) If one or more of these chains are empty, the
corresponding chains from the policy for the other service are
substituted.

When the application later calls one of the six PAM primitives, the PAM
library retrieves the chain for the corresponding facility and calls the
appropriate service function in each module listed in the chain, in the
order in which they were listed in the configuration. After each call to
a service function, the module type and the error code returned by the
service function are used to determine what happens next. With a few
exceptions, which we discuss below, the following table applies:









	
	PAM_SUCCESS
	PAM_IGNORE
	other




	binding
	if (!fail) break;
	
	




	fail = true;


	required
	
	




	
	




	fail = true;


	requisite
	
	




	
	




	fail = true;
break;


	sufficient
	if (!fail) break;
	
	




	
	






	optional
	
	




	
	




	
	









Table: PAM chain execution summary

If fail is true at the end of a chain, or when a “break” is reached,
the dispatcher returns the error code returned by the first module that
failed. Otherwise, it returns PAM_SUCCESS.

The first exception of note is that the error code
PAM_NEW_AUTHTOK_REQD is treated like a success, except that if no
module failed, and at least one module returned
PAM_NEW_AUTHTOK_REQD, the dispatcher will return
PAM_NEW_AUTHTOK_REQD.

The second exception is that MAN.PAM.SETCRED.3 treats binding and
sufficient modules as if they were required.

The third and final exception is that MAN.PAM.CHAUTHTOK.3 runs the
entire chain twice (once for preliminary checks and once to actually set
the password), and in the preliminary phase it treats binding and
sufficient modules as if they were required.






FreeBSD PAM Modules


MAN.PAM.DENY.8

The MAN.PAM.DENY.8 module is one of the simplest modules available; it
responds to any request with PAM_AUTH_ERR. It is useful for quickly
disabling a service (add it to the top of every chain), or for
terminating chains of sufficient modules.




MAN.PAM.ECHO.8

The MAN.PAM.ECHO.8 module simply passes its arguments to the
conversation function as a PAM_TEXT_INFO message. It is mostly
useful for debugging, but can also serve to display messages such as
“Unauthorized access will be prosecuted” before starting the
authentication procedure.




MAN.PAM.EXEC.8

The MAN.PAM.EXEC.8 module takes its first argument to be the name of a
program to execute, and the remaining arguments are passed to that
program as command-line arguments. One possible application is to use it
to run a program at login time which mounts the user’s home directory.




MAN.PAM.FTPUSERS.8

The MAN.PAM.FTPUSERS.8 module




MAN.PAM.GROUP.8

The MAN.PAM.GROUP.8 module accepts or rejects applicants on the basis of
their membership in a particular file group (normally wheel for
MAN.SU.1). It is primarily intended for maintaining the traditional
behaviour of BSD MAN.SU.1, but has many other uses, such as excluding
certain groups of users from a particular service.




MAN.PAM.GUEST.8

The MAN.PAM.GUEST.8 module allows guest logins using fixed login names.
Various requirements can be placed on the password, but the default
behaviour is to allow any password as long as the login name is that of
a guest account. The MAN.PAM.GUEST.8 module can easily be used to
implement anonymous FTP logins.




MAN.PAM.KRB5.8

The MAN.PAM.KRB5.8 module




MAN.PAM.KSU.8

The MAN.PAM.KSU.8 module




MAN.PAM.LASTLOG.8

The MAN.PAM.LASTLOG.8 module




MAN.PAM.LOGIN.ACCESS.8

The MAN.PAM.LOGIN.ACCESS.8 module provides an implementation of the
account management primitive which enforces the login restrictions
specified in the MAN.LOGIN.ACCESS.5 table.




MAN.PAM.NOLOGIN.8

The MAN.PAM.NOLOGIN.8 module refuses non-root logins when
/var/run/nologin exists. This file is normally created by
MAN.SHUTDOWN.8 when less than five minutes remain until the scheduled
shutdown time.




MAN.PAM.OPIE.8

The MAN.PAM.OPIE.8 module implements the MAN.OPIE.4 authentication
method. The MAN.OPIE.4 system is a challenge-response mechanism where
the response to each challenge is a direct function of the challenge and
a passphrase, so the response can be easily computed “just in time” by
anyone possessing the passphrase, eliminating the need for password
lists. Moreover, since MAN.OPIE.4 never reuses a challenge that has been
correctly answered, it is not vulnerable to replay attacks.




MAN.PAM.OPIEACCESS.8

The MAN.PAM.OPIEACCESS.8 module is a companion module to MAN.PAM.OPIE.8.
Its purpose is to enforce the restrictions codified in MAN.OPIEACCESS.5,
which regulate the conditions under which a user who would normally
authenticate herself using MAN.OPIE.4 is allowed to use alternate
methods. This is most often used to prohibit the use of password
authentication from untrusted hosts.

In order to be effective, the MAN.PAM.OPIEACCESS.8 module must be listed
as requisite immediately after a sufficient entry for
MAN.PAM.OPIE.8, and before any other modules, in the auth chain.




MAN.PAM.PASSWDQC.8

The MAN.PAM.PASSWDQC.8 module




MAN.PAM.PERMIT.8

The MAN.PAM.PERMIT.8 module is one of the simplest modules available; it
responds to any request with PAM_SUCCESS. It is useful as a
placeholder for services where one or more chains would otherwise be
empty.




MAN.PAM.RADIUS.8

The MAN.PAM.RADIUS.8 module




MAN.PAM.RHOSTS.8

The MAN.PAM.RHOSTS.8 module




MAN.PAM.ROOTOK.8

The MAN.PAM.ROOTOK.8 module reports success if and only if the real user
id of the process calling it (which is assumed to be run by the
applicant) is 0. This is useful for non-networked services such as
MAN.SU.1 or MAN.PASSWD.1, to which the root should have automatic
access.




MAN.PAM.SECURETTY.8

The MAN.PAM.SECURETTY.8 module




MAN.PAM.SELF.8

The MAN.PAM.SELF.8 module reports success if and only if the names of
the applicant matches that of the target account. It is most useful for
non-networked services such as MAN.SU.1, where the identity of the
applicant can be easily verified.




MAN.PAM.SSH.8

The MAN.PAM.SSH.8 module provides both authentication and session
services. The authentication service allows users who have
passphrase-protected SSH secret keys in their ~/.ssh directory to
authenticate themselves by typing their passphrase. The session service
starts MAN.SSH-AGENT.1 and preloads it with the keys that were decrypted
in the authentication phase. This feature is particularly useful for
local logins, whether in X (using MAN.XDM.1 or another PAM-aware X login
manager) or at the console.




MAN.PAM.TACPLUS.8

The MAN.PAM.TACPLUS.8 module




MAN.PAM.UNIX.8

The MAN.PAM.UNIX.8 module implements traditional UNIX password
authentication, using MAN.GETPWNAM.3 to obtain the target account’s
password and compare it with the one provided by the applicant. It also
provides account management services (enforcing account and password
expiration times) and password-changing services. This is probably the
single most useful module, as the great majority of admins will want to
maintain historical behaviour for at least some services.






PAM Application Programming

This section has not yet been written.




PAM Module Programming

This section has not yet been written.




Sample PAM Application

The following is a minimal implementation of MAN.SU.1 using PAM. Note
that it uses the OpenPAM-specific MAN.OPENPAM.TTYCONV.3 conversation
function, which is prototyped in security/openpam.h. If you wish
build this application on a system with a different PAM library, you
will have to provide your own conversation function. A robust
conversation function is surprisingly difficult to implement; the one
presented in ? is a good starting point, but should not be used in
real-world applications.




Sample PAM Module

The following is a minimal implementation of MAN.PAM.UNIX.8, offering
only authentication services. It should build and run with most PAM
implementations, but takes advantage of OpenPAM extensions if available:
note the use of MAN.PAM.GET.AUTHTOK.3, which enormously simplifies
prompting the user for a password.




Sample PAM Conversation Function

The conversation function presented below is a greatly simplified
version of OpenPAM’s MAN.OPENPAM.TTYCONV.3. It is fully functional, and
should give the reader a good idea of how a conversation function should
behave, but it is far too simple for real-world use. Even if you are not
using OpenPAM, feel free to download the source code and adapt
MAN.OPENPAM.TTYCONV.3 to your uses; we believe it to be as robust as a
tty-oriented conversation function can reasonably get.




Further Reading




Papers

Making Login Services Independent of Authentication
Technologies [http://www.sun.com/software/solaris/pam/pam.external.pdf]
SamarVipin LaiCharlie Sun Microsystems

X/Open Single Sign-on Preliminary
Specification [http://www.opengroup.org/pubs/catalog/p702.htm] The
Open Group 1-85912-144-6 June 1997

Pluggable Authentication
Modules [http://www.kernel.org/pub/linux/libs/pam/pre/doc/current-draft.txt]
MorganAndrewG. 1999-10-06




User Manuals

PAM
Administration [http://www.sun.com/software/solaris/pam/pam.admin.pdf]
Sun Microsystems




Related Web pages

OpenPAM homepage [http://openpam.sourceforge.net/]
SmørgravDag-Erling ThinkSec AS

Linux-PAM homepage [http://www.kernel.org/pub/linux/libs/pam/]
MorganAndrewG.

Solaris PAM homepage [http://wwws.sun.com/software/solaris/pam/] Sun
Microsystems
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OpenPGP Keys

These OpenPGP keys can be used to verify a signature or send encrypted
email to FreeBSD.org officers or developers. The complete keyring can be
downloaded at
http://www.FreeBSD.org/doc/pgpkeyring.txt.


Officers

SECTION.PGPKEYS-OFFICERS
Core Team Members
=================

SECTION.PGPKEYS-CORE
Developers
==========

SECTION.PGPKEYS-DEVELOPERS
Other Cluster Account Holders
=============================

SECTION.PGPKEYS-OTHER
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Port Mentor Guidelines





	Author:	The OS Ports Management Team






Guideline for Mentor/Mentee Relationships

This section is intended to help demystify the mentoring process, as
well as a way to openly promote a constructive discussion to adapt and
grow the guidelines. In our lives we have too many rules; we are not a
government organization that inflicts regulation, but rather a
collective of like minded individuals working toward a common goal,
maintaining the quality assurance of the product we call the Ports Tree.


Why Mentor?


	For most of us, we were mentored into the Project, so return the
favor by offering to mentor somebody else in.

	You have an irresistible urge to inflict knowledge on others.

	The usual punishment applies because you are sick and tired of
committing somebody else’s good work!






Mentor/Co-Mentor

Reasons for a co-mentorship:


	Significant timezone differential. Accessible, interactive mentor(s)
available via IM is extremely helpful!

	Potential language barrier. Yes, OS is very English oriented, as is
most software development, however, having a mentor who can speak a
native language can be very useful.

	ENOTIME! Until there is a 30 hour day, and an 8 day week, some of us
only have so much time to give. Sharing the load with somebody else
will make it easier.

	A rookie mentor can benefit from the experience of a senior
committer/mentor.

	Two heads are better than one.



Reasons for sole mentorship:


	You do not play nicely with others.

	You prefer to have a one-on-one relationship.

	The reasons for co-mentorship do not apply to you.






Expectations

We expect mentors to review and test-build all proposed patches, at
least for an initial period lasting more than a week or two.

We expect that mentors should take responsibility for the actions of
their mentee. A mentor should follow up with all commits the mentee
makes, both approved and implicit.

We expect mentors to make sure their mentees read the Porter’s
Handbook, the PR handling
guide, and the Committer’s
Guide. While it is not necessary to
memorize all the details, every committer needs to have an overview of
these things to be an effective part of the community (and avoid as many
rookie mistakes as possible).




Selecting a Mentee

There is no defined rule for what makes a candidate ready; it can be a
combination of number of PRs they have submitted, the number of ports
maintained, frequency of ports updates and/or level of participation in
a particular area of interest like GNOME, KDE, Gecko or others.

A candidate should have almost no timeouts, be responsive to requests,
and generally helpful in supporting their ports.

There must be a history of commitment, as it is widely understood that
training a committer requires time and effort. If somebody has been
around longer, and spent the time observing how things are done, there
is some anticipation of accumulated knowledge. All too often we have
seen a maintainer submit a few PRs, show up in IRC and ask when they
will be given a commit bit.

Being subscribed to, and following the mailing lists is very beneficial.
There is no real expectation that submitting posts on the lists will
make somebody a committer, but it demonstrates a commitment. Some mails
offer insights into the knowledge of a candidate as well how they
interact with others. Similarly participating in IRC can give somebody a
higher profile.

Ask six different committers how many PRs a maintainer should submit
prior to being nominated, and you will get six different answers. Ask
those same individuals how long somebody should have been participating,
same dilemma. How many ports should they have at a minimum? Now we have
a bikeshed! Some things are just hard to quantify, a mentor will just
have to use their best judgement, and hope that portmgr agrees.




Mentorship Duration

As the trust level develops and grows, the mentee may be granted
“implicit” commit rights. This can include trivial changes to a
Makefile, pkg-descr etc. Similarly, it may include
PORTVERSION updates that do not include plist changes. Other
circumstances may be formulated at the discretion of the Mentor.
However, during the period of mentorship, a port version bump that
affects dependent ports should be checked by a mentor.

Just as we are all varied individuals, each mentee has different
learning curves, time commitments, and other influencing factors that
will contribute to the time required before they can “fly solo”.
Empirically, a mentee should be observed for at least 3 months. 90-100
commits is another target that a mentor could use before releasing a
mentee. Other factors to consider prior releasing a mentee are the
number of mistakes they may have made, QATs received etc. If they are
still making rookie mistakes, they still require mentor guidance.




Mentor/Co-Mentor Debate

When a request gets to portmgr, it usually reads as, “I propose ‘foo’
for a ports commit bit, I will co-mentor with ‘bar’”. Proposal received,
voted, and carried.

The mentor is the primary point of contact or the “first among equals”,
the co-mentor is the backup.

Some reprobate, whose name shall be withheld, made the first recorded
co-mentor
commit [http://lists.freebsd.org/pipermail/cvs-ports/2007-September/134614.html].
Similar co-mentor commits have also been spotted in the src tree. Does
this make it right? Does this make it wrong? It seems to be part of the
evolution of how things are done.




Expectations

We expect mentees to be prepared for constructive criticism from the
community. There’s still a lot of “lore” that is not written down.
Responding well to constructive criticism is what we hope we are
selecting for by first reviewing their existing contributions on IRC and
mailing lists.

We warn mentees that some of the criticism they receive may be less
“constructive” than others, (whether through language communication
problems, or excessive nit-picking), and that dealing with this
gracefully is just part of being in a large community. In case of
specific problems with specific people, or any questions, we hope that
they will approach a portmgr member on IRC or by email.
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Problem Report Handling Guidelines





	Author:	Dag-ErlingSmørgrav


	Author:	HitenPandya






Introduction

Bugzilla is an issue management system used by the OS Project. As
accurate tracking of outstanding software defects is important to
FreeBSD’s quality, the correct use of the software is essential to the
forward progress of the Project.

Access to Bugzilla is available to the entire OS community. In order to
maintain consistency within the database and provide a consistent user
experience, guidelines have been established covering common aspects of
bug management such as presenting followup, handling close requests, and
so forth.




Problem Report Life-cycle


	The Reporter submits a bug report on the website. The bug is in the
Needs Triage state.



	Jane Random BugBuster confirms that the bug report has sufficient
information to be reproducible. If not, she goes back and forth with
the reporter to obtain the needed information. At this point the bug
is set to the Open state.



	Joe Random Committer takes interest in the PR and assigns it to
himself, or Jane Random BugBuster decides that Joe is best suited to
handle it and assigns it to him. The bug should be set to the ``In


Discussion`` state.






	Joe has a brief exchange with the originator (making sure it all goes
into the audit trail) and determines the cause of the problem.



	Joe pulls an all-nighter and whips up a patch that he thinks fixes
the problem, and submits it in a follow-up, asking the originator to
test it. He then sets the PRs state to Patch Ready.



	A couple of iterations later, both Joe and the originator are
satisfied with the patch, and Joe commits it to -CURRENT (or
directly to -STABLE if the problem does not exist in
-CURRENT), making sure to reference the Problem Report in his
commit log (and credit the originator if they submitted all or part
of the patch) and, if appropriate, start an MFC countdown. The bug is
set to the Needs MFC state.



	If the patch does not need MFCing, Joe then closes the PR as
Issue Resolved.


Note

Many PRs are submitted with very little information about the
problem, and some are either very complex to solve, or just scratch
the surface of a larger problem; in these cases, it is very
important to obtain all the necessary information needed to solve
the problem. If the problem contained within cannot be solved, or
has occurred again, it is necessary to re-open the PR.











Problem Report State

It is important to update the state of a PR when certain actions are
taken. The state should accurately reflect the current state of work on
the PR.

When a PR has been worked on and the developer(s) responsible feel
comfortable about the fix, they will submit a followup to the PR and
change its state to “feedback”. At this point, the originator should
evaluate the fix in their context and respond indicating whether the
defect has indeed been remedied.

A Problem Report may be in one of the following states:


	open

	Initial state; the problem has been pointed out and it needs
reviewing.

	analyzed

	The problem has been reviewed and a solution is being sought.

	feedback

	Further work requires additional information from the originator or
the community; possibly information regarding the proposed solution.

	patched

	A patch has been committed, but something (MFC, or maybe
confirmation from originator) is still pending.

	suspended

	The problem is not being worked on, due to lack of information or
resources. This is a prime candidate for somebody who is looking for
a project to take on. If the problem cannot be solved at all, it
will be closed, rather than suspended. The documentation project
uses “suspended” for “wish-list” items that entail a significant
amount of work which no one currently has time for.

	closed

	A problem report is closed when any changes have been integrated,
documented, and tested, or when fixing the problem is abandoned.

Note

The “patched” state is directly related to feedback, so you may go
directly to “closed” state if the originator cannot test the patch,
and it works in your own testing.








Types of Problem Reports

While handling problem reports, either as a developer who has direct
access to the Problem Reports database or as a contributor who browses
the database and submits followups with patches, comments, suggestions
or change requests, you will come across several different types of PRs.


	PRs not yet assigned to anyone.

	PRs already assigned to someone.

	Duplicates of existing PRs.

	Stale PRs

	Non-Bug PRs



The following sections describe what each different type of PRs is used
for, when a PR belongs to one of these types, and what treatment each
different type receives.


Unassigned PRs

When PRs arrive, they are initially assigned to a generic (placeholder)
assignee. These are always prepended with freebsd-. The exact value
for this default depends on the category; in most cases, it corresponds
to a specific OS mailing list. Here is the current list, with the most
common ones listed first:








	Type
	Categories
	Default Assignee




	base system
	bin, conf, gnu, kern, misc
	freebsd-bugs


	architecture-specific
	alpha, amd64, arm, i386, ia64, powerpc, sparc64
	freebsd-arch


	ports collection
	ports
	freebsd-ports-bugs


	documentation shipped with the system
	docs
	freebsd-doc


	OS web pages (not including docs)
	Website
	freebsd-www





Table: Default Assignees — most common








	Type
	Categories
	Default Assignee




	advocacy efforts
	advocacy
	freebsd-advocacy


	JAVA.VIRTUAL.MACHINE problems
	java
	freebsd-java


	standards compliance
	standards
	freebsd-standards


	threading libraries
	threads
	freebsd-threads


	MAN.USB.4 subsystem
	usb
	freebsd-usb





Table: Default Assignees — other

Do not be surprised to find that the submitter of the PR has assigned it
to the wrong category. If you fix the category, do not forget to fix the
assignment as well. (In particular, our submitters seem to have a hard
time understanding that just because their problem manifested on an i386
system, that it might be generic to all of OS, and thus be more
appropriate for kern. The converse is also true, of course.)

Certain PRs may be reassigned away from these generic assignees by
anyone. There are several types of assignees: specialized mailing lists;
mail aliases (used for certain limited-interest items); and individuals.

For assignees which are mailing lists, please use the long form when
making the assignment (e.g., freebsd-foo instead of foo); this
will avoid duplicate emails sent to the mailing list.


Note

Since the list of individuals who have volunteered to be the default
assignee for certain types of PRs changes so often, it is much more
suitable for the FreeBSD
wiki [http://wiki.freebsd.org/AssigningPRs].




Here is a sample list of such entities; it is probably not complete.









	Type
	Suggested Category
	Suggested Assignee
	Assignee Type




	problem specific to the ARM architecture
	arm
	freebsd-arm
	mailing list


	problem specific to the MIPS architecture
	kern
	freebsd-mips
	mailing list


	problem specific to the POWERPC architecture
	kern
	freebsd-ppc
	mailing list


	problem with Advanced Configuration and Power Management (MAN.ACPI.4)
	kern
	freebsd-acpi
	mailing list


	problem with Asynchronous Transfer Mode (ATM) drivers
	kern
	freebsd-atm
	mailing list


	problem with embedded or small-footprint OS systems (e.g., NanoBSD/PicoBSD/FreeBSD-arm)
	kern
	freebsd-embedded
	mailing list


	problem with FIREWIRE drivers
	kern
	freebsd-firewire
	mailing list


	problem with the filesystem code
	kern
	freebsd-fs
	mailing list


	problem with the MAN.GEOM.4 subsystem
	kern
	freebsd-geom
	mailing list


	problem with the MAN.IPFW.4 subsystem
	kern
	freebsd-ipfw
	mailing list


	problem with Integrated Services Digital Network (ISDN) drivers
	kern
	freebsd-isdn
	mailing list


	MAN.JAIL.8 subsystem
	kern
	freebsd-jail
	mailing list


	problem with LINUX or SVR4 emulation
	kern
	freebsd-emulation
	mailing list


	problem with the networking stack
	kern
	freebsd-net
	mailing list


	problem with the MAN.PF.4 subsystem
	kern
	freebsd-pf
	mailing list


	problem with the MAN.SCSI.4 subsystem
	kern
	freebsd-scsi
	mailing list


	problem with the MAN.SOUND.4 subsystem
	kern
	freebsd-multimedia
	mailing list


	problems with the MAN.WLAN.4 subsystem and wireless drivers
	kern
	freebsd-wireless
	mailing list


	problem with MAN.SYSINSTALL.8 or MAN.BSDINSTALL.8
	bin
	freebsd-sysinstall
	mailing list


	problem with the system startup scripts (MAN.RC.8)
	kern
	freebsd-rc
	mailing list


	problem with VIMAGE or VNET functionality and related code
	kern
	freebsd-virtualization
	mailing list


	problem with Xen emulation
	kern
	freebsd-xen
	mailing list





Table: Common Assignees — base system









	Type
	Suggested Category
	Suggested Assignee
	Assignee Type




	problem with the ports framework (not with an individual port!)
	ports
	portmgr
	alias


	port which is maintained by apache@FreeBSD.org
	ports
	apache
	mailing list


	port which is maintained by autotools@FreeBSD.org
	ports
	autotools
	alias


	port which is maintained by doceng@FreeBSD.org
	ports
	doceng
	alias


	port which is maintained by eclipse@FreeBSD.org
	ports
	freebsd-eclipse
	mailing list


	port which is maintained by gecko@FreeBSD.org
	ports
	gecko
	mailing list


	port which is maintained by gnome@FreeBSD.org
	ports
	gnome
	mailing list


	port which is maintained by hamradio@FreeBSD.org
	ports
	hamradio
	alias


	port which is maintained by haskell@FreeBSD.org
	ports
	haskell
	alias


	port which is maintained by java@FreeBSD.org
	ports
	freebsd-java
	mailing list


	port which is maintained by kde@FreeBSD.org
	ports
	kde
	mailing list


	port which is maintained by mono@FreeBSD.org
	ports
	mono
	mailing list


	port which is maintained by office@FreeBSD.org
	ports
	freebsd-office
	mailing list


	port which is maintained by perl@FreeBSD.org
	ports
	perl
	mailing list


	port which is maintained by python@FreeBSD.org
	ports
	freebsd-python
	mailing list


	port which is maintained by ruby@FreeBSD.org
	ports
	freebsd-ruby
	mailing list


	port which is maintained by secteam@FreeBSD.org
	ports
	secteam
	alias


	port which is maintained by vbox@FreeBSD.org
	ports
	vbox
	alias


	port which is maintained by x11@FreeBSD.org
	ports
	freebsd-x11
	mailing list





Table: Common Assignees — Ports Collection

Ports PRs which have a maintainer who is a ports committer may be
reassigned by anyone (but note that not every OS committer is
necessarily a ports committer, so you cannot simply go by the email
address alone.)

For other PRs, please do not reassign them to individuals (other than
yourself) unless you are certain that the assignee really wants to track
the PR. This will help to avoid the case where no one looks at fixing a
particular problem because everyone assumes that the assignee is already
working on it.









	Type
	Suggested Category
	Suggested Assignee
	Assignee Type




	problem with PR database
	bin
	bugmeister
	alias


	problem with Bugzilla web form [https://bugs.freebsd.org/submit/].
	doc
	bugmeister
	alias





Table: Common Assignees — Other




Assigned PRs

If a PR has the responsible field set to the username of a FreeBSD
developer, it means that the PR has been handed over to that particular
person for further work.

Assigned PRs should not be touched by anyone but the assignee or
bugmeister. If you have comments, submit a followup. If for some reason
you think the PR should change state or be reassigned, send a message to
the assignee. If the assignee does not respond within two weeks,
unassign the PR and do as you please.




Duplicate PRs

If you find more than one PR that describe the same issue, choose the
one that contains the largest amount of useful information and close the
others, stating clearly the number of the superseding PR. If several PRs
contain non-overlapping useful information, submit all the missing
information to one in a followup, including references to the others;
then close the other PRs (which are now completely superseded).




Stale PRs

A PR is considered stale if it has not been modified in more than six
months. Apply the following procedure to deal with stale PRs:


	If the PR contains sufficient detail, try to reproduce the problem in
-CURRENT and -STABLE. If you succeed, submit a followup
detailing your findings and try to find someone to assign it to. Set
the state to “analyzed” if appropriate.

	If the PR describes an issue which you know is the result of a usage
error (incorrect configuration or otherwise), submit a followup
explaining what the originator did wrong, then close the PR with the
reason “User error” or “Configuration error”.

	If the PR describes an error which you know has been corrected in
both -CURRENT and -STABLE, close it with a message stating
when it was fixed in each branch.

	If the PR describes an error which you know has been corrected in
-CURRENT, but not in -STABLE, try to find out when the person
who corrected it is planning to MFC it, or try to find someone else
(maybe yourself?) to do it. Set the state to “patched” and assign it
to whomever will do the MFC.

	In other cases, ask the originator to confirm if the problem still
exists in newer versions. If the originator does not reply within a
month, close the PR with the notation “Feedback timeout”.






Non-Bug PRs

Developers that come across PRs that look like they should have been
posted to A.BUGS.NAME or some other list should close the PR, informing
the submitter in a comment why this is not really a PR and where the
message should be posted.

The email addresses that Bugzilla listens to for incoming PRs have been
published as part of the FreeBSD documentation, have been announced and
listed on the web-site. This means that spammers found them.

Whenever you close one of these PRs, please do the following:


	Set the component to junk (under Supporting Services.

	Set Responsible to nobody@FreeBSD.org.

	Set State to Issue Resolved.



Setting the category to junk makes it obvious that there is no
useful content within the PR, and helps to reduce the clutter within the
main categories.






Further Reading

This is a list of resources relevant to the proper writing and
processing of problem reports. It is by no means complete.


	How to Write FreeBSD Problem
Reports—guidelines
for PR originators.
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problem reports
Introduction
============

One of the most frustrating experiences one can have as a software user
is to submit a problem report only to have it summarily closed with a
terse and unhelpful explanation like “not a bug” or “bogus PR”.
Similarly, one of the most frustrating experiences as a software
developer is to be flooded with problem reports that are not really
problem reports but requests for support, or that contain little or no
information about what the problem is and how to reproduce it.

This document attempts to describe how to write good problem reports.
What, one asks, is a good problem report? Well, to go straight to the
bottom line, a good problem report is one that can be analyzed and dealt
with swiftly, to the mutual satisfaction of both user and developer.

Although the primary focus of this article is on OS problem reports,
most of it should apply quite well to other software projects.

Note that this article is organized thematically, not chronologically.
Read the entire document before submitting a problem report, rather than
treating it as a step-by-step tutorial.


When to Submit a Problem Report

There are many types of problems, and not all of them should engender a
problem report. Of course, nobody is perfect, and there will be times
when what seems to be a bug in a program is, in fact, a misunderstanding
of the syntax for a command or a typographical error in a configuration
file (though that in itself may sometimes be indicative of poor
documentation or poor error handling in the application). There are
still many cases where submitting a problem report is clearly not the
right course of action, and will only serve to frustrate both the
submitter and the developers. Conversely, there are cases where it might
be appropriate to submit a problem report about something else than a
bug—an enhancement or a new feature, for instance.

So how does one determine what is a bug and what is not? As a simple
rule of thumb, the problem is not a bug if it can be expressed as a
question (usually of the form “How do I do X?” or “Where can I find
Y?”). It is not always quite so black and white, but the question rule
covers a large majority of cases. When looking for an answer, consider
posing the question to the A.QUESTIONS.

Consider these factors when submitting PRs about ports or other software
that is not part of OS itself:


	Please do not submit problem reports that simply state that a newer
version of an application is available. Ports maintainers are
automatically notified by portscout when a new version of an
application becomes available. Actual patches to update a port to the
latest version are welcome.

	For unmaintained ports (MAINTAINER is ports@FreeBSD.org), a
PR without an included patch is unlikely to get picked up by a
committer. To become the maintainer of an unmaintained port, submit a
PR with the request (patch preferred but not required).

	In either case, following the process described in Porter’s
Handbook will
yield the best results. (You might also wish to read Contributing to
the FreeBSD Ports
Collection.)



A bug that cannot be reproduced can rarely be fixed. If the bug only
occurred once and you can not reproduce it, and it does not seem to
happen to anybody else, chances are none of the developers will be able
to reproduce it or figure out what is wrong. That does not mean it did
not happen, but it does mean that the chances of your problem report
ever leading to a bug fix are very slim. To make matters worse, often
these kinds of bugs are actually caused by failing hard drives or
overheating processors — you should always try to rule out these causes,
whenever possible, before submitting a PR.

Next, to decide to whom you should file your problem report, you need to
understand that the software that makes up OS is composed of several
different elements:


	Code in the base system that is written and maintained by OS
contributors, such as the kernel, the C library, and the device
drivers (categorized as kern); the binary utilities (bin);
the manual pages and documentation (docs); and the web pages
(www). All bugs in these areas should be reported to the OS
developers.

	Code in the base system that is written and maintained by others, and
imported into OS and adapted. Examples include MAN.CLANG.1, and
MAN.SENDMAIL.8. Most bugs in these areas should be reported to the OS
developers; but in some cases they may need to be reported to the
original authors instead if the problems are not OS-specific.

	Individual applications that are not in the base system but are
instead part of the OS Ports Collection (category ports). Most of
these applications are not written by OS developers; what OS provides
is merely a framework for installing the application. Therefore, only
report a problem to the OS developers when the problem is believed to
be OS-specific; otherwise, report it to the authors of the software.



Then, ascertain whether the problem is timely. There are few things that
will annoy a developer more than receiving a problem report about a bug
she has already fixed.

If the problem is in the base system, first read the FAQ section on OS
versions, if you
are not already familiar with the topic. It is not possible for OS to
fix problems in anything other than certain recent branches of the base
system, so filing a bug report about an older version will probably only
result in a developer advising you to upgrade to a supported version to
see if the problem still recurs. The Security Officer team maintains the
list of supported versions.

If the problem is in a port, note that you must first upgrade to the
latest version of the Ports Collection and see if the problem still
applies. Due to the rapid pace of changes in these applications, it is
infeasible for OS to support anything other than the absolute latest
versions, and problems with older version of applications simply cannot
be fixed.




Preparations

A good rule to follow is to always do a background search before
submitting a problem report. Maybe the problem has already been
reported; maybe it is being discussed on the mailing lists, or recently
was; it may even already be fixed in a newer version than what you are
running. You should therefore check all the obvious places before
submitting your problem report. For OS, this means:


	The OS Frequently Asked Questions
(FAQ) list. The FAQ attempts to provide answers for a wide range of
questions, such as those concerning hardware
compatibility, user
applications, and kernel
configuration.



	The mailing
lists—if
you are not subscribed, use the searchable
archives [http://www.FreeBSD.org/search/search.html#mailinglists]
on the OS web site. If the problem has not been discussed on the
lists, you might try posting a message about it and waiting a few
days to see if someone can spot something that has been overlooked.



	Optionally, the entire web—use your favorite search engine to locate
any references to the problem. You may even get hits from archived
mailing lists or newsgroups you did not know of or had not thought to
search through.



	Next, the searchable OS PR
database [https://bugs.freebsd.org/bugzilla/query.cgi] (Bugzilla).
Unless the problem is recent or obscure, there is a fair chance it
has already been reported.



	Most importantly, attempt to see if existing documentation in the
source base addresses your problem.

For the base OS code, you should carefully study the contents of
/usr/src/UPDATING on your system or the latest version at
http://svnweb.freebsd.org/base/head/UPDATING?view=log. (This is vital
information if you are upgrading from one version to
another—especially if you are upgrading to the OS.CURRENT branch).

However, if the problem is in something that was installed as a part
of the OS Ports Collection, you should refer to
/usr/ports/UPDATING (for individual ports) or
/usr/ports/CHANGES (for changes that affect the entire Ports
Collection). http://svnweb.freebsd.org/ports/head/UPDATING?view=log
and http://svnweb.freebsd.org/ports/head/CHANGES?view=log are also
available via svnweb.








Writing the Problem Report

Now that you have decided that your issue merits a problem report, and
that it is a OS problem, it is time to write the actual problem report.
Before we get into the mechanics of the program used to generate and
submit PRs, here are some tips and tricks to help make sure that your PR
will be most effective.


Tips and Tricks for Writing a Good Problem Report


	Do not leave the “Synopsis” line empty. The PRs go both onto a
mailing list that goes all over the world (where the “Synopsis” is
used for the Subject: line), but also into a database. Anyone who
comes along later and browses the database by synopsis, and finds a
PR with a blank subject line, tends just to skip over it. Remember
that PRs stay in this database until they are closed by someone; an
anonymous one will usually just disappear in the noise.



	Avoid using a weak “Synopsis” line. You should not assume that
anyone reading your PR has any context for your submission, so the
more you provide, the better. For instance, what part of the system
does the problem apply to? Do you only see the problem while
installing, or while running? To illustrate, instead of
Synopsis: portupgrade is broken, see how much more informative
this seems: ``Synopsis: port ports-mgmt/portupgrade coredumps


on -current``. (In the case of ports, it is especially




helpful to have both the category and portname in the “Synopsis”
line.)



	If you have a patch, say so. A PR with a patch included is much
more likely to be looked at than one without. If you are including
one, put the string [patch] (including the brackets) at the
beginning of the “Synopsis”. (Although it is not mandatory to use
that exact string, by convention, that is the one that is used.)



	If you are a maintainer, say so. If you are maintaining a part of
the source code (for instance, a port), you might consider adding the
string [maintainer update] (including the brackets) at the
beginning of your synopsis line, and you definitely should set the
“Class” of your PR to maintainer-update. This way any committer
that handles your PR will not have to check.



	Be specific. The more information you supply about what problem you
are having, the better your chance of getting a response.


	Include the version of OS you are running (there is a place to put
that, see below) and on which architecture. You should include
whether you are running from a release (e.g., from a CD-ROM or
download), or from a system maintained by Subversion (and, if so,
what revision number you are at). If you are tracking the
OS.CURRENT branch, that is the very first thing someone will ask,
because fixes (especially for high-profile problems) tend to get
committed very quickly, and OS.CURRENT users are expected to keep
up.

	Include which global options you have specified in your
make.conf. Note: specifying -O2 and above to MAN.GCC.1 is
known to be buggy in many situations. While the OS developers will
accept patches, they are generally unwilling to investigate such
issues due to simple lack of time and volunteers, and may instead
respond that this just is not supported.

	If the problem can be reproduced easily, include information that
will help a developer to reproduce it themselves. If a problem can
be demonstrated with specific input then include an example of
that input if possible, and include both the actual and the
expected output. If this data is large or cannot be made public,
then do try to create a minimal file that exhibits the same issue
and that can be included within the PR.

	If this is a kernel problem, then be prepared to supply the
following information. (You do not have to include these by
default, which only tends to fill up the database, but you should
include excerpts that you think might be relevant):
	your kernel configuration (including which hardware devices you
have installed)

	whether or not you have debugging options enabled (such as
WITNESS), and if so, whether the problem persists when you
change the sense of that option

	the full text of any backtrace, panic or other console output,
or entries in /var/log/messages, if any were generated

	the output of pciconf -l and relevant parts of your
dmesg output if your problem relates to a specific piece of
hardware

	the fact that you have read src/UPDATING and that your
problem is not listed there (someone is guaranteed to ask)

	whether or not you can run any other kernel as a fallback (this
is to rule out hardware-related issues such as failing disks
and overheating CPUs, which can masquerade as kernel problems)





	If this is a ports problem, then be prepared to supply the
following information. (You do not have to include these by
default, which only tends to fill up the database, but you should
include excerpts that you think might be relevant):
	which ports you have installed

	any environment variables that override the defaults in
bsd.port.mk, such as PORTSDIR

	the fact that you have read ports/UPDATING and that your
problem is not listed there (someone is guaranteed to ask)









	Avoid vague requests for features. PRs of the form “someone should
really implement something that does so-and-so” are less likely to
get results than very specific requests. Remember, the source is
available to everyone, so if you want a feature, the best way to
ensure it being included is to get to work! Also consider the fact
that many things like this would make a better topic for discussion
on freebsd-questions than an entry in the PR database, as
discussed above.



	Make sure no one else has already submitted a similar PR. Although
this has already been mentioned above, it bears repeating here. It
only take a minute or two to use the web-based search engine at
https://bugs.freebsd.org/bugzilla/query.cgi. (Of course, everyone is
guilty of forgetting to do this now and then.)



	Report only one issue per Problem Report. Avoid including two or
more problems within the same report unless they are related. When
submitting patches, avoid adding multiple features or fixing multiple
bugs in the same PR unless they are closely related—such PRs often
take longer to resolve.



	Avoid controversial requests. If your PR addresses an area that has
been controversial in the past, you should probably be prepared to
not only offer patches, but also justification for why the patches
are “The Right Thing To Do”. As noted above, a careful search of the
mailing lists using the archives at
http://www.FreeBSD.org/search/search.html#mailinglists is always good
preparation.



	Be polite. Almost anyone who would potentially work on your PR is a
volunteer. No one likes to be told that they have to do something
when they are already doing it for some motivation other than
monetary gain. This is a good thing to keep in mind at all times on
Open Source projects.








Before Beginning

Similar considerations apply to use of the web-based PR submission
form [https://bugs.freebsd.org/bugzilla/enter_bug.cgi]. Be careful of
cut-and-paste operations that might change whitespace or other text
formatting.

Finally, if the submission is lengthy, prepare the work offline so that
nothing will be lost if there is a problem submitting it.




Attaching Patches or Files

When attaching a patch, be sure to use -u with MAN.DIFF.1 to create
or unified diff and make sure to specify the exact SVN revision numbers
of the files you modified so the developers who read your report will be
able to apply them easily. For problems with the kernel or the base
utilities, a patch against OS.CURRENT (the HEAD Subversion branch) is
preferred since all new code should be applied and tested there first.
After appropriate or substantial testing has been done, the code will be
merged/migrated to the OS.STABLE branch.

If you attach a patch inline, instead of as an attachment, note that the
most common problem by far is the tendency of some email programs to
render tabs as spaces, which will completely ruin anything intended to
be part of a Makefile.


	Do not send patches as attachments using ``Content-Transfer-Encoding:

	quoted-printable``. These will perform character escaping and the



entire patch will be useless.

Also note that while including small patches in a PR is generally all
right—particularly when they fix the problem described in the PR—large
patches and especially new code which may require substantial review
before committing should be placed on a web or ftp server, and the URL
should be included in the PR instead of the patch. Patches in email tend
to get mangled, and the larger the patch, the harder it will be for
interested parties to unmangle it. Also, posting a patch on the web
allows you to modify it without having to resubmit the entire patch in a
followup to the original PR. Finally, large patches simply increase the
size of the database, since closed PRs are not actually deleted but
instead kept and simply marked as complete.

You should also take note that unless you explicitly specify otherwise
in your PR or in the patch itself, any patches you submit will be
assumed to be licensed under the same terms as the original file you
modified.




Filling out the Template

In the email template only, you will find the following single-line
fields:


	Submitter-Id: Do not change this. The default value of
current-users is correct, even if you run OS.STABLE.

	Confidential: This is prefilled to no. Changing it makes no
sense as there is no such thing as a confidential OS problem
report—the PR database is distributed worldwide.

	Severity: One of non-critical, serious or critical. Do
not overreact; refrain from labeling your problem critical unless
it really is (e.g., data corruption issues, serious regression from
previous functionality in -CURRENT) or serious unless it is
something that will affect many users (kernel panics or freezes;
problems with particular device drivers or system utilities). OS
developers will not necessarily work on your problem faster if you
inflate its importance since there are so many other people who have
done exactly that — in fact, some developers pay little attention to
this field because of this.

	Priority: This field indicates how widespread the effects of this
bug is likely to be.



The next section describes fields that are common to both the email
interface and the web
interface [https://bugs.freebsd.org/bugzilla/enter_bug.cgi]:


	Originator: Please specify your real name, optionally followed by
your email address in angle brackets. In the email interface, this is
normally prefilled with the gecos field of the currently
logged-in user.


Note

The email address you use will become public information and may
become available to spammers. You should either have spam
handling procedures in place, or use a temporary email account.
However, please note that if you do not use a valid email account
at all, we will not be able to ask you questions about your PR.






	Organization: Whatever you feel like. This field is not used for
anything significant.



	Synopsis: Fill this out with a short and accurate description of
the problem. The synopsis is used as the subject of the problem
report email, and is used in problem report listings and summaries;
problem reports with obscure synopses tend to get ignored.

As noted above, if your problem report includes a patch, please have
the synopsis start with [patch] (including the brackets); if this
is a ports PR and you are the maintainer, you may consider adding
[maintainer update] (including the brackets) and set the “Class”
of your PR to maintainer-update.



	Category: Choose an appropriate category.

The first thing you need to do is to decide what part of the system
your problem lies in. Remember, OS is a complete operating system,
which installs both a kernel, the standard libraries, many peripheral
drivers, and a large number of utilities (the “base system”).
However, there are thousands of additional applications in the Ports
Collection. You’ll first need to decide if the problem is in the base
system or something installed via the Ports Collection.

Here is a description of the major categories:


	If a problem is with the kernel, the libraries (such as standard C
library libc), or a peripheral driver in the base system, in
general you will use the kern category. (There are a few
exceptions; see below). In general these are things that are
described in section 2, 3, or 4 of the manual pages.



	If a problem is with a binary program such as MAN.SH.1 or
MAN.MOUNT.8, you will first need to determine whether these
programs are in the base system or were added via the Ports
Collection. If you are unsure, you can do ``whereis


programname``. OS’s convention for the Ports Collection




is to install everything underneath /usr/local, although this
can be overridden by a system administrator. For these, you will
use the ports category (yes, even if the port’s category is
www; see below). If the location is /bin, /usr/bin,
/sbin, or /usr/sbin, it is part of the base system, and
you should use the bin category. (A few programs, such as
MAN.GCC.1, actually use the gnu category, but do not worry
about that for now.) These are all things that are described in
section 1 or 8 of the manual pages.



	If you believe that the error is in the startup (rc) scripts,
or in some kind of other non-executable configuration file, then
the right category is conf (configuration). These are things
that are described in section 5 of the manual pages.



	If you have found a problem in the documentation set (articles,
books, man pages), the correct choice is docs.



	If you are having a problem with the FreeBSD web
pages [http://www.FreeBSD.org], the proper choice is www.


Note

if you are having a problem with something from a port named
www/someportname, this nevertheless goes in the ports
category.








There are a few more specialized categories.


	If the problem would otherwise be filed in kern but has to do
with the USB subsystem, the correct choice is usb.

	If the problem would otherwise be filed in kern but has to do
with the threading libraries, the correct choice is threads.

	If the problem would otherwise be in the base system, but has to
do with our adherence to standards such as POSIX, the correct
choice is standards.

	If the problem has to do with errors internal to a
JAVA.VIRTUAL.MACHINE (JVM), even though JAVA was installed from
the Ports Collection, you should select the java category.
More general problems with JAVA ports still go under ports.



This leaves everything else.


	If you are convinced that the problem will only occur under the
processor architecture you are using, select one of the
architecture-specific categories: commonly i386 for
Intel-compatible machines in 32-bit mode; amd64 for AMD
machines running in 64-bit mode (this also includes
Intel-compatible machines running in EMT64 mode); and less
commonly arm, ia64, powerpc, and sparc64.


Note

These categories are quite often misused for “I do not know”
problems. Rather than guessing, please just use misc.




You have a common PC-based machine, and think you have encountered
a problem specific to a particular chipset or a particular
motherboard: i386 is the right category.

You are having a problem with an add-in peripheral card on a
commonly seen bus, or a problem with a particular type of hard
disk drive: in this case, it probably applies to more than one
architecture, and kern is the right category.



	If you really do not know where the problem lies (or the
explanation does not seem to fit into the ones above), use the
misc category. Before you do so, you may wish to ask for help
on the A.QUESTIONS first. You may be advised that one of the
existing categories really is a better choice.





Here is the current list of categories (taken from
http://svnweb.freebsd.org/base/head/gnu/usr.bin/send-pr/categories):


	advocacy: problems relating to OS’s public image. Obsolete.

	amd64: problems specific to the AMD64 platform.

	arm: problems specific to the ARM platform.

	bin: problems with userland programs in the base system.

	conf: problems with configuration files, default values, and
so forth.

	docs: problems with manual pages or on-line documentation.

	gnu: problems with imported GNU software such as MAN.GCC.1 or
MAN.GREP.1.

	i386: problems specific to the I386 platform.

	ia64: problems specific to the ia64 platform.

	java: problems related to the JAVA Virtual Machine.

	kern: problems with the kernel, (non-platform-specific) device
drivers, or the base libraries.

	misc: anything that does not fit in any of the other
categories. (Note that there is almost nothing that truly belongs
in this category, except for problems with the release and build
infrastructure. Temporary build failures on HEAD do not belong
here. Also note that it is easy for things to get lost in this
category).

	ports: problems relating to the Ports Collection.

	powerpc: problems specific to the POWERPC platform.

	sparc64: problems specific to the SPARC64 platform.

	standards: Standards conformance issues.

	threads: problems related to the OS threads implementation
(especially on OS.CURRENT).

	usb: problems related to the OS USB implementation.

	www: Changes or enhancements to the OS website.





	Class: Choose one of the following:


	sw-bug: software bugs.

	doc-bug: errors in documentation.

	change-request: requests for additional features or changes in
existing features.

	update: updates to ports or other contributed software.

	maintainer-update: updates to ports for which you are the
maintainer.





	Release: The version of OS that you are running. This needs to be
filled in.





Finally, there is a series of multi-line fields:


	Environment: This should describe, as accurately as possible, the
environment in which the problem has been observed. This includes the
operating system version, the version of the specific program or file
that contains the problem, and any other relevant items such as
system configuration, other installed software that influences the
problem, etc.—quite simply everything a developer needs to know to
reconstruct the environment in which the problem occurs.

	Description: A complete and accurate description of the problem you
are experiencing. Try to avoid speculating about the causes of the
problem unless you are certain that you are on the right track, as it
may mislead a developer into making incorrect assumptions about the
problem.

	How-To-Repeat: A summary of the actions you need to take to
reproduce the problem.

	Fix: Preferably a patch, or at least a workaround (which not only
helps other people with the same problem work around it, but may also
help a developer understand the cause for the problem), but if you do
not have any firm ideas for either, it is better to leave this field
blank than to speculate.






Sending the Problem Report

If you are using the web
form [https://bugs.freebsd.org/bugzilla/enter_bug.cgi]:

Before you hit submit, you will need to fill in a field containing
text that is represented in image form on the page. This unfortunate
measure has had to be adopted due to misuse by automated systems and a
few misguided individuals. It is a necessary evil that no one likes;
please do not ask us to remove it.

Note that you are strongly advised to save your work somewhere
before hitting submit. A common problem for users is to have their
web browser displaying a stale image from its cache. If this happens to
you, your submission will be rejected and you may lose your work.

If you are unable to view images for any reason, please accept our
apologies for the inconvenience and email your problem report to the
bugbuster team at freebsd-bugbusters@FreeBSD.org.






Follow-up

Once the problem report has been filed, you will receive a confirmation
by email which will include the tracking number that was assigned to
your problem report and a URL you can use to check its status. With a
little luck, someone will take an interest in your problem and try to
address it, or, as the case may be, explain why it is not a problem. You
will be automatically notified of any change of status, and you will
receive copies of any comments or patches someone may attach to your
problem report’s audit trail.

If someone requests additional information from you, or you remember or
discover something you did not mention in the initial report, please
submit a follow up. The number one reason for a bug not getting fixed is
lack of communication with the originator.


	The easiest way is to use the comment option on the individual PR’s
web page, which you can reach from the PR search
page [https://bugs.freebsd.org/bugzilla/query.cgi].



If the problem report remains open after the problem has gone away, just
add a comment saying that the problem report can be closed, and, if
possible, explaining how or when the problem was fixed.

Sometimes there is a delay of a week or two where the problem report
remains untouched, not assigned or commented on by anyone. This can
happen when there is an increased problem report backlog or during a
holiday season. When a problem report has not received attention after
several weeks, it is worth finding a committer particularly interested
in working on it.

There are a few ways to do so, ideally in the following order, with a
few days between attempting each communication channel:


	Find the relevant OS mailing list for the problem report from the
list in the
Handbook
and send a message to that list asking about assistance or comments
on the problem report.

	Join the relevant IRC channels. A partial listing is here:
https://wiki.freebsd.org/IrcChannels. Inform the people in that
channel about the problem report and ask for assistance. Be patient
and stay in the channel after posting, so that the people from
different time zones around the world have a chance to catch up.

	Find committers interested in the problem that was reported. If the
problem was in a particular tool, binary, port, document, or source
file, check the SVN Repository [http://svnweb.FreeBSD.org].
Locate the last few committers who made substantive changes to the
file, and try to reach them via IRC or email. A list of committers
and their emails can be found in the Contributors to
OS article.



Remember that these people are volunteers, just like maintainers and
users, so they might not be immediately available to assist with the
problem report. Patience and consistency in the follow-ups is highly
advised and appreciated. With enough care and effort dedicated to that
follow-up process, finding a committer to take care of the problem
report is just a matter of time.




If There Are Problems

If you found an issue with the bug system, file a bug! There is a
category for exactly this purpose. If you are unable to do so, contact
the bug wranglers at bugmeister@FreeBSD.org.




Further Reading

This is a list of resources relevant to the proper writing and
processing of problem reports. It is by no means complete.


	How to Report Bugs
Effectively [http://www.chiark.greenend.org.uk/~sgtatham/bugs.html]—an
excellent essay by Simon G. Tatham on composing useful
(non-OS-specific) problem reports.

	Problem Report Handling
Guidelines—valuable
insight into how problem reports are handled by the OS developers.
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Introduction

The historical BSD had a monolithic startup script, /etc/rc. It was
invoked by MAN.INIT.8 at system boot time and performed all userland
tasks required for multi-user operation: checking and mounting file
systems, setting up the network, starting daemons, and so on. The
precise list of tasks was not the same in every system; admins needed to
customize it. With few exceptions, /etc/rc had to be modified, and
true hackers liked it.

The real problem with the monolithic approach was that it provided no
control over the individual components started from /etc/rc. For
instance, /etc/rc could not restart a single daemon. The system
admin had to find the daemon process by hand, kill it, wait until it
actually exited, then browse through /etc/rc for the flags, and
finally type the full command line to start the daemon again. The task
would become even more difficult and prone to errors if the service to
restart consisted of more than one daemon or demanded additional
actions. In a few words, the single script failed to fulfil what scripts
are for: to make the system admin’s life easier.

Later there was an attempt to split out some parts of /etc/rc for
the sake of starting the most important subsystems separately. The
notorious example was /etc/netstart to bring up networking. It did
allow for accessing the network from single-user mode, but it did not
integrate well into the automatic startup process because parts of its
code needed to interleave with actions essentially unrelated to
networking. That was why /etc/netstart mutated into
/etc/rc.network. The latter was no longer an ordinary script; it
comprised of large, tangled MAN.SH.1 functions called from /etc/rc
at different stages of system startup. However, as the startup tasks
grew diverse and sophisticated, the “quasi-modular” approach became even
more of a drag than the monolithic /etc/rc had been.

Without a clean and well-designed framework, the startup scripts had to
bend over backwards to satisfy the needs of rapidly developing BSD-based
operating systems. It became obvious at last that more steps are
necessary on the way to a fine-grained and extensible rc system.
Thus BSD rc.d was born. Its acknowledged fathers were Luke Mewburn
and the NetBSD community. Later it was imported into OS. Its name refers
to the location of system scripts for individual services, which is in
/etc/rc.d. Soon we will learn about more components of the rc.d
system and see how the individual scripts are invoked.

The basic ideas behind BSD rc.d are fine modularity and code
reuse. Fine modularity means that each basic “service” such as a
system daemon or primitive startup task gets its own MAN.SH.1 script
able to start the service, stop it, reload it, check its status. A
particular action is chosen by the command-line argument to the script.
The /etc/rc script still drives system startup, but now it merely
invokes the smaller scripts one by one with the start argument. It
is easy to perform shutdown tasks as well by running the same set of
scripts with the stop argument, which is done by
/etc/rc.shutdown. Note how closely this follows the Unix way of
having a set of small specialized tools, each fulfilling its task as
well as possible. Code reuse means that common operations are
implemented as MAN.SH.1 functions and collected in /etc/rc.subr. Now
a typical script can be just a few lines’ worth of MAN.SH.1 code.
Finally, an important part of the rc.d framework is MAN.RCORDER.8,
which helps /etc/rc to run the small scripts orderly with respect to
dependencies between them. It can help /etc/rc.shutdown, too,
because the proper order for the shutdown sequence is opposite to that
of startup.

The BSD rc.d design is described in the original article by Luke
Mewburn, and the rc.d components are documented in great
detail in the respective manual pages. However, it might
not appear obvious to an rc.d newbie how to tie the numerous bits
and pieces together in order to create a well-styled script for a
particular task. Therefore this article will try a different approach to
describe rc.d. It will show which features should be used in a
number of typical cases, and why. Note that this is not a how-to
document because our aim is not at giving ready-made recipes, but at
showing a few easy entrances into the rc.d realm. Neither is this
article a replacement for the relevant manual pages. Do not hesitate to
refer to them for more formal and complete documentation while reading
this article.

There are prerequisites to understanding this article. First of all, you
should be familiar with the MAN.SH.1 scripting language in order to
master rc.d. In addition, you should know how the system performs
userland startup and shutdown tasks, which is described in MAN.RC.8.

This article focuses on the OS branch of rc.d. Nevertheless, it may
be useful to NetBSD developers, too, because the two branches of BSD
rc.d not only share the same design but also stay similar in their
aspects visible to script authors.




Outlining the task

A little consideration before starting $EDITOR will not hurt. In order
to write a well-tempered rc.d script for a system service, we should
be able to answer the following questions first:


	Is the service mandatory or optional?

	Will the script serve a single program, e.g., a daemon, or perform
more complex actions?

	Which other services will our service depend on, and vice versa?



From the examples that follow we will see why it is important to know
the answers to these questions.




A dummy script

The following script just emits a message each time the system boots up:

#!/bin/sh

. /etc/rc.subr

name="dummy"
start_cmd="${name}_start"
stop_cmd=":"

dummy_start()
{
    echo "Nothing started."
}

load_rc_config $name
run_rc_command "$1"





Things to note are:


	An interpreted script should begin with the magic “shebang” line.
That line specifies the interpreter program for the script. Due to
the shebang line, the script can be invoked exactly like a binary
program provided that it has the execute bit set. (See MAN.CHMOD.1.)
For example, a system admin can run our script manually, from the
command line:

PROMPT.ROOT /etc/rc.d/dummy start

**Note**

In order to be properly managed by the ``rc.d`` framework, its
scripts need to be written in the MAN.SH.1 language. If you have
a service or port that uses a binary control utility or a startup
routine written in another language, install that element in
``/usr/sbin`` (for the system) or ``/usr/local/sbin`` (for ports)
and call it from a MAN.SH.1 script in the appropriate ``rc.d``
directory.

**Tip**

If you would like to learn the details of why ``rc.d`` scripts
must be written in the MAN.SH.1 language, see how ``/etc/rc``
invokes them by means of ``run_rc_script``, then study the
implementation of ``run_rc_script`` in ``/etc/rc.subr``.







	In /etc/rc.subr, a number of MAN.SH.1 functions are defined for
an rc.d script to use. The functions are documented in
MAN.RC.SUBR.8. While it is theoretically possible to write an
rc.d script without ever using MAN.RC.SUBR.8, its functions prove
extremely handy and make the job an order of magnitude easier. So it
is no surprise that everybody resorts to MAN.RC.SUBR.8 in rc.d
scripts. We are not going to be an exception.

An rc.d script must “source” /etc/rc.subr (include it using
“.”) before it calls MAN.RC.SUBR.8 functions so that MAN.SH.1
has an opportunity to learn the functions. The preferred style is to
source /etc/rc.subr first of all.


Note

Some useful functions related to networking are provided by
another include file, /etc/network.subr.






	The mandatory variable name specifies the name of our script. It is
required by MAN.RC.SUBR.8. That is, each rc.d script must set
name before it calls MAN.RC.SUBR.8 functions.

Now it is the right time to choose a unique name for our script once
and for all. We will use it in a number of places while developing
the script. For a start, let us give the same name to the script
file, too.


Note

The current style of rc.d scripting is to enclose values
assigned to variables in double quotes. Keep in mind that it is
just a style issue that may not always be applicable. You can
safely omit quotes from around simple words without MAN.SH.1
metacharacters in them, while in certain cases you will need
single quotes to prevent any interpretation of the value by
MAN.SH.1. A programmer should be able to tell the language syntax
from style conventions and use both of them wisely.






	The main idea behind MAN.RC.SUBR.8 is that an rc.d script
provides handlers, or methods, for MAN.RC.SUBR.8 to invoke. In
particular, start, stop, and other arguments to an rc.d
script are handled this way. A method is a MAN.SH.1 expression stored
in a variable named argument_cmd, where argument corresponds to what
can be specified on the script’s command line. We will see later how
MAN.RC.SUBR.8 provides default methods for the standard arguments.


Note

To make the code in rc.d more uniform, it is common to use
${name} wherever appropriate. Thus a number of lines can be just
copied from one script to another.






	We should keep in mind that MAN.RC.SUBR.8 provides default methods
for the standard arguments. Consequently, we must override a standard
method with a no-op MAN.SH.1 expression if we want it to do nothing.



	The body of a sophisticated method can be implemented as a function.
It is a good idea to make the function name meaningful.


Important

It is strongly recommended to add the prefix ${name} to the names
of all functions defined in our script so they never clash with
the functions from MAN.RC.SUBR.8 or another common include file.






	This call to MAN.RC.SUBR.8 loads MAN.RC.CONF.5 variables. Our script
makes no use of them yet, but it still is recommended to load
MAN.RC.CONF.5 because there can be MAN.RC.CONF.5 variables
controlling MAN.RC.SUBR.8 itself.



	Usually this is the last command in an rc.d script. It invokes
the MAN.RC.SUBR.8 machinery to perform the requested action using the
variables and methods our script has provided.








A configurable dummy script

Now let us add some controls to our dummy script. As you may know,
rc.d scripts are controlled with MAN.RC.CONF.5. Fortunately,
MAN.RC.SUBR.8 hides all the complications from us. The following script
uses MAN.RC.CONF.5 via MAN.RC.SUBR.8 to see whether it is enabled in the
first place, and to fetch a message to show at boot time. These two
tasks in fact are independent. On the one hand, an rc.d script can
just support enabling and disabling its service. On the other hand, a
mandatory rc.d script can have configuration variables. We will do
both things in the same script though:

#!/bin/sh

. /etc/rc.subr

name=dummy
rcvar=dummy_enable

start_cmd="${name}_start"
stop_cmd=":"

load_rc_config $name
: ${dummy_enable:=no}
: ${dummy_msg="Nothing started."}

dummy_start()
{
    echo "$dummy_msg"
}

run_rc_command "$1"





What changed in this example?


	The variable rcvar specifies the name of the ON/OFF knob variable.



	Now load_rc_config is invoked earlier in the script, before any
MAN.RC.CONF.5 variables are accessed.


Note

While examining rc.d scripts, keep in mind that MAN.SH.1
defers the evaluation of expressions in a function until the
latter is called. Therefore it is not an error to invoke
load_rc_config as late as just before run_rc_command and
still access MAN.RC.CONF.5 variables from the method functions
exported to run_rc_command. This is because the method
functions are to be called by run_rc_command, which is
invoked after load_rc_config.






	A warning will be emitted by run_rc_command if rcvar itself is
set, but the indicated knob variable is unset. If your rc.d
script is for the base system, you should add a default setting for
the knob to /etc/defaults/rc.conf and document it in
MAN.RC.CONF.5. Otherwise it is your script that should provide a
default setting for the knob. The canonical approach to the latter
case is shown in the example.


Note

You can make MAN.RC.SUBR.8 act as though the knob is set to
ON, irrespective of its current setting, by prefixing the
argument to the script with one or force, as in
onestart or forcestop. Keep in mind though that force
has other dangerous effects we will touch upon below, while
one just overrides the ON/OFF knob. E.g., assume that
dummy_enable is OFF. The following command will run the
start method in spite of the setting:

PROMPT.ROOT /etc/rc.d/dummy onestart










	Now the message to be shown at boot time is no longer hard-coded in
the script. It is specified by an MAN.RC.CONF.5 variable named
dummy_msg. This is a trivial example of how MAN.RC.CONF.5 variables
can control an rc.d script.


Important

The names of all MAN.RC.CONF.5 variables used exclusively by our
script must have the same prefix: ${name}_. For example:
dummy_mode, dummy_state_file, and so on.

Note

While it is possible to use a shorter name internally, e.g., just
msg, adding the unique prefix ${name}_ to all global names
introduced by our script will save us from possible collisions
with the MAN.RC.SUBR.8 namespace.

As a rule, rc.d scripts of the base system need not provide
defaults for their MAN.RC.CONF.5 variables because the defaults
should be set in /etc/defaults/rc.conf instead. On the other
hand, rc.d scripts for ports should provide the defaults as
shown in the example.






	Here we use dummy_msg to actually control our script, i.e., to emit
a variable message. Use of a shell function is overkill here, since
it only runs a single command; an equally valid alternative is:

start_cmd="echo \"$dummy_msg\""












Startup and shutdown of a simple daemon

We said earlier that MAN.RC.SUBR.8 could provide default methods.
Obviously, such defaults cannot be too general. They are suited for the
common case of starting and shutting down a simple daemon program. Let
us assume now that we need to write an rc.d script for such a daemon
called mumbled. Here it is:

#!/bin/sh

. /etc/rc.subr

name=mumbled
rcvar=mumbled_enable

command="/usr/sbin/${name}"

load_rc_config $name
run_rc_command "$1"





Pleasingly simple, isn’t it? Let us examine our little script. The only
new thing to note is as follows:


	The command variable is meaningful to MAN.RC.SUBR.8. If it is set,
MAN.RC.SUBR.8 will act according to the scenario of serving a
conventional daemon. In particular, the default methods will be
provided for such arguments: start, stop, restart,
poll, and status.

The daemon will be started by running $command with command-line
flags specified by $mumbled_flags. Thus all the input data for the
default start method are available in the variables set by our
script. Unlike start, other methods may require additional
information about the process started. For instance, stop must
know the PID of the process to terminate it. In the present case,
MAN.RC.SUBR.8 will scan through the list of all processes, looking
for a process with its name equal to $procname. The latter is another
variable of meaning to MAN.RC.SUBR.8, and its value defaults to that
of command. In other words, when we set command, procname is
effectively set to the same value. This enables our script to kill
the daemon and to check if it is running in the first place.


Note

Some programs are in fact executable scripts. The system runs
such a script by starting its interpreter and passing the name of
the script to it as a command-line argument. This is reflected in
the list of processes, which can confuse MAN.RC.SUBR.8. You
should additionally set command_interpreter to let MAN.RC.SUBR.8
know the actual name of the process if $command is a script.

For each rc.d script, there is an optional MAN.RC.CONF.5
variable that takes precedence over command. Its name is
constructed as follows: ${name}_program, where name is the
mandatory variable we discussed earlier. E.g., in
this case it will be mumbled_program. It is MAN.RC.SUBR.8 that
arranges ${name}_program to override command.

Of course, MAN.SH.1 will permit you to set ${name}_program from
MAN.RC.CONF.5 or the script itself even if command is unset. In
that case, the special properties of ${name}_program are lost,
and it becomes an ordinary variable your script can use for its
own purposes. However, the sole use of ${name}_program is
discouraged because using it together with command became an
idiom of rc.d scripting.




For more detailed information on default methods, refer to
MAN.RC.SUBR.8.








Startup and shutdown of an advanced daemon

Let us add some meat onto the bones of the previous script and make it
more complex and featureful. The default methods can do a good job for
us, but we may need some of their aspects tweaked. Now we will learn how
to tune the default methods to our needs.

#!/bin/sh

. /etc/rc.subr

name=mumbled
rcvar=mumbled_enable

command="/usr/sbin/${name}"
command_args="mock arguments > /dev/null 2>&1"

pidfile="/var/run/${name}.pid"

required_files="/etc/${name}.conf /usr/share/misc/${name}.rules"

sig_reload="USR1"

start_precmd="${name}_prestart"
stop_postcmd="echo Bye-bye"

extra_commands="reload plugh xyzzy"

plugh_cmd="mumbled_plugh"
xyzzy_cmd="echo 'Nothing happens.'"

mumbled_prestart()
{
    if checkyesno mumbled_smart; then
        rc_flags="-o smart ${rc_flags}"
    fi
    case "$mumbled_mode" in
    foo)
        rc_flags="-frotz ${rc_flags}"
        ;;
    bar)
        rc_flags="-baz ${rc_flags}"
        ;;
    *)
        warn "Invalid value for mumbled_mode"
        return 1
        ;;
    esac
    run_rc_command xyzzy
    return 0
}

mumbled_plugh()
{
    echo 'A hollow voice says "plugh".'
}

load_rc_config $name
run_rc_command "$1"






	Additional arguments to $command can be passed in command_args. They
will be added to the command line after $mumbled_flags. Since the
final command line is passed to eval for its actual execution,
input and output redirections can be specified in command_args.


Note

Never include dashed options, like -X or --foo, in
command_args. The contents of command_args will appear at the
end of the final command line, hence they are likely to follow
arguments present in ${name}_flags; but most commands will not
recognize dashed options after ordinary arguments. A better way
of passing additional options to $command is to add them to the
beginning of ${name}_flags. Another way is to modify rc_flags
as shown later.






	A good-mannered daemon should create a pidfile so that its process
can be found more easily and reliably. The variable pidfile, if set,
tells MAN.RC.SUBR.8 where it can find the pidfile for its default
methods to use.


Note

In fact, MAN.RC.SUBR.8 will also use the pidfile to see if the
daemon is already running before starting it. This check can be
skipped by using the faststart argument.






	If the daemon cannot run unless certain files exist, just list them
in required_files, and MAN.RC.SUBR.8 will check that those files do
exist before starting the daemon. There also are required_dirs and
required_vars for directories and environment variables,
respectively. They all are described in detail in MAN.RC.SUBR.8.


Note

The default method from MAN.RC.SUBR.8 can be forced to skip the
prerequisite checks by using forcestart as the argument to
the script.






	We can customize signals to send to the daemon in case they differ
from the well-known ones. In particular, sig_reload specifies the
signal that makes the daemon reload its configuration; it is
SIGHUP by default. Another signal is sent to stop the daemon
process; the default is SIGTERM, but this can be changed by
setting sig_stop appropriately.


Note

The signal names should be specified to MAN.RC.SUBR.8 without the
SIG prefix, as it is shown in the example. The OS version of
MAN.KILL.1 can recognize the SIG prefix, but the versions
from other OS types may not.






	Performing additional tasks before or after the default methods is
easy. For each command-argument supported by our script, we can
define argument_precmd and argument_postcmd. These MAN.SH.1
commands are invoked before and after the respective method, as it is
evident from their names.


Note

Overriding a default method with a custom argument_cmd still
does not prevent us from making use of argument_precmd or
argument_postcmd if we need to. In particular, the former is
good for checking custom, sophisticated conditions that should be
met before performing the command itself. Using argument_precmd
along with argument_cmd lets us logically separate the checks
from the action.

Do not forget that you can cram any valid MAN.SH.1 expressions
into the methods, pre-, and post-commands you define. Just
invoking a function that makes the real job is a good style in
most cases, but never let style limit your understanding of what
is going on behind the curtain.






	If we would like to implement custom arguments, which can also be
thought of as commands to our script, we need to list them in
extra_commands and provide methods to handle them.


Note

The reload command is special. On the one hand, it has a
preset method in MAN.RC.SUBR.8. On the other hand, reload is
not offered by default. The reason is that not all daemons use
the same reload mechanism and some have nothing to reload at all.
So we need to ask explicitly that the builtin functionality be
provided. We can do so via extra_commands.

What do we get from the default method for reload? Quite
often daemons reload their configuration upon reception of a
signal — typically, SIGHUP. Therefore MAN.RC.SUBR.8 attempts
to reload the daemon by sending a signal to it. The signal is
preset to SIGHUP but can be customized via sig_reload if
necessary.






	Our script supports two non-standard commands, plugh and
xyzzy. We saw them listed in extra_commands, and now it is time
to provide methods for them. The method for xyzzy is just inlined
while that for plugh is implemented as the mumbled_plugh
function.

Non-standard commands are not invoked during startup or shutdown.
Usually they are for the system admin’s convenience. They can also be
used from other subsystems, e.g., MAN.DEVD.8 if specified in
MAN.DEVD.CONF.5.

The full list of available commands can be found in the usage line
printed by MAN.RC.SUBR.8 when the script is invoked without
arguments. For example, here is the usage line from the script under
study:

PROMPT.ROOT /etc/rc.d/mumbled
Usage: /etc/rc.d/mumbled [fast|force|one](start|stop|restart|rcvar|reload|plugh|xyzzy|status|poll)







	A script can invoke its own standard or non-standard commands if
needed. This may look similar to calling functions, but we know that
commands and shell functions are not always the same thing. For
instance, xyzzy is not implemented as a function here. In
addition, there can be a pre-command and post-command, which should
be invoked orderly. So the proper way for a script to run its own
command is by means of MAN.RC.SUBR.8, as shown in the example.



	A handy function named checkyesno is provided by MAN.RC.SUBR.8.
It takes a variable name as its argument and returns a zero exit code
if and only if the variable is set to YES, or TRUE, or
ON, or 1, case insensitive; a non-zero exit code is returned
otherwise. In the latter case, the function tests the variable for
being set to NO, FALSE, OFF, or 0, case insensitive;
it prints a warning message if the variable contains anything else,
i.e., junk.

Keep in mind that for MAN.SH.1 a zero exit code means true and a
non-zero exit code means false.


Important

The checkyesno function takes a variable name. Do not pass
the expanded value of a variable to it; it will not work as
expected.

The following is the correct usage of checkyesno:

if checkyesno mumbled_enable; then
        foo
fi





On the contrary, calling checkyesno as shown below will not
work — at least not as expected:

if checkyesno "${mumbled_enable}"; then
        foo
fi










	We can affect the flags to be passed to $command by modifying
rc_flags in $start_precmd.



	In certain cases we may need to emit an important message that should
go to syslog as well. This can be done easily with the following
MAN.RC.SUBR.8 functions: debug, info, warn, and err.
The latter function then exits the script with the code specified.



	The exit codes from methods and their pre-commands are not just
ignored by default. If argument_precmd returns a non-zero exit code,
the main method will not be performed. In turn, argument_postcmd
will not be invoked unless the main method returns a zero exit code.


Note

However, MAN.RC.SUBR.8 can be instructed from the command line to
ignore those exit codes and invoke all commands anyway by
prefixing an argument with force, as in forcestart.











Connecting a script to the rc.d framework

After a script has been written, it needs to be integrated into
rc.d. The crucial step is to install the script in /etc/rc.d
(for the base system) or /usr/local/etc/rc.d (for ports). Both
<bsd.prog.mk> and <bsd.port.mk> provide convenient hooks for
that, and usually you do not have to worry about the proper ownership
and mode. System scripts should be installed from src/etc/rc.d
through the Makefile found there. Port scripts can be installed
using USE_RC_SUBR as described in the Porter’s
Handbook.

However, we should consider beforehand the place of our script in the
system startup sequence. The service handled by our script is likely to
depend on other services. For instance, a network daemon cannot function
without the network interfaces and routing up and running. Even if a
service seems to demand nothing, it can hardly start before the basic
filesystems have been checked and mounted.

We mentioned MAN.RCORDER.8 already. Now it is time to have a close look
at it. In a nutshell, MAN.RCORDER.8 takes a set of files, examines their
contents, and prints a dependency-ordered list of files from the set to
stdout. The point is to keep dependency information inside the
files so that each file can speak for itself only. A file can specify
the following information:


	the names of the “conditions” (which means services to us) it
provides;

	the names of the “conditions” it requires;

	the names of the “conditions” this file should run before;

	additional keywords that can be used to select a subset from the
whole set of files (MAN.RCORDER.8 can be instructed via options to
include or omit the files having particular keywords listed.)



It is no surprise that MAN.RCORDER.8 can handle only text files with a
syntax close to that of MAN.SH.1. That is, special lines understood by
MAN.RCORDER.8 look like MAN.SH.1 comments. The syntax of such special
lines is rather rigid to simplify their processing. See MAN.RCORDER.8
for details.

Besides using MAN.RCORDER.8 special lines, a script can insist on its
dependency upon another service by just starting it forcibly. This can
be needed when the other service is optional and will not start by
itself because the system admin has disabled it mistakenly in
MAN.RC.CONF.5.

With this general knowledge in mind, let us consider the simple daemon
script enhanced with dependency stuff:

#!/bin/sh

# PROVIDE: mumbled oldmumble
# REQUIRE: DAEMON cleanvar frotz
# BEFORE:  LOGIN
# KEYWORD: nojail shutdown

. /etc/rc.subr

name=mumbled
rcvar=mumbled_enable

command="/usr/sbin/${name}"
start_precmd="${name}_prestart"

mumbled_prestart()
{
    if ! checkyesno frotz_enable && \
        ! /etc/rc.d/frotz forcestatus 1>/dev/null 2>&1; then
        force_depend frotz || return 1
    fi
    return 0
}

load_rc_config $name
run_rc_command "$1"





As before, detailed analysis follows:


	That line declares the names of “conditions” our script provides. Now
other scripts can record a dependency on our script by those names.


Note

Usually a script specifies a single condition provided. However,
nothing prevents us from listing several conditions there, e.g.,
for compatibility reasons.

In any case, the name of the main, or the only, PROVIDE:
condition should be the same as ${name}.






	So our script indicates which “conditions” provided by other scripts
it depends on. According to the lines, our script asks MAN.RCORDER.8
to put it after the script(s) providing DAEMON and cleanvar,
but before that providing LOGIN.


Note

The BEFORE: line should not be abused to work around an
incomplete dependency list in the other script. The appropriate
case for using BEFORE: is when the other script does not care
about ours, but our script can do its task better if run before
the other one. A typical real-life example is the network
interfaces vs. the firewall: While the interfaces do not depend
on the firewall in doing their job, the system security will
benefit from the firewall being ready before there is any network
traffic.

Besides conditions corresponding to a single service each, there
are meta-conditions and their “placeholder” scripts used to
ensure that certain groups of operations are performed before
others. These are denoted by UPPERCASE names. Their list and
purposes can be found in MAN.RC.8.

Keep in mind that putting a service name in the REQUIRE: line
does not guarantee that the service will actually be running by
the time our script starts. The required service may fail to
start or just be disabled in MAN.RC.CONF.5. Obviously,
MAN.RCORDER.8 cannot track such details, and MAN.RC.8 will not do
that either. Consequently, the application started by our script
should be able to cope with any required services being
unavailable. In certain cases, we can help it as discussed
below.






	As we remember from the above text, MAN.RCORDER.8 keywords can be
used to select or leave out some scripts. Namely any MAN.RCORDER.8
consumer can specify through -k and -s options which keywords
are on the “keep list” and “skip list”, respectively. From all the
files to be dependency sorted, MAN.RCORDER.8 will pick only those
having a keyword from the keep list (unless empty) and not having a
keyword from the skip list.

In OS, MAN.RCORDER.8 is used by /etc/rc and /etc/rc.shutdown.
These two scripts define the standard list of OS rc.d keywords
and their meanings as follows:


	nojail

	The service is not for MAN.JAIL.8 environment. The automatic
startup and shutdown procedures will ignore the script if inside
a jail.



	nostart

	The service is to be started manually or not started at all. The
automatic startup procedure will ignore the script. In
conjunction with the shutdown keyword, this can be used to
write scripts that do something only at system shutdown.



	shutdown

	This keyword is to be listed explicitly if the service needs to
be stopped before system shutdown.


Note

When the system is going to shut down, /etc/rc.shutdown
runs. It assumes that most rc.d scripts have nothing to
do at that time. Therefore /etc/rc.shutdown selectively
invokes rc.d scripts with the shutdown keyword,
effectively ignoring the rest of the scripts. For even faster
shutdown, /etc/rc.shutdown passes the faststop
command to the scripts it runs so that they skip preliminary
checks, e.g., the pidfile check. As dependent services should
be stopped before their prerequisites, /etc/rc.shutdown
runs the scripts in reverse dependency order.

If writing a real rc.d script, you should consider
whether it is relevant at system shutdown time. E.g., if your
script does its work in response to the start command
only, then you need not include this keyword. However, if
your script manages a service, it is probably a good idea to
stop it before the system proceeds to the final stage of its
shutdown sequence described in MAN.HALT.8. In particular, a
service should be stopped explicitly if it needs considerable
time or special actions to shut down cleanly. A typical
example of such a service is a database engine.










	To begin with, force_depend should be used with much care. It is
generally better to revise the hierarchy of configuration variables
for your rc.d scripts if they are interdependent.

If you still cannot do without force_depend, the example offers
an idiom of how to invoke it conditionally. In the example, our
mumbled daemon requires that another one, frotz, be started
in advance. However, frotz is optional, too; and MAN.RCORDER.8
knows nothing about such details. Fortunately, our script has access
to all MAN.RC.CONF.5 variables. If frotz_enable is true, we hope for
the best and rely on rc.d to have started frotz. Otherwise we
forcibly check the status of frotz. Finally, we enforce our
dependency on frotz if it is found to be not running. A warning
message will be emitted by force_depend because it should be
invoked only if a misconfiguration has been detected.








Giving more flexibility to an rc.d script

When invoked during startup or shutdown, an rc.d script is supposed
to act on the entire subsystem it is responsible for. E.g.,
/etc/rc.d/netif should start or stop all network interfaces
described by MAN.RC.CONF.5. Either task can be uniquely indicated by a
single command argument such as start or stop. Between startup
and shutdown, rc.d scripts help the admin to control the running
system, and it is when the need for more flexibility and precision
arises. For instance, the admin may want to add the settings of a new
network interface to MAN.RC.CONF.5 and then to start it without
interfering with the operation of the existing interfaces. Next time the
admin may need to shut down a single network interface. In the spirit of
the command line, the respective rc.d script calls for an extra
argument, the interface name.

Fortunately, MAN.RC.SUBR.8 allows for passing any number of arguments to
script’s methods (within the system limits). Due to that, the changes in
the script itself can be minimal.

How can MAN.RC.SUBR.8 gain access to the extra command-line arguments.
Should it just grab them directly? Not by any means. Firstly, an
MAN.SH.1 function has no access to the positional parameters of its
caller, but MAN.RC.SUBR.8 is just a sack of such functions. Secondly,
the good manner of rc.d dictates that it is for the main script to
decide which arguments are to be passed to its methods.

So the approach adopted by MAN.RC.SUBR.8 is as follows:
run_rc_command passes on all its arguments but the first one to the
respective method verbatim. The first, omitted, argument is the name of
the method itself: start, stop, etc. It will be shifted out by
run_rc_command, so what is $2 in the original command line will be
presented as $1 to the method, and so on.

To illustrate this opportunity, let us modify the primitive dummy script
so that its messages depend on the additional arguments supplied. Here
we go:

#!/bin/sh

. /etc/rc.subr

name="dummy"
start_cmd="${name}_start"
stop_cmd=":"
kiss_cmd="${name}_kiss"
extra_commands="kiss"

dummy_start()
{
        if [ $# -gt 0 ]; then
                echo "Greeting message: $*"
        else
                echo "Nothing started."
        fi
}

dummy_kiss()
{
        echo -n "A ghost gives you a kiss"
        if [ $# -gt 0 ]; then
                echo -n " and whispers: $*"
        fi
        case "$*" in
        *[.!?])
                echo
                ;;
        *)
                echo .
                ;;
        esac
}

load_rc_config $name
run_rc_command "$@"





What essential changes can we notice in the script?


	All arguments you type after start can end up as positional
parameters to the respective method. We can use them in any way
according to our task, skills, and fancy. In the current example, we
just pass all of them to MAN.ECHO.1 as one string in the next line —
note $* within the double quotes. Here is how the script can be
invoked now:

PROMPT.ROOT /etc/rc.d/dummy start
Nothing started.
PROMPT.ROOT /etc/rc.d/dummy start Hello world!
Greeting message: Hello world!







	The same applies to any method our script provides, not only to a
standard one. We have added a custom method named kiss, and it
can take advantage of the extra arguments not less than start
does. E.g.:

PROMPT.ROOT /etc/rc.d/dummy kiss
A ghost gives you a kiss.
PROMPT.ROOT /etc/rc.d/dummy kiss Once I was Etaoin Shrdlu...
A ghost gives you a kiss and whispers: Once I was Etaoin Shrdlu...







	If we want just to pass all extra arguments to any method, we can
merely substitute "$@" for "$1" in the last line of our
script, where we invoke run_rc_command.


Important

An MAN.SH.1 programmer ought to understand the subtle difference
between $* and $@ as the ways to designate all positional
parameters. For its in-depth discussion, refer to a good handbook
on MAN.SH.1 scripting. Do not use the expressions until you
fully understand them because their misuse will result in buggy
and insecure scripts.

Note

Currently run_rc_command may have a bug that prevents it from
keeping the original boundaries between arguments. That is,
arguments with embedded whitespace may not be processed
correctly. The bug stems from $* misuse.











Further reading

The original article by Luke
Mewburn [http://www.mewburn.net/luke/papers/rc.d.pdf] offers a
general overview of rc.d and detailed rationale for its design
decisions. It provides insight on the whole rc.d framework and its
place in a modern BSD operating system.

The manual pages MAN.RC.8, MAN.RC.SUBR.8, and MAN.RCORDER.8 document the
rc.d components in great detail. You cannot fully use the rc.d
power without studying the manual pages and referring to them while
writing your own scripts.

The major source of working, real-life examples is /etc/rc.d in a
live system. Its contents are easy and pleasant to read because most
rough corners are hidden deep in MAN.RC.SUBR.8. Keep in mind though that
the /etc/rc.d scripts were not written by angels, so they might
suffer from bugs and suboptimal design decisions. Now you can improve
them!
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Using Greylist with OS





	Author:	TomRhodes






Basic Configuration

Install perl using

PROMPT.ROOT pkg install lang/perl5.16





Now for the database server; MySQL is perfect for this sort of work.
Install the databases/mysql40-server along with
databases/p5-DBD-mysql40. The previous port should imply the
installation of databases/p5-DBI-137 so that knocks off another step.

Install the perl based portable server plugin, net/p5-Net-Daemon
port. Most of these port installations should have been straight
forward. The next step will be more involved.

Now install the mail/p5-Sendmail-Milter port. As of this writing the
Makefile contains a line beginning with BROKEN, just remove it
or comment it out. It is only marked this way because OS neither has nor
installs a threaded perl package by default. Once that line is
removed it should build and install perfectly fine.

Create a directory to hold temporary configuration files:

PROMPT.ROOT mkdir /tmp/relaydelay
PROMPT.ROOT cd /tmp/relaydelay





Now that we have a temporary directory to work in, the following URLs
should be sent to the fetch command:

PROMPT.ROOT fetch http://projects.puremagic.com/greylisting/releases/relaydelay-0.04.tgz
PROMPT.ROOT fetch http://lists.puremagic.com/pipermail/greylist-users/attachments/20030904/b8dafed9/relaydelay-0.04.bin





The source code should now be unpacked:

PROMPT.ROOT gunzip -c relaydelay-0.04.tgz | tar xvf -





There should now be several files into the temporary directory by this
point. The appropriate information can now be passed to the database
server by importing it from the mysql.sql file:

PROMPT.ROOT mysql < relaydelay-0.04/mysql.sql





And patch the other files with the relaydelay.bin by running:

PROMPT.ROOT patch -d /tmp/relaydelay/relaydelay-0.04 < relaydelay.bin





Edit the relaydelay.conf and the db_maintenance.pl file to
append the correct username and password for the MySQL database. If the
database was built and installed like the above then no users or
passwords exist. This should be altered before putting this into
production, that is covered in the database documentation and is beyond
the scope of this document.

Change the working directory to the relaydelay-0.04 directory:

PROMPT.ROOT cd relaydelay-0.04





Copy or move the configuration files to their respective directories:

PROMPT.ROOT mv db_maintenance.pl relaydelay.pl /usr/local/sbin
PROMPT.ROOT mv relaydelay.conf /etc/mail
PROMPT.ROOT mv relaydelay.sh /usr/local/etc/rc.d/





Test the current configuration by running:

PROMPT.ROOT sh /usr/local/etc/rc.d/relaydelay.sh start

**Note**

This file will not exist if the previous MAN.MV.1 commands were
neglected.





If everything worked correctly a new file, relaydelay.log, should
exist in /var/log. It should contain something similar to the
following text:

Loaded Config File: /etc/mail/relaydelay.conf
Using connection 'local:/var/run/relaydelay.sock' for filter relaydelay
DBI Connecting to DBI:mysql:database=relaydelay:host=localhost:port=3306
Spawned relaydelay daemon process 38277.
Starting Sendmail::Milter 0.18 engine.





If this does not appear then something went wrong, review the screen
output or look for anything new in the messages log file.

Glue everything together by adding the following line to
/etc/mail/sendmail.mc or the customized site specific mc file:

INPUT_MAIL_FILTER(`relaydelay', `S=local:/var/run/relaydelay.sock, T=S:1m;R:2m;E:3m')dnl





Rebuild and reinstall the files in the /etc/mail directory and
restart sendmail. A quick make restart should do the trick.

Obtain the perl script located at
http://lists.puremagic.com/pipermail/greylist-users/2003-November/000327.html
and save it in the relaydelay-0.04 directory. In the following
examples this script is referred to as addlist.pl.

Edit the whitelist_ip.txt file and modify it to include IP addresses
of servers which should have the explicit abilities to bypass the
relaydelay filters. i.e., domains from which email will not be issued a
TEMPFAIL when received.

Some examples could include:

192.168.   # My internal network.
66.218.66       # Yahoo groups has unique senders.





The blacklist_ip.txt file should be treated similarly but with
reversed rules. List within this file IPs which should be denied without
being issued a TEMPFAIL. This list of domains will never have the
opportunity to prove that they are legitimate email servers.

These files should now be imported into the database with the
addlist.pl script obtained a few lines ago:

PROMPT.ROOT perl addlist.pl -whitelist 9999-12-31 23:59:59 < whitelist_ip.txt
PROMPT.ROOT perl addlist.pl -blacklist 9999-12-31 23:59:59 < blacklist_ip.txt





To have relaydelay start with every system boot, add the
relaydelay_enable="YES" to the /etc/rc.conf file.

The /var/log/relaydelay.log log file should slowly fill up with
success stories. Lines like the following should appear after a short
time, depending on how busy the mail server is.

=== 2004-05-24 21:03:22 ===
Stored Sender: <someasshole@flawed-example.com>
Passed Recipient: <local_user@pittgoth.com>
  Relay: example.net [XXX.XX.XXX.XX] - If_Addr: MY_IP_ADDRESS
  RelayIP: XX.XX.XX.XX - RelayName: example.net - RelayIdent:  - PossiblyForged: 0
  From: someasshole@flawed-example.com - To: local_user
  InMailer: esmtp - OutMailer: local - QueueID: i4P13Lo6000701111
  Email is known but block has not expired.  Issuing a tempfail.  rowid: 51
  IN ABORT CALLBACK - PrivData: 0<someasshole@flawed-example.com>





The following line may now be added to /etc/newsyslog.conf to cause
for relaydelay.log rotation at every 100 Kb:

/var/log/relaydelay.log                 644  3     100  *     Z

**Note**

At some point there was an error about improper ``perl`` variables
in the ``/etc/mail/relaydelay.conf``. If those two variables are
commented out then configuration may proceed as normal. Just
remember to uncomment them before starting the ``relaydelay``
process.
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OS Release Engineering





	Author:	MurrayStokelyI’ve been involved in the development of OS based products





since 1997 at Walnut Creek CDROM, BSDi, and now Wind River Systems.
OS4.4 was the first official release of OS that I played a significant
part in.


Introduction

The development of OS is a very open process. OS is comprised of
contributions from thousands of people around the world. The OS Project
provides Subversion  [1] access to the general public so that others
can have access to log messages, diffs (patches) between development
branches, and other productivity enhancements that formal source code
management provides. This has been a huge help in attracting more
talented developers to OS. However, I think everyone would agree that
chaos would soon manifest if write access to the main repository was
opened up to everyone on the Internet. Therefore only a “select” group
of nearly 300 people are given write access to the Subversion
repository. These
committers


[2] are usually the people who do the bulk of OS development. An


elected Core Team  [3] of
developers provide some level of direction over the project.

The rapid pace of OS development makes the main development branch
unsuitable for the everyday use by the general public. In particular,
stabilizing efforts are required for polishing the development system
into a production quality release. To solve this conflict, development
continues on several parallel tracks. The main development branch is the
HEAD or trunk of our Subversion tree, known as “OS-CURRENT” or
“-CURRENT” for short.

A set of more stable branches are maintained, known as “OS-STABLE” or
“-STABLE” for short. All branches live in a master Subversion repository
maintained by the OS Project. OS-CURRENT is the “bleeding-edge” of OS
development where all new changes first enter the system. OS-STABLE is
the development branch from which major releases are made. Changes go
into this branch at a different pace, and with the general assumption
that they have first gone into OS-CURRENT and have been thoroughly
tested by our user community.

The term stable in the name of the branch refers to the presumed
Application Binary Interface stability, which is promised by the
project. This means that a user application compiled on an older version
of the system from the same branch works on a newer system from the same
branch. The ABI stability has improved greatly from the compared to
previous releases. In most cases, binaries from the older STABLE
systems run unmodified on newer systems, including HEAD, assuming that
the system management interfaces are not used.

In the interim period between releases, weekly snapshots are built
automatically by the OS Project build machines and made available for
download from ftp://ftp.FreeBSD.org/pub/FreeBSD/snapshots/. The
widespread availability of binary release snapshots, and the tendency of
our user community to keep up with -STABLE development with Subversion
and “make buildworld”  [4] helps to keep OS-STABLE in a very
reliable condition even before the quality assurance activities ramp up
pending a major release.

In addition to installation ISO snapshots, weekly virtual machine images
are also provided for use with VirtualBox, qemu, or other popular
emulation software. The virtual machine images can be downloaded from
ftp://ftp.FreeBSD.org/pub/FreeBSD/snapshots/VM-IMAGES/.

The virtual machine images are approximately 150MB MAN.XZ.1 compressed,
and contain a 10GB sparse filesystem when attached to a virtual machine.

Bug reports and feature requests are continuously submitted by users
throughout the release cycle. Problems reports are entered into our
Bugzilla database through the web interface provided at
https://www.freebsd.org/support/bugreports.html.

To service our most conservative users, individual release branches were
introduced with OS4.3. These release branches are created shortly
before a final release is made. After the release goes out, only the
most critical security fixes and additions are merged onto the release
branch. In addition to source updates via Subversion, binary patchkits
are available to keep systems on the releng/X.Y branches updated.


What this article describes

The following sections of this article describe:


	?

	The different phases of the release engineering process leading up
to the actual system build.




	?

	The actual build process.




	?

	How the base release may be extended by third parties.




	?

	Some of the lessons learned through the release of OS4.4.




	?

	Future directions of development.








Release Process

New releases of OS are released from the -STABLE branch at approximately
four month intervals. The OS release process begins to ramp up 70-80
days before the anticipated release date when the release engineer sends
an email to the development mailing lists to remind developers that they
only have 15 days to integrate new changes before the code freeze.
During this time, many developers perform what have become known as “MFC
sweeps”.

MFC stands for “Merge From CURRENT” and it describes the process of
merging a tested change from our -CURRENT development branch to our
-STABLE branch. Project policy requires any change to be first applied
to trunk, and merged to the -STABLE branches after sufficient external
testing was done by -CURRENT users (developers are expected to
extensively test the change before committing to -CURRENT, but it is
impossible for a person to exercise all usages of the general-purpose
operating system). Minimal MFC period is 3 days, which is typically used
only for trivial or critical bugfixes.


Code Review

Sixty days before the anticipated release, the source repository enters
a “code freeze”. During this time, all commits to the -STABLE branch
must be approved by A.RE. The approval process is technically enforced
by a pre-commit hook. The kinds of changes that are allowed during this
period include:


	Bug fixes.

	Documentation updates.

	Security-related fixes of any kind.

	Minor changes to device drivers, such as adding new Device IDs.

	Driver updates from the vendors.

	Any additional change that the release engineering team feels is
justified, given the potential risk.



Shortly after the code freeze is started, a BETA1 image is built and
released for widespread testing. During the code freeze, at least one
beta image or release candidate is released every two weeks until the
final release is ready. During the days preceeding the final release,
the release engineering team is in constant communication with the
security-officer team, the documentation maintainers, and the port
maintainers to ensure that all of the different components required for
a successful release are available.

After the quality of the BETA images is satisfying enough, and no large
and potentially risky changes are planned, the release branch is created
and Release Candidate (RC) images are built from the release branch,
instead of the BETA images from the STABLE branch. Also, the freeze on
the STABLE branch is lifted and release branch enters a “hard code
freeze” where it becomes much harder to justify new changes to the
system unless a serious bug-fix or security issue is involved.




Final Release Checklist

When several BETA images have been made available for widespread testing
and all major issues have been resolved, the final release “polishing”
can begin.


Creating the Release Branch


Note

In all examples below, $FSVN refers to the location of the OS
Subversion repository, svn+ssh://svn.FreeBSD.org/base/.




The layout of OS branches in Subversion is described in the Committer’s
Guide.
The first step in creating a branch is to identify the revision of the
stable/X sources that you want to branch from.

PROMPT.ROOT svn log -v $FSVN/stable/9





The next step is to create the release branch

PROMPT.ROOT svn cp $FSVN/stable/9@REVISION $FSVN/releng/9.2





This branch can be checked out:

PROMPT.ROOT svn co $FSVN/releng/9.2 src

**Note**

Creating the ``releng`` branch and ``release`` tags is done by the
`Release Engineering Team <&url.base;/administration.html#t-re>`__.






OS Development Branch |




OS3.x STABLE Branch |




OS4.x STABLE Branch |




OS5.x STABLE Branch |




OS6.x STABLE Branch |




OS7.x STABLE Branch |




OS8.x STABLE Branch |




OS9.x STABLE Branch |






Bumping up the Version Number

Before the final release can be tagged, built, and released, the
following files need to be modified to reflect the correct version of
OS:


	
	``doc/en_US.ISO8859-1/books/handbook/mirrors/chapter.xml

	``







	
	``doc/en_US.ISO8859-1/books/porters-handbook/book.xml

	``







	doc/en_US.ISO8859-1/htdocs/cgi/ports.cgi



	ports/Tools/scripts/release/config



	doc/share/xml/freebsd.ent



	src/Makefile.inc1



	src/UPDATING



	src/gnu/usr.bin/groff/tmac/mdoc.local



	src/release/Makefile



	src/release/doc/en_US.ISO8859-1/share/xml/release.dsl



	src/release/doc/share/examples/Makefile.relnotesng



	src/release/doc/share/xml/release.ent



	src/sys/conf/newvers.sh



	src/sys/sys/param.h



	src/usr.sbin/pkg_install/add/main.c



	doc/en_US.ISO8859-1/htdocs/search/opensearch/man.xml





The release notes and errata files also need to be adjusted for the new
release (on the release branch) and truncated appropriately (on the
stable/current branch):


	
	``src/release/doc/en_US.ISO8859-1/relnotes/common/new.xml

	``







	
	``src/release/doc/en_US.ISO8859-1/errata/article.xml

	``









Sysinstall should be updated to note the number of available ports and
the amount of disk space required for the Ports Collection.  [5] This
information is currently kept in src/usr.sbin/sysinstall/dist.c.

After the release has been built, a number of files should be updated to
announce the release to the world. These files are relative to head/
within the doc/ subversion tree.


	share/images/articles/releng/branches-relengX.pic

	head/share/xml/release.ent

	en_US.ISO8859-1/htdocs/releases/*

	en_US.ISO8859-1/htdocs/releng/index.xml

	share/xml/news.xml



Additionally, update the “BSD Family Tree” file:


	src/share/misc/bsd-family-tree






Creating the Release Tag

When the final release is ready, the following command will create the
release/9.2.0 tag.

PROMPT.ROOT svn cp $FSVN/releng/9.2 $FSVN/release/9.2.0





The Documentation and Ports managers are responsible for tagging their
respective trees with the tags/RELEASE_9_2_0 tag.

When the Subversion svn cp command is used to create a release
tag, this identifies the source at a specific point in time. By
creating tags, we ensure that future release builders will always be
able to use the exact same source we used to create the official OS
Project releases.








Release Building

OS “releases” can be built by anyone with a fast machine and access to a
source repository. (That should be everyone, since we offer Subversion
access ! See the Subversion section in the
Handbook for details.) The only
special requirement is that the MAN.MD.4 device must be available. If
the device is not loaded into your kernel, then the kernel module should
be automatically loaded when MAN.MDCONFIG.8 is executed during the boot
media creation phase. All of the tools necessary to build a release are
available from the Subversion repository in src/release. These tools
aim to provide a consistent way to build OS releases. A complete release
can actually be built with only a single command, including the creation
of ISO images suitable for burning to CDROM or DVD, and an FTP install
directory. MAN.RELEASE.7 fully documents the
src/release/generate-release.sh script which is used to build a
release. generate-release.sh is a wrapper around the Makefile
target: make release.


Building a Release

MAN.RELEASE.7 documents the exact commands required to build a OS
release. The following sequences of commands can build an 9.2.0 release:

PROMPT.ROOT cd /usr/src/release





PROMPT.ROOT sh generate-release.sh release/9.2.0 /local3/release





After running these commands, all prepared release files are available
in /local3/release/R directory.

The release Makefile can be broken down into several distinct steps.


	Creation of a sanitized system environment in a separate directory
hierarchy with “``make


installworld``”.






	Checkout from Subversion of a clean version of the system source,
documentation, and ports into the release build hierarchy.



	Population of /etc and /dev in the chrooted environment.



	chroot into the release build hierarchy, to make it harder for the
outside environment to taint this build.



	make world in the chrooted environment.



	Build of Kerberos-related binaries.



	Build GENERIC kernel.



	Creation of a staging directory tree where the binary distributions
will be built and packaged.



	Build and installation of the documentation toolchain needed to
convert the documentation source (SGML) into HTML and text documents
that will accompany the release.



	Build and installation of the actual documentation (user manuals,
tutorials, release notes, hardware compatibility lists, and so on.)



	Package up distribution tarballs of the binaries and sources.



	Create FTP installation hierarchy.



	(optionally) Create ISO images for CDROM/DVD media.





For more information about the release build infrastructure, please see
MAN.RELEASE.7.


Note

It is important to remove any site-specific settings from
/etc/make.conf. For example, it would be unwise to distribute
binaries that were built on a system with CPUTYPE set to a
specific processor.







Contributed Software (“ports”)

The OS Ports collection [http://www.FreeBSD.org/ports] is a
collection of over OS.NUMPORTS third-party software packages available
for OS. The A.PORTMGR is responsible for maintaining a consistent ports
tree that can be used to create the binary packages that accompany
official OS releases.




Release ISOs

Starting with OS4.4, the OS Project decided to release all four ISO
images that were previously sold on the BSDi/Wind River Systems/FreeBSD
Mall “official” CDROM distributions. Each of the four discs must
contain a README.TXT file that explains the contents of the disc, a
CDROM.INF file that provides meta-data for the disc so that
MAN.SYSINSTALL.8 can validate and use the contents, and a
filename.txt file that provides a manifest for the disc. This
manifest can be created with a simple command:

/stage/cdromPROMPT.ROOT find . -type f | sed -e 's/^\.\///' | sort > filename.txt





The specific requirements of each CD are outlined below.


Disc 1


	The first disc is almost completely created by ``make

	release``. The only changes that should be made to the disc1



directory are the addition of a tools directory, and as many popular
third party software packages as will fit on the disc. The tools
directory contains software that allow users to create installation
floppies from other operating systems. This disc should be made bootable
so that users of modern PCs do not need to create installation floppy
disks.

If a custom kernel of OS is to be included, then MAN.SYSINSTALL.8 and
MAN.RELEASE.7 must be updated to include installation instructions. The
relevant code is contained in src/release and
src/usr.sbin/sysinstall. Specifically, the file
src/release/Makefile, and dist.c, dist.h, menus.c,
install.c, and Makefile will need to be updated under
src/usr.sbin/sysinstall. Optionally, you may choose to update
sysinstall.8.




Disc 2


	The second disc is also largely created by ``make

	release``. This disc contains a “live filesystem” that can be



used from MAN.SYSINSTALL.8 to troubleshoot a OS installation. This disc
should be bootable and should also contain a compressed copy of the CVS
repository in the CVSROOT directory and commercial software demos in
the commerce directory.




Multi-volume support

Sysinstall supports multiple volume package installations. This requires
that each disc have an INDEX file containing all of the packages on
all volumes of a set, along with an extra field that indicates which
volume that particular package is on. Each volume in the set must also
have the CD_VOLUME variable set in the cdrom.inf file so that
sysinstall can tell which volume is which. When a user attempts to
install a package that is not on the current disc, sysinstall will
prompt the user to insert the appropriate one.








Distribution


FTP Sites

When the release has been thoroughly tested and packaged for
distribution, the master FTP site must be updated. The official OS
public FTP sites are all mirrors of a master server that is open only to
other FTP sites. This site is known as ftp-master. When the release is
ready, the following files must be modified on ftp-master:


	/pub/FreeBSD/releases/arch/X.Y-RELEASE/

	
	The installable FTP directory as output from ``make

	release``.





	/pub/FreeBSD/ports/arch/packages-X.Y-release/

	The complete package build for this release.

	/pub/FreeBSD/releases/arch/X.Y-RELEASE/tools

	A symlink to ../../../tools.

	/pub/FreeBSD/releases/arch/X.Y-RELEASE/packages

	A symlink to ../../../ports/arch/packages-X.Y-release.

	/pub/FreeBSD/releases/arch/ISO-IMAGES/X.Y/X.Y-RELEASE-arch-*.iso

	The ISO images. The “*” is disc1, disc2, etc. Only if there
is a disc1 and there is an alternative first installation CD
(for example a stripped-down install with no windowing system) there
may be a mini as well.



For more information about the distribution mirror architecture of the
OS FTP sites, please see the Mirroring OS
article.

It may take many hours to two days after updating ftp-master before a
majority of the Tier-1 FTP sites have the new software depending on
whether or not a package set got loaded at the same time. It is
imperative that the release engineers coordinate with the
A.MIRROR-ANNOUNCE before announcing the general availability of new
software on the FTP sites. Ideally the release package set should be
loaded at least four days prior to release day. The release bits should
be loaded between 24 and 48 hours before the planned release time with
“other” file permissions turned off. This will allow the mirror sites to
download it but the general public will not be able to download it from
the mirror sites. Mail should be sent to A.MIRROR-ANNOUNCE at the time
the release bits get posted saying the release has been staged and
giving the time that the mirror sites should begin allowing access. Be
sure to include a time zone with the time, for example make it relative
to GMT.




CD-ROM Replication

Coming soon: Tips for sending OS ISOs to a replicator and quality
assurance measures to be taken.






Extensibility

Although OS forms a complete operating system, there is nothing that
forces you to use the system exactly as we have packaged it up for
distribution. We have tried to design the system to be as extensible as
possible so that it can serve as a platform that other commercial
products can be built on top of. The only “rule” we have about this is
that if you are going to distribute OS with non-trivial changes, we
encourage you to document your enhancements! The OS community can only
help support users of the software we provide. We certainly encourage
innovation in the form of advanced installation and administration
tools, for example, but we cannot be expected to answer questions about
it.


Scripting sysinstall

The OS system installation and configuration tool, MAN.SYSINSTALL.8, can
be scripted to provide automated installs for large sites. This
functionality can be used in conjunction with INTEL PXE  [6] to
bootstrap systems from the network.






Lessons Learned from OS4.4

The release engineering process for 4.4 formally began on August 1st,
2001. After that date all commits to the RELENG_4 branch of OS had
to be explicitly approved by the A.RE. The first release candidate for
the x86 architecture was released on August 16, followed by 4 more
release candidates leading up to the final release on September 18th.
The security officer was very involved in the last week of the process
as several security issues were found in the earlier release candidates.
A total of over 500 emails were sent to the A.RE in little over a
month.

Our user community has made it very clear that the security and
stability of a OS release should not be sacrificed for any self-imposed
deadlines or target release dates. The OS Project has grown tremendously
over its lifetime and the need for standardized release engineering
procedures has never been more apparent. This will become even more
important as OS is ported to new platforms.




Future Directions

It is imperative for our release engineering activities to scale with
our growing userbase. Along these lines we are working very hard to
document the procedures involved in producing OS releases.


	Parallelism - Certain portions of the release build are actually
“embarrassingly parallel”. Most of the tasks are very I/Ointensive,
so having multiple high-speed disk drives is actually more important
than using multiple processors in speeding up the ``make


release`` process. If multiple disks are used for different




hierarchies in the MAN.CHROOT.2 environment, then the CVS checkout of
the ports and doc trees can be happening simultaneously as
the ``make


world`` on another disk. Using a RAID solution (hardware or




software) can significantly decrease the overall build time.



	Cross-building releases - Building IA-64 or Alpha release on x86
hardware? ``make


TARGET=ia64 release``.






	Regression Testing - We need better automated correctness testing
for OS.



	Installation Tools - Our installation program has long since
outlived its intended life span. Several projects are under
development to provide a more advanced installation mechanism. The
libh project was one such project that aimed to provide an
intelligent new package framework and GUI installation program.
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Remote Installation of the OS Operating System Without a Remote Console





	Author:	Daniel Gerzo






Background

There are many server hosting providers in the world, but very few of
them are officially supporting OS. They usually provide support for a
LINUX distribution to be installed on the servers they offer.

In some cases, these companies will install your preferred LINUX
distribution if you request it. Using this option, we will attempt to
install OS. In other cases, they may offer a rescue system which would
be used in an emergency. It is possible to use this for our purposes as
well.

This article covers the basic installation and configuration steps
required to bootstrap a remote installation of OS with RAID-1 and ZFS
capabilities.




Introduction

This section will summarize the purpose of this article and better
explain what is covered herein. The instructions included in this
article will benefit those using services provided by colocation
facilities not supporting OS.

As we have mentioned in the Background section, many
of the reputable server hosting companies provide some kind of rescue
system, which is booted from their LAN and accessible over SSH. They
usually provide this support in order to help their customers fix broken
operating systems. As this article will explain, it is possible to
install OS with the help of these rescue systems.

The next section of this article will describe how to configure, and
build minimalistic OS on the local machine. That version will eventually
be running on the remote machine from a ramdisk, which will allow us to
install a complete OS operating system from an FTP mirror using the
sysinstall utility.

The rest of this article will describe the installation procedure
itself, as well as the configuration of the ZFS file system.


Requirements

To continue successfully, you must:


	Have a network accessible operating system with SSH access

	Understand the OS installation process

	Be familiar with the MAN.SYSINSTALL.8 utility

	Have the OS installation ISO image or CD handy








Preparation - mfsBSD

Before OS may be installed on the target system, it is necessary to
build the minimal OS operating system image which will boot from the
hard drive. This way the new system can be accessed from the network,
and the rest of the installation can be done without remote access to
the system console.

The mfsBSD tool-set can be used to build a tiny OS image. As the name of
mfsBSD suggests (“mfs” means “memory file system”), the resulting image
runs entirely from a ramdisk. Thanks to this feature, the manipulation
of hard drives will not be limited, therefore it will be possible to
install a complete OS operating system. The mfsBSD
home page includes pointers to the latest release of the
toolset.

Please note that the internals of mfsBSD and how it all fits together is
beyond the scope of this article. The interested reader should consult
the original documentation of mfsBSD for more details.

Download and extract the latest mfsBSD release and change your working
directory to the directory where the mfsBSD scripts will reside:

PROMPT.ROOT fetch http://mfsbsd.vx.sk/release/mfsbsd-2.1.tar.gz
PROMPT.ROOT tar xvzf mfsbsd-2.1.tar.gz
PROMPT.ROOT cd mfsbsd-2.1/






Configuration of mfsBSD

Before booting mfsBSD, a few important configuration options have to be
set. The most important that we have to get right is, naturally, the
network setup. The most suitable method to configure networking options
depends on whether we know beforehand the type of the network interface
we will use, and the network interface driver to be loaded for our
hardware. We will see how mfsBSD can be configured in either case.

Another important thing to set is the root password. This can be done by
editing conf/loader.conf. Please see the included comments.


The conf/interfaces.conf method

When the installed network interface card is unknown, it is possible to
use the auto-detection features of mfsBSD. The startup scripts of mfsBSD
can detect the correct driver to use, based on the MAC address of the
interface, if we set the following options in conf/interfaces.conf:

mac_interfaces="ext1"
ifconfig_ext1_mac="00:00:00:00:00:00"
ifconfig_ext1="inet 192.168.0.2/24"





Do not forget to add the defaultrouter information to
conf/rc.conf:

defaultrouter="192.168.0.1"








The conf/rc.conf Method

When the network interface driver is known, it is more convenient to use
conf/rc.conf for networking options. The syntax of this file is the
same as the one used in the standard MAN.RC.CONF.5 file of OS.

For example, if you know that a MAN.RE.4 network interface is going to
be available, you can set the following options in conf/rc.conf:

defaultrouter="192.168.0.1"
ifconfig_re0="inet 192.168.0.2/24"










Building an mfsBSD Image

The process of building an mfsBSD image is pretty straightforward.

The first step is to mount the OS installation CD, or the installation
ISO image to /cdrom. For the sake of example, in this article we
will assume that you have downloaded the OS 10.1-RELEASE ISO. Mounting
this ISO image to the /cdrom directory is easy with the
MAN.MDCONFIG.8 utility:

PROMPT.ROOT mdconfig -a -t vnode -u 10 -f FreeBSD-10.1-RELEASE-amd64-disc1.iso
PROMPT.ROOT mount_cd9660 /dev/md10 /cdrom





Since the recent OS releases do not contain regular distribution sets,
it is required to extract the OS distribution files from the
distribution archives located on the ISO image:

PROMPT.ROOT mkdir DIST
PROMPT.ROOT tar -xvf /cdrom/usr/freebsd-dist/base.txz -C DIST
PROMPT.ROOT tar -xvf /cdrom/usr/freebsd-dist/kernel.txz -C DIST





Next, build the bootable mfsBSD image:

PROMPT.ROOT make BASE=DIST

**Note**

The above ``make`` has to be run from the top level of the mfsBSD
directory tree, for example ``~/mfsbsd-2.1/``.








Booting mfsBSD

Now that the mfsBSD image is ready, it must be uploaded to the remote
system running a live rescue system or pre-installed LINUX distribution.
The most suitable tool for this task is scp:

PROMPT.ROOT scp disk.img root@192.168.0.2:.





To boot mfsBSD image properly, it must be placed on the first (bootable)
device of the given machine. This may be accomplished using this example
providing that sda is the first bootable disk device:

PROMPT.ROOT dd if=/root/disk.img of=/dev/sda bs=1m





If all went well, the image should now be in the MBR of the first device
and the machine can be rebooted. Watch for the machine to boot up
properly with the MAN.PING.8 tool. Once it has came back on-line, it
should be possible to access it over MAN.SSH.1 as user root with the
configured password.






Installation of the OS Operating System

The mfsBSD has been successfully booted and it should be possible to log
in through MAN.SSH.1. This section will describe how to create and label
slices, set up gmirror for RAID-1, and how to use sysinstall to install
a minimal distribution of the OS operating system.


Preparation of Hard Drives

The first task is to allocate disk space for OS, i.e.: to create slices
and partitions. Obviously, the currently running system is fully loaded
in system memory and therefore there will be no problems with
manipulating hard drives. To complete this task, it is possible to use
either sysinstall or MAN.FDISK.8 in conjunction to MAN.BSDLABEL.8.

At the start, mark all system disks as empty. Repeat the following
command for each hard drive:

PROMPT.ROOT dd if=/dev/zero of=/dev/ad0 count=2





Next, create slices and label them with your preferred tool. While it is
considered easier to use sysinstall, a powerful and also probably less
buggy method will be to use standard text-based UNIX tools, such as
MAN.FDISK.8 and MAN.BSDLABEL.8, which will also be covered in this
section. The former option is well documented in the Installing
OS chapter of the OS
Handbook. As it was mentioned in the introduction, this article will
present how to set up a system with RAID-1 and ZFS capabilities. Our set
up will consist of a small MAN.GMIRROR.8 mirrored / (root), /usr
and /var dataset, and the rest of the disk space will be allocated
for a MAN.ZPOOL.8 mirrored ZFS file system. Please note, that the ZFS
file system will be configured after the OS operating system is
successfully installed and booted.

The following example will describe how to create slices and labels,
initialize MAN.GMIRROR.8 on each partition and how to create a UFS2 file
system in each mirrored partition:

PROMPT.ROOT fdisk -BI /dev/ad0
PROMPT.ROOT fdisk -BI /dev/ad1
PROMPT.ROOT bsdlabel -wB /dev/ad0s1
PROMPT.ROOT bsdlabel -wB /dev/ad1s1
PROMPT.ROOT bsdlabel -e /dev/ad0s1
PROMPT.ROOT bsdlabel /dev/ad0s1 > /tmp/bsdlabel.txt && bsdlabel -R /dev/ad1s1 /tmp/bsdlabel.txt
PROMPT.ROOT gmirror label root /dev/ad[01]s1a
PROMPT.ROOT gmirror label var /dev/ad[01]s1d
PROMPT.ROOT gmirror label usr /dev/ad[01]s1e
PROMPT.ROOT gmirror label -F swap /dev/ad[01]s1b
PROMPT.ROOT newfs /dev/mirror/root
PROMPT.ROOT newfs /dev/mirror/var
PROMPT.ROOT newfs /dev/mirror/usr






	Create a slice covering the entire disk and initialize the boot code
contained in sector 0 of the given disk. Repeat this command for all
hard drives in the system.

	Write a standard label for each disk including the bootstrap code.

	Now, manually edit the label of the given disk. Refer to the
MAN.BSDLABEL.8 manual page in order to find out how to create
partitions. Create partitions a for / (root) file system,
b for swap, d for /var, e for /usr and finally
f which will later be used for ZFS.

	Import the recently created label for the second hard drive, so both
hard drives will be labeled in the same way.

	Initialize MAN.GMIRROR.8 on each partition.

	Note that -F is used for the swap partition. This instructs
MAN.GMIRROR.8 to assume that the device is in the consistent state
after the power/system failure.

	Create a UFS2 file system on each mirrored partition.






System Installation

This is the most important part. This section will describe how to
actually install the minimal distribution of OS on the hard drives that
we have prepared in the previous section. To accomplish this goal, all
file systems need to be mounted so sysinstall may write the contents of
OS to the hard drives:

PROMPT.ROOT mount /dev/mirror/root /mnt
PROMPT.ROOT mkdir /mnt/var /mnt/usr
PROMPT.ROOT mount /dev/mirror/var /mnt/var
PROMPT.ROOT mount /dev/mirror/usr /mnt/usr





When you are done, start MAN.SYSINSTALL.8. Select the Custom
installation from the main menu. Select Options and press Enter. With
the help of arrow keys, move the cursor on the Install Root item,
press Space and change it to /mnt. Press Enter to submit your
changes and exit the Options menu by pressing q.


Warning

Note that this step is very important and if skipped, sysinstall
will be unable to install OS.




Go to the Distributions menu, move the cursor with the arrow keys to
Minimal, and check it by pressing Space. This article uses the
Minimal distribution in order to save network traffic, because the
system itself will be installed over ftp. Exit this menu by choosing
Exit.


Note

The Partition and Label menus will be skipped, as these are useless
now.




In the Media menu, select FTP. Select the nearest mirror and let
sysinstall assume that the network is already configured. You will be
returned back to the Custom menu.

Finally, perform the system installation by selecting the last option,
Commit. Exit sysinstall when it finishes the installation.




Post Installation Steps

The OS operating system should be installed now; however, the process is
not finished yet. It is necessary to perform some post installation
steps in order to allow OS to boot in the future and to be able to log
in to the system.

You must now MAN.CHROOT.8 into the freshly installed system in order to
finish the installation. Use the following command:

PROMPT.ROOT chroot /mnt





To complete our goal, perform these steps:


	Copy the GENERIC kernel to the /boot/kernel directory:

PROMPT.ROOT cp -Rp /boot/GENERIC/* /boot/kernel







	Create the /etc/rc.conf, /etc/resolv.conf and /etc/fstab
files. Do not forget to properly set the network information and to
enable sshd in /etc/rc.conf. The contents of /etc/fstab will
be similar to the following:

# Device                Mountpoint      FStype  Options         Dump    Pass#
/dev/mirror/swap        none            swap    sw              0       0
/dev/mirror/root        /               ufs     rw              1       1
/dev/mirror/usr         /usr            ufs     rw              2       2
/dev/mirror/var         /var            ufs     rw              2       2
/dev/cd0                /cdrom          cd9660  ro,noauto       0       0







	Create /boot/loader.conf with the following contents:

geom_mirror_load="YES"
zfs_load="YES"







	Perform the following command, which will make ZFS available on the
next boot:

PROMPT.ROOT echo 'zfs_enable="YES"' >> /etc/rc.conf







	Add additional users to the system using the MAN.ADDUSER.8 tool. Do
not forget to add a user to the wheel group so you may obtain root
access after the reboot.



	Double-check all your settings.





The system should now be ready for the next boot. Use the MAN.REBOOT.8
command to reboot your system.






ZFS

If your system survived the reboot, it should now be possible to log in.
Welcome to the fresh OS installation, performed remotely without the use
of a remote console!

The only remaining step is to configure MAN.ZPOOL.8 and create some
MAN.ZFS.8 file systems. Creating and administering ZFS is very
straightforward. First, create a mirrored pool:

PROMPT.ROOT zpool create tank mirror /dev/ad[01]s1f





Next, create some file systems:

PROMPT.ROOT zfs create tank/ports
PROMPT.ROOT zfs create tank/src
PROMPT.ROOT zfs set compression=gzip tank/ports
PROMPT.ROOT zfs set compression=on tank/src
PROMPT.ROOT zfs set mountpoint=/usr/ports tank/ports
PROMPT.ROOT zfs set mountpoint=/usr/src tank/src





That is all. If you are interested in more details about ZFS on OS,
please refer to the ZFS [http://wiki.freebsd.org/ZFS] section of the
OS Wiki.







          

      

      

    


    
         Copyright 2015, The FreeBSD Project.
      Created using Sphinx 1.3.1.
    

  

    
      Navigation

      
        	
          index

        	
          next |

        	
          previous |

        	FreeBSD 10.1 documentation 
 
      

    


    
      
          
            
  
Serial and UART Tutorial





	Author:	FrankDurda






The UART: What it is and how it works

Copyright © 1996 A.UHCLEM.EMAIL, All Rights Reserved. 13 January 1996.

The Universal Asynchronous Receiver/Transmitter (UART) controller is the
key component of the serial communications subsystem of a computer. The
UART takes bytes of data and transmits the individual bits in a
sequential fashion. At the destination, a second UART re-assembles the
bits into complete bytes.

Serial transmission is commonly used with modems and for non-networked
communication between computers, terminals and other devices.

There are two primary forms of serial transmission: Synchronous and
Asynchronous. Depending on the modes that are supported by the hardware,
the name of the communication sub-system will usually include a A if
it supports Asynchronous communications, and a S if it supports
Synchronous communications. Both forms are described below.

Some common acronyms are:


UART Universal Asynchronous Receiver/Transmitter

USART Universal Synchronous-Asynchronous Receiver/Transmitter





Synchronous Serial Transmission

Synchronous serial transmission requires that the sender and receiver
share a clock with one another, or that the sender provide a strobe or
other timing signal so that the receiver knows when to “read” the next
bit of the data. In most forms of serial Synchronous communication, if
there is no data available at a given instant to transmit, a fill
character must be sent instead so that data is always being transmitted.
Synchronous communication is usually more efficient because only data
bits are transmitted between sender and receiver, and synchronous
communication can be more costly if extra wiring and circuits are
required to share a clock signal between the sender and receiver.

A form of Synchronous transmission is used with printers and fixed disk
devices in that the data is sent on one set of wires while a clock or
strobe is sent on a different wire. Printers and fixed disk devices are
not normally serial devices because most fixed disk interface standards
send an entire word of data for each clock or strobe signal by using a
separate wire for each bit of the word. In the PC industry, these are
known as Parallel devices.

The standard serial communications hardware in the PC does not support
Synchronous operations. This mode is described here for comparison
purposes only.




Asynchronous Serial Transmission

Asynchronous transmission allows data to be transmitted without the
sender having to send a clock signal to the receiver. Instead, the
sender and receiver must agree on timing parameters in advance and
special bits are added to each word which are used to synchronize the
sending and receiving units.

When a word is given to the UART for Asynchronous transmissions, a bit
called the “Start Bit” is added to the beginning of each word that is to
be transmitted. The Start Bit is used to alert the receiver that a word
of data is about to be sent, and to force the clock in the receiver into
synchronization with the clock in the transmitter. These two clocks must
be accurate enough to not have the frequency drift by more than 10%
during the transmission of the remaining bits in the word. (This
requirement was set in the days of mechanical teleprinters and is easily
met by modern electronic equipment.)

After the Start Bit, the individual bits of the word of data are sent,
with the Least Significant Bit (LSB) being sent first. Each bit in the
transmission is transmitted for exactly the same amount of time as all
of the other bits, and the receiver “looks” at the wire at approximately
halfway through the period assigned to each bit to determine if the bit
is a 1 or a 0. For example, if it takes two seconds to send each
bit, the receiver will examine the signal to determine if it is a 1
or a 0 after one second has passed, then it will wait two seconds
and then examine the value of the next bit, and so on.

The sender does not know when the receiver has “looked” at the value of
the bit. The sender only knows when the clock says to begin transmitting
the next bit of the word.

When the entire data word has been sent, the transmitter may add a
Parity Bit that the transmitter generates. The Parity Bit may be used by
the receiver to perform simple error checking. Then at least one Stop
Bit is sent by the transmitter.

When the receiver has received all of the bits in the data word, it may
check for the Parity Bits (both sender and receiver must agree on
whether a Parity Bit is to be used), and then the receiver looks for a
Stop Bit. If the Stop Bit does not appear when it is supposed to, the
UART considers the entire word to be garbled and will report a Framing
Error to the host processor when the data word is read. The usual cause
of a Framing Error is that the sender and receiver clocks were not
running at the same speed, or that the signal was interrupted.

Regardless of whether the data was received correctly or not, the UART
automatically discards the Start, Parity and Stop bits. If the sender
and receiver are configured identically, these bits are not passed to
the host.

If another word is ready for transmission, the Start Bit for the new
word can be sent as soon as the Stop Bit for the previous word has been
sent.

Because asynchronous data is “self synchronizing”, if there is no data
to transmit, the transmission line can be idle.




Other UART Functions

In addition to the basic job of converting data from parallel to serial
for transmission and from serial to parallel on reception, a UART will
usually provide additional circuits for signals that can be used to
indicate the state of the transmission media, and to regulate the flow
of data in the event that the remote device is not prepared to accept
more data. For example, when the device connected to the UART is a
modem, the modem may report the presence of a carrier on the phone line
while the computer may be able to instruct the modem to reset itself or
to not take calls by raising or lowering one more of these extra
signals. The function of each of these additional signals is defined in
the EIA RS232-C standard.




The RS232-C and V.24 Standards

In most computer systems, the UART is connected to circuitry that
generates signals that comply with the EIA RS232-C specification. There
is also a CCITT standard named V.24 that mirrors the specifications
included in RS232-C.


RS232-C Bit Assignments (Marks and Spaces)

In RS232-C, a value of 1 is called a Mark and a value of 0
is called a Space. When a communication line is idle, the line is
said to be “Marking”, or transmitting continuous 1 values.

The Start bit always has a value of 0 (a Space). The Stop Bit always
has a value of 1 (a Mark). This means that there will always be a
Mark (1) to Space (0) transition on the line at the start of every word,
even when multiple word are transmitted back to back. This guarantees
that sender and receiver can resynchronize their clocks regardless of
the content of the data bits that are being transmitted.

The idle time between Stop and Start bits does not have to be an exact
multiple (including zero) of the bit rate of the communication link, but
most UARTs are designed this way for simplicity.

In RS232-C, the “Marking” signal (a 1) is represented by a voltage
between -2 VDC and -12 VDC, and a “Spacing” signal (a 0) is
represented by a voltage between 0 and +12 VDC. The transmitter is
supposed to send +12 VDC or -12 VDC, and the receiver is supposed to
allow for some voltage loss in long cables. Some transmitters in low
power devices (like portable computers) sometimes use only +5 VDC and -5
VDC, but these values are still acceptable to a RS232-C receiver,
provided that the cable lengths are short.




RS232-C Break Signal

RS232-C also specifies a signal called a Break, which is caused by
sending continuous Spacing values (no Start or Stop bits). When there is
no electricity present on the data circuit, the line is considered to be
sending Break.

The Break signal must be of a duration longer than the time it takes
to send a complete byte plus Start, Stop and Parity bits. Most UARTs can
distinguish between a Framing Error and a Break, but if the UART cannot
do this, the Framing Error detection can be used to identify Breaks.

In the days of teleprinters, when numerous printers around the country
were wired in series (such as news services), any unit could cause a
Break by temporarily opening the entire circuit so that no current
flowed. This was used to allow a location with urgent news to interrupt
some other location that was currently sending information.

In modern systems there are two types of Break signals. If the Break is
longer than 1.6 seconds, it is considered a “Modem Break”, and some
modems can be programmed to terminate the conversation and go on-hook or
enter the modems’ command mode when the modem detects this signal. If
the Break is smaller than 1.6 seconds, it signifies a Data Break and it
is up to the remote computer to respond to this signal. Sometimes this
form of Break is used as an Attention or Interrupt signal and sometimes
is accepted as a substitute for the ASCII CONTROL-C character.

Marks and Spaces are also equivalent to “Holes” and “No Holes” in paper
tape systems.


Note

Breaks cannot be generated from paper tape or from any other byte
value, since bytes are always sent with Start and Stop bit. The UART
is usually capable of generating the continuous Spacing signal in
response to a special command from the host processor.







RS232-C DTE and DCE Devices

The RS232-C specification defines two types of equipment: the Data
Terminal Equipment (DTE) and the Data Carrier Equipment (DCE). Usually,
the DTE device is the terminal (or computer), and the DCE is a modem.
Across the phone line at the other end of a conversation, the receiving
modem is also a DCE device and the computer that is connected to that
modem is a DTE device. The DCE device receives signals on the pins that
the DTE device transmits on, and vice versa.

When two devices that are both DTE or both DCE must be connected
together without a modem or a similar media translator between them, a
NULL modem must be used. The NULL modem electrically re-arranges the
cabling so that the transmitter output is connected to the receiver
input on the other device, and vice versa. Similar translations are
performed on all of the control signals so that each device will see
what it thinks are DCE (or DTE) signals from the other device.

The number of signals generated by the DTE and DCE devices are not
symmetrical. The DTE device generates fewer signals for the DCE device
than the DTE device receives from the DCE.




RS232-C Pin Assignments

The EIA RS232-C specification (and the ITU equivalent, V.24) calls for a
twenty-five pin connector (usually a DB25) and defines the purpose of
most of the pins in that connector.

In the IBM Personal Computer and similar systems, a subset of RS232-C
signals are provided via nine pin connectors (DB9). The signals that are
not included on the PC connector deal mainly with synchronous operation,
and this transmission mode is not supported by the UART that IBM
selected for use in the IBM PC.

Depending on the computer manufacturer, a DB25, a DB9, or both types of
connector may be used for RS232-C communications. (The IBM PC also uses
a DB25 connector for the parallel printer interface which causes some
confusion.)

Below is a table of the RS232-C signal assignments in the DB25 and DB9
connectors.












	DB25 RS232-C Pin
	DB9 IBM PC Pin
	EIA Circuit Symbol
	CCITT Circuit Symbol
	Common Name
	Signal Source
	Description




	1
	
	




	AA
	101
	PG/FG
	
	




	Frame/Protective Ground


	2
	3
	BA
	103
	TD
	DTE
	Transmit Data


	3
	2
	BB
	104
	RD
	DCE
	Receive Data


	4
	7
	CA
	105
	RTS
	DTE
	Request to Send


	5
	8
	CB
	106
	CTS
	DCE
	Clear to Send


	6
	6
	CC
	107
	DSR
	DCE
	Data Set Ready


	7
	5
	AV
	102
	SG/GND
	
	




	Signal Ground


	8
	1
	CF
	109
	DCD/CD
	DCE
	Data Carrier Detect


	9
	
	




	
	




	
	




	
	




	
	




	Reserved for Test


	10
	
	




	
	




	
	




	
	




	
	




	Reserved for Test


	11
	
	




	
	




	
	




	
	




	
	




	Reserved for Test


	12
	
	




	CI
	122
	SRLSD
	DCE
	Sec. Recv. Line Signal Detector


	13
	
	




	SCB
	121
	SCTS
	DCE
	Secondary Clear to Send


	14
	
	




	SBA
	118
	STD
	DTE
	Secondary Transmit Data


	15
	
	




	DB
	114
	TSET
	DCE
	Trans. Sig. Element Timing


	16
	
	




	SBB
	119
	SRD
	DCE
	Secondary Received Data


	17
	
	




	DD
	115
	RSET
	DCE
	Receiver Signal Element Timing


	18
	
	




	
	




	141
	LOOP
	DTE
	Local Loopback


	19
	
	




	SCA
	120
	SRS
	DTE
	Secondary Request to Send


	20
	4
	CD
	108.2
	DTR
	DTE
	Data Terminal Ready


	21
	
	




	
	




	
	




	RDL
	DTE
	Remote Digital Loopback


	22
	9
	CE
	125
	RI
	DCE
	Ring Indicator


	23
	
	




	CH
	111
	DSRS
	DTE
	Data Signal Rate Selector


	24
	
	




	DA
	113
	TSET
	DTE
	Trans. Sig. Element Timing


	25
	
	




	
	




	142
	
	




	DCE
	Test Mode










Bits, Baud and Symbols

Baud is a measurement of transmission speed in asynchronous
communication. Because of advances in modem communication technology,
this term is frequently misused when describing the data rates in newer
devices.

Traditionally, a Baud Rate represents the number of bits that are
actually being sent over the media, not the amount of data that is
actually moved from one DTE device to the other. The Baud count includes
the overhead bits Start, Stop and Parity that are generated by the
sending UART and removed by the receiving UART. This means that
seven-bit words of data actually take 10 bits to be completely
transmitted. Therefore, a modem capable of moving 300 bits per second
from one place to another can normally only move 30 7-bit words if
Parity is used and one Start and Stop bit are present.

If 8-bit data words are used and Parity bits are also used, the data
rate falls to 27.27 words per second, because it now takes 11 bits to
send the eight-bit words, and the modem still only sends 300 bits per
second.

The formula for converting bytes per second into a baud rate and vice
versa was simple until error-correcting modems came along. These modems
receive the serial stream of bits from the UART in the host computer
(even when internal modems are used the data is still frequently
serialized) and converts the bits back into bytes. These bytes are then
combined into packets and sent over the phone line using a Synchronous
transmission method. This means that the Stop, Start, and Parity bits
added by the UART in the DTE (the computer) were removed by the modem
before transmission by the sending modem. When these bytes are received
by the remote modem, the remote modem adds Start, Stop and Parity bits
to the words, converts them to a serial format and then sends them to
the receiving UART in the remote computer, who then strips the Start,
Stop and Parity bits.

The reason all these extra conversions are done is so that the two
modems can perform error correction, which means that the receiving
modem is able to ask the sending modem to resend a block of data that
was not received with the correct checksum. This checking is handled by
the modems, and the DTE devices are usually unaware that the process is
occurring.

By striping the Start, Stop and Parity bits, the additional bits of data
that the two modems must share between themselves to perform
error-correction are mostly concealed from the effective transmission
rate seen by the sending and receiving DTE equipment. For example, if a
modem sends ten 7-bit words to another modem without including the
Start, Stop and Parity bits, the sending modem will be able to add 30
bits of its own information that the receiving modem can use to do
error-correction without impacting the transmission speed of the real
data.

The use of the term Baud is further confused by modems that perform
compression. A single 8-bit word passed over the telephone line might
represent a dozen words that were transmitted to the sending modem. The
receiving modem will expand the data back to its original content and
pass that data to the receiving DTE.

Modern modems also include buffers that allow the rate that bits move
across the phone line (DCE to DCE) to be a different speed than the
speed that the bits move between the DTE and DCE on both ends of the
conversation. Normally the speed between the DTE and DCE is higher than
the DCE to DCE speed because of the use of compression by the modems.

Because the number of bits needed to describe a byte varied during the
trip between the two machines plus the differing bits-per-seconds speeds
that are used present on the DTE-DCE and DCE-DCE links, the usage of the
term Baud to describe the overall communication speed causes problems
and can misrepresent the true transmission speed. So Bits Per Second
(bps) is the correct term to use to describe the transmission rate seen
at the DCE to DCE interface and Baud or Bits Per Second are acceptable
terms to use when a connection is made between two systems with a wired
connection, or if a modem is in use that is not performing
error-correction or compression.

Modern high speed modems (2400, 9600, 14,400, and 19,200bps) in reality
still operate at or below 2400 baud, or more accurately, 2400 Symbols
per second. High speed modem are able to encode more bits of data into
each Symbol using a technique called Constellation Stuffing, which is
why the effective bits per second rate of the modem is higher, but the
modem continues to operate within the limited audio bandwidth that the
telephone system provides. Modems operating at 28,800 and higher speeds
have variable Symbol rates, but the technique is the same.




The IBM Personal Computer UART

Starting with the original IBM Personal Computer, IBM selected the
National Semiconductor INS8250 UART for use in the IBM PC
Parallel/Serial Adapter. Subsequent generations of compatible computers
from IBM and other vendors continued to use the INS8250 or improved
versions of the National Semiconductor UART family.


National Semiconductor UART Family Tree

There have been several versions and subsequent generations of the
INS8250 UART. Each major version is described below.

INS8250  -> INS8250B
  \
   \
    \-> INS8250A -> INS82C50A
             \
              \
               \-> NS16450 -> NS16C450
                        \
                         \
                          \-> NS16550 -> NS16550A -> PC16550D






	INS8250

	This part was used in the original IBM PC and IBM PC/XT. The
original name for this part was the INS8250 ACE (Asynchronous
Communications Element) and it is made from NMOS technology.

The 8250 uses eight I/O ports and has a one-byte send and a one-byte
receive buffer. This original UART has several race conditions and
other flaws. The original IBM BIOS includes code to work around
these flaws, but this made the BIOS dependent on the flaws being
present, so subsequent parts like the 8250A, 16450 or 16550 could
not be used in the original IBM PC or IBM PC/XT.



	INS8250-B

	This is the slower speed of the INS8250 made from NMOS technology.
It contains the same problems as the original INS8250.

	INS8250A

	An improved version of the INS8250 using XMOS technology with
various functional flaws corrected. The INS8250A was used initially
in PC clone computers by vendors who used “clean” BIOS designs.
Because of the corrections in the chip, this part could not be used
with a BIOS compatible with the INS8250 or INS8250B.

	INS82C50A

	This is a CMOS version (low power consumption) of the INS8250A and
has similar functional characteristics.

	NS16450

	Same as NS8250A with improvements so it can be used with faster CPU
bus designs. IBM used this part in the IBM AT and updated the IBM
BIOS to no longer rely on the bugs in the INS8250.

	NS16C450

	This is a CMOS version (low power consumption) of the NS16450.

	NS16550

	Same as NS16450 with a 16-byte send and receive buffer but the
buffer design was flawed and could not be reliably be used.

	NS16550A

	Same as NS16550 with the buffer flaws corrected. The 16550A and its
successors have become the most popular UART design in the PC
industry, mainly due to its ability to reliably handle higher data
rates on operating systems with sluggish interrupt response times.

	NS16C552

	This component consists of two NS16C550A CMOS UARTs in a single
package.

	PC16550D

	Same as NS16550A with subtle flaws corrected. This is revision D of
the 16550 family and is the latest design available from National
Semiconductor.






The NS16550AF and the PC16550D are the same thing

National reorganized their part numbering system a few years ago, and
the NS16550AFN no longer exists by that name. (If you have a NS16550AFN,
look at the date code on the part, which is a four digit number that
usually starts with a nine. The first two digits of the number are the
year, and the last two digits are the week in that year when the part
was packaged. If you have a NS16550AFN, it is probably a few years old.)

The new numbers are like PC16550DV, with minor differences in the suffix
letters depending on the package material and its shape. (A description
of the numbering system can be found below.)

It is important to understand that in some stores, you may pay $15(US)
for a NS16550AFN made in 1990 and in the next bin are the new PC16550DN
parts with minor fixes that National has made since the AFN part was in
production, the PC16550DN was probably made in the past six months and
it costs half (as low as $5(US) in volume) as much as the NS16550AFN
because they are readily available.

As the supply of NS16550AFN chips continues to shrink, the price will
probably continue to increase until more people discover and accept that
the PC16550DN really has the same function as the old part number.




National Semiconductor Part Numbering System

The older NSnnnnnrqp part numbers are now of the format PCnnnnnrgp.

The r is the revision field. The current revision of the 16550 from
National Semiconductor is D.

The p is the package-type field. The types are:








	“F”
	QFP
	(quad flat pack) L lead type


	“N”
	DIP
	(dual inline package) through hole straight lead type


	“V”
	LPCC
	(lead plastic chip carrier) J lead type





The g is the product grade field. If an I precedes the package-type
letter, it indicates an “industrial” grade part, which has higher specs
than a standard part but not as high as Military Specification (Milspec)
component. This is an optional field.

So what we used to call a NS16550AFN (DIP Package) is now called a
PC16550DN or PC16550DIN.






Other Vendors and Similar UARTs

Over the years, the 8250, 8250A, 16450 and 16550 have been licensed or
copied by other chip vendors. In the case of the 8250, 8250A and 16450,
the exact circuit (the “megacell”) was licensed to many vendors,
including Western Digital and Intel. Other vendors reverse-engineered
the part or produced emulations that had similar behavior.

In internal modems, the modem designer will frequently emulate the
8250A/16450 with the modem microprocessor, and the emulated UART will
frequently have a hidden buffer consisting of several hundred bytes.
Because of the size of the buffer, these emulations can be as reliable
as a 16550A in their ability to handle high speed data. However, most
operating systems will still report that the UART is only a 8250A or
16450, and may not make effective use of the extra buffering present in
the emulated UART unless special drivers are used.

Some modem makers are driven by market forces to abandon a design that
has hundreds of bytes of buffer and instead use a 16550A UART so that
the product will compare favorably in market comparisons even though the
effective performance may be lowered by this action.

A common misconception is that all parts with “16550A” written on them
are identical in performance. There are differences, and in some cases,
outright flaws in most of these 16550A clones.

When the NS16550 was developed, the National Semiconductor obtained
several patents on the design and they also limited licensing, making it
harder for other vendors to provide a chip with similar features.
Because of the patents, reverse-engineered designs and emulations had to
avoid infringing the claims covered by the patents. Subsequently, these
copies almost never perform exactly the same as the NS16550A or
PC16550D, which are the parts most computer and modem makers want to buy
but are sometimes unwilling to pay the price required to get the genuine
part.

Some of the differences in the clone 16550A parts are unimportant, while
others can prevent the device from being used at all with a given
operating system or driver. These differences may show up when using
other drivers, or when particular combinations of events occur that were
not well tested or considered in the WINDOWS driver. This is because
most modem vendors and 16550-clone makers use the Microsoft drivers from
WINDOWS for Workgroups 3.11 and the MICROSOFT MS-DOS utility as the
primary tests for compatibility with the NS16550A. This over-simplistic
criteria means that if a different operating system is used, problems
could appear due to subtle differences between the clones and genuine
components.

National Semiconductor has made available a program named COMTEST that
performs compatibility tests independent of any OS drivers. It should be
remembered that the purpose of this type of program is to demonstrate
the flaws in the products of the competition, so the program will report
major as well as extremely subtle differences in behavior in the part
being tested.

In a series of tests performed by the author of this document in 1994,
components made by National Semiconductor, TI, StarTech, and CMD as well
as megacells and emulations embedded in internal modems were tested with
COMTEST. A difference count for some of these components is listed
below. Because these tests were performed in 1994, they may not reflect
the current performance of the given product from a vendor.

It should be noted that COMTEST normally aborts when an excessive number
or certain types of problems have been detected. As part of this
testing, COMTEST was modified so that it would not abort no matter how
many differences were encountered.








	Vendor
	Part Number
	Errors (aka “differences” reported)




	National
	(PC16550DV)
	0


	National
	(NS16550AFN)
	0


	National
	(NS16C552V)
	0


	TI
	(TL16550AFN)
	3


	CMD
	(16C550PE)
	19


	StarTech
	(ST16C550J)
	23


	Rockwell
	Reference modem with internal 16550 or an emulation (RC144DPi/C3000-25)
	117


	Sierra
	Modem with an internal 16550 (SC11951/SC11351)
	91






Note

To date, the author of this document has not found any non-National
parts that report zero differences using the COMTEST program. It
should also be noted that National has had five versions of the
16550 over the years and the newest parts behave a bit differently
than the classic NS16550AFN that is considered the benchmark for
functionality. COMTEST appears to turn a blind eye to the
differences within the National product line and reports no errors
on the National parts (except for the original 16550) even when
there are official erratas that describe bugs in the A, B and C
revisions of the parts, so this bias in COMTEST must be taken into
account.




It is important to understand that a simple count of differences from
COMTEST does not reveal a lot about what differences are important and
which are not. For example, about half of the differences reported in
the two modems listed above that have internal UARTs were caused by the
clone UARTs not supporting five- and six-bit character modes. The real
16550, 16450, and 8250 UARTs all support these modes and COMTEST checks
the functionality of these modes so over fifty differences are reported.
However, almost no modern modem supports five- or six-bit characters,
particularly those with error-correction and compression capabilities.
This means that the differences related to five- and six-bit character
modes can be discounted.

Many of the differences COMTEST reports have to do with timing. In many
of the clone designs, when the host reads from one port, the status bits
in some other port may not update in the same amount of time (some
faster, some slower) as a real NS16550AFN and COMTEST looks for these
differences. This means that the number of differences can be misleading
in that one device may only have one or two differences but they are
extremely serious, and some other device that updates the status
registers faster or slower than the reference part (that would probably
never affect the operation of a properly written driver) could have
dozens of differences reported.

COMTEST can be used as a screening tool to alert the administrator to
the presence of potentially incompatible components that might cause
problems or have to be handled as a special case.

If you run COMTEST on a 16550 that is in a modem or a modem is attached
to the serial port, you need to first issue a ATE0&W command to the
modem so that the modem will not echo any of the test characters. If you
forget to do this, COMTEST will report at least this one difference:

Error (6)...Timeout interrupt failed: IIR = c1  LSR = 61








8250/16450/16550 Registers

The 8250/16450/16550 UART occupies eight contiguous I/O port addresses.
In the IBM PC, there are two defined locations for these eight ports and
they are known collectively as COM1 and COM2. The makers of
PC-clones and add-on cards have created two additional areas known as
COM3 and COM4, but these extra COM ports conflict with other
hardware on some systems. The most common conflict is with video
adapters that provide IBM 8514 emulation.

COM1 is located from 0x3f8 to 0x3ff and normally uses IRQ 4.
COM2 is located from 0x2f8 to 0x2ff and normally uses IRQ 3.
COM3 is located from 0x3e8 to 0x3ef and has no standardized IRQ.
COM4 is located from 0x2e8 to 0x2ef and has no standardized IRQ.

A description of the I/O ports of the 8250/16450/16550 UART is provided
below.




Beyond the 16550A UART

Although National Semiconductor has not offered any components
compatible with the 16550 that provide additional features, various
other vendors have. Some of these components are described below. It
should be understood that to effectively utilize these improvements,
drivers may have to be provided by the chip vendor since most of the
popular operating systems do not support features beyond those provided
by the 16550.


	ST16650

	By default this part is similar to the NS16550A, but an extended
32-byte send and receive buffer can be optionally enabled. Made by
StarTech.

	TIL16660

	By default this part behaves similar to the NS16550A, but an
extended 64-byte send and receive buffer can be optionally enabled.
Made by Texas Instruments.

	Hayes ESP

	This proprietary plug-in card contains a 2048-byte send and receive
buffer, and supports data rates to 230.4Kbit/sec. Made by Hayes.



In addition to these “dumb” UARTs, many vendors produce intelligent
serial communication boards. This type of design usually provides a
microprocessor that interfaces with several UARTs, processes and buffers
the data, and then alerts the main PC processor when necessary. Because
the UARTs are not directly accessed by the PC processor in this type of
communication system, it is not necessary for the vendor to use UARTs
that are compatible with the 8250, 16450, or the 16550 UART. This leaves
the designer free to components that may have better performance
characteristics.






Configuring the sio driver

The sio driver provides support for NS8250-, NS16450-, NS16550 and
NS16550A-based EIA RS-232C (CCITT V.24) communications interfaces.
Several multiport cards are supported as well. See the MAN.SIO.4 manual
page for detailed technical documentation.


Digi International (DigiBoard) PC/8

Contributed by A.AWEBSTER.EMAIL. 26 August 1995.

Here is a config snippet from a machine with a Digi International PC/8
with 16550. It has 8 modems connected to these 8 lines, and they work
just great. Do not forget to add options COM_MULTIPORT or it will
not work very well!

device          sio4    at isa? port 0x100 flags 0xb05
device          sio5    at isa? port 0x108 flags 0xb05
device          sio6    at isa? port 0x110 flags 0xb05
device          sio7    at isa? port 0x118 flags 0xb05
device          sio8    at isa? port 0x120 flags 0xb05
device          sio9    at isa? port 0x128 flags 0xb05
device          sio10   at isa? port 0x130 flags 0xb05
device          sio11   at isa? port 0x138 flags 0xb05 irq 9





The trick in setting this up is that the MSB of the flags represent the
last SIO port, in this case 11 so flags are 0xb05.




Boca 16

Contributed by A.WHITESIDE.EMAIL. 26 August 1995.

The procedures to make a Boca 16 port board with FreeBSD are pretty
straightforward, but you will need a couple things to make it work:


	You either need the kernel sources installed so you can recompile the
necessary options or you will need someone else to compile it for
you. The 2.0.5 default kernel does not come with multiport support
enabled and you will need to add a device entry for each port
anyways.

	Two, you will need to know the interrupt and IO setting for your Boca
Board so you can set these options properly in the kernel.



One important note — the actual UART chips for the Boca 16 are in the
connector box, not on the internal board itself. So if you have it
unplugged, probes of those ports will fail. I have never tested booting
with the box unplugged and plugging it back in, and I suggest you do not
either.

If you do not already have a custom kernel configuration file set up,
refer to Kernel
Configuration chapter of the
FreeBSD Handbook for general procedures. The following are the specifics
for the Boca 16 board and assume you are using the kernel name MYKERNEL
and editing with vi.

Add the line

options COM_MULTIPORT





to the config file.


	Where the current ``device

	sion`` lines are, you will need to add 16 more devices. The



following example is for a Boca Board with an interrupt of 3, and a base
IO address 100h. The IO address for Each port is +8 hexadecimal from the
previous port, thus the 100h, 108h, 110h... addresses.

device sio1 at isa? port 0x100 flags 0x1005
device sio2 at isa? port 0x108 flags 0x1005
device sio3 at isa? port 0x110 flags 0x1005
device sio4 at isa? port 0x118 flags 0x1005
…
device sio15 at isa? port 0x170 flags 0x1005
device sio16 at isa? port 0x178 flags 0x1005 irq 3





The flags entry must be changed from this example unless you are using
the exact same sio assignments. Flags are set according to 0xMYY where M
indicates the minor number of the master port (the last port on a Boca
16) and YY indicates if FIFO is enabled or disabled(enabled), IRQ
sharing is used(yes) and if there is an AST/4 compatible IRQ control
register(no). In this example,

flags
         0x1005





indicates that the master port is sio16. If I added another board and
assigned sio17 through sio28, the flags for all 16 ports on that board
would be 0x1C05, where 1C indicates the minor number of the master port.
Do not change the 05 setting.

Save and complete the kernel configuration, recompile, install and
reboot. Presuming you have successfully installed the recompiled kernel
and have it set to the correct address and IRQ, your boot message should
indicate the successful probe of the Boca ports as follows: (obviously
the sio numbers, IO and IRQ could be different)

sio1 at 0x100-0x107 flags 0x1005 on isa
sio1: type 16550A (multiport)
sio2 at 0x108-0x10f flags 0x1005 on isa
sio2: type 16550A (multiport)
sio3 at 0x110-0x117 flags 0x1005 on isa
sio3: type 16550A (multiport)
sio4 at 0x118-0x11f flags 0x1005 on isa
sio4: type 16550A (multiport)
sio5 at 0x120-0x127 flags 0x1005 on isa
sio5: type 16550A (multiport)
sio6 at 0x128-0x12f flags 0x1005 on isa
sio6: type 16550A (multiport)
sio7 at 0x130-0x137 flags 0x1005 on isa
sio7: type 16550A (multiport)
sio8 at 0x138-0x13f flags 0x1005 on isa
sio8: type 16550A (multiport)
sio9 at 0x140-0x147 flags 0x1005 on isa
sio9: type 16550A (multiport)
sio10 at 0x148-0x14f flags 0x1005 on isa
sio10: type 16550A (multiport)
sio11 at 0x150-0x157 flags 0x1005 on isa
sio11: type 16550A (multiport)
sio12 at 0x158-0x15f flags 0x1005 on isa
sio12: type 16550A (multiport)
sio13 at 0x160-0x167 flags 0x1005 on isa
sio13: type 16550A (multiport)
sio14 at 0x168-0x16f flags 0x1005 on isa
sio14: type 16550A (multiport)
sio15 at 0x170-0x177 flags 0x1005 on isa
sio15: type 16550A (multiport)
sio16 at 0x178-0x17f irq 3 flags 0x1005 on isa
sio16: type 16550A (multiport master)





If the messages go by too fast to see,

PROMPT.ROOT dmesg | more





will show you the boot messages.

Next, appropriate entries in /dev for the devices must be made using
the /dev/MAKEDEV script. This step can be omitted if you are running
FreeBSD5.X with a kernel that has MAN.DEVFS.5 support compiled in.

If you do need to create the /dev entries, run the following as
root:

PROMPT.ROOT cd /dev
PROMPT.ROOT ./MAKEDEV tty1
PROMPT.ROOT ./MAKEDEV cua1
(everything in between)
PROMPT.ROOT ./MAKEDEV ttyg
PROMPT.ROOT ./MAKEDEV cuag





If you do not want or need call-out devices for some reason, you can
dispense with making the cua* devices.

If you want a quick and sloppy way to make sure the devices are working,
you can simply plug a modem into each port and (as root)

PROMPT.ROOT echo at > ttyd*





for each device you have made. You should see the RX lights flash for
each working port.




Support for Cheap Multi-UART Cards

Contributed by Helge Oldach hmo@sep.hamburg.com, September 1999

Ever wondered about FreeBSD support for your 20$ multi-I/O card with two
(or more) COM ports, sharing IRQs? Here is how:

Usually the only option to support these kind of boards is to use a
distinct IRQ for each port. For example, if your CPU board has an
on-board COM1 port (aka sio0–I/O address 0x3F8 and IRQ 4) and
you have an extension board with two UARTs, you will commonly need to
configure them as COM2 (aka sio1–I/O address 0x2F8 and IRQ 3),
and the third port (aka sio2) as I/O 0x3E8 and IRQ 5. Obviously this
is a waste of IRQ resources, as it should be basically possible to run
both extension board ports using a single IRQ with the COM_MULTIPORT
configuration described in the previous sections.

Such cheap I/O boards commonly have a 4 by 3 jumper matrix for the COM
ports, similar to the following:

            o  o  o  *
Port A               |
            o  *  o  *
Port B         |
            o  *  o  o
IRQ         2  3  4  5





Shown here is port A wired for IRQ 5 and port B wired for IRQ 3. The IRQ
columns on your specific board may vary—other boards may supply jumpers
for IRQs 3, 4, 5, and 7 instead.

One could conclude that wiring both ports for IRQ 3 using a handcrafted
wire-made jumper covering all three connection points in the IRQ 3
column would solve the issue, but no. You cannot duplicate IRQ 3 because
the output drivers of each UART are wired in a “totem pole” fashion, so
if one of the UARTs drives IRQ 3, the output signal will not be what you
would expect. Depending on the implementation of the extension board or
your motherboard, the IRQ 3 line will continuously stay up, or always
stay low.

You need to decouple the IRQ drivers for the two UARTs, so that the IRQ
line of the board only goes up if (and only if) one of the UARTs asserts
a IRQ, and stays low otherwise. The solution was proposed by Joerg
Wunsch j@ida.interface-business.de: To solder up a wired-or consisting
of two diodes (Germanium or Schottky-types strongly preferred) and a 1
kOhm resistor. Here is the schematic, starting from the 4 by 3 jumper
field above:

                          Diode
                +---------->|-------+
               /                    |
            o  *  o  o              |     1 kOhm
Port A                              +----|######|-------+
            o  *  o  o              |                   |
Port B          `-------------------+                 ==+==
            o  *  o  o              |                 Ground
                \                   |
                 +--------->|-------+
IRQ         2  3  4  5    Diode





The cathodes of the diodes are connected to a common point, together
with a 1 kOhm pull-down resistor. It is essential to connect the
resistor to ground to avoid floating of the IRQ line on the bus.

Now we are ready to configure a kernel. Staying with this example, we
would configure:

# standard on-board COM1 port
device          sio0    at isa? port "IO_COM1" flags 0x10
# patched-up multi-I/O extension board
options         COM_MULTIPORT
device          sio1    at isa? port "IO_COM2" flags 0x205
device          sio2    at isa? port "IO_COM3" flags 0x205 irq 3





Note that the flags setting for sio1 and sio2 is truly
essential; refer to MAN.SIO.4 for details. (Generally, the 2 in the
“flags” attribute refers to sio2 which holds the IRQ, and you
surely want a 5 low nibble.) With kernel verbose mode turned on this
should yield something similar to this:

sio0: irq maps: 0x1 0x11 0x1 0x1
sio0 at 0x3f8-0x3ff irq 4 flags 0x10 on isa
sio0: type 16550A
sio1: irq maps: 0x1 0x9 0x1 0x1
sio1 at 0x2f8-0x2ff flags 0x205 on isa
sio1: type 16550A (multiport)
sio2: irq maps: 0x1 0x9 0x1 0x1
sio2 at 0x3e8-0x3ef irq 3 flags 0x205 on isa
sio2: type 16550A (multiport master)





Though /sys/i386/isa/sio.c is somewhat cryptic with its use of the
“irq maps” array above, the basic idea is that you observe 0x1 in
the first, third, and fourth place. This means that the corresponding
IRQ was set upon output and cleared after, which is just what we would
expect. If your kernel does not display this behavior, most likely there
is something wrong with your wiring.






Configuring the cy driver

Contributed by Alex Nash. 6 June 1996.

The Cyclades multiport cards are based on the cy driver instead of
the usual sio driver used by other multiport cards. Configuration is
a simple matter of:

Add the cy device to your kernel configuration (note that your irq
and iomem settings may differ).

device cy0 at isa? irq 10 iomem 0xd4000 iosiz 0x2000





Rebuild and install the new kernel.

Make the device nodes by typing (the following example assumes an 8-port
board) [1]:

PROMPT.ROOT cd /dev
PROMPT.ROOT for i in 0 1 2 3 4 5 6 7;do ./MAKEDEV cuac$i ttyc$i;done





If appropriate, add dialup entries to /etc/ttys by duplicating
serial device (ttyd) entries and using ttyc in place of
ttyd. For example:

ttyc0   "/usr/libexec/getty std.38400"  unknown on insecure
ttyc1   "/usr/libexec/getty std.38400"  unknown on insecure
ttyc2   "/usr/libexec/getty std.38400"  unknown on insecure
…
ttyc7   "/usr/libexec/getty std.38400"  unknown on insecure





Reboot with the new kernel.




Configuring the si driver

Contributed by A.NSAYER.EMAIL. 25 March 1998.

The Specialix SI/XIO and SX multiport cards use the si driver. A
single machine can have up to 4 host cards. The following host cards are
supported:


	ISA SI/XIO host card (2 versions)

	EISA SI/XIO host card

	PCI SI/XIO host card

	ISA SX host card

	PCI SX host card



Although the SX and SI/XIO host cards look markedly different, their
functionality are basically the same. The host cards do not use I/O
locations, but instead require a 32K chunk of memory. The factory
configuration for ISA cards places this at 0xd0000-0xd7fff. They
also require an IRQ. PCI cards will, of course, auto-configure
themselves.

You can attach up to 4 external modules to each host card. The external
modules contain either 4 or 8 serial ports. They come in the following
varieties:


	SI 4 or 8 port modules. Up to 57600 bps on each port supported.

	XIO 8 port modules. Up to 115200 bps on each port supported. One type
of XIO module has 7 serial and 1 parallel port.

	SXDC 8 port modules. Up to 921600 bps on each port supported. Like
XIO, a module is available with one parallel port as well.



To configure an ISA host card, add the following line to your kernel
configuration file, changing the numbers as appropriate:

device si0 at isa? iomem 0xd0000 irq 11





Valid IRQ numbers are 9, 10, 11, 12 and 15 for SX ISA host cards and 11,
12 and 15 for SI/XIO ISA host cards.

To configure an EISA or PCI host card, use this line:

device si0





After adding the configuration entry, rebuild and install your new
kernel.


Note

The following step, is not necessary if you are using MAN.DEVFS.5 in
FreeBSD5.X.




After rebooting with the new kernel, you need to make the device nodes
in /dev. The MAKEDEV script will take care of this for you.
Count how many total ports you have and type:

PROMPT.ROOT cd /dev
PROMPT.ROOT ./MAKEDEV ttyAnn cuaAnn





(where nn is the number of ports)

If you want login prompts to appear on these ports, you will need to add
lines like this to /etc/ttys:

ttyA01  "/usr/libexec/getty std.9600"   vt100   on insecure





Change the terminal type as appropriate. For modems, dialup or
unknown is fine.




	[1]	You can omit this part if you are running FreeBSD5.X with
MAN.DEVFS.5.
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OS and Solid State Devices





	Author:	John Kozubik






Solid State Disk Devices

The scope of this article will be limited to solid state disk devices
made from flash memory. Flash memory is a solid state memory (no moving
parts) that is non-volatile (the memory maintains data even after all
power sources have been disconnected). Flash memory can withstand
tremendous physical shock and is reasonably fast (the flash memory
solutions covered in this article are slightly slower than a EIDE hard
disk for write operations, and much faster for read operations). One
very important aspect of flash memory, the ramifications of which will
be discussed later in this article, is that each sector has a limited
rewrite capacity. You can only write, erase, and write again to a sector
of flash memory a certain number of times before the sector becomes
permanently unusable. Although many flash memory products automatically
map bad blocks, and although some even distribute write operations
evenly throughout the unit, the fact remains that there exists a limit
to the amount of writing that can be done to the device. Competitive
units have between 1,000,000 and 10,000,000 writes per sector in their
specification. This figure varies due to the temperature of the
environment.

Specifically, we will be discussing ATA compatible compact-flash units,
which are quite popular as storage media for digital cameras. Of
particular interest is the fact that they pin out directly to the IDE
bus and are compatible with the ATA command set. Therefore, with a very
simple and low-cost adaptor, these devices can be attached directly to
an IDE bus in a computer. Once implemented in this manner, operating
systems such as OS see the device as a normal hard disk (albeit small).

Other solid state disk solutions do exist, but their expense, obscurity,
and relative unease of use places them beyond the scope of this article.




Kernel Options

A few kernel options are of specific interest to those creating an
embedded OS system.

All embedded OS systems that use flash memory as system disk will be
interested in memory disks and memory filesystems. Because of the
limited number of writes that can be done to flash memory, the disk and
the filesystems on the disk will most likely be mounted read-only. In
this environment, filesystems such as /tmp and /var are mounted
as memory filesystems to allow the system to create logs and update
counters and temporary files. Memory filesystems are a critical
component to a successful solid state OS implementation.

You should make sure the following lines exist in your kernel
configuration file:

options         MFS             # Memory Filesystem
options         MD_ROOT         # md device usable as a potential root device
pseudo-device   md              # memory disk








The rc Subsystem and Read-Only Filesystems

The post-boot initialization of an embedded OS system is controlled by
/etc/rc.initdiskless.

/etc/rc.d/var mounts /var as a memory filesystem, makes a
configurable list of directories in /var with the MAN.MKDIR.1
command, and changes modes on some of those directories. In the
execution of /etc/rc.d/var, one other rc.conf variable comes
into play – varsize. A /var partition is created by
/etc/rc.d/var based on the value of this variable in rc.conf:

varsize=8192





Remember that this value is in sectors by default.

The fact that /var is a read-write filesystem is an important
distinction, as the / partition (and any other partitions you may
have on your flash media) should be mounted read-only. Remember that in
? we detailed the limitations of flash memory - specifically the limited
write capability. The importance of not mounting filesystems on flash
media read-write, and the importance of not using a swap file, cannot be
overstated. A swap file on a busy system can burn through a piece of
flash media in less than one year. Heavy logging or temporary file
creation and destruction can do the same. Therefore, in addition to
removing the swap entry from your /etc/fstab, you should also
change the Options field for each filesystem to ro as follows:

# Device                Mountpoint      FStype  Options         Dump    Pass#
/dev/ad0s1a             /               ufs     ro              1       1





A few applications in the average system will immediately begin to fail
as a result of this change. For instance, cron will not run properly as
a result of missing cron tabs in the /var created by
/etc/rc.d/var, and syslog and dhcp will encounter problems as well
as a result of the read-only filesystem and missing items in the
/var that /etc/rc.d/var has created. These are only temporary
problems though, and are addressed, along with solutions to the
execution of other common software packages in ?.

An important thing to remember is that a filesystem that was mounted
read-only with /etc/fstab can be made read-write at any time by
issuing the command:

PROMPT.ROOT /sbin/mount -uw partition





and can be toggled back to read-only with the command:

PROMPT.ROOT /sbin/mount -ur partition








Building a File System from Scratch

Because ATA compatible compact-flash cards are seen by OS as normal IDE
hard drives, you could theoretically install OS from the network using
the kern and mfsroot floppies or from a CD.

However, even a small installation of OS using normal installation
procedures can produce a system in size of greater than 200 megabytes.
Because most people will be using smaller flash memory devices (128
megabytes is considered fairly large - 32 or even 16 megabytes is
common) an installation using normal mechanisms is not possible—there is
simply not enough disk space for even the smallest of conventional
installations.

The easiest way to overcome this space limitation is to install OS using
conventional means to a normal hard disk. After the installation is
complete, pare down the operating system to a size that will fit onto
your flash media, then tar the entire filesystem. The following steps
will guide you through the process of preparing a piece of flash memory
for your tarred filesystem. Remember, because a normal installation is
not being performed, operations such as partitioning, labeling,
file-system creation, etc. need to be performed by hand. In addition to
the kern and mfsroot floppy disks, you will also need to use the fixit
floppy.

After booting with the kern and mfsroot floppies, choose custom from
the installation menu. In the custom installation menu, choose
partition. In the partition menu, you should delete all existing
partitions using d. After deleting all existing partitions, create a
partition using c and accept the default value for the size of the
partition. When asked for the type of the partition, make sure the value
is set to 165. Now write this partition table to the disk by
pressing w (this is a hidden option on this screen). If you are using an
ATA compatible compact flash card, you should choose the OS Boot
Manager. Now press q to quit the partition menu. You will be shown the
boot manager menu once more - repeat the choice you made earlier.

Exit the custom installation menu, and from the main installation menu
choose the fixit option. After entering the fixit environment, enter
the following command:

PROMPT.ROOT disklabel -e /dev/ad0c





At this point you will have entered the vi editor under the auspices of
the disklabel command. Next, you need to add an a: line at the end
of the file. This a: line should look like:

a:      123456  0       4.2BSD  0       0





Where 123456 is a number that is exactly the same as the number in the
existing c: entry for size. Basically you are duplicating the
existing c: line as an a: line, making sure that fstype is
4.2BSD. Save the file and exit.

PROMPT.ROOT disklabel -B -r /dev/ad0c
PROMPT.ROOT newfs /dev/ad0a





Mount the newly prepared flash media:

PROMPT.ROOT mount /dev/ad0a /flash





Bring this machine up on the network so we may transfer our tar file and
explode it onto our flash media filesystem. One example of how to do
this is:

PROMPT.ROOT ifconfig xl0 192.168.0.10 netmask 255.255.255.0
PROMPT.ROOT route add default 192.168.0.1





Now that the machine is on the network, transfer your tar file. You may
be faced with a bit of a dilemma at this point - if your flash memory
part is 128 megabytes, for instance, and your tar file is larger than 64
megabytes, you cannot have your tar file on the flash media at the same
time as you explode it - you will run out of space. One solution to this
problem, if you are using FTP, is to untar the file while it is
transferred over FTP. If you perform your transfer in this manner, you
will never have the tar file and the tar contents on your disk at the
same time:

ftp> get tarfile.tar "| tar xvf -"





If your tarfile is gzipped, you can accomplish this as well:

ftp> get tarfile.tar "| zcat | tar xvf -"





After the contents of your tarred filesystem are on your flash memory
filesystem, you can unmount the flash memory and reboot:

PROMPT.ROOT cd /
PROMPT.ROOT umount /flash
PROMPT.ROOT exit





Assuming that you configured your filesystem correctly when it was built
on the normal hard disk (with your filesystems mounted read-only, and
with the necessary options compiled into the kernel) you should now be
successfully booting your OS embedded system.




System Strategies for Small and Read Only Environments

In ?, it was pointed out that the /var filesystem constructed by
/etc/rc.d/var and the presence of a read-only root filesystem causes
problems with many common software packages used with OS. In this
article, suggestions for successfully running cron, syslog, ports
installations, and the Apache web server will be provided.


Cron

Upon boot, /var gets populated by /etc/rc.d/var using the list
from /etc/mtree/BSD.var.dist, so the cron, cron/tabs,
at, and a few other standard directories get created.

However, this does not solve the problem of maintaining cron tabs across
reboots. When the system reboots, the /var filesystem that is in
memory will disappear and any cron tabs you may have had in it will also
disappear. Therefore, one solution would be to create cron tabs for the
users that need them, mount your / filesystem as read-write and copy
those cron tabs to somewhere safe, like /etc/tabs, then add a line
to the end of /etc/rc.initdiskless that copies those crontabs into
/var/cron/tabs after that directory has been created during system
initialization. You may also need to add a line that changes modes and
permissions on the directories you create and the files you copy with
/etc/rc.initdiskless.




Syslog

syslog.conf specifies the locations of certain log files that exist
in /var/log. These files are not created by /etc/rc.d/var upon
system initialization. Therefore, somewhere in /etc/rc.d/var, after
the section that creates the directories in /var, you will need to
add something like this:

PROMPT.ROOT touch /var/log/security /var/log/maillog /var/log/cron /var/log/messages
PROMPT.ROOT chmod 0644 /var/log/*








Ports Installation

Before discussing the changes necessary to successfully use the ports
tree, a reminder is necessary regarding the read-only nature of your
filesystems on the flash media. Since they are read-only, you will need
to temporarily mount them read-write using the mount syntax shown in ?.
You should always remount those filesystems read-only when you are done
with any maintenance - unnecessary writes to the flash media could
considerably shorten its lifespan.

To make it possible to enter a ports directory and successfully run
make install, we must create a packages directory on a non-memory
filesystem that will keep track of our packages across reboots. Because
it is necessary to mount your filesystems as read-write for the
installation of a package anyway, it is sensible to assume that an area
on the flash media can also be used for package information to be
written to.

First, create a package database directory. This is normally in
/var/db/pkg, but we cannot place it there as it will disappear every
time the system is booted.

PROMPT.ROOT mkdir /etc/pkg





Now, add a line to /etc/rc.d/var that links the /etc/pkg
directory to /var/db/pkg. An example:

PROMPT.ROOT ln -s /etc/pkg /var/db/pkg





Now, any time that you mount your filesystems as read-write and install
a package, the make install will work, and package information will
be written successfully to /etc/pkg (because the filesystem will, at
that time, be mounted read-write) which will always be available to the
operating system as /var/db/pkg.




Apache Web Server


Note

The steps in this section are only necessary if Apache is set up to
write its pid or log information outside of /var. By default,
Apache keeps its pid file in /var/run/httpd.pid and its log
files in /var/log.




It is now assumed that Apache keeps its log files in a directory
apache_log_dir outside of /var. When this directory lives on a
read-only filesystem, Apache will not be able to save any log files, and
may have problems working. If so, it is necessary to add a new directory
to the list of directories in /etc/rc.d/var to create in /var,
and to link apache_log_dir to /var/log/apache. It is also
necessary to set permissions and ownership on this new directory.

First, add the directory log/apache to the list of directories to be
created in /etc/rc.d/var.

Second, add these commands to /etc/rc.d/var after the directory
creation section:

PROMPT.ROOT chmod 0774 /var/log/apache
PROMPT.ROOT chown nobody:nobody /var/log/apache





Finally, remove the existing apache_log_dir directory, and replace
it with a link:

PROMPT.ROOT rm -rf apache_log_dir
PROMPT.ROOT ln -s /var/log/apache apache_log_dir
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The vinum Volume Manager





	Author:	Greg Lehey Originally written by






Synopsis

No matter the type of disks, there are always potential problems. The
disks can be too small, too slow, or too unreliable to meet the system’s
requirements. While disks are getting bigger, so are data storage
requirements. Often a file system is needed that is bigger than a disk’s
capacity. Various solutions to these problems have been proposed and
implemented.

One method is through the use of multiple, and sometimes redundant,
disks. In addition to supporting various cards and controllers for
hardware Redundant Array of Independent Disks RAID systems, the base OS
system includes the vinum volume manager, a block device driver that
implements virtual disk drives and addresses these three problems.
vinum provides more flexibility, performance, and reliability than
traditional disk storage and implements RAID-0, RAID-1, and RAID-5
models, both individually and in combination.

This chapter provides an overview of potential problems with traditional
disk storage, and an introduction to the vinum volume manager.


Note

Starting with OS5, vinum has been rewritten in order to fit
into the GEOM architecture,
while retaining the original ideas, terminology, and on-disk
metadata. This rewrite is called gvinum (for GEOM vinum). While
this chapter uses the term vinum, any command invocations should
be performed with gvinum. The name of the kernel module has
changed from the original vinum.ko to geom_vinum.ko, and all
device nodes reside under /dev/gvinum instead of /dev/vinum.
As of OS6, the original vinum implementation is no longer
available in the code base.







Access Bottlenecks

Modern systems frequently need to access data in a highly concurrent
manner. For example, large FTP or HTTP servers can maintain thousands of
concurrent sessions and have multiple 100Mbit/s connections to the
outside world, well beyond the sustained transfer rate of most disks.

Current disk drives can transfer data sequentially at up to 70MB/s, but
this value is of little importance in an environment where many
independent processes access a drive, and where they may achieve only a
fraction of these values. In such cases, it is more interesting to view
the problem from the viewpoint of the disk subsystem. The important
parameter is the load that a transfer places on the subsystem, or the
time for which a transfer occupies the drives involved in the transfer.

In any disk transfer, the drive must first position the heads, wait for
the first sector to pass under the read head, and then perform the
transfer. These actions can be considered to be atomic as it does not
make any sense to interrupt them.

Consider a typical transfer of about 10kB: the current generation of
high-performance disks can position the heads in an average of 3.5ms.
The fastest drives spin at 15,000rpm, so the average rotational latency
(half a revolution) is 2ms. At 70MB/s, the transfer itself takes about
150μs, almost nothing compared to the positioning time. In such a case,
the effective transfer rate drops to a little over 1MB/s and is clearly
highly dependent on the transfer size.

The traditional and obvious solution to this bottleneck is “more
spindles”: rather than using one large disk, use several smaller disks
with the same aggregate storage space. Each disk is capable of
positioning and transferring independently, so the effective throughput
increases by a factor close to the number of disks used.

The actual throughput improvement is smaller than the number of disks
involved. Although each drive is capable of transferring in parallel,
there is no way to ensure that the requests are evenly distributed
across the drives. Inevitably the load on one drive will be higher than
on another.

disk concatenation
Vinum
concatenation
The evenness of the load on the disks is strongly dependent on the way
the data is shared across the drives. In the following discussion, it is
convenient to think of the disk storage as a large number of data
sectors which are addressable by number, rather like the pages in a
book. The most obvious method is to divide the virtual disk into groups
of consecutive sectors the size of the individual physical disks and
store them in this manner, rather like taking a large book and tearing
it into smaller sections. This method is called concatenation and has
the advantage that the disks are not required to have any specific size
relationships. It works well when the access to the virtual disk is
spread evenly about its address space. When access is concentrated on a
smaller area, the improvement is less marked. ? illustrates the sequence
in which storage units are allocated in a concatenated organization.

disk striping
Vinum
striping
RAID
An alternative mapping is to divide the address space into smaller,
equal-sized components and store them sequentially on different devices.
For example, the first 256 sectors may be stored on the first disk, the
next 256 sectors on the next disk and so on. After filling the last
disk, the process repeats until the disks are full. This mapping is
called striping or RAID-0.

RAID offers various forms of fault tolerance, though RAID-0 is somewhat
misleading as it provides no redundancy. Striping requires somewhat more
effort to locate the data, and it can cause additional I/O load where a
transfer is spread over multiple disks, but it can also provide a more
constant load across the disks. ? illustrates the sequence in which
storage units are allocated in a striped organization.




Data Integrity

The final problem with disks is that they are unreliable. Although
reliability has increased tremendously over the last few years, disk
drives are still the most likely core component of a server to fail.
When they do, the results can be catastrophic and replacing a failed
disk drive and restoring data can result in server downtime.

disk mirroring
vinum
mirroring
RAID
-1
One approach to this problem is mirroring, or RAID-1, which keeps two
copies of the data on different physical hardware. Any write to the
volume writes to both disks; a read can be satisfied from either, so if
one drive fails, the data is still available on the other drive.

Mirroring has two problems:


	It requires twice as much disk storage as a non-redundant solution.

	Writes must be performed to both drives, so they take up twice the
bandwidth of a non-mirrored volume. Reads do not suffer from a
performance penalty and can even be faster.



RAID
-5
An alternative solution is parity, implemented in RAID levels 2, 3, 4
and 5. Of these, RAID-5 is the most interesting. As implemented in
vinum, it is a variant on a striped organization which dedicates one
block of each stripe to parity one of the other blocks. As implemented
by vinum, a RAID-5 plex is similar to a striped plex, except that it
implements RAID-5 by including a parity block in each stripe. As
required by RAID-5, the location of this parity block changes from one
stripe to the next. The numbers in the data blocks indicate the relative
block numbers.

Compared to mirroring, RAID-5 has the advantage of requiring
significantly less storage space. Read access is similar to that of
striped organizations, but write access is significantly slower,
approximately 25% of the read performance. If one drive fails, the array
can continue to operate in degraded mode where a read from one of the
remaining accessible drives continues normally, but a read from the
failed drive is recalculated from the corresponding block from all the
remaining drives.




vinum Objects

In order to address these problems, vinum implements a four-level
hierarchy of objects:


	The most visible object is the virtual disk, called a volume.
Volumes have essentially the same properties as a UNIX disk drive,
though there are some minor differences. For one, they have no size
limitations.

	Volumes are composed of plexes, each of which represent the total
address space of a volume. This level in the hierarchy provides
redundancy. Think of plexes as individual disks in a mirrored array,
each containing the same data.

	Since vinum exists within the UNIX disk storage framework, it
would be possible to use UNIX partitions as the building block for
multi-disk plexes. In fact, this turns out to be too inflexible as
UNIX disks can have only a limited number of partitions. Instead,
vinum subdivides a single UNIX partition, the drive, into
contiguous areas called subdisks, which are used as building blocks
for plexes.

	Subdisks reside on vinum drives, currently UNIX partitions.
vinum drives can contain any number of subdisks. With the
exception of a small area at the beginning of the drive, which is
used for storing configuration and state information, the entire
drive is available for data storage.



The following sections describe the way these objects provide the
functionality required of vinum.


Volume Size Considerations

Plexes can include multiple subdisks spread over all drives in the
vinum configuration. As a result, the size of an individual drive
does not limit the size of a plex or a volume.




Redundant Data Storage

vinum implements mirroring by attaching multiple plexes to a volume.
Each plex is a representation of the data in a volume. A volume may
contain between one and eight plexes.

Although a plex represents the complete data of a volume, it is possible
for parts of the representation to be physically missing, either by
design (by not defining a subdisk for parts of the plex) or by accident
(as a result of the failure of a drive). As long as at least one plex
can provide the data for the complete address range of the volume, the
volume is fully functional.




Which Plex Organization?

vinum implements both concatenation and striping at the plex level:


	A concatenated plex uses the address space of each subdisk in turn.
Concatenated plexes are the most flexible as they can contain any
number of subdisks, and the subdisks may be of different length. The
plex may be extended by adding additional subdisks. They require less
CPU time than striped plexes, though the difference in CPU overhead
is not measurable. On the other hand, they are most susceptible to
hot spots, where one disk is very active and others are idle.

	A striped plex stripes the data across each subdisk. The subdisks
must all be the same size and there must be at least two subdisks in
order to distinguish it from a concatenated plex. The greatest
advantage of striped plexes is that they reduce hot spots. By
choosing an optimum sized stripe, about 256kB, the load can be
evened out on the component drives. Extending a plex by adding new
subdisks is so complicated that vinum does not implement it.



? summarizes the advantages and disadvantages of each plex organization.










	Plex type
	Minimum subdisks
	Can add subdisks
	Must be equal size
	Application




	concatenated
	1
	yes
	no
	Large data storage with maximum placement flexibility and moderate performance


	striped
	2
	no
	yes
	High performance in combination with highly concurrent access





Table: vinum Plex Organizations






Some Examples

vinum maintains a configuration database which describes the
objects known to an individual system. Initially, the user creates the
configuration database from one or more configuration files using
MAN.GVINUM.8. vinum stores a copy of its configuration database on
each disk device under its control. This database is updated on each
state change, so that a restart accurately restores the state of each
vinum object.


The Configuration File

The configuration file describes individual vinum objects. The
definition of a simple volume might be:

drive a device /dev/da3h
volume myvol
  plex org concat
    sd length 512m drive a





This file describes four vinum objects:


	The drive line describes a disk partition (drive) and its
location relative to the underlying hardware. It is given the
symbolic name a. This separation of symbolic names from device
names allows disks to be moved from one location to another without
confusion.

	The volume line describes a volume. The only required attribute is
the name, in this case myvol.

	The plex line defines a plex. The only required parameter is the
organization, in this case concat. No name is necessary as the
system automatically generates a name from the volume name by adding
the suffix .px, where x is the number of the plex in the volume.
Thus this plex will be called myvol.p0.

	The sd line describes a subdisk. The minimum specifications are the
name of a drive on which to store it, and the length of the subdisk.
No name is necessary as the system automatically assigns names
derived from the plex name by adding the suffix .sx, where x is
the number of the subdisk in the plex. Thus vinum gives this
subdisk the name myvol.p0.s0.



After processing this file, MAN.GVINUM.8 produces the following output:

  PROMPT.ROOT gvinum -> create config1
  Configuration summary
  Drives:         1 (4 configured)
  Volumes:        1 (4 configured)
  Plexes:         1 (8 configured)
  Subdisks:       1 (16 configured)

D a                     State: up       Device /dev/da3h      Avail: 2061/2573 MB (80%)

V myvol                 State: up       Plexes:       1 Size:      512 MB

P myvol.p0            C State: up       Subdisks:     1 Size:      512 MB

S myvol.p0.s0           State: up       PO:        0  B Size:      512 MB





This output shows the brief listing format of MAN.GVINUM.8. It is
represented graphically in ?.

This figure, and the ones which follow, represent a volume, which
contains the plexes, which in turn contains the subdisks. In this
example, the volume contains one plex, and the plex contains one
subdisk.

This particular volume has no specific advantage over a conventional
disk partition. It contains a single plex, so it is not redundant. The
plex contains a single subdisk, so there is no difference in storage
allocation from a conventional disk partition. The following sections
illustrate various more interesting configuration methods.




Increased Resilience: Mirroring

The resilience of a volume can be increased by mirroring. When laying
out a mirrored volume, it is important to ensure that the subdisks of
each plex are on different drives, so that a drive failure will not take
down both plexes. The following configuration mirrors a volume:

drive b device /dev/da4h
  volume mirror
    plex org concat
      sd length 512m drive a
    plex org concat
      sd length 512m drive b





In this example, it was not necessary to specify a definition of drive
a again, since vinum keeps track of all objects in its
configuration database. After processing this definition, the
configuration looks like:

Drives:         2 (4 configured)
Volumes:        2 (4 configured)
Plexes:         3 (8 configured)
Subdisks:       3 (16 configured)

D a                     State: up       Device /dev/da3h       Avail: 1549/2573 MB (60%)
D b                     State: up       Device /dev/da4h       Avail: 2061/2573 MB (80%)

V myvol                 State: up       Plexes:       1 Size:        512 MB
V mirror                State: up       Plexes:       2 Size:        512 MB

P myvol.p0            C State: up       Subdisks:     1 Size:        512 MB
P mirror.p0           C State: up       Subdisks:     1 Size:        512 MB
P mirror.p1           C State: initializing     Subdisks:     1 Size:        512 MB

S myvol.p0.s0           State: up       PO:        0  B Size:        512 MB
S mirror.p0.s0          State: up       PO:        0  B Size:        512 MB
S mirror.p1.s0          State: empty    PO:        0  B Size:        512 MB





? shows the structure graphically.

In this example, each plex contains the full 512MB of address space. As
in the previous example, each plex contains only a single subdisk.




Optimizing Performance

The mirrored volume in the previous example is more resistant to failure
than an unmirrored volume, but its performance is less as each write to
the volume requires a write to both drives, using up a greater
proportion of the total disk bandwidth. Performance considerations
demand a different approach: instead of mirroring, the data is striped
across as many disk drives as possible. The following configuration
shows a volume with a plex striped across four disk drives:

    drive c device /dev/da5h
drive d device /dev/da6h
volume stripe
plex org striped 512k
  sd length 128m drive a
  sd length 128m drive b
  sd length 128m drive c
  sd length 128m drive d





As before, it is not necessary to define the drives which are already
known to vinum. After processing this definition, the configuration
looks like:

Drives:         4 (4 configured)
Volumes:        3 (4 configured)
Plexes:         4 (8 configured)
Subdisks:       7 (16 configured)

D a                     State: up       Device /dev/da3h        Avail: 1421/2573 MB (55%)
D b                     State: up       Device /dev/da4h        Avail: 1933/2573 MB (75%)
D c                     State: up       Device /dev/da5h        Avail: 2445/2573 MB (95%)
D d                     State: up       Device /dev/da6h        Avail: 2445/2573 MB (95%)

V myvol                 State: up       Plexes:       1 Size:        512 MB
V mirror                State: up       Plexes:       2 Size:        512 MB
V striped               State: up       Plexes:       1 Size:        512 MB

P myvol.p0            C State: up       Subdisks:     1 Size:        512 MB
P mirror.p0           C State: up       Subdisks:     1 Size:        512 MB
P mirror.p1           C State: initializing     Subdisks:     1 Size:        512 MB
P striped.p1            State: up       Subdisks:     1 Size:        512 MB

S myvol.p0.s0           State: up       PO:        0  B Size:        512 MB
S mirror.p0.s0          State: up       PO:        0  B Size:        512 MB
S mirror.p1.s0          State: empty    PO:        0  B Size:        512 MB
S striped.p0.s0         State: up       PO:        0  B Size:        128 MB
S striped.p0.s1         State: up       PO:      512 kB Size:        128 MB
S striped.p0.s2         State: up       PO:     1024 kB Size:        128 MB
S striped.p0.s3         State: up       PO:     1536 kB Size:        128 MB





This volume is represented in ?. The darkness of the stripes indicates
the position within the plex address space, where the lightest stripes
come first and the darkest last.




Resilience and Performance

With sufficient hardware, it is possible to build volumes which show
both increased resilience and increased performance compared to standard
UNIX partitions. A typical configuration file might be:

volume raid10
    plex org striped 512k
      sd length 102480k drive a
      sd length 102480k drive b
      sd length 102480k drive c
      sd length 102480k drive d
      sd length 102480k drive e
    plex org striped 512k
      sd length 102480k drive c
      sd length 102480k drive d
      sd length 102480k drive e
      sd length 102480k drive a
      sd length 102480k drive b





The subdisks of the second plex are offset by two drives from those of
the first plex. This helps to ensure that writes do not go to the same
subdisks even if a transfer goes over two drives.

? represents the structure of this volume.






Object Naming

vinum assigns default names to plexes and subdisks, although they
may be overridden. Overriding the default names is not recommended as it
does not bring a significant advantage and it can cause confusion.

Names may contain any non-blank character, but it is recommended to
restrict them to letters, digits and the underscore characters. The
names of volumes, plexes, and subdisks may be up to 64 characters long,
and the names of drives may be up to 32 characters long.

vinum objects are assigned device nodes in the hierarchy
/dev/gvinum. The configuration shown above would cause vinum to
create the following device nodes:


	Device entries for each volume. These are the main devices used by
vinum. The configuration above would include the devices
/dev/gvinum/myvol, /dev/gvinum/mirror,
/dev/gvinum/striped, /dev/gvinum/raid5 and
/dev/gvinum/raid10.

	All volumes get direct entries under /dev/gvinum/.

	The directories /dev/gvinum/plex, and /dev/gvinum/sd, which
contain device nodes for each plex and for each subdisk,
respectively.



For example, consider the following configuration file:

drive drive1 device /dev/sd1h
drive drive2 device /dev/sd2h
drive drive3 device /dev/sd3h
drive drive4 device /dev/sd4h
volume s64 setupstate
  plex org striped 64k
    sd length 100m drive drive1
    sd length 100m drive drive2
    sd length 100m drive drive3
    sd length 100m drive drive4





After processing this file, MAN.GVINUM.8 creates the following structure
in /dev/gvinum:

    drwxr-xr-x  2 root  wheel       512 Apr 13
16:46 plex
    crwxr-xr--  1 root  wheel   91,   2 Apr 13 16:46 s64
    drwxr-xr-x  2 root  wheel       512 Apr 13 16:46 sd

    /dev/vinum/plex:
    total 0
    crwxr-xr--  1 root  wheel   25, 0x10000002 Apr 13 16:46 s64.p0

    /dev/vinum/sd:
    total 0
    crwxr-xr--  1 root  wheel   91, 0x20000002 Apr 13 16:46 s64.p0.s0
    crwxr-xr--  1 root  wheel   91, 0x20100002 Apr 13 16:46 s64.p0.s1
    crwxr-xr--  1 root  wheel   91, 0x20200002 Apr 13 16:46 s64.p0.s2
    crwxr-xr--  1 root  wheel   91, 0x20300002 Apr 13 16:46 s64.p0.s3





Although it is recommended that plexes and subdisks should not be
allocated specific names, vinum drives must be named. This makes it
possible to move a drive to a different location and still recognize it
automatically. Drive names may be up to 32 characters long.


Creating File Systems

Volumes appear to the system to be identical to disks, with one
exception. Unlike UNIX drives, vinum does not partition volumes,
which thus do not contain a partition table. This has required
modification to some disk utilities, notably MAN.NEWFS.8, so that it
does not try to interpret the last letter of a vinum volume name as
a partition identifier. For example, a disk drive may have a name like
/dev/ad0a or /dev/da2h. These names represent the first
partition (a) on the first (0) IDE disk (ad) and the eighth
partition (h) on the third (2) SCSI disk (da) respectively. By
contrast, a vinum volume might be called /dev/gvinum/concat,
which has no relationship with a partition name.

In order to create a file system on this volume, use MAN.NEWFS.8:

PROMPT.ROOT newfs /dev/gvinum/concat










Configuring vinum

The GENERIC kernel does not contain vinum. It is possible to
build a custom kernel which includes vinum, but this is not
recommended. The standard way to start vinum is as a kernel module.
MAN.KLDLOAD.8 is not needed because when MAN.GVINUM.8 starts, it checks
whether the module has been loaded, and if it is not, it loads it
automatically.


Startup

vinum stores configuration information on the disk slices in
essentially the same form as in the configuration files. When reading
from the configuration database, vinum recognizes a number of
keywords which are not allowed in the configuration files. For example,
a disk configuration might contain the following text:

volume myvol state up
volume bigraid state down
plex name myvol.p0 state up org concat vol myvol
plex name myvol.p1 state up org concat vol myvol
plex name myvol.p2 state init org striped 512b vol myvol
plex name bigraid.p0 state initializing org raid5 512b vol bigraid
sd name myvol.p0.s0 drive a plex myvol.p0 state up len 1048576b driveoffset 265b plexoffset 0b
sd name myvol.p0.s1 drive b plex myvol.p0 state up len 1048576b driveoffset 265b plexoffset 1048576b
sd name myvol.p1.s0 drive c plex myvol.p1 state up len 1048576b driveoffset 265b plexoffset 0b
sd name myvol.p1.s1 drive d plex myvol.p1 state up len 1048576b driveoffset 265b plexoffset 1048576b
sd name myvol.p2.s0 drive a plex myvol.p2 state init len 524288b driveoffset 1048841b plexoffset 0b
sd name myvol.p2.s1 drive b plex myvol.p2 state init len 524288b driveoffset 1048841b plexoffset 524288b
sd name myvol.p2.s2 drive c plex myvol.p2 state init len 524288b driveoffset 1048841b plexoffset 1048576b
sd name myvol.p2.s3 drive d plex myvol.p2 state init len 524288b driveoffset 1048841b plexoffset 1572864b
sd name bigraid.p0.s0 drive a plex bigraid.p0 state initializing len 4194304b driveoff set 1573129b plexoffset 0b
sd name bigraid.p0.s1 drive b plex bigraid.p0 state initializing len 4194304b driveoff set 1573129b plexoffset 4194304b
sd name bigraid.p0.s2 drive c plex bigraid.p0 state initializing len 4194304b driveoff set 1573129b plexoffset 8388608b
sd name bigraid.p0.s3 drive d plex bigraid.p0 state initializing len 4194304b driveoff set 1573129b plexoffset 12582912b
sd name bigraid.p0.s4 drive e plex bigraid.p0 state initializing len 4194304b driveoff set 1573129b plexoffset 16777216b





The obvious differences here are the presence of explicit location
information and naming, both of which are allowed but discouraged, and
the information on the states. vinum does not store information
about drives in the configuration information. It finds the drives by
scanning the configured disk drives for partitions with a vinum
label. This enables vinum to identify drives correctly even if they
have been assigned different UNIX drive IDs.


Automatic Startup

Gvinum always features an automatic startup once the kernel module is
loaded, via MAN.LOADER.CONF.5. To load the Gvinum module at boot time,
add geom_vinum_load="YES" to /boot/loader.conf.

When vinum is started with gvinum start, vinum reads the
configuration database from one of the vinum drives. Under normal
circumstances, each drive contains an identical copy of the
configuration database, so it does not matter which drive is read. After
a crash, however, vinum must determine which drive was updated most
recently and read the configuration from this drive. It then updates the
configuration, if necessary, from progressively older drives.








Using vinum for the Root File System

For a machine that has fully-mirrored file systems using vinum, it
is desirable to also mirror the root file system. Setting up such a
configuration is less trivial than mirroring an arbitrary file system
because:


	The root file system must be available very early during the boot
process, so the vinum infrastructure must already be available at
this time.

	The volume containing the root file system also contains the system
bootstrap and the kernel. These must be read using the host system’s
native utilities, such as the BIOS, which often cannot be taught
about the details of vinum.



In the following sections, the term “root volume” is generally used to
describe the vinum volume that contains the root file system.


Starting up vinum Early Enough for the Root File System

vinum must be available early in the system boot as MAN.LOADER.8
must be able to load the vinum kernel module before starting the kernel.
This can be accomplished by putting this line in /boot/loader.conf:

geom_vinum_load="YES"








Making a vinum-based Root Volume Accessible to the Bootstrap

The current OS bootstrap is only 7.5 KB of code and does not understand
the internal vinum structures. This means that it cannot parse the
vinum configuration data or figure out the elements of a boot
volume. Thus, some workarounds are necessary to provide the bootstrap
code with the illusion of a standard a partition that contains the
root file system.

For this to be possible, the following requirements must be met for the
root volume:


	The root volume must not be a stripe or RAID-5.

	The root volume must not contain more than one concatenated subdisk
per plex.



Note that it is desirable and possible to use multiple plexes, each
containing one replica of the root file system. The bootstrap process
will only use one replica for finding the bootstrap and all boot files,
until the kernel mounts the root file system. Each single subdisk within
these plexes needs its own a partition illusion, for the respective
device to be bootable. It is not strictly needed that each of these
faked a partitions is located at the same offset within its device,
compared with other devices containing plexes of the root volume.
However, it is probably a good idea to create the vinum volumes that
way so the resulting mirrored devices are symmetric, to avoid confusion.

In order to set up these a partitions for each device containing
part of the root volume, the following is required:

The location, offset from the beginning of the device, and size of this
device’s subdisk that is part of the root volume needs to be examined,
using the command:

PROMPT.ROOT gvinum l -rv root





vinum offsets and sizes are measured in bytes. They must be divided
by 512 in order to obtain the block numbers that are to be used by
bsdlabel.

Run this command for each device that participates in the root volume:

PROMPT.ROOT bsdlabel -e devname





devname must be either the name of the disk, like da0 for disks
without a slice table, or the name of the slice, like ad0s1.

If there is already an a partition on the device from a
pre-vinum root file system, it should be renamed to something else
so that it remains accessible (just in case), but will no longer be used
by default to bootstrap the system. A currently mounted root file system
cannot be renamed, so this must be executed either when being booted
from a “Fixit” media, or in a two-step process where, in a mirror, the
disk that is not been currently booted is manipulated first.

The offset of the vinum partition on this device (if any) must be
added to the offset of the respective root volume subdisk on this
device. The resulting value will become the offset value for the new
a partition. The size value for this partition can be taken
verbatim from the calculation above. The fstype should be
4.2BSD. The fsize, bsize, and cpg values should be
chosen to match the actual file system, though they are fairly
unimportant within this context.

That way, a new a partition will be established that overlaps the
vinum partition on this device. bsdlabel will only allow for
this overlap if the vinum partition has properly been marked using
the vinum fstype.

A faked a partition now exists on each device that has one replica
of the root volume. It is highly recommendable to verify the result
using a command like:

PROMPT.ROOT fsck -n /dev/devnamea





It should be remembered that all files containing control information
must be relative to the root file system in the vinum volume which,
when setting up a new vinum root volume, might not match the root
file system that is currently active. So in particular, /etc/fstab
and /boot/loader.conf need to be taken care of.

At next reboot, the bootstrap should figure out the appropriate control
information from the new vinum-based root file system, and act
accordingly. At the end of the kernel initialization process, after all
devices have been announced, the prominent notice that shows the success
of this setup is a message like:

Mounting root from ufs:/dev/gvinum/root








Example of a vinum-based Root Setup

After the vinum root volume has been set up, the output of
``gvinum l -rv


root`` could look like:


...
Subdisk root.p0.s0:
        Size:        125829120 bytes (120 MB)
        State: up
        Plex root.p0 at offset 0 (0  B)
        Drive disk0 (/dev/da0h) at offset 135680 (132 kB)

Subdisk root.p1.s0:
        Size:        125829120 bytes (120 MB)
        State: up
        Plex root.p1 at offset 0 (0  B)
        Drive disk1 (/dev/da1h) at offset 135680 (132 kB)





The values to note are 135680 for the offset, relative to partition
/dev/da0h. This translates to 265 512-byte disk blocks in
bsdlabel‘s terms. Likewise, the size of this root volume is 245760
512-byte blocks. /dev/da1h, containing the second replica of this
root volume, has a symmetric setup.

The bsdlabel for these devices might look like:

...
8 partitions:
#        size   offset    fstype   [fsize bsize bps/cpg]
  a:   245760      281    4.2BSD     2048 16384     0   # (Cyl.    0*- 15*)
  c: 71771688        0    unused        0     0         # (Cyl.    0 - 4467*)
  h: 71771672       16     vinum                        # (Cyl.    0*- 4467*)





It can be observed that the size parameter for the faked a
partition matches the value outlined above, while the offset
parameter is the sum of the offset within the vinum partition h,
and the offset of this partition within the device or slice. This is a
typical setup that is necessary to avoid the problem described in ?. The
entire a partition is completely within the h partition
containing all the vinum data for this device.

In the above example, the entire device is dedicated to vinum and
there is no leftover pre-vinum root partition.




Troubleshooting

The following list contains a few known pitfalls and solutions.


System Bootstrap Loads, but System Does Not Boot

If for any reason the system does not continue to boot, the bootstrap
can be interrupted by pressing space at the 10-seconds warning. The
loader variable vinum.autostart can be examined by typing show
and manipulated using set or unset.

If the vinum kernel module was not yet in the list of modules to
load automatically, type load geom_vinum.

When ready, the boot process can be continued by typing boot -as
which -as requests the kernel to ask for the root file system to
mount (-a) and make the boot process stop in single-user mode
(-s), where the root file system is mounted read-only. That way,
even if only one plex of a multi-plex volume has been mounted, no data
inconsistency between plexes is being risked.

At the prompt asking for a root file system to mount, any device that
contains a valid root file system can be entered. If /etc/fstab is
set up correctly, the default should be something like
ufs:/dev/gvinum/root. A typical alternate choice would be something
like ufs:da0d which could be a hypothetical partition containing the
pre-vinum root file system. Care should be taken if one of the
alias a partitions is entered here, that it actually references the
subdisks of the vinum root device, because in a mirrored setup, this
would only mount one piece of a mirrored root device. If this file
system is to be mounted read-write later on, it is necessary to remove
the other plex(es) of the vinum root volume since these plexes would
otherwise carry inconsistent data.




Only Primary Bootstrap Loads

If /boot/loader fails to load, but the primary bootstrap still loads
(visible by a single dash in the left column of the screen right after
the boot process starts), an attempt can be made to interrupt the
primary bootstrap by pressing space. This will make the bootstrap stop
in stage two. An attempt
can be made here to boot off an alternate partition, like the partition
containing the previous root file system that has been moved away from
a.




Nothing Boots, the Bootstrap Panics

This situation will happen if the bootstrap had been destroyed by the
vinum installation. Unfortunately, vinum accidentally leaves
only 4 KB at the beginning of its partition free before starting to
write its vinum header information. However, the stage one and two
bootstraps plus the bsdlabel require 8 KB. So if a vinum partition
was started at offset 0 within a slice or disk that was meant to be
bootable, the vinum setup will trash the bootstrap.

Similarly, if the above situation has been recovered, by booting from a
“Fixit” media, and the bootstrap has been re-installed using
bsdlabel -B as described in
&url.books.handbook;/boot.html#boot-boot1,
the bootstrap will trash the vinum header, and vinum will no
longer find its disk(s). Though no actual vinum configuration data
or data in vinum volumes will be trashed, and it would be possible
to recover all the data by entering exactly the same vinum
configuration data again, the situation is hard to fix. It is necessary
to move the entire vinum partition by at least 4 KB, in order to
have the vinum header and the system bootstrap no longer collide.
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Introduction

Before moving along to the actual design let’s spend a little time on
the necessity of maintaining and modernizing any long-living codebase.
In the programming world, algorithms tend to be more important than code
and it is precisely due to BSD’s academic roots that a great deal of
attention was paid to algorithm design from the beginning. More
attention paid to the design generally leads to a clean and flexible
codebase that can be fairly easily modified, extended, or replaced over
time. While BSD is considered an “old” operating system by some people,
those of us who work on it tend to view it more as a “mature” codebase
which has various components modified, extended, or replaced with modern
code. It has evolved, and OS is at the bleeding edge no matter how old
some of the code might be. This is an important distinction to make and
one that is unfortunately lost to many people. The biggest error a
programmer can make is to not learn from history, and this is precisely
the error that many other modern operating systems have made. WINDOWSNT
is the best example of this, and the consequences have been dire. Linux
also makes this mistake to some degree—enough that we BSD folk can make
small jokes about it every once in a while, anyway. Linux’s problem is
simply one of a lack of experience and history to compare ideas against,
a problem that is easily and rapidly being addressed by the Linux
community in the same way it has been addressed in the BSD community—by
continuous code development. The WINDOWSNT folk, on the other hand,
repeatedly make the same mistakes solved by UNIX decades ago and then
spend years fixing them. Over and over again. They have a severe case of
“not designed here” and “we are always right because our marketing
department says so”. I have little tolerance for anyone who cannot learn
from history.

Much of the apparent complexity of the OS design, especially in the
VM/Swap subsystem, is a direct result of having to solve serious
performance issues that occur under various conditions. These issues are
not due to bad algorithmic design but instead rise from environmental
factors. In any direct comparison between platforms, these issues become
most apparent when system resources begin to get stressed. As I describe
OS’s VM/Swap subsystem the reader should always keep two points in mind:


	The most important aspect of performance design is what is known as
“Optimizing the Critical Path”. It is often the case that performance
optimizations add a little bloat to the code in order to make the
critical path perform better.

	A solid, generalized design outperforms a heavily-optimized design
over the long run. While a generalized design may end up being slower
than an heavily-optimized design when they are first implemented, the
generalized design tends to be easier to adapt to changing conditions
and the heavily-optimized design winds up having to be thrown away.



Any codebase that will survive and be maintainable for years must
therefore be designed properly from the beginning even if it costs some
performance. Twenty years ago people were still arguing that programming
in assembly was better than programming in a high-level language because
it produced code that was ten times as fast. Today, the fallibility of
that argument is obvious —as are the parallels to algorithmic design
and code generalization.




VM Objects

The best way to begin describing the OS VM system is to look at it from
the perspective of a user-level process. Each user process sees a
single, private, contiguous VM address space containing several types of
memory objects. These objects have various characteristics. Program code
and program data are effectively a single memory-mapped file (the binary
file being run), but program code is read-only while program data is
copy-on-write. Program BSS is just memory allocated and filled with
zeros on demand, called demand zero page fill. Arbitrary files can be
memory-mapped into the address space as well, which is how the shared
library mechanism works. Such mappings can require modifications to
remain private to the process making them. The fork system call adds an
entirely new dimension to the VM management problem on top of the
complexity already given.

A program binary data page (which is a basic copy-on-write page)
illustrates the complexity. A program binary contains a preinitialized
data section which is initially mapped directly from the program file.
When a program is loaded into a process’s VM space, this area is
initially memory-mapped and backed by the program binary itself,
allowing the VM system to free/reuse the page and later load it back in
from the binary. The moment a process modifies this data, however, the
VM system must make a private copy of the page for that process. Since
the private copy has been modified, the VM system may no longer free it,
because there is no longer any way to restore it later on.

You will notice immediately that what was originally a simple file
mapping has become much more complex. Data may be modified on a
page-by-page basis whereas the file mapping encompasses many pages at
once. The complexity further increases when a process forks. When a
process forks, the result is two processes—each with their own private
address spaces, including any modifications made by the original process
prior to the call to fork(). It would be silly for the VM system to
make a complete copy of the data at the time of the fork() because
it is quite possible that at least one of the two processes will only
need to read from that page from then on, allowing the original page to
continue to be used. What was a private page is made copy-on-write
again, since each process (parent and child) expects their own personal
post-fork modifications to remain private to themselves and not effect
the other.

OS manages all of this with a layered VM Object model. The original
binary program file winds up being the lowest VM Object layer. A
copy-on-write layer is pushed on top of that to hold those pages which
had to be copied from the original file. If the program modifies a data
page belonging to the original file the VM system takes a fault and
makes a copy of the page in the higher layer. When a process forks,
additional VM Object layers are pushed on. This might make a little more
sense with a fairly basic example. A fork() is a common operation
for any *BSD system, so this example will consider a program that
starts up, and forks. When the process starts, the VM system creates an
object layer, let’s call this A:


+—————+ | A | +—————+ |



A represents the file—pages may be paged in and out of the file’s
physical media as necessary. Paging in from the disk is reasonable for a
program, but we really do not want to page back out and overwrite the
executable. The VM system therefore creates a second layer, B, that will
be physically backed by swap space:


+—————+ | B | +—————+ | A | +—————+






On the first write to a page after this, a new page is created in B, and
its contents are initialized from A. All pages in B can be paged in or
out to a swap device. When the program forks, the VM system creates two
new object layers—C1 for the parent, and C2 for the child—that rest on
top of B:


+——-+——-+ | C1 | C2 | +——-+——-+ | B |



+—————+ | A | +—————+ |

In this case, let’s say a page in B is modified by the original parent
process. The process will take a copy-on-write fault and duplicate the
page in C1, leaving the original page in B untouched. Now, let’s say the
same page in B is modified by the child process. The process will take a
copy-on-write fault and duplicate the page in C2. The original page in B
is now completely hidden since both C1 and C2 have a copy and B could
theoretically be destroyed if it does not represent a “real” file;
however, this sort of optimization is not trivial to make because it is
so fine-grained. OS does not make this optimization. Now, suppose (as is
often the case) that the child process does an exec(). Its current
address space is usually replaced by a new address space representing a
new file. In this case, the C2 layer is destroyed:


+——-+ | C1 | +——-+——-+ | B | +—————+ | A |



+—————+ |

In this case, the number of children of B drops to one, and all accesses
to B now go through C1. This means that B and C1 can be collapsed
together. Any pages in B that also exist in C1 are deleted from B during
the collapse. Thus, even though the optimization in the previous step
could not be made, we can recover the dead pages when either of the
processes exit or exec().

This model creates a number of potential problems. The first is that you
can wind up with a relatively deep stack of layered VM Objects which can
cost scanning time and memory when you take a fault. Deep layering can
occur when processes fork and then fork again (either parent or child).
The second problem is that you can wind up with dead, inaccessible pages
deep in the stack of VM Objects. In our last example if both the parent
and child processes modify the same page, they both get their own
private copies of the page and the original page in B is no longer
accessible by anyone. That page in B can be freed.

OS solves the deep layering problem with a special optimization called
the “All Shadowed Case”. This case occurs if either C1 or C2 take
sufficient COW faults to completely shadow all pages in B. Lets say that
C1 achieves this. C1 can now bypass B entirely, so rather then have
C1->B->A and C2->B->A we now have C1->A and C2->B->A. But look what also
happened—now B has only one reference (C2), so we can collapse B and C2
together. The end result is that B is deleted entirely and we have C1->A
and C2->A. It is often the case that B will contain a large number of
pages and neither C1 nor C2 will be able to completely overshadow it. If
we fork again and create a set of D layers, however, it is much more
likely that one of the D layers will eventually be able to completely
overshadow the much smaller dataset represented by C1 or C2. The same
optimization will work at any point in the graph and the grand result of
this is that even on a heavily forked machine VM Object stacks tend to
not get much deeper then 4. This is true of both the parent and the
children and true whether the parent is doing the forking or whether the
children cascade forks.

The dead page problem still exists in the case where C1 or C2 do not
completely overshadow B. Due to our other optimizations this case does
not represent much of a problem and we simply allow the pages to be
dead. If the system runs low on memory it will swap them out, eating a
little swap, but that is it.

The advantage to the VM Object model is that fork() is extremely
fast, since no real data copying need take place. The disadvantage is
that you can build a relatively complex VM Object layering that slows
page fault handling down a little, and you spend memory managing the VM
Object structures. The optimizations OS makes proves to reduce the
problems enough that they can be ignored, leaving no real disadvantage.




SWAP Layers

Private data pages are initially either copy-on-write or zero-fill
pages. When a change, and therefore a copy, is made, the original
backing object (usually a file) can no longer be used to save a copy of
the page when the VM system needs to reuse it for other purposes. This
is where SWAP comes in. SWAP is allocated to create backing store for
memory that does not otherwise have it. OS allocates the swap management
structure for a VM Object only when it is actually needed. However, the
swap management structure has had problems historically:


	Under OS 3.X the swap management structure preallocates an array that
encompasses the entire object requiring swap backing store—even if
only a few pages of that object are swap-backed. This creates a
kernel memory fragmentation problem when large objects are mapped, or
processes with large runsizes (RSS) fork.

	Also, in order to keep track of swap space, a “list of holes” is kept
in kernel memory, and this tends to get severely fragmented as well.
Since the “list of holes” is a linear list, the swap allocation and
freeing performance is a non-optimal O(n)-per-page.

	It requires kernel memory allocations to take place during the swap
freeing process, and that creates low memory deadlock problems.

	The problem is further exacerbated by holes created due to the
interleaving algorithm.

	Also, the swap block map can become fragmented fairly easily
resulting in non-contiguous allocations.

	Kernel memory must also be allocated on the fly for additional swap
management structures when a swapout occurs.



It is evident from that list that there was plenty of room for
improvement. For OS 4.X, I completely rewrote the swap subsystem:


	Swap management structures are allocated through a hash table rather
than a linear array giving them a fixed allocation size and much
finer granularity.

	Rather then using a linearly linked list to keep track of swap space
reservations, it now uses a bitmap of swap blocks arranged in a radix
tree structure with free-space hinting in the radix node structures.
This effectively makes swap allocation and freeing an O(1) operation.

	The entire radix tree bitmap is also preallocated in order to avoid
having to allocate kernel memory during critical low memory swapping
operations. After all, the system tends to swap when it is low on
memory so we should avoid allocating kernel memory at such times in
order to avoid potential deadlocks.

	To reduce fragmentation the radix tree is capable of allocating large
contiguous chunks at once, skipping over smaller fragmented chunks.



I did not take the final step of having an “allocating hint pointer”
that would trundle through a portion of swap as allocations were made in
order to further guarantee contiguous allocations or at least locality
of reference, but I ensured that such an addition could be made.




When to free a page

Since the VM system uses all available memory for disk caching, there
are usually very few truly-free pages. The VM system depends on being
able to properly choose pages which are not in use to reuse for new
allocations. Selecting the optimal pages to free is possibly the
single-most important function any VM system can perform because if it
makes a poor selection, the VM system may be forced to unnecessarily
retrieve pages from disk, seriously degrading system performance.

How much overhead are we willing to suffer in the critical path to avoid
freeing the wrong page? Each wrong choice we make will cost us hundreds
of thousands of CPU cycles and a noticeable stall of the affected
processes, so we are willing to endure a significant amount of overhead
in order to be sure that the right page is chosen. This is why OS tends
to outperform other systems when memory resources become stressed.

The free page determination algorithm is built upon a history of the use
of memory pages. To acquire this history, the system takes advantage of
a page-used bit feature that most hardware page tables have.

In any case, the page-used bit is cleared and at some later point the VM
system comes across the page again and sees that the page-used bit has
been set. This indicates that the page is still being actively used. If
the bit is still clear it is an indication that the page is not being
actively used. By testing this bit periodically, a use history (in the
form of a counter) for the physical page is developed. When the VM
system later needs to free up some pages, checking this history becomes
the cornerstone of determining the best candidate page to reuse.

For those platforms that do not have this feature, the system actually
emulates a page-used bit. It unmaps or protects a page, forcing a page
fault if the page is accessed again. When the page fault is taken, the
system simply marks the page as having been used and unprotects the page
so that it may be used. While taking such page faults just to determine
if a page is being used appears to be an expensive proposition, it is
much less expensive than reusing the page for some other purpose only to
find that a process needs it back and then have to go to disk.

OS makes use of several page queues to further refine the selection of
pages to reuse as well as to determine when dirty pages must be flushed
to their backing store. Since page tables are dynamic entities under OS,
it costs virtually nothing to unmap a page from the address space of any
processes using it. When a page candidate has been chosen based on the
page-use counter, this is precisely what is done. The system must make a
distinction between clean pages which can theoretically be freed up at
any time, and dirty pages which must first be written to their backing
store before being reusable. When a page candidate has been found it is
moved to the inactive queue if it is dirty, or the cache queue if it is
clean. A separate algorithm based on the dirty-to-clean page ratio
determines when dirty pages in the inactive queue must be flushed to
disk. Once this is accomplished, the flushed pages are moved from the
inactive queue to the cache queue. At this point, pages in the cache
queue can still be reactivated by a VM fault at relatively low cost.
However, pages in the cache queue are considered to be “immediately
freeable” and will be reused in an LRU (least-recently used) fashion
when the system needs to allocate new memory.

It is important to note that the OS VM system attempts to separate clean
and dirty pages for the express reason of avoiding unnecessary flushes
of dirty pages (which eats I/O bandwidth), nor does it move pages
between the various page queues gratuitously when the memory subsystem
is not being stressed. This is why you will see some systems with very
low cache queue counts and high active queue counts when doing a
systat -vm command. As the VM system becomes more stressed, it makes
a greater effort to maintain the various page queues at the levels
determined to be the most effective.

An urban myth has circulated for years that Linux did a better job
avoiding swapouts than OS, but this in fact is not true. What was
actually occurring was that OS was proactively paging out unused pages
in order to make room for more disk cache while Linux was keeping unused
pages in core and leaving less memory available for cache and process
pages. I do not know whether this is still true today.




Pre-Faulting and Zeroing Optimizations

Taking a VM fault is not expensive if the underlying page is already in
core and can simply be mapped into the process, but it can become
expensive if you take a whole lot of them on a regular basis. A good
example of this is running a program such as MAN.LS.1 or MAN.PS.1 over
and over again. If the program binary is mapped into memory but not
mapped into the page table, then all the pages that will be accessed by
the program will have to be faulted in every time the program is run.
This is unnecessary when the pages in question are already in the VM
Cache, so OS will attempt to pre-populate a process’s page tables with
those pages that are already in the VM Cache. One thing that OS does not
yet do is pre-copy-on-write certain pages on exec. For example, if you
run the MAN.LS.1 program while running ``vmstat


1`` you will notice that it always takes a certain number of page


faults, even when you run it over and over again. These are zero-fill
faults, not program code faults (which were pre-faulted in already).
Pre-copying pages on exec or fork is an area that could use more study.

A large percentage of page faults that occur are zero-fill faults. You
can usually see this by observing the vmstat -s output. These occur
when a process accesses pages in its BSS area. The BSS area is expected
to be initially zero but the VM system does not bother to allocate any
memory at all until the process actually accesses it. When a fault
occurs the VM system must not only allocate a new page, it must zero it
as well. To optimize the zeroing operation the VM system has the ability
to pre-zero pages and mark them as such, and to request pre-zeroed pages
when zero-fill faults occur. The pre-zeroing occurs whenever the CPU is
idle but the number of pages the system pre-zeros is limited in order to
avoid blowing away the memory caches. This is an excellent example of
adding complexity to the VM system in order to optimize the critical
path.




Page Table Optimizations

The page table optimizations make up the most contentious part of the OS
VM design and they have shown some strain with the advent of serious use
of mmap(). I think this is actually a feature of most BSDs though I
am not sure when it was first introduced. There are two major
optimizations. The first is that hardware page tables do not contain
persistent state but instead can be thrown away at any time with only a
minor amount of management overhead. The second is that every active
page table entry in the system has a governing pv_entry structure
which is tied into the vm_page structure. OS can simply iterate
through those mappings that are known to exist while Linux must check
all page tables that might contain a specific mapping to see if it
does, which can achieve O(n^2) overhead in certain situations. It is
because of this that OS tends to make better choices on which pages to
reuse or swap when memory is stressed, giving it better performance
under load. However, OS requires kernel tuning to accommodate
large-shared-address-space situations such as those that can occur in a
news system because it may run out of pv_entry structures.

Both Linux and OS need work in this area. OS is trying to maximize the
advantage of a potentially sparse active-mapping model (not all
processes need to map all pages of a shared library, for example),
whereas Linux is trying to simplify its algorithms. OS generally has the
performance advantage here at the cost of wasting a little extra memory,
but OS breaks down in the case where a large file is massively shared
across hundreds of processes. Linux, on the other hand, breaks down in
the case where many processes are sparsely-mapping the same shared
library and also runs non-optimally when trying to determine whether a
page can be reused or not.




Page Coloring

We will end with the page coloring optimizations. Page coloring is a
performance optimization designed to ensure that accesses to contiguous
pages in virtual memory make the best use of the processor cache. In
ancient times (i.e. 10+ years ago) processor caches tended to map
virtual memory rather than physical memory. This led to a huge number of
problems including having to clear the cache on every context switch in
some cases, and problems with data aliasing in the cache. Modern
processor caches map physical memory precisely to solve those problems.
This means that two side-by-side pages in a processes address space may
not correspond to two side-by-side pages in the cache. In fact, if you
are not careful side-by-side pages in virtual memory could wind up using
the same page in the processor cache—leading to cacheable data being
thrown away prematurely and reducing CPU performance. This is true even
with multi-way set-associative caches (though the effect is mitigated
somewhat).

OS’s memory allocation code implements page coloring optimizations,
which means that the memory allocation code will attempt to locate free
pages that are contiguous from the point of view of the cache. For
example, if page 16 of physical memory is assigned to page 0 of a
process’s virtual memory and the cache can hold 4 pages, the page
coloring code will not assign page 20 of physical memory to page 1 of a
process’s virtual memory. It would, instead, assign page 21 of physical
memory. The page coloring code attempts to avoid assigning page 20
because this maps over the same cache memory as page 16 and would result
in non-optimal caching. This code adds a significant amount of
complexity to the VM memory allocation subsystem as you can well
imagine, but the result is well worth the effort. Page Coloring makes VM
memory as deterministic as physical memory in regards to cache
performance.




Conclusion

Virtual memory in modern operating systems must address a number of
different issues efficiently and for many different usage patterns. The
modular and algorithmic approach that BSD has historically taken allows
us to study and understand the current implementation as well as
relatively cleanly replace large sections of the code. There have been a
number of improvements to the OS VM system in the last several years,
and work is ongoing.




Bonus QA session by Allen Briggs briggs@ninthwonder.com

Q: What is “the interleaving algorithm” that you refer to in your
listing of the ills of the OS 3.X swap arrangements?

A: OS uses a fixed swap interleave which defaults to 4. This means
that OS reserves space for four swap areas even if you only have one,
two, or three. Since swap is interleaved the linear address space
representing the “four swap areas” will be fragmented if you do not
actually have four swap areas. For example, if you have two swap areas A
and B OS’s address space representation for that swap area will be
interleaved in blocks of 16 pages:

A B C D A B C D A B C D A B C D





OS 3.X uses a “sequential list of free regions” approach to accounting
for the free swap areas. The idea is that large blocks of free linear
space can be represented with a single list node
(kern/subr_rlist.c). But due to the fragmentation the sequential
list winds up being insanely fragmented. In the above example,
completely unused swap will have A and B shown as “free” and C and D
shown as “all allocated”. Each A-B sequence requires a list node to
account for because C and D are holes, so the list node cannot be
combined with the next A-B sequence.

Why do we interleave our swap space instead of just tack swap areas onto
the end and do something fancier? Because it is a whole lot easier to
allocate linear swaths of an address space and have the result
automatically be interleaved across multiple disks than it is to try to
put that sophistication elsewhere.

The fragmentation causes other problems. Being a linear list under 3.X,
and having such a huge amount of inherent fragmentation, allocating and
freeing swap winds up being an O(N) algorithm instead of an O(1)
algorithm. Combined with other factors (heavy swapping) and you start
getting into O(N^2) and O(N^3) levels of overhead, which is bad. The 3.X
system may also need to allocate KVM during a swap operation to create a
new list node which can lead to a deadlock if the system is trying to
pageout pages in a low-memory situation.

Under 4.X we do not use a sequential list. Instead we use a radix tree
and bitmaps of swap blocks rather than ranged list nodes. We take the
hit of preallocating all the bitmaps required for the entire swap area
up front but it winds up wasting less memory due to the use of a bitmap
(one bit per block) instead of a linked list of nodes. The use of a
radix tree instead of a sequential list gives us nearly O(1) performance
no matter how fragmented the tree becomes.

Q: How is the separation of clean and dirty (inactive) pages related
to the situation where you see low cache queue counts and high active
queue counts in systat -vm? Do the systat stats roll the active and
dirty pages together for the active queue count?

I do not get the following:


It is important to note that the OS VM system attempts to separate
clean and dirty pages for the express reason of avoiding unnecessary
flushes of dirty pages (which eats I/O bandwidth), nor does it move
pages between the various page queues gratuitously when the memory
subsystem is not being stressed. This is why you will see some
systems with very low cache queue counts and high active queue
counts when doing a systat -vm command.


A: Yes, that is confusing. The relationship is “goal” verses
“reality”. Our goal is to separate the pages but the reality is that if
we are not in a memory crunch, we do not really have to.

What this means is that OS will not try very hard to separate out dirty
pages (inactive queue) from clean pages (cache queue) when the system is
not being stressed, nor will it try to deactivate pages (active queue ->
inactive queue) when the system is not being stressed, even if they are
not being used.

Q: In the MAN.LS.1 / vmstat 1 example, would not some of the
page faults be data page faults (COW from executable file to private
page)? I.e., I would expect the page faults to be some zero-fill and
some program data. Or are you implying that OS does do pre-COW for the
program data?

A: A COW fault can be either zero-fill or program-data. The
mechanism is the same either way because the backing program-data is
almost certainly already in the cache. I am indeed lumping the two
together. OS does not pre-COW program data or zero-fill, but it does
pre-map pages that exist in its cache.

Q: In your section on page table optimizations, can you give a
little more detail about pv_entry and vm_page (or should
vm_page be vm_pmap—as in 4.4, cf. pp. 180-181 of McKusick, Bostic,
Karel, Quarterman)? Specifically, what kind of operation/reaction would
require scanning the mappings?

How does Linux do in the case where OS breaks down (sharing a large file
mapping over many processes)?

A: A vm_page represents an (object,index#) tuple. A pv_entry
represents a hardware page table entry (pte). If you have five processes
sharing the same physical page, and three of those processes’s page
tables actually map the page, that page will be represented by a single
vm_page structure and three pv_entry structures.

pv_entry structures only represent pages mapped by the MMU (one
pv_entry represents one pte). This means that when we need to remove
all hardware references to a vm_page (in order to reuse the page for
something else, page it out, clear it, dirty it, and so forth) we can
simply scan the linked list of pv_entry‘s associated with that
vm_page to remove or modify the pte’s from their page tables.

Under Linux there is no such linked list. In order to remove all the
hardware page table mappings for a vm_page linux must index into
every VM object that might have mapped the page. For example, if you
have 50 processes all mapping the same shared library and want to get
rid of page X in that library, you need to index into the page table for
each of those 50 processes even if only 10 of them have actually mapped
the page. So Linux is trading off the simplicity of its design against
performance. Many VM algorithms which are O(1) or (small N) under OS
wind up being O(N), O(N^2), or worse under Linux. Since the pte’s
representing a particular page in an object tend to be at the same
offset in all the page tables they are mapped in, reducing the number of
accesses into the page tables at the same pte offset will often avoid
blowing away the L1 cache line for that offset, which can lead to better
performance.

OS has added complexity (the pv_entry scheme) in order to increase
performance (to limit page table accesses to only those pte’s that
need to be modified).

But OS has a scaling problem that Linux does not in that there are a
limited number of pv_entry structures and this causes problems when
you have massive sharing of data. In this case you may run out of
pv_entry structures even though there is plenty of free memory
available. This can be fixed easily enough by bumping up the number of
pv_entry structures in the kernel config, but we really need to find
a better way to do it.

In regards to the memory overhead of a page table verses the
pv_entry scheme: Linux uses “permanent” page tables that are not
throw away, but does not need a pv_entry for each potentially mapped
pte. OS uses “throw away” page tables but adds in a pv_entry
structure for each actually-mapped pte. I think memory utilization winds
up being about the same, giving OS an algorithmic advantage with its
ability to throw away page tables at will with very low overhead.

Q: Finally, in the page coloring section, it might help to have a
little more description of what you mean here. I did not quite follow
it.

A: Do you know how an L1 hardware memory cache works? I will
explain: Consider a machine with 16MB of main memory but only 128K of L1
cache. Generally the way this cache works is that each 128K block of
main memory uses the same 128K of cache. If you access offset 0 in
main memory and then offset 128K in main memory you can wind up throwing
away the cached data you read from offset 0!

Now, I am simplifying things greatly. What I just described is what is
called a “direct mapped” hardware memory cache. Most modern caches are
what are called 2-way-set-associative or 4-way-set-associative caches.
The set-associatively allows you to access up to N different memory
regions that overlap the same cache memory without destroying the
previously cached data. But only N.

So if I have a 4-way set associative cache I can access offset 0, offset
128K, 256K and offset 384K and still be able to access offset 0 again
and have it come from the L1 cache. If I then access offset 512K,
however, one of the four previously cached data objects will be thrown
away by the cache.

It is extremely important… extremely important for most of a
processor’s memory accesses to be able to come from the L1 cache,
because the L1 cache operates at the processor frequency. The moment you
have an L1 cache miss and have to go to the L2 cache or to main memory,
the processor will stall and potentially sit twiddling its fingers for
hundreds of instructions worth of time waiting for a read from main
memory to complete. Main memory (the dynamic ram you stuff into a
computer) is slow, when compared to the speed of a modern processor
core.

Ok, so now onto page coloring: All modern memory caches are what are
known as physical caches. They cache physical memory addresses, not
virtual memory addresses. This allows the cache to be left alone across
a process context switch, which is very important.

But in the UNIX world you are dealing with virtual address spaces, not
physical address spaces. Any program you write will see the virtual
address space given to it. The actual physical pages underlying that
virtual address space are not necessarily physically contiguous! In
fact, you might have two pages that are side by side in a processes
address space which wind up being at offset 0 and offset 128K in
physical memory.

A program normally assumes that two side-by-side pages will be optimally
cached. That is, that you can access data objects in both pages without
having them blow away each other’s cache entry. But this is only true if
the physical pages underlying the virtual address space are contiguous
(insofar as the cache is concerned).

This is what Page coloring does. Instead of assigning random physical
pages to virtual addresses, which may result in non-optimal cache
performance, Page coloring assigns reasonably-contiguous physical
pages to virtual addresses. Thus programs can be written under the
assumption that the characteristics of the underlying hardware cache are
the same for their virtual address space as they would be if the program
had been run directly in a physical address space.

Note that I say “reasonably” contiguous rather than simply “contiguous”.
From the point of view of a 128K direct mapped cache, the physical
address 0 is the same as the physical address 128K. So two side-by-side
pages in your virtual address space may wind up being offset 128K and
offset 132K in physical memory, but could also easily be offset 128K and
offset 4K in physical memory and still retain the same cache performance
characteristics. So page-coloring does not have to assign truly
contiguous pages of physical memory to contiguous pages of virtual
memory, it just needs to make sure it assigns contiguous pages from the
point of view of cache performance and operation.
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Design Overview of 4.4BSD


4.4BSD Facilities and the Kernel

The 4.4BSD kernel provides four basic facilities: processes, a
filesystem, communications, and system startup. This section outlines
where each of these four basic services is described in this book.


	Processes constitute a thread of control in an address space.
Mechanisms for creating, terminating, and otherwise controlling
processes are described in Chapter 4. The system multiplexes separate
virtual-address spaces for each process; this memory management is
discussed in Chapter 5.

	The user interface to the filesystem and devices is similar; common
aspects are discussed in Chapter 6. The filesystem is a set of named
files, organized in a tree-structured hierarchy of directories, and
of operations to manipulate them, as presented in Chapter 7. Files
reside on physical media such as disks. 4.4BSD supports several
organizations of data on the disk, as set forth in Chapter 8. Access
to files on remote machines is the subject of Chapter 9. Terminals
are used to access the system; their operation is the subject of
Chapter 10.

	Communication mechanisms provided by traditional UNIX systems include
simplex reliable byte streams between related processes (see pipes,
Section 11.1), and notification of exceptional events (see signals,
Section 4.7). 4.4BSD also has a general interprocess-communication
facility. This facility, described in Chapter 11, uses access
mechanisms distinct from those of the filesystem, but, once a
connection is set up, a process can access it as though it were a
pipe. There is a general networking framework, discussed in Chapter
12, that is normally used as a layer underlying the IPC facility.
Chapter 13 describes a particular networking implementation in
detail.

	Any real operating system has operational issues, such as how to
start it running. Startup and operational issues are described in
Chapter 14.



Sections 2.3 through 2.14 present introductory material related to
Chapters 3 through 14. We shall define terms, mention basic system
calls, and explore historical developments. Finally, we shall give the
reasons for many major design decisions.


The Kernel

The kernel is the part of the system that runs in protected mode and
mediates access by all user programs to the underlying hardware (e.g.,
CPU, disks, terminals, network links) and software constructs (e.g.,
filesystem, network protocols). The kernel provides the basic system
facilities; it creates and manages processes, and provides functions to
access the filesystem and communication facilities. These functions,
called system calls appear to user processes as library subroutines.
These system calls are the only interface that processes have to these
facilities. Details of the system-call mechanism are given in Chapter 3,
as are descriptions of several kernel mechanisms that do not execute as
the direct result of a process doing a system call.

A kernel in traditional operating-system terminology, is a small
nucleus of software that provides only the minimal facilities necessary
for implementing additional operating-system services. In contemporary
research operating systems – such as Chorus ?, Mach ?, Tunis ?, and the
V Kernel ? – this division of functionality is more than just a logical
one. Services such as filesystems and networking protocols are
implemented as client application processes of the nucleus or kernel.

The 4.4BSD kernel is not partitioned into multiple processes. This basic
design decision was made in the earliest versions of UNIX. The first two
implementations by Ken Thompson had no memory mapping, and thus made no
hardware-enforced distinction between user and kernel space ?. A
message-passing system could have been implemented as readily as the
actually implemented model of kernel and user processes. The monolithic
kernel was chosen for simplicity and performance. And the early kernels
were small; the inclusion of facilities such as networking into the
kernel has increased its size. The current trend in operating-systems
research is to reduce the kernel size by placing such services in user
space.

Users ordinarily interact with the system through a command-language
interpreter, called a shell, and perhaps through additional user
application programs. Such programs and the shell are implemented with
processes. Details of such programs are beyond the scope of this book,
which instead concentrates almost exclusively on the kernel.

Sections 2.3 and 2.4 describe the services provided by the 4.4BSD
kernel, and give an overview of the latter’s design. Later chapters
describe the detailed design and implementation of these services as
they appear in 4.4BSD.






Kernel Organization

In this section, we view the organization of the 4.4BSD kernel in two
ways:


	As a static body of software, categorized by the functionality
offered by the modules that make up the kernel

	By its dynamic operation, categorized according to the services
provided to users



The largest part of the kernel implements the system services that
applications access through system calls. In 4.4BSD, this software has
been organized according to the following:


	Basic kernel facilities: timer and system-clock handling, descriptor
management, and process management

	Memory-management support: paging and swapping

	Generic system interfaces: the I/O, control, and multiplexing
operations performed on descriptors

	The filesystem: files, directories, pathname translation, file
locking, and I/O buffer management

	Terminal-handling support: the terminal-interface driver and terminal
line disciplines

	Interprocess-communication facilities: sockets

	Support for network communication: communication protocols and
generic network facilities, such as routing










	Category
	Lines of code
	Percentage of kernel




	headers
	9,393
	4.6


	initialization
	1,107
	0.6


	kernel facilities
	8,793
	4.4


	generic interfaces
	4,782
	2.4


	interprocess communication
	4,540
	2.2


	terminal handling
	3,911
	1.9


	virtual memory
	11,813
	5.8


	vnode management
	7,954
	3.9


	filesystem naming
	6,550
	3.2


	fast filestore
	4,365
	2.2


	log-structure filestore
	4,337
	2.1


	memory-based filestore
	645
	0.3


	cd9660 filesystem
	4,177
	2.1


	miscellaneous filesystems (10)
	12,695
	6.3


	network filesystem
	17,199
	8.5


	network communication
	8,630
	4.3


	internet protocols
	11,984
	5.9


	ISO protocols
	23,924
	11.8


	X.25 protocols
	10,626
	5.3


	XNS protocols
	5,192
	2.6





Table: Machine-independent software in the 4.4BSD kernel

Most of the software in these categories is machine independent and is
portable across different hardware architectures.

The machine-dependent aspects of the kernel are isolated from the
mainstream code. In particular, none of the machine-independent code
contains conditional code for specific architecture. When an
architecture-dependent action is needed, the machine-independent code
calls an architecture-dependent function that is located in the
machine-dependent code. The software that is machine dependent includes


	Low-level system-startup actions

	Trap and fault handling

	Low-level manipulation of the run-time context of a process

	Configuration and initialization of hardware devices

	Run-time support for I/O devices










	Category
	Lines of code
	Percentage of kernel




	machine dependent headers
	1,562
	0.8


	device driver headers
	3,495
	1.7


	device driver source
	17,506
	8.7


	virtual memory
	3,087
	1.5


	other machine dependent
	6,287
	3.1


	routines in assembly language
	3,014
	1.5


	HP/UX compatibility
	4,683
	2.3





Table: Machine-dependent software for the HP300 in the 4.4BSD kernel

? summarizes the machine-independent software that constitutes the
4.4BSD kernel for the HP300. The numbers in column 2 are for lines of C
source code, header files, and assembly language. Virtually all the
software in the kernel is written in the C programming language; less
than 2 percent is written in assembly language. As the statistics in ?
show, the machine-dependent software, excluding HP/UX and device
support, accounts for a minuscule 6.9 percent of the kernel.

Only a small part of the kernel is devoted to initializing the system.
This code is used when the system is bootstrapped into operation and
is responsible for setting up the kernel hardware and software
environment (see Chapter 14). Some operating systems (especially those
with limited physical memory) discard or overlay the software that
performs these functions after that software has been executed. The
4.4BSD kernel does not reclaim the memory used by the startup code
because that memory space is barely 0.5 percent of the kernel resources
used on a typical machine. Also, the startup code does not appear in one
place in the kernel – it is scattered throughout, and it usually
appears in places logically associated with what is being initialized.




Kernel Services

The boundary between the kernel- and user-level code is enforced by
hardware-protection facilities provided by the underlying hardware. The
kernel operates in a separate address space that is inaccessible to user
processes. Privileged operations – such as starting I/O and halting the
central processing unit (CPU) – are available to only the kernel.
Applications request services from the kernel with system calls.
System calls are used to cause the kernel to execute complicated
operations, such as writing data to secondary storage, and simple
operations, such as returning the current time of day. All system calls
appear synchronous to applications: The application does not run while
the kernel does the actions associated with a system call. The kernel
may finish some operations associated with a system call after it has
returned. For example, a write system call will copy the data to be
written from the user process to a kernel buffer while the process
waits, but will usually return from the system call before the kernel
buffer is written to the disk.

A system call usually is implemented as a hardware trap that changes the
CPU’s execution mode and the current address-space mapping. Parameters
supplied by users in system calls are validated by the kernel before
being used. Such checking ensures the integrity of the system. All
parameters passed into the kernel are copied into the kernel’s address
space, to ensure that validated parameters are not changed as a side
effect of the system call. System-call results are returned by the
kernel, either in hardware registers or by their values being copied to
user-specified memory addresses. Like parameters passed into the kernel,
addresses used for the return of results must be validated to ensure
that they are part of an application’s address space. If the kernel
encounters an error while processing a system call, it returns an error
code to the user. For the C programming language, this error code is
stored in the global variable errno, and the function that executed
the system call returns the value -1.

User applications and the kernel operate independently of each other.
4.4BSD does not store I/O control blocks or other
operating-system-related data structures in the application’s address
space. Each user-level application is provided an independent address
space in which it executes. The kernel makes most state changes, such as
suspending a process while another is running, invisible to the
processes involved.




Process Management

4.4BSD supports a multitasking environment. Each task or thread of
execution is termed a process. The context of a 4.4BSD process
consists of user-level state, including the contents of its address
space and the run-time environment, and kernel-level state, which
includes scheduling parameters, resource controls, and identification
information. The context includes everything used by the kernel in
providing services for the process. Users can create processes, control
the processes’ execution, and receive notification when the processes’
execution status changes. Every process is assigned a unique value,
termed a process identifier (PID). This value is used by the kernel to
identify a process when reporting status changes to a user, and by a
user when referencing a process in a system call.

The kernel creates a process by duplicating the context of another
process. The new process is termed a child process of the original
parent process The context duplicated in process creation includes
both the user-level execution state of the process and the process’s
system state managed by the kernel. Important components of the kernel
state are described in Chapter 4.


[image: Process lifecycle]
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The process lifecycle is depicted in ?. A process may create a new
process that is a copy of the original by using the fork system call.
The fork call returns twice: once in the parent process, where the
return value is the process identifier of the child, and once in the
child process, where the return value is 0. The parent-child
relationship induces a hierarchical structure on the set of processes in
the system. The new process shares all its parent’s resources, such as
file descriptors, signal-handling status, and memory layout.

Although there are occasions when the new process is intended to be a
copy of the parent, the loading and execution of a different program is
a more useful and typical action. A process can overlay itself with the
memory image of another program, passing to the newly created image a
set of parameters, using the system call execve. One parameter is the
name of a file whose contents are in a format recognized by the system
– either a binary-executable file or a file that causes the execution
of a specified interpreter program to process its contents.

A process may terminate by executing an exit system call, sending 8
bits of exit status to its parent. If a process wants to communicate
more than a single byte of information with its parent, it must either
set up an interprocess-communication channel using pipes or sockets, or
use an intermediate file. Interprocess communication is discussed
extensively in Chapter 11.

A process can suspend execution until any of its child processes
terminate using the wait system call, which returns the PID and exit
status of the terminated child process. A parent process can arrange to
be notified by a signal when a child process exits or terminates
abnormally. Using the wait4 system call, the parent can retrieve
information about the event that caused termination of the child process
and about resources consumed by the process during its lifetime. If a
process is orphaned because its parent exits before it is finished, then
the kernel arranges for the child’s exit status to be passed back to a
special system process init: see Sections 3.1 and 14.6).

The details of how the kernel creates and destroys processes are given
in Chapter 5.

Processes are scheduled for execution according to a process-priority
parameter. This priority is managed by a kernel-based scheduling
algorithm. Users can influence the scheduling of a process by specifying
a parameter (nice) that weights the overall scheduling priority, but
are still obligated to share the underlying CPU resources according to
the kernel’s scheduling policy.


Signals

The system defines a set of signals that may be delivered to a
process. Signals in 4.4BSD are modeled after hardware interrupts. A
process may specify a user-level subroutine to be a handler to which a
signal should be delivered. When a signal is generated, it is blocked
from further occurrence while it is being caught by the handler.
Catching a signal involves saving the current process context and
building a new one in which to run the handler. The signal is then
delivered to the handler, which can either abort the process or return
to the executing process (perhaps after setting a global variable). If
the handler returns, the signal is unblocked and can be generated (and
caught) again.

Alternatively, a process may specify that a signal is to be ignored,
or that a default action, as determined by the kernel, is to be taken.
The default action of certain signals is to terminate the process. This
termination may be accompanied by creation of a core file that
contains the current memory image of the process for use in postmortem
debugging.

Some signals cannot be caught or ignored. These signals include
SIGKILL, which kills runaway processes, and the job-control signal
SIGSTOP.

A process may choose to have signals delivered on a special stack so
that sophisticated software stack manipulations are possible. For
example, a language supporting coroutines needs to provide a stack for
each coroutine. The language run-time system can allocate these stacks
by dividing up the single stack provided by 4.4BSD. If the kernel does
not support a separate signal stack, the space allocated for each
coroutine must be expanded by the amount of space required to catch a
signal.

All signals have the same priority. If multiple signals are pending
simultaneously, the order in which signals are delivered to a process is
implementation specific. Signal handlers execute with the signal that
caused their invocation to be blocked, but other signals may yet occur.
Mechanisms are provided so that processes can protect critical sections
of code against the occurrence of specified signals.

The detailed design and implementation of signals is described in
Section 4.7.




Process Groups and Sessions

Processes are organized into process groups. Process groups are used
to control access to terminals and to provide a means of distributing
signals to collections of related processes. A process inherits its
process group from its parent process. Mechanisms are provided by the
kernel to allow a process to alter its process group or the process
group of its descendents. Creating a new process group is easy; the
value of a new process group is ordinarily the process identifier of the
creating process.

The group of processes in a process group is sometimes referred to as a
job and is manipulated by high-level system software, such as the
shell. A common kind of job created by a shell is a pipeline of
several processes connected by pipes, such that the output of the first
process is the input of the second, the output of the second is the
input of the third, and so forth. The shell creates such a job by
forking a process for each stage of the pipeline, then putting all those
processes into a separate process group.

A user process can send a signal to each process in a process group, as
well as to a single process. A process in a specific process group may
receive software interrupts affecting the group, causing the group to
suspend or resume execution, or to be interrupted or terminated.

A terminal has a process-group identifier assigned to it. This
identifier is normally set to the identifier of a process group
associated with the terminal. A job-control shell may create a number of
process groups associated with the same terminal; the terminal is the
controlling terminal for each process in these groups. A process may
read from a descriptor for its controlling terminal only if the
terminal’s process-group identifier matches that of the process. If the
identifiers do not match, the process will be blocked if it attempts to
read from the terminal. By changing the process-group identifier of the
terminal, a shell can arbitrate a terminal among several different jobs.
This arbitration is called job control and is described, with process
groups, in Section 4.8.

Just as a set of related processes can be collected into a process
group, a set of process groups can be collected into a session. The
main uses for sessions are to create an isolated environment for a
daemon process and its children, and to collect together a user’s login
shell and the jobs that that shell spawns.






Memory Management

Each process has its own private address space. The address space is
initially divided into three logical segments: text, data, and
stack. The text segment is read-only and contains the machine
instructions of a program. The data and stack segments are both readable
and writable. The data segment contains the initialized and
uninitialized data portions of a program, whereas the stack segment
holds the application’s run-time stack. On most machines, the stack
segment is extended automatically by the kernel as the process executes.
A process can expand or contract its data segment by making a system
call, whereas a process can change the size of its text segment only
when the segment’s contents are overlaid with data from the filesystem,
or when debugging takes place. The initial contents of the segments of a
child process are duplicates of the segments of a parent process.

The entire contents of a process address space do not need to be
resident for a process to execute. If a process references a part of its
address space that is not resident in main memory, the system pages
the necessary information into memory. When system resources are scarce,
the system uses a two-level approach to maintain available resources. If
a modest amount of memory is available, the system will take memory
resources away from processes if these resources have not been used
recently. Should there be a severe resource shortage, the system will
resort to swapping the entire context of a process to secondary
storage. The demand paging and swapping done by the system are
effectively transparent to processes. A process may, however, advise the
system about expected future memory utilization as a performance aid.


BSD Memory-Management Design Decisions

The support of large sparse address spaces, mapped files, and shared
memory was a requirement for 4.2BSD. An interface was specified, called
mmap, that allowed unrelated processes to request a shared mapping of
a file into their address spaces. If multiple processes mapped the same
file into their address spaces, changes to the file’s portion of an
address space by one process would be reflected in the area mapped by
the other processes, as well as in the file itself. Ultimately, 4.2BSD
was shipped without the mmap interface, because of pressure to make
other features, such as networking, available.

Further development of the mmap interface continued during the work on
4.3BSD. Over 40 companies and research groups participated in the
discussions leading to the revised architecture that was described in
the Berkeley Software Architecture Manual ?. Several of the companies
have implemented the revised interface ?.

Once again, time pressure prevented 4.3BSD from providing an
implementation of the interface. Although the latter could have been
built into the existing 4.3BSD virtual-memory system, the developers
decided not to put it in because that implementation was nearly 10 years
old. Furthermore, the original virtual-memory design was based on the
assumption that computer memories were small and expensive, whereas
disks were locally connected, fast, large, and inexpensive. Thus, the
virtual-memory system was designed to be frugal with its use of memory
at the expense of generating extra disk traffic. In addition, the 4.3BSD
implementation was riddled with VAX memory-management hardware
dependencies that impeded its portability to other computer
architectures. Finally, the virtual-memory system was not designed to
support the tightly coupled multiprocessors that are becoming
increasingly common and important today.

Attempts to improve the old implementation incrementally seemed doomed
to failure. A completely new design, on the other hand, could take
advantage of large memories, conserve disk transfers, and have the
potential to run on multiprocessors. Consequently, the virtual-memory
system was completely replaced in 4.4BSD. The 4.4BSD virtual-memory
system is based on the Mach 2.0 VM system ?. with updates from Mach 2.5
and Mach 3.0. It features efficient support for sharing, a clean
separation of machine-independent and machine-dependent features, as
well as (currently unused) multiprocessor support. Processes can map
files anywhere in their address space. They can share parts of their
address space by doing a shared mapping of the same file. Changes made
by one process are visible in the address space of the other process,
and also are written back to the file itself. Processes can also request
private mappings of a file, which prevents any changes that they make
from being visible to other processes mapping the file or being written
back to the file itself.

Another issue with the virtual-memory system is the way that information
is passed into the kernel when a system call is made. 4.4BSD always
copies data from the process address space into a buffer in the kernel.
For read or write operations that are transferring large quantities of
data, doing the copy can be time consuming. An alternative to doing the
copying is to remap the process memory into the kernel. The 4.4BSD
kernel always copies the data for several reasons:


	Often, the user data are not page aligned and are not a multiple of
the hardware page length.

	If the page is taken away from the process, it will no longer be able
to reference that page. Some programs depend on the data remaining in
the buffer even after those data have been written.

	If the process is allowed to keep a copy of the page (as it is in
current 4.4BSD semantics), the page must be made copy-on-write. A
copy-on-write page is one that is protected against being written by
being made read-only. If the process attempts to modify the page, the
kernel gets a write fault. The kernel then makes a copy of the page
that the process can modify. Unfortunately, the typical process will
immediately try to write new data to its output buffer, forcing the
data to be copied anyway.

	When pages are remapped to new virtual-memory addresses, most
memory-management hardware requires that the hardware
address-translation cache be purged selectively. The cache purges are
often slow. The net effect is that remapping is slower than copying
for blocks of data less than 4 to 8 Kbyte.



The biggest incentives for memory mapping are the needs for accessing
big files and for passing large quantities of data between processes.
The mmap interface provides a way for both of these tasks to be done
without copying.




Memory Management Inside the Kernel

The kernel often does allocations of memory that are needed for only the
duration of a single system call. In a user process, such short-term
memory would be allocated on the run-time stack. Because the kernel has
a limited run-time stack, it is not feasible to allocate even
moderate-sized blocks of memory on it. Consequently, such memory must be
allocated through a more dynamic mechanism. For example, when the system
must translate a pathname, it must allocate a 1-Kbyte buffer to hold the
name. Other blocks of memory must be more persistent than a single
system call, and thus could not be allocated on the stack even if there
was space. An example is protocol-control blocks that remain throughout
the duration of a network connection.

Demands for dynamic memory allocation in the kernel have increased as
more services have been added. A generalized memory allocator reduces
the complexity of writing code inside the kernel. Thus, the 4.4BSD
kernel has a single memory allocator that can be used by any part of the
system. It has an interface similar to the C library routines malloc
and free that provide memory allocation to application programs ?.
Like the C library interface, the allocation routine takes a parameter
specifying the size of memory that is needed. The range of sizes for
memory requests is not constrained; however, physical memory is
allocated and is not paged. The free routine takes a pointer to the
storage being freed, but does not require the size of the piece of
memory being freed.






I/O System

The basic model of the UNIX I/O system is a sequence of bytes that can
be accessed either randomly or sequentially. There are no access
methods and no control blocks in a typical UNIX user process.

Different programs expect various levels of structure, but the kernel
does not impose structure on I/O. For instance, the convention for text
files is lines of ASCII characters separated by a single newline
character (the ASCII line-feed character), but the kernel knows nothing
about this convention. For the purposes of most programs, the model is
further simplified to being a stream of data bytes, or an I/O stream.
It is this single common data form that makes the characteristic UNIX
tool-based approach work ?. An I/O stream from one program can be fed as
input to almost any other program. (This kind of traditional UNIX I/O
stream should not be confused with the Eighth Edition stream I/O system
or with the System V, Release 3 STREAMS, both of which can be accessed
as traditional I/O streams.)


Descriptors and I/O

UNIX processes use descriptors to reference I/O streams. Descriptors
are small unsigned integers obtained from the open and socket system
calls. The open system call takes as arguments the name of a file and
a permission mode to specify whether the file should be open for reading
or for writing, or for both. This system call also can be used to create
a new, empty file. A read or write system call can be applied to a
descriptor to transfer data. The close system call can be used to
deallocate any descriptor.

Descriptors represent underlying objects supported by the kernel, and
are created by system calls specific to the type of object. In 4.4BSD,
three kinds of objects can be represented by descriptors: files, pipes,
and sockets.


	A file is a linear array of bytes with at least one name. A file
exists until all its names are deleted explicitly and no process
holds a descriptor for it. A process acquires a descriptor for a file
by opening that file’s name with the open system call. I/O devices
are accessed as files.

	A pipe is a linear array of bytes, as is a file, but it is used
solely as an I/O stream, and it is unidirectional. It also has no
name, and thus cannot be opened with open. Instead, it is created
by the pipe system call, which returns two descriptors, one of
which accepts input that is sent to the other descriptor reliably,
without duplication, and in order. The system also supports a named
pipe or FIFO. A FIFO has properties identical to a pipe, except that
it appears in the filesystem; thus, it can be opened using the open
system call. Two processes that wish to communicate each open the
FIFO: One opens it for reading, the other for writing.

	A socket is a transient object that is used for interprocess
communication; it exists only as long as some process holds a
descriptor referring to it. A socket is created by the socket
system call, which returns a descriptor for it. There are different
kinds of sockets that support various communication semantics, such
as reliable delivery of data, preservation of message ordering, and
preservation of message boundaries.



In systems before 4.2BSD, pipes were implemented using the filesystem;
when sockets were introduced in 4.2BSD, pipes were reimplemented as
sockets.

The kernel keeps for each process a descriptor table, which is a table
that the kernel uses to translate the external representation of a
descriptor into an internal representation. (The descriptor is merely an
index into this table.) The descriptor table of a process is inherited
from that process’s parent, and thus access to the objects to which the
descriptors refer also is inherited. The main ways that a process can
obtain a descriptor are by opening or creation of an object, and by
inheritance from the parent process. In addition, socket IPC allows
passing of descriptors in messages between unrelated processes on the
same machine.

Every valid descriptor has an associated file offset in bytes from the
beginning of the object. Read and write operations start at this offset,
which is updated after each data transfer. For objects that permit
random access, the file offset also may be set with the lseek system
call. Ordinary files permit random access, and some devices do, as well.
Pipes and sockets do not.

When a process terminates, the kernel reclaims all the descriptors that
were in use by that process. If the process was holding the final
reference to an object, the object’s manager is notified so that it can
do any necessary cleanup actions, such as final deletion of a file or
deallocation of a socket.




Descriptor Management

Most processes expect three descriptors to be open already when they
start running. These descriptors are 0, 1, 2, more commonly known as
standard input, standard output, and standard error, respectively.
Usually, all three are associated with the user’s terminal by the login
process (see Section 14.6) and are inherited through fork and exec
by processes run by the user. Thus, a program can read what the user
types by reading standard input, and the program can send output to the
user’s screen by writing to standard output. The standard error
descriptor also is open for writing and is used for error output,
whereas standard output is used for ordinary output.

These (and other) descriptors can be mapped to objects other than the
terminal; such mapping is called I/O redirection, and all the standard
shells permit users to do it. The shell can direct the output of a
program to a file by closing descriptor 1 (standard output) and opening
the desired output file to produce a new descriptor 1. It can similarly
redirect standard input to come from a file by closing descriptor 0 and
opening the file.

Pipes allow the output of one program to be input to another program
without rewriting or even relinking of either program. Instead of
descriptor 1 (standard output) of the source program being set up to
write to the terminal, it is set up to be the input descriptor of a
pipe. Similarly, descriptor 0 (standard input) of the sink program is
set up to reference the output of the pipe, instead of the terminal
keyboard. The resulting set of two processes and the connecting pipe is
known as a pipeline. Pipelines can be arbitrarily long series of
processes connected by pipes.

The open, pipe, and socket system calls produce new descriptors
with the lowest unused number usable for a descriptor. For pipelines to
work, some mechanism must be provided to map such descriptors into 0 and
1. The dup system call creates a copy of a descriptor that points to
the same file-table entry. The new descriptor is also the lowest unused
one, but if the desired descriptor is closed first, dup can be used to
do the desired mapping. Care is required, however: If descriptor 1 is
desired, and descriptor 0 happens also to have been closed, descriptor 0
will be the result. To avoid this problem, the system provides the
dup2 system call; it is like dup, but it takes an additional
argument specifying the number of the desired descriptor (if the desired
descriptor was already open, dup2 closes it before reusing it).




Devices

Hardware devices have filenames, and may be accessed by the user via the
same system calls used for regular files. The kernel can distinguish a
device special file or special file, and can determine to what
device it refers, but most processes do not need to make this
determination. Terminals, printers, and tape drives are all accessed as
though they were streams of bytes, like 4.4BSD disk files. Thus, device
dependencies and peculiarities are kept in the kernel as much as
possible, and even in the kernel most of them are segregated in the
device drivers.

Hardware devices can be categorized as either structured or
unstructured; they are known as block or character devices,
respectively. Processes typically access devices through special files
in the filesystem. I/O operations to these files are handled by
kernel-resident software modules termed device drivers. Most
network-communication hardware devices are accessible through only the
interprocess-communication facilities, and do not have special files in
the filesystem name space, because the raw-socket interface provides a
more natural interface than does a special file.

Structured or block devices are typified by disks and magnetic tapes,
and include most random-access devices. The kernel supports
read-modify-write-type buffering actions on block-oriented structured
devices to allow the latter to be read and written in a totally random
byte-addressed fashion, like regular files. Filesystems are created on
block devices.

Unstructured devices are those devices that do not support a block
structure. Familiar unstructured devices are communication lines, raster
plotters, and unbuffered magnetic tapes and disks. Unstructured devices
typically support large block I/O transfers.

Unstructured files are called character devices because the first of
these to be implemented were terminal device drivers. The kernel
interface to the driver for these devices proved convenient for other
devices that were not block structured.

Device special files are created by the mknod system call. There is an
additional system call, ioctl, for manipulating the underlying device
parameters of special files. The operations that can be done differ for
each device. This system call allows the special characteristics of
devices to be accessed, rather than overloading the semantics of other
system calls. For example, there is an ioctl on a tape drive to write
an end-of-tape mark, instead of there being a special or modified
version of write.




Socket IPC

The 4.2BSD kernel introduced an IPC mechanism more flexible than pipes,
based on sockets. A socket is an endpoint of communication referred to
by a descriptor, just like a file or a pipe. Two processes can each
create a socket, and then connect those two endpoints to produce a
reliable byte stream. Once connected, the descriptors for the sockets
can be read or written by processes, just as the latter would do with a
pipe. The transparency of sockets allows the kernel to redirect the
output of one process to the input of another process residing on
another machine. A major difference between pipes and sockets is that
pipes require a common parent process to set up the communications
channel. A connection between sockets can be set up by two unrelated
processes, possibly residing on different machines.

System V provides local interprocess communication through FIFOs (also
known as named pipes). FIFOs appear as an object in the filesystem
that unrelated processes can open and send data through in the same way
as they would communicate through a pipe. Thus, FIFOs do not require a
common parent to set them up; they can be connected after a pair of
processes are up and running. Unlike sockets, FIFOs can be used on only
a local machine; they cannot be used to communicate between processes on
different machines. FIFOs are implemented in 4.4BSD only because they
are required by the POSIX.1 standard. Their functionality is a subset of
the socket interface.

The socket mechanism requires extensions to the traditional UNIX I/O
system calls to provide the associated naming and connection semantics.
Rather than overloading the existing interface, the developers used the
existing interfaces to the extent that the latter worked without being
changed, and designed new interfaces to handle the added semantics. The
read and write system calls were used for byte-stream type
connections, but six new system calls were added to allow sending and
receiving addressed messages such as network datagrams. The system calls
for writing messages include send, sendto, and sendmsg. The system
calls for reading messages include recv, recvfrom, and recvmsg. In
retrospect, the first two in each class are special cases of the others;
recvfrom and sendto probably should have been added as library
interfaces to recvmsg and sendmsg, respectively.




Scatter/Gather I/O

In addition to the traditional read and write system calls, 4.2BSD
introduced the ability to do scatter/gather I/O. Scatter input uses the
readv system call to allow a single read to be placed in several
different buffers. Conversely, the writev system call allows several
different buffers to be written in a single atomic write. Instead of
passing a single buffer and length parameter, as is done with read and
write, the process passes in a pointer to an array of buffers and
lengths, along with a count describing the size of the array.

This facility allows buffers in different parts of a process address
space to be written atomically, without the need to copy them to a
single contiguous buffer. Atomic writes are necessary in the case where
the underlying abstraction is record based, such as tape drives that
output a tape block on each write request. It is also convenient to be
able to read a single request into several different buffers (such as a
record header into one place and the data into another). Although an
application can simulate the ability to scatter data by reading the data
into a large buffer and then copying the pieces to their intended
destinations, the cost of memory-to-memory copying in such cases often
would more than double the running time of the affected application.

Just as send and recv could have been implemented as library
interfaces to sendto and recvfrom, it also would have been possible
to simulate read with readv and write with writev. However,
read and write are used so much more frequently that the added cost
of simulating them would not have been worthwhile.




Multiple Filesystem Support

With the expansion of network computing, it became desirable to support
both local and remote filesystems. To simplify the support of multiple
filesystems, the developers added a new virtual node or vnode
interface to the kernel. The set of operations exported from the vnode
interface appear much like the filesystem operations previously
supported by the local filesystem. However, they may be supported by a
wide range of filesystem types:


	Local disk-based filesystems

	Files imported using a variety of remote filesystem protocols

	Read-only CD-ROM filesystems

	Filesystems providing special-purpose interfaces – for example, the
/proc filesystem



A few variants of 4.4BSD, such as FreeBSD, allow filesystems to be
loaded dynamically when the filesystems are first referenced by the
mount system call. The vnode interface is described in Section 6.5;
its ancillary support routines are described in Section 6.6; several of
the special-purpose filesystems are described in Section 6.7.






Filesystems

A regular file is a linear array of bytes, and can be read and written
starting at any byte in the file. The kernel distinguishes no record
boundaries in regular files, although many programs recognize line-feed
characters as distinguishing the ends of lines, and other programs may
impose other structure. No system-related information about a file is
kept in the file itself, but the filesystem stores a small amount of
ownership, protection, and usage information with each file.

A filename component is a string of up to 255 characters. These
filenames are stored in a type of file called a directory. The
information in a directory about a file is called a directory entry
and includes, in addition to the filename, a pointer to the file itself.
Directory entries may refer to other directories, as well as to plain
files. A hierarchy of directories and files is thus formed, and is
called a filesystem;
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a small one is shown in ?. Directories may contain subdirectories, and
there is no inherent limitation to the depth with which directory
nesting may occur. To protect the consistency of the filesystem, the
kernel does not permit processes to write directly into directories. A
filesystem may include not only plain files and directories, but also
references to other objects, such as devices and sockets.

The filesystem forms a tree, the beginning of which is the root
directory, sometimes referred to by the name slash, spelled with a
single solidus character (/). The root directory contains files; in our
example in Fig 2.2, it contains vmunix, a copy of the
kernel-executable object file. It also contains directories; in this
example, it contains the usr directory. Within the usr directory
is the bin directory, which mostly contains executable object code
of programs, such as the files ls and vi.

A process identifies a file by specifying that file’s pathname, which
is a string composed of zero or more filenames separated by slash (/)
characters. The kernel associates two directories with each process for
use in interpreting pathnames. A process’s root directory is the
topmost point in the filesystem that the process can access; it is
ordinarily set to the root directory of the entire filesystem. A
pathname beginning with a slash is called an absolute pathname, and is
interpreted by the kernel starting with the process’s root directory.

A pathname that does not begin with a slash is called a relative
pathname, and is interpreted relative to the current working
directory of the process. (This directory also is known by the shorter
names current directory or working directory.) The current directory
itself may be referred to directly by the name dot, spelled with a
single period (.). The filename dot-dot (..) refers to a
directory’s parent directory. The root directory is its own parent.

A process may set its root directory with the chroot system call, and
its current directory with the chdir system call. Any process may do
chdir at any time, but chroot is permitted only a process with
superuser privileges. Chroot is normally used to set up restricted
access to the system.

Using the filesystem shown in Fig. 2.2, if a process has the root of the
filesystem as its root directory, and has /usr as its current
directory, it can refer to the file vi either from the root with the
absolute pathname /usr/bin/vi, or from its current directory with
the relative pathname bin/vi.

System utilities and databases are kept in certain well-known
directories. Part of the well-defined hierarchy includes a directory
that contains the home directory for each user – for example,
/usr/staff/mckusick and /usr/staff/karels in Fig. 2.2. When
users log in, the current working directory of their shell is set to the
home directory. Within their home directories, users can create
directories as easily as they can regular files. Thus, a user can build
arbitrarily complex subhierarchies.

The user usually knows of only one filesystem, but the system may know
that this one virtual filesystem is really composed of several physical
filesystems, each on a different device. A physical filesystem may not
span multiple hardware devices. Since most physical disk devices are
divided into several logical devices, there may be more than one
filesystem per physical device, but there will be no more than one per
logical device. One filesystem – the filesystem that anchors all
absolute pathnames – is called the root filesystem, and is always
available. Others may be mounted; that is, they may be integrated into
the directory hierarchy of the root filesystem. References to a
directory that has a filesystem mounted on it are converted
transparently by the kernel into references to the root directory of the
mounted filesystem.

The link system call takes the name of an existing file and another
name to create for that file. After a successful link, the file can be
accessed by either filename. A filename can be removed with the unlink
system call. When the final name for a file is removed (and the final
process that has the file open closes it), the file is deleted.

Files are organized hierarchically in directories. A directory is a
type of file, but, in contrast to regular files, a directory has a
structure imposed on it by the system. A process can read a directory as
it would an ordinary file, but only the kernel is permitted to modify a
directory. Directories are created by the mkdir system call and are
removed by the rmdir system call. Before 4.2BSD, the mkdir and
rmdir system calls were implemented by a series of link and unlink
system calls being done. There were three reasons for adding systems
calls explicitly to create and delete directories:


	The operation could be made atomic. If the system crashed, the
directory would not be left half-constructed, as could happen when a
series of link operations were used.

	When a networked filesystem is being run, the creation and deletion
of files and directories need to be specified atomically so that they
can be serialized.

	When supporting non-UNIX filesystems, such as an MS-DOS filesystem,
on another partition of the disk, the other filesystem may not
support link operations. Although other filesystems might support the
concept of directories, they probably would not create and delete the
directories with links, as the UNIX filesystem does. Consequently,
they could create and delete directories only if explicit directory
create and delete requests were presented.



The chown system call sets the owner and group of a file, and chmod
changes protection attributes. Stat applied to a filename can be used
to read back such properties of a file. The fchown, fchmod, and
fstat system calls are applied to a descriptor, instead of to a
filename, to do the same set of operations. The rename system call can
be used to give a file a new name in the filesystem, replacing one of
the file’s old names. Like the directory-creation and directory-deletion
operations, the rename system call was added to 4.2BSD to provide
atomicity to name changes in the local filesystem. Later, it proved
useful explicitly to export renaming operations to foreign filesystems
and over the network.

The truncate system call was added to 4.2BSD to allow files to be
shortened to an arbitrary offset. The call was added primarily in
support of the Fortran run-time library, which has the semantics such
that the end of a random-access file is set to be wherever the program
most recently accessed that file. Without the truncate system call,
the only way to shorten a file was to copy the part that was desired to
a new file, to delete the old file, then to rename the copy to the
original name. As well as this algorithm being slow, the library could
potentially fail on a full filesystem.

Once the filesystem had the ability to shorten files, the kernel took
advantage of that ability to shorten large empty directories. The
advantage of shortening empty directories is that it reduces the time
spent in the kernel searching them when names are being created or
deleted.

Newly created files are assigned the user identifier of the process that
created them and the group identifier of the directory in which they
were created. A three-level access-control mechanism is provided for the
protection of files. These three levels specify the accessibility of a
file to


	The user who owns the file

	The group that owns the file

	Everyone else



Each level of access has separate indicators for read permission, write
permission, and execute permission.

Files are created with zero length, and may grow when they are written.
While a file is open, the system maintains a pointer into the file
indicating the current location in the file associated with the
descriptor. This pointer can be moved about in the file in a
random-access fashion. Processes sharing a file descriptor through a
fork or dup system call share the current location pointer.
Descriptors created by separate open system calls have separate
current location pointers. Files may have holes in them. Holes are
void areas in the linear extent of the file where data have never been
written. A process can create these holes by positioning the pointer
past the current end-of-file and writing. When read, holes are treated
by the system as zero-valued bytes.

Earlier UNIX systems had a limit of 14 characters per filename
component. This limitation was often a problem. For example, in addition
to the natural desire of users to give files long descriptive names, a
common way of forming filenames is as basename.extension, where the
extension (indicating the kind of file, such as .c for C source or
.o for intermediate binary object) is one to three characters,
leaving 10 to 12 characters for the basename. Source-code-control
systems and editors usually take up another two characters, either as a
prefix or a suffix, for their purposes, leaving eight to 10 characters.
It is easy to use 10 or 12 characters in a single English word as a
basename (e.g., ``multiplexer’‘).

It is possible to keep within these limits, but it is inconvenient or
even dangerous, because other UNIX systems accept strings longer than
the limit when creating files, but then truncate to the limit. A C
language source file named multiplexer.c (already 13 characters)
might have a source-code-control file with s. prepended, producing a
filename s.multiplexer that is indistinguishable from the
source-code-control file for multiplexer.ms, a file containing
troff source for documentation for the C program. The contents of
the two original files could easily get confused with no warning from
the source-code-control system. Careful coding can detect this problem,
but the long filenames first introduced in 4.2BSD practically eliminate
it.




Filestores

The operations defined for local filesystems are divided into two parts.
Common to all local filesystems are hierarchical naming, locking,
quotas, attribute management, and protection. These features are
independent of how the data will be stored. 4.4BSD has a single
implementation to provide these semantics.

The other part of the local filesystem is the organization and
management of the data on the storage media. Laying out the contents of
files on the storage media is the responsibility of the filestore.
4.4BSD supports three different filestore layouts:


	The traditional Berkeley Fast Filesystem

	The log-structured filesystem, based on the Sprite operating-system
design ?

	A memory-based filesystem



Although the organizations of these filestores are completely different,
these differences are indistinguishable to the processes using the
filestores.

The Fast Filesystem organizes data into cylinder groups. Files that are
likely to be accessed together, based on their locations in the
filesystem hierarchy, are stored in the same cylinder group. Files that
are not expected to accessed together are moved into different cylinder
groups. Thus, files written at the same time may be placed far apart on
the disk.

The log-structured filesystem organizes data as a log. All data being
written at any point in time are gathered together, and are written at
the same disk location. Data are never overwritten; instead, a new copy
of the file is written that replaces the old one. The old files are
reclaimed by a garbage-collection process that runs when the filesystem
becomes full and additional free space is needed.

The memory-based filesystem is designed to store data in virtual memory.
It is used for filesystems that need to support fast but temporary data,
such as /tmp. The goal of the memory-based filesystem is to keep the
storage packed as compactly as possible to minimize the usage of
virtual-memory resources.




Network Filesystem

Initially, networking was used to transfer data from one machine to
another. Later, it evolved to allowing users to log in remotely to
another machine. The next logical step was to bring the data to the
user, instead of having the user go to the data – and network
filesystems were born. Users working locally do not experience the
network delays on each keystroke, so they have a more responsive
environment.

Bringing the filesystem to a local machine was among the first of the
major client-server applications. The server is the remote machine
that exports one or more of its filesystems. The client is the local
machine that imports those filesystems. From the local client’s point of
view, a remotely mounted filesystem appears in the file-tree name space
just like any other locally mounted filesystem. Local clients can change
into directories on the remote filesystem, and can read, write, and
execute binaries within that remote filesystem identically to the way
that they can do these operations on a local filesystem.

When the local client does an operation on a remote filesystem, the
request is packaged and is sent to the server. The server does the
requested operation and returns either the requested information or an
error indicating why the request was denied. To get reasonable
performance, the client must cache frequently accessed data. The
complexity of remote filesystems lies in maintaining cache consistency
between the server and its many clients.

Although many remote-filesystem protocols have been developed over the
years, the most pervasive one in use among UNIX systems is the Network
Filesystem (NFS), whose protocol and most widely used implementation
were done by Sun Microsystems. The 4.4BSD kernel supports the NFS
protocol, although the implementation was done independently from the
protocol specification ?. The NFS protocol is described in Chapter 9.




Terminals

Terminals support the standard system I/O operations, as well as a
collection of terminal-specific operations to control input-character
editing and output delays. At the lowest level are the terminal device
drivers that control the hardware terminal ports. Terminal input is
handled according to the underlying communication characteristics, such
as baud rate, and according to a set of software-controllable
parameters, such as parity checking.

Layered above the terminal device drivers are line disciplines that
provide various degrees of character processing. The default line
discipline is selected when a port is being used for an interactive
login. The line discipline is run in canonical mode; input is
processed to provide standard line-oriented editing functions, and input
is presented to a process on a line-by-line basis.

Screen editors and programs that communicate with other computers
generally run in noncanonical mode (also commonly referred to as raw
mode or character-at-a-time mode). In this mode, input is passed
through to the reading process immediately and without interpretation.
All special-character input processing is disabled, no erase or other
line editing processing is done, and all characters are passed to the
program that is reading from the terminal.

It is possible to configure the terminal in thousands of combinations
between these two extremes. For example, a screen editor that wanted to
receive user interrupts asynchronously might enable the special
characters that generate signals and enable output flow control, but
otherwise run in noncanonical mode; all other characters would be passed
through to the process uninterpreted.

On output, the terminal handler provides simple formatting services,
including


	Converting the line-feed character to the two-character
carriage-return-line-feed sequence

	Inserting delays after certain standard control characters

	Expanding tabs

	Displaying echoed nongraphic ASCII characters as a two-character
sequence of the form ``^C’’ (i.e., the ASCII caret character
followed by the ASCII character that is the character’s value offset
from the ASCII ``@’’ character).



Each of these formatting services can be disabled individually by a
process through control requests.




Interprocess Communication

Interprocess communication in 4.4BSD is organized in communication
domains. Domains currently supported include the local domain, for
communication between processes executing on the same machine; the
internet domain, for communication between processes using the TCP/IP
protocol suite (perhaps within the Internet); the ISO/OSI protocol
family for communication between sites required to run them; and the
XNS domain, for communication between processes using the XEROX
Network Systems (XNS) protocols.

Within a domain, communication takes place between communication
endpoints known as sockets. As mentioned in Section 2.6, the socket
system call creates a socket and returns a descriptor; other IPC system
calls are described in Chapter 11. Each socket has a type that defines
its communications semantics; these semantics include properties such as
reliability, ordering, and prevention of duplication of messages.

Each socket has associated with it a communication protocol. This
protocol provides the semantics required by the socket according to the
latter’s type. Applications may request a specific protocol when
creating a socket, or may allow the system to select a protocol that is
appropriate for the type of socket being created.

Sockets may have addresses bound to them. The form and meaning of socket
addresses are dependent on the communication domain in which the socket
is created. Binding a name to a socket in the local domain causes a file
to be created in the filesystem.

Normal data transmitted and received through sockets are untyped.
Data-representation issues are the responsibility of libraries built on
top of the interprocess-communication facilities. In addition to
transporting normal data, communication domains may support the
transmission and reception of specially typed data, termed access
rights. The local domain, for example, uses this facility to pass
descriptors between processes.

Networking implementations on UNIX before 4.2BSD usually worked by
overloading the character-device interfaces. One goal of the socket
interface was for naive programs to be able to work without change on
stream-style connections. Such programs can work only if the read and
write systems calls are unchanged. Consequently, the original
interfaces were left intact, and were made to work on stream-type
sockets. A new interface was added for more complicated sockets, such as
those used to send datagrams, with which a destination address must be
presented with each send call.

Another benefit is that the new interface is highly portable. Shortly
after a test release was available from Berkeley, the socket interface
had been ported to System III by a UNIX vendor (although AT&T did not
support the socket interface until the release of System V Release 4,
deciding instead to use the Eighth Edition stream mechanism). The socket
interface was also ported to run in many Ethernet boards by vendors,
such as Excelan and Interlan, that were selling into the PC market,
where the machines were too small to run networking in the main
processor. More recently, the socket interface was used as the basis for
Microsoft’s Winsock networking interface for Windows.




Network Communication

Some of the communication domains supported by the socket IPC
mechanism provide access to network protocols. These protocols are
implemented as a separate software layer logically below the socket
software in the kernel. The kernel provides many ancillary services,
such as buffer management, message routing, standardized interfaces to
the protocols, and interfaces to the network interface drivers for the
use of the various network protocols.

At the time that 4.2BSD was being implemented, there were many
networking protocols in use or under development, each with its own
strengths and weaknesses. There was no clearly superior protocol or
protocol suite. By supporting multiple protocols, 4.2BSD could provide
interoperability and resource sharing among the diverse set of machines
that was available in the Berkeley environment. Multiple-protocol
support also provides for future changes. Today’s protocols designed for
10- to 100-Mbit-per-second Ethernets are likely to be inadequate for
tomorrow’s 1- to 10-Gbit-per-second fiber-optic networks. Consequently,
the network-communication layer is designed to support multiple
protocols. New protocols are added to the kernel without the support for
older protocols being affected. Older applications can continue to
operate using the old protocol over the same physical network as is used
by newer applications running with a newer network protocol.




Network Implementation

The first protocol suite implemented in 4.2BSD was DARPA’s Transmission
Control Protocol/Internet Protocol (TCP/IP). The CSRG chose TCP/IP as
the first network to incorporate into the socket IPC framework, because
a 4.1BSD-based implementation was publicly available from a
DARPA-sponsored project at Bolt, Beranek, and Newman (BBN). That was an
influential choice: The 4.2BSD implementation is the main reason for the
extremely widespread use of this protocol suite. Later performance and
capability improvements to the TCP/IP implementation have also been
widely adopted. The TCP/IP implementation is described in detail in
Chapter 13.

The release of 4.3BSD added the Xerox Network Systems (XNS) protocol
suite, partly building on work done at the University of Maryland and at
Cornell University. This suite was needed to connect isolated machines
that could not communicate using TCP/IP.

The release of 4.4BSD added the ISO protocol suite because of the
latter’s increasing visibility both within and outside the United
States. Because of the somewhat different semantics defined for the ISO
protocols, some minor changes were required in the socket interface to
accommodate these semantics. The changes were made such that they were
invisible to clients of other existing protocols. The ISO protocols also
required extensive addition to the two-level routing tables provided by
the kernel in 4.3BSD. The greatly expanded routing capabilities of
4.4BSD include arbitrary levels of routing with variable-length
addresses and network masks.




System Operation

Bootstrapping mechanisms are used to start the system running. First,
the 4.4BSD kernel must be loaded into the main memory of the processor.
Once loaded, it must go through an initialization phase to set the
hardware into a known state. Next, the kernel must do autoconfiguration,
a process that finds and configures the peripherals that are attached to
the processor. The system begins running in single-user mode while a
start-up script does disk checks and starts the accounting and quota
checking. Finally, the start-up script starts the general system
services and brings up the system to full multiuser operation.

During multiuser operation, processes wait for login requests on the
terminal lines and network ports that have been configured for user
access. When a login request is detected, a login process is spawned and
user validation is done. When the login validation is successful, a
login shell is created from which the user can run additional processes.
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Foreword

Up until now, the FreeBSD project has released a number of described
techniques to do different parts of work. However, a project model
summarising how the project is structured is needed because of the
increasing amount of project members.  [1] This paper will provide such
a project model and is donated to the FreeBSD Documentation project
where it can evolve together with the project so that it can at any
point in time reflect the way the project works. It is based on ?.
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explain things that were unclear to me and for proofreading the
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	Marleen Devos

	Niels Jørgenssennielsj@ruc.dk

	Nik Clayton nik@freebsd.org

	Poul-Henning Kamp phk@freebsd.org

	Simon L. Nielsen simon@freebsd.org






Overview

A project model is a means to reduce the communications overhead in a
project. As shown by ?, increasing the number of project participants
increases the communication in the project exponentionally. FreeBSD has
during the past few years increased both its mass of active users and
committers, and the communication in the project has risen accordingly.
This project model will serve to reduce this overhead by providing an
up-to-date description of the project.

During the Core elections in 2002, Mark Murray stated “I am opposed to a
long rule-book, as that satisfies lawyer-tendencies, and is counter to
the technocentricity that the project so badly needs.” ?. This project
model is not meant to be a tool to justify creating impositions for
developers, but as a tool to facilitate coordination. It is meant as a
description of the project, with an overview of how the different
processes are executed. It is an introduction to how the FreeBSD project
works.

The FreeBSD project model will be described as of July 1st, 2004. It is
based on the Niels Jørgensen’s paper ?, FreeBSD’s official documents,
discussions on FreeBSD mailing lists and interviews with developers.

After providing definitions of terms used, this document will outline
the organisational structure (including role descriptions and
communication lines), discuss the methodology model and after presenting
the tools used for process control, it will present the defined
processes. Finally it will outline major sub-projects of the FreeBSD
project.

?, Section 1.2 and 1.3 give the vision and the architectural guidelines
for the project. The vision is “To produce the best UNIX-like operating
system package possible, with due respect to the original software tools
ideology as well as usability, performance and stability.” The
architectural guidelines help determine whether a problem that someone
wants to be solved is within the scope of the project




Definitions


Activity

An “activity” is an element of work performed during the course of a
project ?. It has an output and leads towards an outcome. Such an output
can either be an input to another activity or a part of the process’
delivery.




Process

A “process” is a series of activities that lead towards a particular
outcome. A process can consist of one or more sub-processes. An example
of a process is software design.




Hat

A “hat” is synonymous with role. A hat has certain responsibilities in a
process and for the process outcome. The hat executes activities. It is
well defined what issues the hat should be contacted about by the
project members and people outside the project.




Outcome

An “outcome” is the final output of the process. This is synonymous with
deliverable, that is defined as “any measurable, tangible, verifiable
outcome, result or item that must be produced to complete a project or
part of a project. Often used more narrowly in reference to an external
deliverable, which is a deliverable that is subject to approval by the
project sponsor or customer” by ?. Examples of outcomes are a piece of
software, a decision made or a report written.




FreeBSD

When saying “FreeBSD” we will mean the BSD derivative UNIX-like
operating system FreeBSD, whereas when saying “the FreeBSD Project” we
will mean the project organisation.






Organisational structure

While no-one takes ownership of FreeBSD, the FreeBSD organisation is
divided into core, committers and contributors and is part of the
FreeBSD community that lives around it.

Number of committers has been determined by going through CVS logs from
January 1st, 2004 to December 31st, 2004 and contributors by going
through the list of contributions and problem reports.

The main resource in the FreeBSD community is its developers: the
committers and contributors. It is with their contributions that the
project can move forward. Regular developers are referred to as
contributors. As by January 1st, 2003, there are an estimated 5500
contributors on the project.

Committers are developers with the privilege of being able to commit
changes. These are usually the most active developers who are willing to
spend their time not only integrating their own code but integrating
code submitted by the developers who do not have this privilege. They
are also the developers who elect the core team, and they have access to
closed discussions.

The project can be grouped into four distinct separate parts, and most
developers will focus their involvement in one part of FreeBSD. The four
parts are kernel development, userland development, ports and
documentation. When referring to the base system, both kernel and
userland is meant.

This split changes our triangle to look like this:

Number of committers per area has been determined by going through CVS
logs from January 1st, 2004 to December 31st, 2004. Note that many
committers work in multiple areas, making the total number higher than
the real number of committers. The total number of committers at that
time was 269.

Committers fall into three groups: committers who are only concerned
with one area of the project (for instance file systems), committers who
are involved only with one sub-project and committers who commit to
different parts of the code, including sub-projects. Because some
committers work on different parts, the total number in the committers
section of the triangle is higher than in the above triangle.

The kernel is the main building block of FreeBSD. While the userland
applications are protected against faults in other userland
applications, the entire system is vulnerable to errors in the kernel.
This, combined with the vast amount of dependencies in the kernel and
that it is not easy to see all the consequences of a kernel change,
demands developers with a relative full understanding of the kernel.
Multiple development efforts in the kernel also requires a closer
coordination than userland applications do.

The core utilities, known as userland, provide the interface that
identifies FreeBSD, both user interface, shared libraries and external
interfaces to connecting clients. Currently, 162 people are involved in
userland development and maintenance, many being maintainers for their
own part of the code. Maintainership will be discussed in the ? section.

Documentation is handled by ? and includes all documents surrounding the
FreeBSD project, including the web pages. There were during 2004 101
people making commits to the FreeBSD Documentation Project.

Ports is the collection of meta-data that is needed to make software
packages build correctly on FreeBSD. An example of a port is the port
for the web-browser Mozilla. It contains information about where to
fetch the source, what patches to apply and how, and how the package
should be installed on the system. This allows automated tools to fetch,
build and install the package. As of this writing, there are more than
12600 ports available.  [2] , ranging from web servers to games,
programming languages and most of the application types that are in use
on modern computers. Ports will be discussed further in the section ?.




Methodology model


Development model

There is no defined model for how people write code in FreeBSD. However,
Niels Jørgenssen has suggested a model of how written code is integrated
into the project.

The “development release” is the FreeBSD-CURRENT (“-CURRENT”) branch and
the “production release” is the FreeBSD-STABLE branch (“-STABLE”) ?.

This is a model for one change, and shows that after coding, developers
seek community review and try integrating it with their own systems.
After integrating the change into the development release, called
FreeBSD-CURRENT, it is tested by many users and developers in the
FreeBSD community. After it has gone through enough testing, it is
merged into the production release, called FreeBSD-STABLE. Unless each
stage is finished successfully, the developer needs to go back and make
modifications in the code and restart the process. To integrate a change
with either -CURRENT or -STABLE is called making a commit.

Jørgensen found that most FreeBSD developers work individually, meaning
that this model is used in parallel by many developers on the different
ongoing development efforts. A developer can also be working on multiple
changes, so that while he is waiting for review or people to test one or
more of his changes, he may be writing another change.

As each commit represents an increment, this is a massively incremental
model. The commits are in fact so frequent that during one year  [3] ,
85427 commits were made, making a daily average of 233 commits.

Within the “code” bracket in Jørgensen’s figure, each programmer has his
own working style and follows his own development models. The bracket
could very well have been called “development” as it includes
requirements gathering and analysis, system and detailed design,
implementation and verification. However, the only output from these
stages is the source code or system documentation.

From a stepwise model’s perspective (such as the waterfall model), the
other brackets can be seen as further verification and system
integration. This system integration is also important to see if a
change is accepted by the community. Up until the code is committed, the
developer is free to choose how much to communicate about it to the rest
of the project. In order for -CURRENT to work as a buffer (so that
bright ideas that had some undiscovered drawbacks can be backed out) the
minimum time a commit should be in -CURRENT before merging it to -STABLE
is 3 days. Such a merge is referred to as an MFC (Merge From Current).

It is important to notice the word “change”. Most commits do not contain
radical new features, but are maintenance updates.

The only exceptions from this model are security fixes and changes to
features that are deprecated in the -CURRENT branch. In these cases,
changes can be committed directly to the -STABLE branch.

In addition to many people working on the project, there are many
related projects to the FreeBSD Project. These are either projects
developing brand new features, sub-projects or projects whose outcome is
incorporated into FreeBSD  [4]. These projects fit into the FreeBSD
Project just like regular development efforts: they produce code that is
integrated with the FreeBSD Project. However, some of them (like Ports
and Documentation) have the privilege of being applicable to both
branches or commit directly to both -CURRENT and -STABLE.

There is no standards to how design should be done, nor is design
collected in a centralised repository. The main design is that of
4.4BSD.  [5] As design is a part of the “Code” bracket in Jørgenssen’s
model, it is up to every developer or sub-project how this should be
done. Even if the design should be stored in a central repository, the
output from the design stages would be of limited use as the differences
of methodologies would make them poorly if at all interoperable. For the
overall design of the project, the project relies on the sub-projects to
negotiate fit interfaces between each other rather than to dictate
interfacing.




Release branches

The releases of FreeBSD is best illustrated by a tree with many branches
where each major branch represents a major version. Minor versions are
represented by branches of the major branches.

In the following release tree, arrows that follow one-another in a
particular direction represent a branch. Boxes with full lines and
diamonds represent official releases. Boxes with dotted lines represent
the development branch at that time. Security branches are represented
by ovals. Diamonds differ from boxes in that they represent a fork,
meaning a place where a branch splits into two branches where one of the
branches becomes a sub-branch. For example, at 4.0-RELEASE the
4.0-CURRENT branch split into 4-STABLE and 5.0-CURRENT. At 4.5-RELEASE,
the branch forked off a security branch called RELENG_4_5.

The latest -CURRENT version is always referred to as -CURRENT, while the
latest -STABLE release is always referred to as -STABLE. In this figure,
-STABLE refers to 4-STABLE while -CURRENT refers to 5.0-CURRENT
following 5.0-RELEASE. ?

A “major release” is always made from the -CURRENT branch. However, the
-CURRENT branch does not need to fork at that point in time, but can
focus on stabilising. An example of this is that following 3.0-RELEASE,
3.1-RELEASE was also a continuation of the -CURRENT-branch, and -CURRENT
did not become a true development branch until this version was released
and the 3-STABLE branch was forked. When -CURRENT returns to becoming a
development branch, it can only be followed by a major release. 5-STABLE
is predicted to be forked off 5.0-CURRENT at around 5.3-RELEASE. It is
not until 5-STABLE is forked that the development branch will be branded
6.0-CURRENT.

A “minor release” is made from the -CURRENT branch following a major
release, or from the -STABLE branch.

Following and including, 4.3-RELEASE [6], when a minor release has been
made, it becomes a “security branch”. This is meant for organisations
that do not want to follow the -STABLE branch and the potential
new/changed features it offers, but instead require an absolutely stable
environment, only updating to implement security updates.  [7]

Each update to a security branch is called a “patchlevel”. For every
security enhancement that is done, the patchlevel number is increased,
making it easy for people tracking the branch to see what security
enhancements they have implemented. In cases where there have been
especially serious security flaws, an entire new release can be made
from a security branch. An example of this is 4.6.2-RELEASE.




Model summary

To summarise, the development model of FreeBSD can be seen as the
following tree:

The tree of the FreeBSD development with ongoing development efforts and
continuous integration.

The tree symbolises the release versions with major versions spawning
new main branches and minor versions being versions of the main branch.
The top branch is the -CURRENT branch where all new development is
integrated, and the -STABLE branch is the branch directly below it.

Clouds of development efforts hang over the project where developers use
the development models they see fit. The product of their work is then
integrated into -CURRENT where it undergoes parallel debugging and is
finally merged from -CURRENT into -STABLE. Security fixes are merged
from -STABLE to the security branches.






Hats

Many committers have a special area of responsibility. These roles are
called hats. These hats can be either project roles, such as public
relations officer, or maintainer for a certain area of the code. Because
this is a project where people give voluntarily of their spare time,
people with assigned hats are not always available. They must therefore
appoint a deputy that can perform the hat’s role in his or her absence.
The other option is to have the role held by a group.

Many of these hats are not formalised. Formalised hats have a charter
stating the exact purpose of the hat along with its privileges and
responsibilities. The writing of such charters is a new part of the
project, and has thus yet to be completed for all hats. These hat
descriptions are not such a formalisation, rather a summary of the role
with links to the charter where available and contact addresses.


General Hats


Contributor

A Contributor contributes to the FreeBSD project either as a developer,
as an author, by sending problem reports, or in other ways contributing
to the progress of the project. A contributor has no special privileges
in the FreeBSD project. ?




Committer

A person who has the required privileges to add his code or
documentation to the repository. A committer has made a commit within
the past 12 months. ? An active committer is a committer who has made an
average of one commit per month during that time.

It is worth noting that there are no technical barriers to prevent
someone, once having gained commit privileges to the main- or a
sub-project, to make commits in parts of that project’s source the
committer did not specifically get permission to modify. However, when
wanting to make modifications to parts a committer has not been involved
in before, he/she should read the logs to see what has happened in this
area before, and also read the MAINTAINER file to see if the maintainer
of this part has any special requests on how changes in the code should
be made




Core Team

The core team is elected by the committers from the pool of committers
and serves as the board of directors of the FreeBSD project. It promotes
active contributors to committers, assigns people to well-defined hats,
and is the final arbiter of decisions involving which way the project
should be heading. As by July 1st, 2004, core consisted of 9 members.
Elections are held every two years.




Maintainership

Maintainership means that that person is responsible for what is allowed
to go into that area of the code and has the final say should
disagreements over the code occur. This involves proactive work aimed at
stimulating contributions and reactive work in reviewing commits.

With the FreeBSD source comes the MAINTAINERS file that contains a
one-line summary of how each maintainer would like contributions to be
made. Having this notice and contact information enables developers to
focus on the development effort rather than being stuck in a slow
correspondence should the maintainer be unavailable for some time.

If the maintainer is unavailable for an unreasonably long period of
time, and other people do a significant amount of work, maintainership
may be switched without the maintainer’s approval. This is based on the
stance that maintainership should be demonstrated, not declared.

Maintainership of a particular piece of code is a hat that is not held
as a group.






Official Hats

The official hats in the FreeBSD Project are hats that are more or less
formalised and mainly administrative roles. They have the authority and
responsibility for their area. The following illustration shows the
responsibility lines. After this follows a description of each hat,
including who it is held by.

All boxes consist of groups of committers, except for the dotted boxes
where the holders are not necessarily committers. The flattened circles
are sub-projects and consist of both committers and non-committers of
the main project.


Documentation project manager

? architect is responsible for defining and following up documentation
goals for the committers in the Documentation project.

Hat held by: The DocEng team doceng@FreeBSD.org. The DocEng
Charter [http://www.freebsd.org/internal/doceng.html].




Postmaster

The Postmaster is responsible for mail being correctly delivered to the
committers’ email address. He is also responsible for ensuring that the
mailing lists work and should take measures against possible disruptions
of mail such as having troll-, spam- and virus-filters.

Hat currently held by: the Postmaster Team postmaster@FreeBSD.org.




Release Coordination

The responsibilities of the Release Engineering Team are


	Setting, publishing and following a release schedule for official
releases

	Documenting and formalising release engineering procedures

	Creation and maintenance of code branches

	Coordinating with the Ports and Documentation teams to have an
updated set of packages and documentation released with the new
releases

	Coordinating with the Security team so that pending releases are not
affected by recently disclosed vulnerabilities.



Further information about the development process is available in the ?
section.

Hat held by: the Release Engineering team re@FreeBSD.org. The Release
Engineering Charter [http://www.freebsd.org/releng/charter.html].




Public Relations & Corporate Liaison

The Public Relations & Corporate Liaison’s responsibilities are:


	Making press statements when happenings that are important to the
FreeBSD Project happen.

	Being the official contact person for corporations that are working
close with the FreeBSD Project.

	Take steps to promote FreeBSD within both the Open Source community
and the corporate world.

	Handle the “freebsd-advocacy” mailing list.



This hat is currently not occupied.




Security Officer

The Security Officer’s main responsibility is to coordinate information
exchange with others in the security community and in the FreeBSD
project. The Security Officer is also responsible for taking action when
security problems are reported and promoting proactive development
behaviour when it comes to security.

Because of the fear that information about vulnerabilities may leak out
to people with malicious intent before a patch is available, only the
Security Officer, consisting of an officer, a deputy and two ? members,
receive sensitive information about security issues. However, to create
or implement a patch, the Security Officer has the Security Officer Team
security-team@FreeBSD.org to help do the work.




Source Repository Manager

The Source Repository Manager is the only one who is allowed to directly
modify the repository without using the ? tool. It is his/her
responsibility to ensure that technical problems that arise in the
repository are resolved quickly. The source repository manager has the
authority to back out commits if this is necessary to resolve a SVN
technical problem.

Hat held by: the Source Repository Manager clusteradm@FreeBSD.org.




Election Manager

The Election Manager is responsible for the ? process. The manager is
responsible for running and maintaining the election system, and is the
final authority should minor unforeseen events happen in the election
process. Major unforeseen events have to be discussed with the ?

Hat held only during elections.




Web site Management

The Web site Management hat is responsible for coordinating the rollout
of updated web pages on mirrors around the world, for the overall
structure of the primary web site and the system it is running upon. The
management needs to coordinate the content with ? and acts as maintainer
for the “www” tree.

Hat held by: the FreeBSD Webmasters www@FreeBSD.org.




Ports Manager

The Ports Manager acts as a liaison between ? and the core project, and
all requests from the project should go to the ports manager.

Hat held by: the Ports Management Team portmgr@FreeBSD.org. The Portmgr
charter [http://www.freebsd.org/portmgr/charter.html].




Standards

The Standards hat is responsible for ensuring that FreeBSD complies with
the standards it is committed to , keeping up to date on the development
of these standards and notifying FreeBSD developers of important changes
that allows them to take a proactive role and decrease the time between
a standards update and FreeBSD’s compliancy.

Hat currently held by: Garrett Wollman wollman@FreeBSD.org.




Core Secretary

The Core Secretary’s main responsibility is to write drafts to and
publish the final Core Reports. The secretary also keeps the core
agenda, thus ensuring that no balls are dropped unresolved.

Hat currently held by: A.MATTHEW.EMAIL.




Bugmeister

The Bugmeister is responsible for ensuring that the maintenance database
is in working order, that the entries are correctly categorised and that
there are no invalid entries.

Hat currently held by: the Bugmeister Team bugmeister@FreeBSD.org.




Donations Liaison Officer

The task of the donations liaison officer is to match the developers
with needs with people or organisations willing to make a donation. The
Donations Liaison Charter is available
here [http://www.freebsd.org/donations/]

Hat held by: the Donations Liaison Office donations@FreeBSD.org.




Admin

(Also called “FreeBSD Cluster Admin”)

The admin team consists of the people responsible for administrating the
computers that the project relies on for its distributed work and
communication to be synchronised. It consists mainly of those people who
have physical access to the servers.

Hat held by: the Admin team admin@FreeBSD.org.






Process dependent hats


Report originator

The person originally responsible for filing a Problem Report.




Bugbuster

A person who will either find the right person to solve the problem, or
close the PR if it is a duplicate or otherwise not an interesting one.




Mentor

A mentor is a committer who takes it upon him/her to introduce a new
committer to the project, both in terms of ensuring the new committers
setup is valid, that the new committer knows the available tools
required in his/her work and that the new committer knows what is
expected of him/her in terms of behaviour.




Vendor

The person(s) or organisation whom external code comes from and whom
patches are sent to.




Reviewers

People on the mailing list where the request for review is posted.








Processes

The following section will describe the defined project processes.
Issues that are not handled by these processes happen on an ad-hoc basis
based on what has been customary to do in similar cases.


Adding new and removing old committers

The Core team has the responsibility of giving and removing commit
privileges to contributors. This can only be done through a vote on the
core mailing list. The ports and documentation sub-projects can give
commit privileges to people working on these projects, but have to date
not removed such privileges.

Normally a contributor is recommended to core by a committer. For
contributors or outsiders to contact core asking to be a committer is
not well thought of and is usually rejected.

If the area of particular interest for the developer potentially
overlaps with other committers’ area of maintainership, the opinion of
those maintainers is sought. However, it is frequently this committer
that recommends the developer.

When a contributor is given committer status, he is assigned a mentor.
The committer who recommended the new committer will, in the general
case, take it upon himself to be the new committers mentor.

When a contributor is given his commit bit, a ?-signed email is sent
from either ?, ? or nik@freebsd.org to both admins@freebsd.org, the
assigned mentor, the new committer and core confirming the approval of a
new account. The mentor then gathers a password line, ? public key and
PGP key from the new committer and sends them to ?. When the new account
is created, the mentor activates the commit bit and guides the new
committer through the rest of the initial process.

When a contributor sends a piece of code, the receiving committer may
choose to recommend that the contributor is given commit privileges. If
he recommends this to core, they will vote on this recommendation. If
they vote in favour, a mentor is assigned the new committer and the new
committer has to email his details to the administrators for an account
to be created. After this, the new committer is all set to make his
first commit. By tradition, this is by adding his name to the committers
list.

Recall that a committer is considered to be someone who has committed
code during the past 12 months. However, it is not until after 18 months
of inactivity have passed that commit privileges are eligible to be
revoked. ? There are, however, no automatic procedures for doing this.
For reactions concerning commit privileges not triggered by time, see
section 1.5.8.

When Core decides to clean up the committers list, they check who has
not made a commit for the past 18 months. Committers who have not done
so have their commit bits revoked.

It is also possible for committers to request that their commit bit be
retired if for some reason they are no longer going to be actively
committing to the project. In this case, it can also be restored at a
later time by core, should the committer ask.

Roles in this process:


	?

	?

	?

	?

	?



? ? ?




Committing code

The committing of new or modified code is one of the most frequent
processes in the FreeBSD project and will usually happen many times a
day. Committing of code can only be done by a “committer”. Committers
commit either code written by themselves, code submitted to them or code
submitted through a problem report.

When code is written by the developer that is non-trivial, he should
seek a code review from the community. This is done by sending mail to
the relevant list asking for review. Before submitting the code for
review, he should ensure it compiles correctly with the entire tree and
that all relevant tests run. This is called “pre-commit test”. When
contributed code is received, it should be reviewed by the committer and
tested the same way.

When a change is committed to a part of the source that has been
contributed from an outside ?, the maintainer should ensure that the
patch is contributed back to the vendor. This is in line with the open
source philosophy and makes it easier to stay in sync with outside
projects as the patches do not have to be reapplied every time a new
release is made.

After the code has been available for review and no further changes are
necessary, the code is committed into the development branch, -CURRENT.
If the change applies for the -STABLE branch or the other branches as
well, a “Merge From Current” (“MFC”) countdown is set by the committer.
After the number of days the committer chose when setting the MFC have
passed, an email will automatically be sent to the committer reminding
him to commit it to the -STABLE branch (and possibly security branches
as well). Only security critical changes should be merged to security
branches.

Delaying the commit to -STABLE and other branches allows for “parallel
debugging” where the committed code is tested on a wide range of
configurations. This makes changes to -STABLE to contain fewer faults
and thus giving the branch its name.

When a committer has written a piece of code and wants to commit it, he
first needs to determine if it is trivial enough to go in without prior
review or if it should first be reviewed by the developer community. If
the code is trivial or has been reviewed and the committer is not the
maintainer, he should consult the maintainer before proceeding. If the
code is contributed by an outside vendor, the maintainer should create a
patch that is sent back to the vendor. The code is then committed and
the deployed by the users. Should they find problems with the code, this
will be reported and the committer can go back to writing a patch. If a
vendor is affected, he can choose to implement or ignore the patch.

The difference when a contributor makes a code contribution is that he
submits the code through the Bugzilla interface. This report is picked
up by the maintainer who reviews the code and commits it.

Hats included in this process are:


	?

	?

	?

	?



? ?




Core election

Core elections are held at least every two years.  [8] Nine core
members are elected. New elections are held if the number of core
members drops below seven. New elections can also be held should at
least 1/3 of the active committers demand this.

When an election is to take place, core announces this at least 6 weeks
in advance, and appoints an election manager to run the elections.

Only committers can be elected into core. The candidates need to submit
their candidacy at least one week before the election starts, but can
refine their statements until the voting starts. They are presented in
the candidates
list [http://election.uk.freebsd.org/candidates.html]. When writing
their election statements, the candidates must answer a few standard
questions submitted by the election manager.

During elections, the rule that a committer must have committed during
the 12 past months is followed strictly. Only these committers are
eligible to vote.

When voting, the committer may vote once in support of up to nine
nominees. The voting is done over a period of four weeks with reminders
being posted on “developers” mailing list that is available to all
committers.

The election results are released one week after the election ends, and
the new core team takes office one week after the results have been
posted.

Should there be a voting tie, this will be resolved by the new,
unambiguously elected core members.

Votes and candidate statements are archived, but the archives are not
publicly available.

Core announces the election and selects an election manager. He prepares
the elections, and when ready, candidates can announce their candidacies
through submitting their statements. The committers then vote. After the
vote is over, the election results are announced and the new core team
takes office.

Hats in core elections are:


	?

	?

	?



? ? ?




Development of new features

Within the project there are sub-projects that are working on new
features. These projects are generally done by one person ?. Every
project is free to organise development as it sees fit. However, when
the project is merged to the -CURRENT branch it must follow the project
guidelines. When the code has been well tested in the -CURRENT branch
and deemed stable enough and relevant to the -STABLE branch, it is
merged to the -STABLE branch.

The requirements of the project are given by developer wishes, requests
from the community in terms of direct requests by mail, Problem Reports,
commercial funding for the development of features, or contributions by
the scientific community. The wishes that come within the responsibility
of a developer are given to that developer who prioritises his time
between the request and his wishes. A common way to do this is maintain
a TODO-list maintained by the project. Items that do not come within
someone’s responsibility are collected on TODO-lists unless someone
volunteers to take the responsibility. All requests, their distribution
and follow-up are handled by the ? tool.

Requirements analysis happens in two ways. The requests that come in are
discussed on mailing lists, both within the main project and in the
sub-project that the request belongs to or is spawned by the request.
Furthermore, individual developers on the sub-project will evaluate the
feasibility of the requests and determine the prioritisation between
them. Other than archives of the discussions that have taken place, no
outcome is created by this phase that is merged into the main project.

As the requests are prioritised by the individual developers on the
basis of doing what they find interesting, necessary or are funded to
do, there is no overall strategy or prioritisation of what requests to
regard as requirements and following up their correct implementation.
However, most developers have some shared vision of what issues are more
important, and they can ask for guidelines from the release engineering
team.

The verification phase of the project is two-fold. Before committing
code to the current-branch, developers request their code to be reviewed
by their peers. This review is for the most part done by functional
testing, but also code review is important. When the code is committed
to the branch, a broader functional testing will happen, that may
trigger further code review and debugging should the code not behave as
expected. This second verification form may be regarded as structural
verification. Although the sub-projects themselves may write formal
tests such as unit tests, these are usually not collected by the main
project and are usually removed before the code is committed to the
current branch.  [9]




Maintenance

It is an advantage to the project to for each area of the source have at
least one person that knows this area well. Some parts of the code have
designated maintainers. Others have de-facto maintainers, and some parts
of the system do not have maintainers. The maintainer is usually a
person from the sub-project that wrote and integrated the code, or
someone who has ported it from the platform it was written for.  [10]
The maintainer’s job is to make sure the code is in sync with the
project the code comes from if it is contributed code, and apply patches
submitted by the community or write fixes to issues that are discovered.

The main bulk of work that is put into the FreeBSD project is
maintenance. ? has made a figure showing the life cycle of changes.

Here “development release” refers to the -CURRENT branch while
“production release” refers to the -STABLE branch. The “pre-commit test”
is the functional testing by peer developers when asked to do so or
trying out the code to determine the status of the sub-project.
“Parallel debugging” is the functional testing that can trigger more
review, and debugging when the code is included in the -CURRENT branch.

As of this writing, there were 269 committers in the project. When they
commit a change to a branch, that constitutes a new release. It is very
common for users in the community to track a particular branch. The
immediate existence of a new release makes the changes widely available
right away and allows for rapid feedback from the community. This also
gives the community the response time they expect on issues that are of
importance to them. This makes the community more engaged, and thus
allows for more and better feedback that again spurs more maintenance
and ultimately should create a better product.

Before making changes to code in parts of the tree that has a history
unknown to the committer, the committer is required to read the commit
logs to see why certain features are implemented the way they are in
order not to make mistakes that have previously either been thought
through or resolved.




Problem reporting

Before OS10, OS included a problem reporting tool called send-pr.
Problems include bug reports, feature requests, feature enhancements and
notices of new versions of external software that are included in the
project. Although send-pr is available, users and developers are
encouraged to submit issues using our problem report
form [https://bugs.freebsd.org/submit/].

Problem reports are sent to an email address where it is inserted into
the Problem Reports maintenance database. A ? classifies the problem and
sends it to the correct group or maintainer within the project. After
someone has taken responsibility for the report, the report is being
analysed. This analysis includes verifying the problem and thinking out
a solution for the problem. Often feedback is required from the report
originator or even from the FreeBSD community. Once a patch for the
problem is made, the originator may be asked to try it out. Finally, the
working patch is integrated into the project, and documented if
applicable. It there goes through the regular maintenance cycle as
described in section ?. These are the states a problem report can be in:
open, analyzed, feedback, patched, suspended and closed. The suspended
state is for when further progress is not possible due to the lack of
information or for when the task would require so much work that nobody
is working on it at the moment.

A problem is reported by the report originator. It is then classified by
a bugbuster and handed to the correct maintainer. He verifies the
problem and discusses the problem with the originator until he has
enough information to create a working patch. This patch is then
committed and the problem report is closed.

The roles included in this process are:


	?

	?

	?



?. ?




Reacting to misbehaviour

? has a number of rules that committers should follow. However, it
happens that these rules are broken. The following rules exist in order
to be able to react to misbehaviour. They specify what actions will
result in how long a suspension the committer’s commit privileges.


	Committing during code freezes without the approval of the Release
Engineering team - 2 days

	Committing to a security branch without approval - 2 days

	Commit wars - 5 days to all participating parties

	Impolite or inappropriate behaviour - 5 days



?

For the suspensions to be efficient, any single core member can
implement a suspension before discussing it on the “core” mailing list.
Repeat offenders can, with a 2/3 vote by core, receive harsher
penalties, including permanent removal of commit privileges. (However,
the latter is always viewed as a last resort, due to its inherent
tendency to create controversy). All suspensions are posted to the
“developers” mailing list, a list available to committers only.

It is important that you cannot be suspended for making technical
errors. All penalties come from breaking social etiquette.

Hats involved in this process:


	?

	?






Release engineering

The FreeBSD project has a Release Engineering team with a principal
release engineer that is responsible for creating releases of FreeBSD
that can be brought out to the user community via the net or sold in
retail outlets. Since FreeBSD is available on multiple platforms and
releases for the different architectures are made available at the same
time, the team has one person in charge of each architecture. Also,
there are roles in the team responsible for coordinating quality
assurance efforts, building a package set and for having an updated set
of documents. When referring to the release engineer, a representative
for the release engineering team is meant.

When a release is coming, the FreeBSD project changes shape somewhat. A
release schedule is made containing feature- and code-freezes, release
of interim releases and the final release. A feature-freeze means no new
features are allowed to be committed to the branch without the release
engineers’ explicit consent. Code-freeze means no changes to the code
(like bugs-fixes) are allowed to be committed without the release
engineers explicit consent. This feature- and code-freeze is known as
stabilising. During the release process, the release engineer has the
full authority to revert to older versions of code and thus “back out”
changes should he find that the changes are not suitable to be included
in the release.

There are three different kinds of releases:


	.0 releases are the first release of a major version. These are
branched of the -CURRENT branch and have a significantly longer
release engineering cycle due to the unstable nature of the -CURRENT
branch

	.X releases are releases of the -STABLE branch. They are scheduled to
come out every 4 months.

	.X.Y releases are security releases that follow the .X branch. These
come out only when sufficient security fixes have been merged since
the last release on that branch. New features are rarely included,
and the security team is far more involved in these than in regular
releases.



For releases of the -STABLE-branch, the release process starts 45 days
before the anticipated release date. During the first phase, the first
15 days, the developers merge what changes they have had in -CURRENT
that they want to have in the release to the release branch. When this
period is over, the code enters a 15 day code freeze in which only bug
fixes, documentation updates, security-related fixes and minor device
driver changes are allowed. These changes must be approved by the
release engineer in advance. At the beginning of the last 15 day period
a release candidate is created for widespread testing. Updates are less
likely to be allowed during this period, except for important bug fixes
and security updates. In this final period, all releases are considered
release candidates. At the end of the release process, a release is
created with the new version number, including binary distributions on
web sites and the creation of a CD-ROM images. However, the release is
not considered “really released” until a ?-signed message stating
exactly that, is sent to the mailing list freebsd-announce; anything
labelled as a “release” before that may well be in-process and subject
to change before the PGP-signed message is sent.  [11].

The releases of the -CURRENT-branch (that is, all releases that end with
“.0”) are very similar, but with twice as long timeframe. It starts 8
weeks prior to the release with announcement of the release time line.
Two weeks into the release process, the feature freeze is initiated and
performance tweaks should be kept to a minimum. Four weeks prior to the
release, an official beta version is made available. Two weeks prior to
release, the code is officially branched into a new version. This
version is given release candidate status, and as with the release
engineering of -STABLE, the code freeze of the release candidate is
hardened. However, development on the main development branch can
continue. Other than these differences, the release engineering
processes are alike.

.0 releases go into their own branch and are aimed mainly at early
adopters. The branch then goes through a period of stabilisation, and it
is not until the ? decides the demands to stability have been satisfied
that the branch becomes -STABLE and -CURRENT targets the next major
version. While this for the majority has been with .1 versions, this is
not a demand.

Most releases are made when a given date that has been deemed a long
enough time since the previous release comes. A target is set for having
major releases every 18 months and minor releases every 4 months. The
user community has made it very clear that security and stability cannot
be sacrificed by self-imposed deadlines and target release dates. For
slips of time not to become too long with regards to security and
stability issues, extra discipline is required when committing changes
to -STABLE.

These are the stages in the release engineering process. Multiple
release candidates may be created until the release is deemed stable
enough to be released.

?






Tools

The major support tools for supporting the development process are
Perforce, Bugzilla, Mailman, and OpenSSH. These are externally developed
tools and are commonly used in the open source world.


Subversion (SVN)

Subversion (“SVN”) is a system to handle multiple versions of text files
and tracking who committed what changes and why. A project lives within
a “repository” and different versions are considered different
“branches”.




Bugzilla

Bugzilla is a maintenance database consisting of a set of tools to track
bugs at a central site. It supports the bug tracking process for sending
and handling bugs as well as querying and updating the database and
editing bug reports. The project uses its web interface to send “Problem
Reports” to the projects central Bugzilla server. The committers also
have web and command-line clients.




Mailman

Mailman is a program that automates the management of mailing lists. The
FreeBSD Project uses it to run 16 general lists, 60 technical lists, 4
limited lists and 5 lists with CVS commit logs. It is also used for many
mailing lists set up and used by other people and projects in the
FreeBSD community. General lists are lists for the general public,
technical lists are mainly for the development of specific areas of
interest, and closed lists are for internal communication not intended
for the general public. The majority of all the communication in the
project goes through these 85 lists ?, Appendix C.




Perforce

Perforce is a commercial software configuration management system
developed by Perforce Systems that is available on over 50 operating
systems. It is a collection of clients built around the Perforce server
that contains the central file repository and tracks the operations done
upon it. The clients are both clients for accessing the repository and
administration of its configuration.




Pretty Good Privacy

Pretty Good Privacy, better known as PGP, is a cryptosystem using a
public key architecture to allow people to digitally sign and/or encrypt
information in order to ensure secure communication between two parties.
A signature is used when sending information out many recipients,
enabling them to verify that the information has not been tampered with
before they received it. In the FreeBSD Project this is the primary
means of ensuring that information has been written by the person who
claims to have written it, and not altered in transit.




Secure Shell

Secure Shell is a standard for securely logging into a remote system and
for executing commands on the remote system. It allows other
connections, called tunnels, to be established and protected between the
two involved systems. This standard exists in two primary versions, and
only version two is used for the FreeBSD Project. The most common
implementation of the standard is OpenSSH that is a part of the
project’s main distribution. Since its source is updated more often than
FreeBSD releases, the latest version is also available in the ports
tree.






Sub-projects

Sub-projects are formed to reduce the amount of communication needed to
coordinate the group of developers. When a problem area is sufficiently
isolated, most communication would be within the group focusing on the
problem, requiring less communication with the groups they communicate
with than were the group not isolated.


The Ports Subproject

A “port” is a set of meta-data and patches that are needed to fetch,
compile and install correctly an external piece of software on a FreeBSD
system. The amount of ports have grown at a tremendous rate, as shown by
the following figure.

? is taken from the FreeBSD web
site [http://www.freebsd.org/ports/growth/status.png]. It shows the
number of ports available to FreeBSD in the period 1995 to 2005. It
looks like the curve has first grown exponentionally, and then since the
middle of 2001 grown linearly.

As the external software described by the port often is under continued
development, the amount of work required to maintain the ports is
already large, and increasing. This has led to the ports part of the
FreeBSD project gaining a more empowered structure, and is more and more
becoming a sub-project of the FreeBSD project.

Ports has its own core team with the ? as its leader, and this team can
appoint committers without FreeBSD Core’s approval. Unlike in the
FreeBSD Project, where a lot of maintenance frequently is rewarded with
a commit bit, the ports sub-project contains many active maintainers
that are not committers.

Unlike the main project, the ports tree is not branched. Every release
of FreeBSD follows the current ports collection and has thus available
updated information on where to find programs and how to build them.
This, however, means that a port that makes dependencies on the system
may need to have variations depending on what version of FreeBSD it runs
on.

With an unbranched ports repository it is not possible to guarantee that
any port will run on anything other than -CURRENT and -STABLE, in
particular older, minor releases. There is neither the infrastructure
nor volunteer time needed to guarantee this.

For efficiency of communication, teams depending on Ports, such as the
release engineering team, have their own ports liaisons.




The FreeBSD Documentation Project

The FreeBSD Documentation project was started January 1995. From the
initial group of a project leader, four team leaders and 16 members,
they are now a total of 44 committers. The documentation mailing list
has just under 300 members, indicating that there is quite a large
community around it.

The goal of the Documentation project is to provide good and useful
documentation of the FreeBSD project, thus making it easier for new
users to get familiar with the system and detailing advanced features
for the users.

The main tasks in the Documentation project are to work on current
projects in the “FreeBSD Documentation Set”, and translate the
documentation to other languages.

Like the FreeBSD Project, documentation is split in the same branches.
This is done so that there is always an updated version of the
documentation for each version. Only documentation errors are corrected
in the security branches.

Like the ports sub-project, the Documentation project can appoint
documentation committers without FreeBSD Core’s approval. ?.

The Documentation project has a primer. This is used both to introduce
new project members to the standard tools and syntaxes and acts as a
reference when working on the project.
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	[1]	This goes hand-in-hand with Brooks’ law that “adding another person
to a late project will make it later” since it will increase the
communication needs ?. A project model is a tool to reduce the
communication needs.







	[2]	Statistics are generated by counting the number of entries in the
file fetched by portsdb by April 1st, 2005. portsdb is a part of the
port sysutils/portupgrade.







	[3]	The period from January 1st, 2004 to December 31st, 2004 was examined
to find this number.







	[4]	For instance, the development of the Bluetooth stack started as a
sub-project until it was deemed stable enough to be merged into the
-CURRENT branch. Now it is a part of the core FreeBSD system.







	[5]	According to Kirk McKusick, after 20 years of developing UNIX
operating systems, the interfaces are for the most part figured out.
There is therefore no need for much design. However, new applications
of the system and new hardware leads to some implementations being
more beneficial than those that used to be preferred. One example is
the introduction of web browsing that made the normal TCP/IP
connection a short burst of data rather than a steady stream over a
longer period of time.







	[6]	The first release this actually happened for was 4.5-RELEASE, but
security branches were at the same time created for 4.3-RELEASE and
4.4-RELEASE.







	[7]	There is a terminology overlap with respect to the word “stable”,
which leads to some confusion. The -STABLE branch is still a
development branch, whose goal is to be useful for most people. If it
is never acceptable for a system to get changes that are not
announced at the time it is deployed, that system should run a
security branch.







	[8]	The first Core election was held September 2000







	[9]	More and more tests are however performed when building the system
(“make world”). These tests are however a very new addition and no
systematic framework for these tests have yet been created.







	[10]	sendmail and named are examples of code that has been merged from
other platforms.







	[11]	Many commercial vendors use these images to create CD-ROMs that are
sold in retail outlets.
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Introduction

Q: What is OS?

A: OS is a modern operating system for desktops, laptops, servers,
and embedded systems with support for a large number of
platforms [http://www.FreeBSD.org/platforms/].

It is based on U.C. Berkeley’s “4.4BSD-Lite” release, with some
“4.4BSD-Lite2” enhancements. It is also based indirectly on William
Jolitz’s port of U.C. Berkeley’s “Net/2” to the I386, known as “386BSD”,
though very little of the 386BSD code remains.

OS is used by companies, Internet Service Providers, researchers,
computer professionals, students and home users all over the world in
their work, education and recreation.

For more detailed information on OS, refer to the OS
Handbook.

Q: What is the goal of the OS Project?

A: The goal of the OS Project is to provide a stable and fast
general purpose operating system that may be used for any purpose
without strings attached.

Q: Does the OS license have any restrictions?

A: Yes. Those restrictions do not control how the code is used, but
how to treat the OS Project itself. The license itself is available at
license [http://www.FreeBSD.org/copyright/freebsd-license.html] and
can be summarized like this:


	Do not claim that you wrote this.

	Do not sue us if it breaks.

	Do not remove or modify the license.



Many of us have a significant investment in the project and would
certainly not mind a little financial compensation now and then, but we
definitely do not insist on it. We believe that our first and foremost
“mission” is to provide code to any and all comers, and for whatever
purpose, so that the code gets the widest possible use and provides the
widest possible benefit. This, we believe, is one of the most
fundamental goals of Free Software and one that we enthusiastically
support.

Code in our source tree which falls under the GNU General Public
License (GPL) [http://www.FreeBSD.org/copyright/COPYING] or GNU
Library General Public License
(LGPL) [http://www.FreeBSD.org/copyright/COPYING.LIB] comes with
slightly more strings attached, though at least on the side of enforced
access rather than the usual opposite. Due to the additional
complexities that can evolve in the commercial use of GPL software, we
do, however, endeavor to replace such software with submissions under
the more relaxed OS
license [http://www.FreeBSD.org/copyright/freebsd-license.html]
whenever possible.

Q: Can OS replace my current operating system?

A: For most people, yes. But this question is not quite that
cut-and-dried.

Most people do not actually use an operating system. They use
applications. The applications are what really use the operating system.
OS is designed to provide a robust and full-featured environment for
applications. It supports a wide variety of web browsers, office suites,
email readers, graphics programs, programming environments, network
servers, and much more. Most of these applications can be managed
through the Ports Collection [http://www.FreeBSD.org/ports/].

If an application is only available on one operating system, that
operating system cannot just be replaced. Chances are, there is a very
similar application on OS, however. As a solid office or Internet server
or a reliable workstation, OS will almost certainly do everything you
need. Many computer users across the world, including both novices and
experienced UNIX administrators, use OS as their only desktop operating
system.

Users migrating to OS from another UNIX-like environment will find OS to
be similar. WINDOWS and MACOS users may be interested in instead using
PC-BSD [http://www.pcbsd.org/], a OS-based desktop distribution.
Non-UNIX users should expect to invest some additional time learning the
UNIX way of doing things. This FAQ and the OS
Handbook are excellent places to
start.

Q: Why is it called OS?


	It may be used free of charge, even by commercial users.

	Full source for the operating system is freely available, and the
minimum possible restrictions have been placed upon its use,
distribution and incorporation into other work (commercial or
non-commercial).

	Anyone who has an improvement or bug fix is free to submit their code
and have it added to the source tree (subject to one or two obvious
provisions).



It is worth pointing out that the word “free” is being used in two ways
here: one meaning “at no cost” and the other meaning “do whatever you
like”. Apart from one or two things you cannot do with the OS code,
for example pretending you wrote it, you can really do whatever you like
with it.

Q: What are the differences between OS and NetBSD, OpenBSD, and
other open source BSD operating systems?

A: James Howard wrote a good explanation of the history and
differences between the various projects, called The BSD Family
Tree [http://www.freebsdworld.gr/freebsd/bsd-family-tree.html] which
goes a fair way to answering this question. Some of the information is
out of date, but the history portion in particular remains accurate.

Most of the BSDs share patches and code, even today. All of the BSDs
have common ancestry.

The design goals of OS are described in ?, above. The design goals of
the other most popular BSDs may be summarized as follows:


	OpenBSD aims for operating system security above all else. The
OpenBSD team wrote MAN.SSH.1 and MAN.PF.4, which have both been
ported to OS.

	NetBSD aims to be easily ported to other hardware platforms.

	DragonFlyBSD is a fork of OS4.8 that has since developed many
interesting features of its own, including the HAMMER file system and
support for user-mode “vkernels”.



Q: What is the latest version of OS?

A: At any point in the development of OS, there can be multiple
parallel branches. REL.RELX releases are made from the REL.STABLE
branch, and REL2.RELX releases are made from the REL2.STABLE branch.

Up until the release of 9.0, the REL2.RELX series was the one known as
-STABLE. However, as of REL.HEAD.RELX, the REL2.RELX branch will be
designated for an “extended support” status and receive only fixes for
major problems, such as security-related fixes.

Version
REL.CURRENT [ftp://ftp.FreeBSD.org/pub/FreeBSD/releases/i386/i386/&rel.current;-RELEASE/]
is the latest release from the REL.STABLE branch; it was released in
REL.CURRENT.DATE. Version
REL2.CURRENT [ftp://ftp.FreeBSD.org/pub/FreeBSD/releases/i386/&rel2.current;-RELEASE/]
is the latest release from the REL2.STABLE branch; it was released in
REL2.CURRENT.DATE.

Briefly, -STABLE is aimed at the ISP, corporate user, or any user who
wants stability and a minimal number of changes compared to the new (and
possibly unstable) features of the latest -CURRENT snapshot. Releases
can come from either branch, but -CURRENT is meant for users who are
prepared for its increased volatility, relative to -STABLE.

Releases are made every few months. While many
people stay more up-to-date with the OS sources (see the questions on
OS.CURRENT and OS.STABLE) than that, doing
so is more of a commitment, as the sources are a moving target.

More information on OS releases can be found on the Release Engineering
page [http://www.FreeBSD.org/releng/index.html#release-build] and in
MAN.RELEASE.7.

Q: What is OS-CURRENT?

A: OS.CURRENT
is the development version of the operating system, which will in due
course become the new OS.STABLE branch. As such, it is really only of
interest to developers working on the system and die-hard hobbyists. See
the relevant
section in the
Handbook for details on running
-CURRENT.

Users not familiar with OS should not use OS.CURRENT. This branch
sometimes evolves quite quickly and due to mistake can be un-buildable
at times. People that use OS.CURRENT are expected to be able to analyze,
debug, and report problems.

OS snapshot releases are made based on the
current state of the -CURRENT and -STABLE branches. The goals behind
each snapshot release are:


	To test the latest version of the installation software.

	To give people who would like to run -CURRENT or -STABLE but who
do not have the time or bandwidth to follow it on a day-to-day basis
an easy way of bootstrapping it onto their systems.

	To preserve a fixed reference point for the code in question, just in
case we break something really badly later. (Although Subversion
normally prevents anything horrible like this happening.)

	To ensure that all new features and fixes in need of testing have the
greatest possible number of potential testers.



No claims are made that any -CURRENT snapshot can be considered
“production quality” for any purpose. If a stable and fully tested
system is needed, stick to full releases or use the -STABLE snapshots.

Snapshot releases are directly available from
snapshot.

Official snapshots are generated on a regular basis for all actively
developed branches.

Q: What is the OS-STABLE concept?

A: Back when OS2.0.5 was released, OS development branched in two.
One branch was named
-STABLE, one
-CURRENT.
OS-STABLE is intended for Internet Service Providers and other
commercial enterprises for whom sudden shifts or experimental features
are quite undesirable. It receives only well-tested bug fixes and other
small incremental enhancements. OS-CURRENT, on the other hand, has
been one unbroken line since 2.0 was released, leading towards
REL.CURRENT-RELEASE and beyond. For more detailed information on
branches see “OS Release Engineering: Creating the Release
Branch”, the
status of the branches and the upcoming release schedule can be found on
the Release Engineering Information [http://www.FreeBSD.org/releng]
page.

REL.CURRENT-STABLE is the actively developed -STABLE branch. The
latest release on the REL.CURRENT-STABLE branch is REL.CURRENT-RELEASE,
which was released in REL.CURRENT.DATE.

The REL.HEAD branch is the actively developed -CURRENT branch toward
the next generation of OS. See What is OS-CURRENT? for
more information on this branch.

Q: When are OS releases made?

A: The A.RE releases a new major version of OS about every 18 months
and a new minor version about every 8 months, on average. Release dates
are announced well in advance, so that the people working on the system
know when their projects need to be finished and tested. A testing
period precedes each release, to ensure that the addition of new
features does not compromise the stability of the release. Many users
regard this caution as one of the best things about OS, even though
waiting for all the latest goodies to reach -STABLE can be a little
frustrating.

More information on the release engineering process (including a
schedule of upcoming releases) can be found on the release
engineering [http://www.FreeBSD.org/releng/index.html] pages on the
OS Web site.

For people who need or want a little more excitement, binary snapshots
are made weekly as discussed above.

Q: Who is responsible for OS?

A: The key decisions concerning the OS project, such as the overall
direction of the project and who is allowed to add code to the source
tree, are made by a core
team of 9 people. There is a
much larger team of more than 350
committers
who are authorized to make changes directly to the OS source tree.

However, most non-trivial changes are discussed in advance in the
mailing lists, and there are no restrictions on who may
take part in the discussion.

Q: Where can I get OS?

A: Every significant release of OS is available via anonymous FTP
from the OS FTP site [ftp://ftp.FreeBSD.org/pub/FreeBSD/]:


	The latest REL.STABLE release, REL.CURRENT-RELEASE can be found in
the REL.CURRENT-RELEASE
directory [ftp://ftp.FreeBSD.org/pub/FreeBSD/releases/i386/i386/&rel.current;-RELEASE/].

	Snapshot releases are made monthly for
the -CURRENT and -STABLE branch, these
being of service purely to bleeding-edge testers and developers.

	The latest REL2.STABLE release, REL2.CURRENT-RELEASE can be found in
the REL2.CURRENT-RELEASE
directory [ftp://ftp.FreeBSD.org/pub/FreeBSD/releases/i386/&rel2.current;-RELEASE/].



Information about obtaining OS on CD, DVD, and other media can be found
in the Handbook.

Q: How do I access the Problem Report database?

A: The Problem Report database of all user change requests may be
queried by using our web-based PR
query [https://bugs.FreeBSD.org/search/] interface.

The web-based problem report submission
interface can be used to submit
problem reports through a web browser.

Before submitting a problem report, read Writing OS Problem
Reports, an article on
how to write good problem reports.




Documentation and Support

Q: What good books are there about OS?

A: The project produces a wide range of documentation, available
online from this link: http://www.FreeBSD.org/docs.html. In addition,
the Bibliography at the end of this FAQ, and the
one in the Handbook
reference other recommended books.

Q: Is the documentation available in other formats, such as plain
text (ASCII), or POSTSCRIPT?

A: Yes. The documentation is available in a number of different
formats and compression schemes on the OS FTP site, in the
/pub/FreeBSD/doc/ [ftp://ftp.FreeBSD.org/pub/FreeBSD/doc/]
directory.

The documentation is categorized in a number of different ways. These
include:


	The document’s name, such as faq, or handbook.



	The document’s language and encoding. These are based on the locale
names found under /usr/share/locale on a OS system. The current
languages and encodings are as follows:







	Name
	Meaning




	en_US.ISO8859-1
	English (United States)


	bn_BD.ISO10646-1
	Bengali or Bangla (Bangladesh)


	da_DK.ISO8859-1
	Danish (Denmark)


	de_DE.ISO8859-1
	German (Germany)


	el_GR.ISO8859-7
	Greek (Greece)


	es_ES.ISO8859-1
	Spanish (Spain)


	fr_FR.ISO8859-1
	French (France)


	hu_HU.ISO8859-2
	Hungarian (Hungary)


	it_IT.ISO8859-15
	Italian (Italy)


	ja_JP.eucJP
	Japanese (Japan, EUC encoding)


	mn_MN.UTF-8
	Mongolian (Mongolia, UTF-8 encoding)


	nl_NL.ISO8859-1
	Dutch (Netherlands)


	no_NO.ISO8859-1
	Norwegian (Norway)


	pl_PL.ISO8859-2
	Polish (Poland)


	pt_BR.ISO8859-1
	Portuguese (Brazil)


	ru_RU.KOI8-R
	Russian (Russia, KOI8-R encoding)


	sr_YU.ISO8859-2
	Serbian (Serbia)


	tr_TR.ISO8859-9
	Turkish (Turkey)


	zh_CN.UTF-8
	Simplified Chinese (China, UTF-8 encoding)


	zh_TW.UTF-8
	Traditional Chinese (Taiwan, UTF-8 encoding)






Note

Some documents may not be available in all languages.






	The document’s format. We produce the documentation in a number of
different output formats. Each format has its own advantages and
disadvantages. Some formats are better suited for online reading,
while others are meant to be aesthetically pleasing when printed on
paper. Having the documentation available in any of these formats
ensures that our readers will be able to read the parts they are
interested in, either on their monitor, or on paper after printing
the documents. The currently available formats are:







	Format
	Meaning




	html-split
	A collection of small, linked, HTML files.


	html
	One large HTML file containing the entire document


	pdf
	Adobe’s Portable Document Format


	ps
	POSTSCRIPT


	rtf
	MICROSOFT’s Rich Text Format


	txt
	Plain text






Note

Page numbers are not automatically updated when loading Rich Text
Format into Word. Press Ctrl+A, Ctrl+End, F9 after loading the
document, to update the page numbers.






	The compression and packaging scheme.


	Where the format is html-split, the files are bundled up using
MAN.TAR.1. The resulting .tar file is then compressed using
the compression schemes detailed in the next point.



	All the other formats generate one file. For example,
article.pdf, book.html, and so on.

These files are then compressed using either the zip or
bz2 compression schemes. MAN.TAR.1 can be used to uncompress
these files.

So the POSTSCRIPT version of the Handbook, compressed using
bzip2 will be stored in a file called book.ps.bz2 in the
handbook/ directory.









After choosing the format and compression mechanism, download the
compressed files, uncompress them, and then copy the appropriate
documents into place.

For example, the split HTML version of the FAQ, compressed using
MAN.BZIP2.1, can be found in
doc/en_US.ISO8859-1/books/faq/book.html-split.tar.bz2 To download
and uncompress that file, type:

PROMPT.ROOT fetch ftp://ftp.FreeBSD.org/pub/FreeBSD/doc/en_US.ISO8859-1/books/faq/book.html-split.tar.bz2
PROMPT.ROOT tar xvf book.html-split.tar.bz2





If the file is compressed, tar will automatically detect the appropriate
format and decompress it correctly, resulting in a collection of
.html files. The main one is called index.html, which will
contain the table of contents, introductory material, and links to the
other parts of the document.

Q: Where do I find info on the OS mailing lists? What OS news groups
are available?

A: Refer to the Handbook entry on
mailing-lists
and the Handbook entry on
newsgroups.

Q: Are there OS IRC (Internet Relay Chat) channels?

A: Yes, most major IRC networks host a OS chat channel:


	Channel #FreeBSDhelp on
EFNet [http://www.efnet.org/index.php] is a channel dedicated to
helping OS users.

	Channel #FreeBSD on Freenode [http://freenode.net/] is a
general help channel with many users at any time. The conversations
have been known to run off-topic for a while, but priority is given
to users with OS questions. Other users can help with the basics,
referring to the Handbook whenever possible and providing links for
learning more about a particular topic. This is primarily an English
speaking channel, though it does have users from all over the world.
Non-native English speakers should try to ask the question in English
first and then relocate to ##freebsd-lang as appropriate.

	Channel #FreeBSD on DALNET [http://www.dal.net/] is available
at irc.dal.net in the US and irc.eu.dal.net in Europe.

	Channel #FreeBSD on UNDERNET [http://www.undernet.org/] is
available at us.undernet.org in the US and eu.undernet.org in Europe.
Since it is a help channel, be prepared to read the documents you are
referred to.

	Channel #FreeBSD on RUSNET [http://www.rusnet.org.ru/] is a
Russian language channel dedicated to helping OS users. This is also
good place for non-technical discussions.

	Channel #bsdchat on Freenode [http://freenode.net/] is a
Traditional Chinese (UTF-8 encoding) language channel dedicated to
helping OS users. This is also good place for non-technical
discussions.



The OS wiki has a good list [http://wiki.freebsd.org/IrcChannels] of
IRC channels.

Each of these channels are distinct and are not connected to each other.
Since their chat styles differ, try each to find one suited to your chat
style.

Q: Are there any web based forums to discuss OS?

A: The official OS forums are located at
https://forums.FreeBSD.org/.

Q: Where can I get commercial OS training and support?

A: iXsystems, Inc. [http://www.ixsystems.com], parent company of
the OS Mall [http://www.freebsdmall.com/], provides commercial OS
and PC-BSD software support [http://www.ixsystems.com/bsdsupport],
in addition to OS development and tuning solutions.

BSD Certification Group, Inc. provides system administration
certifications for DragonFlyBSD, OS, NetBSD, and OpenBSD. Refer to
their site [http://www.BSDCertification.org] for more information.

Any other organizations providing training and support should contact
the Project to be listed here.




Installation

Q: Which platform should I download? I have a 64 bit capable INTEL
CPU, but I only see amd64.

A: ARCH.AMD64 is the term OS uses for 64-bit compatible x86
architectures (also known as “x86-64” or “x64”). Most modern computers
should use ARCH.AMD64. Older hardware should use ARCH.I386. When
installing on a non-x86-compatible architecture, select the platform
which best matches the hardware.

Q: Which file do I download to get OS?

A: On the Getting OS [http://www.freebsd.org/where.html] page,
select [iso] next to the architecture that matches the hardware.

Any of the following can be used:







	file
	description




	disc1.iso
	Contains enough to install OS and a minimal set of packages.


	dvd1.iso
	Similar to disc1.iso but with additional packages.


	memstick.img
	A bootable image sufficient for writing to a USB stick.


	bootonly.iso
	A minimal image that requires network access during installation to completely install OS.





ARCH.PC98 users require these floppy images: floppies/boot.flp,
floppies/kern1.flp, floppies/kern2.flp, and
floppies/mfsroot1.flp. These images need to be written onto floppies
by tools like MAN.DD.1.

Full instructions on this procedure and a little bit more about
installation issues in general can be found in the Handbook entry on
installing OS.

Q: What do I do if the install image does not boot?

A: This can be caused by not downloading the image in binary mode
when using FTP.

Some FTP clients default their transfer mode to ascii and attempt to
change any end-of-line characters received to match the conventions used
by the client’s system. This will almost invariably corrupt the boot
image. Check the SHA-256 checksum of the downloaded boot image: if it is
not exactly that on the server, then the download process is suspect.

When using a command line FTP client, type binary at the FTP command
prompt after getting connected to the server and before starting the
download of the image.

Q: Where are the instructions for installing OS?

A: Installation instructions for versions since OS9.0 can be found
at Handbook entry on installing
OS. Older instructions can be
found in the legacy entry on installing
OS.

Q: What are the minimum requirements to run OS?

A: OS requires a 486 or better PC, 64MB or more of RAM, and at
least 1.1 GB of hard disk space.

Q: How can I make my own custom release or install disk?

A: Customized OS installation media can be created by building a
custom release. Follow the instructions in the Release
Engineering article.

Q: Can WINDOWS co-exist with OS?

A: If WINDOWS is installed first, then yes. OS’s boot manager will
then manage to boot WINDOWS and OS. If WINDOWS is installed afterwards,
it will overwrite the boot manager. If that happens, see the next
section.

Q: Another operating system destroyed my Boot Manager. How do I get
it back?

A: This depends upon the boot manager. The OS boot selection menu
can be reinstalled using MAN.BOOT0CFG.8. For example, to restore the
boot menu onto the disk ada0:

PROMPT.ROOT boot0cfg -B ada0





The non-interactive MBR bootloader can be installed using MAN.GPART.8:

PROMPT.ROOT gpart bootcode -b /boot/mbr ada0





For more complex situations, including GPT disks, see MAN.GPART.8.

Q: I booted from a CD, but the install program says no CD-ROM is
found. Where did it go?

A: The usual cause of this problem is a mis-configured CD-ROM drive.
Many PCs now ship with the CD-ROM as the slave device on the secondary
IDE controller, with no master device on that controller. This is
illegal according to the ATAPI specification, but WINDOWS plays fast and
loose with the specification, and the BIOS ignores it when booting. This
is why the BIOS was able to see the CD-ROM to boot from it, but why OS
cannot see it to complete the install.

Reconfigure the system so that the CD-ROM is either the master device on
the IDE controller it is attached to, or make sure that it is the slave
on an IDE controller that also has a master device.

Q: Do I need to install the source?

A: In general, no. There is nothing in the base system which
requires the presence of the source to operate. Some ports, like
sysutils/lsof, will not build unless the source is installed. In
particular, if the port builds a kernel module or directly operates on
kernel structures, the source must be installed.

Q: Do I need to build a kernel?

A: Usually not. The supplied GENERIC kernel contains the drivers
an ordinary computer will need. MAN.FREEBSD-UPDATE.8, the OS binary
upgrade tool, cannot upgrade custom kernels, another reason to stick
with the GENERIC kernel when possible. For computers with very
limited RAM, such as embedded systems, it may be worthwhile to build a
smaller custom kernel containing just the required drivers.

Q: Should I use DES, Blowfish, or MD5 passwords and how do I specify
which form my users receive?

A: OS9 and later use SHA512 by default. DES passwords are still
available for backwards compatibility with legacy operating systems
which still use the less secure password format. OS also supports the
Blowfish and MD5 password formats. Which password format to use for new
passwords is controlled by the passwd_format login capability in
/etc/login.conf, which takes values of des, blf (if these
are available) or md5. See the MAN.LOGIN.CONF.5 manual page for more
information about login capabilities.

Q: What are the limits for FFS file systems?

A: For FFS file systems, the largest file system is practically
limited by the amount of memory required to MAN.FSCK.8 the file system.
MAN.FSCK.8 requires one bit per fragment, which with the default
fragment size of 4KB equates to 32MB of memory per TB of disk. This
does mean that on architectures which limit userland processes to 2GB
(e.g., I386), the maximum MAN.FSCK.8’able filesystem is ~60TB.

If there was not a MAN.FSCK.8 memory limit the maximum filesystem size
would be 2^64 (blocks) * 32KB => 16 Exa * 32KB => 512 ZettaBytes.

The maximum size of a single FFS file is approximately 2PB with the
default block size of 32KB. Each 32KB block can point to 4096 blocks.
With triple indirect blocks, the calculation is 32KB * 12 + 32KB *
4096 + 32KB * 4096^2 + 32KB * 4096^3. Increasing the block size to
64KB will increase the max file size by a factor of 16.

Q: Why do I get an error message, readin failed after compiling and
booting a new kernel?

A: The world and kernel are out of sync. This is not supported. Be
sure to use ``make


buildworld`` and make
buildkernel to update the kernel.


Boot the system by specifying the kernel directly at the second stage,
pressing any key when the | shows up before loader is started.

Q: Is there a tool to perform post-installation configuration tasks?

A: Yes. bsdconfig provides a nice interface to configure OS
post-installation.




Hardware Compatibility


General

Q: I want to get a piece of hardware for my OS system. Which
model/brand/type is best?

A: This is discussed continually on the OS mailing lists but is to
be expected since hardware changes so quickly. Read through the
HardwareNotes for OS REL.CURRENT or
REL2.CURRENT and search the mailing list
archives [http://www.FreeBSD.org/search/#mailinglists] before asking
about the latest and greatest hardware. Chances are a discussion about
that type of hardware took place just last week.

Before purchasing a laptop, check the archives for A.MOBILE and
A.QUESTIONS, or possibly a specific mailing list for a particular
hardware type.

Q: What are the limits for memory? Does OS support more than 4GB of
memory (RAM)? More than 16GB? More than 48GB?

A: OS as an operating system generally supports as much physical
memory (RAM) as the platform it is running on does. Keep in mind that
different platforms have different limits for memory; for example I386
without PAE supports at most 4GB of memory (and usually less than that
because of PCI address space) and I386 with PAE supports at most 64GB
memory. As of OS10, AMD64 platforms support up to 4TB of physical
memory.

Q: Why does OS report less than 4GB memory when installed on an
I386 machine?

A: The total address space on I386 machines is 32-bit, meaning that
at most 4GB of memory is addressable (can be accessed). Furthermore,
some addresses in this range are reserved by hardware for different
purposes, for example for using and controlling PCI devices, for
accessing video memory, and so on. Therefore, the total amount of memory
usable by the operating system for its kernel and applications is
limited to significantly less than 4GB. Usually, 3.2GB to 3.7GB is
the maximum usable physical memory in this configuration.

To access more than 3.2GB to 3.7GB of installed memory (meaning up to
4GB but also more than 4GB), a special tweak called PAE must be used.
PAE stands for Physical Address Extension and is a way for 32-bit x86
CPUs to address more than 4GB of memory. It remaps the memory that
would otherwise be overlaid by address reservations for hardware devices
above the 4GB range and uses it as additional physical memory (see
MAN.PAE.4). Using PAE has some drawbacks; this mode of memory access is
a little bit slower than the normal (without PAE) mode and loadable
modules (see MAN.KLD.4) are not supported. This means all drivers must
be compiled into the kernel.

The most common way to enable PAE is to build a new kernel with the
special ready-provided kernel configuration file called PAE, which
is already configured to build a safe kernel. Note that some entries in
this kernel configuration file are too conservative and some drivers
marked as unready to be used with PAE are actually usable. A rule of
thumb is that if the driver is usable on 64-bit architectures (like
AMD64), it is also usable with PAE. When creating a custom kernel
configuration file, PAE can be enabled by adding the following line:

options       PAE





PAE is not much used nowadays because most new x86 hardware also
supports running in 64-bit mode, known as AMD64 or INTEL64. It has a
much larger address space and does not need such tweaks. OS supports
AMD64 and it is recommended that this version of OS be used instead of
the I386 version if 4GB or more memory is required.




Architectures and Processors

Q: Does OS support architectures other than the x86?

A: Yes. OS divides support into multiple tiers. Tier 1
architectures, such as i386 or amd64; are fully supported. Tiers 2 and 3
are supported on an if-possible basis. A full explanation of the tier
system is available in the Committer’s
Guide.

A complete list of supported architectures can be found on the
platforms page. [http://www.FreeBSD.org/platforms/]

Q: Does OS support Symmetric Multiprocessing (SMP)?

A: OS supports symmetric multi-processor (SMP) on all non-embedded
platforms (e.g, ARCH.I386, ARCH.AMD64, etc.). SMP is also supported in
arm and MIPS kernels, although some CPUs may not support this. OS’s SMP
implementation uses fine-grained locking, and performance scales nearly
linearly with number of CPUs.

MAN.SMP.4 has more details.

Q: What is microcode? How do I install INTEL CPU microcode updates?

A: Microcode is a method of programmatically implementing hardware
level instructions. This allows for CPU bugs to be fixed without
replacing the on board chip.

Install sysutils/devcpu-data, then add:

microcode_update_enable="YES"





to /etc/rc.conf




Hard Drives, Tape Drives, and CD and DVD Drives

Q: What kind of hard drives does OS support?

A: OS supports EIDE, SATA, SCSI, and SAS drives (with a compatible
controller; see the next section), and all drives using the original
“Western Digital” interface (MFM, RLL, ESDI, and of course IDE). A few
ESDI controllers that use proprietary interfaces may not work: stick to
WD1002/3/6/7 interfaces and clones.

Q: Which SCSI or SAS controllers are supported?

A: See the complete list in the Hardware Notes for OS
REL.CURRENT or
REL2.CURRENT.

Q: What types of tape drives are supported?

A: OS supports all standard SCSI tape interfaces.

Q: Does OS support tape changers?

A: OS supports SCSI changers using the MAN.CH.4 device and the
MAN.CHIO.1 command. The details of how to control the changer can be
found in MAN.CHIO.1.

While AMANDA and some other products already understands changers, other
applications only know how to move a tape from one point to another/ In
this case, keep track of which slot a tape is in and which slot the tape
currently in the drive needs to go back to.

Q: Which CD-ROM and CD-RW drives are supported by OS?

A: Any SCSI drive connected to a supported controller is supported.
Most ATAPI compatible IDE CD-ROMs are supported.

OS supports any ATAPI-compatible IDE CD-R or CD-RW drive. See
MAN.BURNCD.8 for details.

OS also supports any SCSI CD-R or CD-RW drives. Install the
sysutils/cdrtools port or package, then use cdrecord.




Keyboards and Mice

Q: Is it possible to use a mouse outside the X Window system?

A: The default console driver, MAN.SYSCONS.4, provides the ability
to use a mouse pointer in text consoles to cut & paste text. Run the
mouse daemon, MAN.MOUSED.8, and turn on the mouse pointer in the virtual
console:

PROMPT.ROOT moused -p /dev/xxxx -t yyyy
PROMPT.ROOT vidcontrol -m on





Where xxxx is the mouse device name and yyyy is a protocol type for the
mouse. The mouse daemon can automatically determine the protocol type of
most mice, except old serial mice. Specify the auto protocol to
invoke automatic detection. If automatic detection does not work, see
the MAN.MOUSED.8 manual page for a list of supported protocol types.

For a PS/2 mouse, add moused_enable="YES" to /etc/rc.conf to
start the mouse daemon at boot time. Additionally, to use the mouse
daemon on all virtual terminals instead of just the console, add
``allscreens_flags=”-m


on”`` to /etc/rc.conf.


When the mouse daemon is running, access to the mouse must be
coordinated between the mouse daemon and other programs such as X
Windows. Refer to the FAQ Why does my mouse not work with
X? for more details on this issue.

Q: How do I cut and paste text with a mouse in the text console?

A: It is not possible to remove data using the mouse. However, it is
possible to copy and paste. Once the mouse daemon is running as
described in the previous question, hold down button 1
(left button) and move the mouse to select a region of text. Then, press
button 2 (middle button) to paste it at the text cursor. Pressing button
3 (right button) will “extend” the selected region of text.

If the mouse does not have a middle button, it is possible to emulate
one or remap buttons using mouse daemon options. See the MAN.MOUSED.8
manual page for details.

Q: My mouse has a fancy wheel and buttons. Can I use them in OS?

A: The answer is, unfortunately, “It depends”. These mice with
additional features require specialized driver in most cases. Unless the
mouse device driver or the user program has specific support for the
mouse, it will act just like a standard two, or three button mouse.

For the possible usage of wheels in the X Window environment, refer to
that section.

Q: How do I use my delete key in sh and csh?

A: For the Bourne Shell, add the following lines to ~/.shrc. See
MAN.SH.1 and MAN.EDITRC.5.

bind ^? ed-delete-next-char # for console
bind ^[[3~ ed-delete-next-char # for xterm





For the C Shell, add the following lines to ~/.cshrc. See MAN.CSH.1.

bindkey ^? delete-char # for console
bindkey ^[[3~ delete-char # for xterm





For more information, see this
page [http://www.ibb.net/~anne/keyboard.html].




Other Hardware

Q: Workarounds for no sound from my MAN.PCM.4 sound card?

A: Some sound cards set their output volume to 0 at every boot. Run
the following command every time the machine boots:

PROMPT.ROOT mixer pcm 100 vol 100 cd 100





Q: Does OS support power management on my laptop?

A: OS supports the ACPI features found in modern hardware. Further
information can be found in MAN.ACPI.4.






Troubleshooting

Q: Why is OS finding the wrong amount of memory on I386 hardware?

A: The most likely reason is the difference between physical memory
addresses and virtual addresses.

The convention for most PC hardware is to use the memory area between
3.5GB and 4GB for a special purpose (usually for PCI). This address
space is used to access PCI hardware. As a result real, physical memory
cannot be accessed by that address space.

What happens to the memory that should appear in that location is
hardware dependent. Unfortunately, some hardware does nothing and the
ability to use that last 500MB of RAM is entirely lost.

Luckily, most hardware remaps the memory to a higher location so that it
can still be used. However, this can cause some confusion when watching
the boot messages.

On a 32-bit version of OS, the memory appears lost, since it will be
remapped above 4GB, which a 32-bit kernel is unable to access. In this
case, the solution is to build a PAE enabled kernel. See the entry on
memory limits for more information.

On a 64-bit version of OS, or when running a PAE-enabled kernel, OS will
correctly detect and remap the memory so it is usable. During boot,
however, it may seem as if OS is detecting more memory than the system
really has, due to the described remapping. This is normal and the
available memory will be corrected as the boot process completes.

Q: Why do my programs occasionally die with Signal 11 errors?

A: Signal 11 errors are caused when a process has attempted to
access memory which the operating system has not granted it access to.
If something like this is happening at seemingly random intervals, start
investigating the cause.

These problems can usually be attributed to either:


	If the problem is occurring only in a specific custom application, it
is probably a bug in the code.

	If it is a problem with part of the base OS system, it may also be
buggy code, but more often than not these problems are found and
fixed long before us general FAQ readers get to use these bits of
code (that is what -CURRENT is for).



It is probably not a OS bug if the problem occurs compiling a program,
but the activity that the compiler is carrying out changes each time.


	For example, if ``make

	buildworld`` fails while trying to compile ls.c into



ls.o and, when run again, it fails in the same place, this is a
broken build. Try updating source and try again. If the compile fails
elsewhere, it is almost certainly due to hardware.

In the first case, use a debugger such as MAN.GDB.1 to find the point in
the program which is attempting to access a bogus address and fix it.

In the second case, verify which piece of hardware is at fault.

Common causes of this include:


	The hard disks might be overheating: Check that the fans are still
working, as the disk and other hardware might be overheating.



	The processor running is overheating: This might be because the
processor has been overclocked, or the fan on the processor might
have died. In either case, ensure that the hardware is running at
what it is specified to run at, at least while trying to solve this
problem. If it is not, clock it back to the default settings.)

Regarding overclocking, it is far cheaper to have a slow system than
a fried system that needs replacing! Also the community is not
sympathetic to problems on overclocked systems.



	Dodgy memory: if multiple memory SIMMS/DIMMS are installed, pull them
all out and try running the machine with each SIMM or DIMM
individually to narrow the problem down to either the problematic
DIMM/SIMM or perhaps even a combination.



	Over-optimistic motherboard settings: the BIOS settings, and some
motherboard jumpers, provide options to set various timings. The
defaults are often sufficient, but sometimes setting the wait states
on RAM too low, or setting the “RAM Speed: Turbo” option will cause
strange behavior. A possible idea is to set to BIOS defaults, after
noting the current settings first.



	Unclean or insufficient power to the motherboard. Remove any unused
I/O boards, hard disks, or CD-ROMs, or disconnect the power cable
from them, to see if the power supply can manage a smaller load. Or
try another power supply, preferably one with a little more power.
For instance, if the current power supply is rated at 250Watts, try
one rated at 300Watts.





Read the section on Signal 11 for a further explanation
and a discussion on how memory testing software or hardware can still
pass faulty memory. There is an extensive FAQ on this at the SIG11
problem FAQ [http://www.bitwizard.nl/sig11/].

Finally, if none of this has helped, it is possibly a bug in OS. Follow
these instructions to send a problem report.

Q: My system crashes with either Fatal trap 12: page fault in kernel
mode, or panic:, and spits out a bunch of information. What should I do?

A: The OS developers are interested in these errors, but need more
information than just the error message. Copy the full crash message.
Then consult the FAQ section on kernel
panics, build a debugging kernel, and
get a backtrace. This might sound difficult, but does not require any
programming skills. Just follow the instructions.

Q: What is the meaning of the error maxproc limit exceeded by uid
%i, please see tuning(7) and login.conf(5)?

A: The OS kernel will only allow a certain number of processes to
exist at one time. The number is based on the kern.maxusers
MAN.SYSCTL.8 variable. kern.maxusers also affects various other
in-kernel limits, such as network buffers. If the machine is heavily
loaded, increase kern.maxusers. This will increase these other
system limits in addition to the maximum number of processes.

To adjust the kern.maxusers value, see the File/Process
Limits
section of the Handbook. While that section refers to open files, the
same limits apply to processes.

If the machine is lightly loaded but running a very large number of
processes, adjust the kern.maxproc tunable by defining it in
/boot/loader.conf. The tunable will not get adjusted until the
system is rebooted. For more information about tuning tunables, see
MAN.LOADER.CONF.5. If these processes are being run by a single user,
adjust kern.maxprocperuid to be one less than the new
kern.maxproc value. It must be at least one less because one system
program, MAN.INIT.8, must always be running.

Q: Why do full screen applications on remote machines misbehave?

A: The remote machine may be setting the terminal type to something
other than xterm which is required by the OS console. Alternatively
the kernel may have the wrong values for the width and height of the
terminal.

Check the value of the TERM enviroment variable is xterm. If the
remote machine does not support that try vt100.

Run stty -a to check what the kernel thinks the terminal dimensions
are. If they are incorrect, they can be changed by running
``stty rows RR cols


CC``.


Alternatively, if the client machine has x11/xterm installed, then
running resize will query the terminal for the correct dimensions
and set them.

Q: Why does it take so long to connect to my computer via ssh or
telnet?

A: The symptom: there is a long delay between the time the TCP
connection is established and the time when the client software asks for
a password (or, in MAN.TELNET.1’s case, when a login prompt appears).

The problem: more likely than not, the delay is caused by the server
software trying to resolve the client’s IP address into a hostname. Many
servers, including the Telnet and SSH servers that come with OS, do this
to store the hostname in a log file for future reference by the
administrator.

The remedy: if the problem occurs whenever connecting the client
computer to any server, the problem is with the client. If the problem
only occurs when someone connects to the server computer, the problem is
with the server.

If the problem is with the client, the only remedy is to fix the DNS so
the server can resolve it. If this is on a local network, consider it a
server problem and keep reading. If this is on the Internet, contact
your ISP.

If the problem is with the server on a local network, configure the
server to resolve address-to-hostname queries for the local address
range. See MAN.HOSTS.5 and MAN.NAMED.8 for more information. If this is
on the Internet, the problem may be that the local server’s resolver is
not functioning correctly. To check, try to look up another host such as
www.yahoo.com. If it does not work, that is the problem.

Following a fresh install of OS, it is also possible that domain and
name server information is missing from /etc/resolv.conf. This will
often cause a delay in SSH, as the option UseDNS is set to yes
by default in /etc/ssh/sshd_config. If this is causing the problem,
either fill in the missing information in /etc/resolv.conf or set
UseDNS to no in sshd_config as a temporary workaround.

Q: Why does file: table is full show up repeatedly in MAN.DMESG.8?

A: This error message indicates that the number of available file
descriptors have been exhausted on the system. Refer to the
kern.maxfiles
section of the Tuning Kernel
Limits section
of the Handbook for a discussion and solution.

Q: Why does the clock on my computer keep incorrect time?

A: The computer has two or more clocks, and OS has chosen to use the
wrong one.

Run MAN.DMESG.8, and check for lines that contain Timecounter. The
one with the highest quality value that OS chose.

PROMPT.ROOT dmesg | grep Timecounter
Timecounter "i8254" frequency 1193182 Hz quality 0
Timecounter "ACPI-fast" frequency 3579545 Hz quality 1000
Timecounter "TSC" frequency 2998570050 Hz quality 800
Timecounters tick every 1.000 msec





Confirm this by checking the kern.timecounter.hardware MAN.SYSCTL.3.

PROMPT.ROOT sysctl kern.timecounter.hardware
kern.timecounter.hardware: ACPI-fast





It may be a broken ACPI timer. The simplest solution is to disable the
ACPI timer in /boot/loader.conf:

debug.acpi.disabled="timer"





Or the BIOS may modify the TSC clock—perhaps to change the speed of the
processor when running from batteries, or going into a power saving
mode, but OS is unaware of these adjustments, and appears to gain or
lose time.

In this example, the i8254 clock is also available, and can be
selected by writing its name to the kern.timecounter.hardware
MAN.SYSCTL.3.

PROMPT.ROOT sysctl kern.timecounter.hardware=i8254
kern.timecounter.hardware: TSC -> i8254





The computer should now start keeping more accurate time.

To have this change automatically run at boot time, add the following
line to /etc/sysctl.conf:

kern.timecounter.hardware=i8254





Q: What does the error swap_pager: indefinite wait buffer: mean?

A: This means that a process is trying to page memory to disk, and
the page attempt has hung trying to access the disk for more than 20
seconds. It might be caused by bad blocks on the disk drive, disk
wiring, cables, or any other disk I/O-related hardware. If the drive
itself is bad, disk errors will appear in /var/log/messages and in
the output of dmesg. Otherwise, check the cables and connections.

Q: What is a lock order reversal?

A: The OS kernel uses a number of resource locks to arbitrate
contention for certain resources. When multiple kernel threads try to
obtain multiple resource locks, there’s always the potential for a
deadlock, where two threads have each obtained one of the locks and
blocks forever waiting for the other thread to release one of the other
locks. This sort of locking problem can be avoided if all threads obtain
the locks in the same order.

A run-time lock diagnostic system called MAN.WITNESS.4, enabled in
OS.CURRENT and disabled by default for stable branches and releases,
detects the potential for deadlocks due to locking errors, including
errors caused by obtaining multiple resource locks with a different
order from different parts of the kernel. The MAN.WITNESS.4 framework
tries to detect this problem as it happens, and reports it by printing a
message to the system console about a lock order reversal (often
referred to also as LOR).

It is possible to get false positives, as MAN.WITNESS.4 is conservative.
A true positive report does not mean that a system is dead-locked;
instead it should be understood as a warning that a deadlock could have
happened here.


Note

Problematic LORs tend to get fixed quickly, so check A.CURRENT.URL
before posting to the mailing lists.




Q: What does Called ... with the following non-sleepable locks held
mean?

A: This means that a function that may sleep was called while a
mutex (or other unsleepable) lock was held.

The reason this is an error is because mutexes are not intended to be
held for long periods of time; they are supposed to only be held to
maintain short periods of synchronization. This programming contract
allows device drivers to use mutexes to synchronize with the rest of the
kernel during interrupts. Interrupts (under OS) may not sleep. Hence it
is imperative that no subsystem in the kernel block for an extended
period while holding a mutex.

To catch such errors, assertions may be added to the kernel that
interact with the MAN.WITNESS.4 subsystem to emit a warning or fatal
error (depending on the system configuration) when a potentially
blocking call is made while holding a mutex.

In summary, such warnings are non-fatal, however with unfortunate timing
they could cause undesirable effects ranging from a minor blip in the
system’s responsiveness to a complete system lockup.

For additional information about locking in OS see MAN.LOCKING.9.

Q: Why does buildworld/installworld die with the message touch: not
found?

A: This error does not mean that the MAN.TOUCH.1 utility is missing.
The error is instead probably due to the dates of the files being set
sometime in the future. If the CMOS clock is set to local time, run
adjkerntz-i to adjust the kernel clock when booting into
single-user mode.




User Applications

Q: Where are all the user applications?

A: Refer to the ports page for
info on software packages ported to OS. The list currently tops
OS.NUMPORTS and is growing daily, so come back to check often or
subscribe to the A.ANNOUNCE for periodic updates on new entries.

Most ports should work on all supported versions of OS. Those that do
not are specifically marked as such. Each time a OS release is made, a
snapshot of the ports tree at the time of release in also included in
the ports/ directory.

OS supports compressed binary packages to easily install and uninstall
ports. Use MAN.PKG.7 to control the installation of packages.

Q: How do I download the Ports tree? Should I be using SVN?

A: Any of the methods listed here work:


	Use portsnap for most use cases. Refer to Using the Ports
Collection for
instructions on how to use this tool.

	Use SVN if custom patches to the ports tree are needed. Refer to
Using Subversion for details.

	Use CTM, as described in Using
CTM to receive patches by email
over an unreliable Internet connection.



Q: Does OS support JAVA?

A: Yes. Refer to
http://www.FreeBSD.org/java/ for more
information.

Q: Why can I not build this port on my REL2.RELX-, or
REL.RELX-STABLE machine?

A: If the installed OS version lags significantly behind -CURRENT
or -STABLE, update the Ports Collection using the instructions in
Using the Ports Collection.
If the system is up-to-date, someone might have committed a change to
the port which works for -CURRENT but which broke the port for
-STABLE. Submit [https://bugs.FreeBSD.org/submit/] a bug report,
since the Ports Collection is supposed to work for both the -CURRENT
and -STABLE branches.

Q: I just tried to build INDEX using make index, and it
failed. Why?

A: First, make sure that the Ports Collection is up-to-date. Errors
that affect building INDEX from an up-to-date copy of the Ports
Collection are high-visibility and are thus almost always fixed
immediately.

There are rare cases where INDEX will not build due to odd cases
involving WITH_* or WITHOUT_* variables being set in
make.conf. If you suspect that this is the case, try to make
INDEX with those make variables turned off before reporting it to
A.PORTS.

Q: I updated the sources, now how do I update my installed ports?

A: OS does not include a port upgrading tool, but it does have some
tools to make the upgrade process somewhat easier. Additional tools are
available to simplify port handling and are described the Upgrading
Ports section in the OS
Handbook.

Q: Do I need to recompile every port each time I perform a major
version update?

A: Yes! While a recent system will run with software compiled under
an older release, things will randomly crash and fail to work once other
ports are installed or updated.

When the system is upgraded, various shared libraries, loadable modules,
and other parts of the system will be replaced with newer versions.
Applications linked against the older versions may fail to start or, in
other cases, fail to function properly.

For more information, see the section on
upgrades
in the OS Handbook.

Q: Do I need to recompile every port each time I perform a minor
version update?

A: In general, no. OS developers do their utmost to guarantee binary
compatibility across all releases with the same major version number.
Any exceptions will be documented in the Release Notes, and advice given
there should be followed.

Q: Why is /bin/sh so minimal? Why does OS not use bash or
another shell?

A: Many people need to write shell scripts which will be portable
across many systems. That is why POSIX specifies the shell and utility
commands in great detail. Most scripts are written in Bourne shell
(MAN.SH.1), and because several important programming interfaces
(MAN.MAKE.1, MAN.SYSTEM.3, MAN.POPEN.3, and analogues in higher-level
scripting languages like Perl and Tcl) are specified to use the Bourne
shell to interpret commands. Because the Bourne shell is so often and
widely used, it is important for it to be quick to start, be
deterministic in its behavior, and have a small memory footprint.

The existing implementation is our best effort at meeting as many of
these requirements simultaneously as we can. To keep /bin/sh small,
we have not provided many of the convenience features that other shells
have. That is why other more featureful shells like bash, scsh,
MAN.TCSH.1, and zsh are available. Compare the memory utilization of
these shells by looking at the “VSZ” and “RSS” columns in a ps -u
listing.

Q: How do I create audio CDs from my MIDI files?

A: To create audio CDs from MIDI files, first install
audio/timidity++ from ports then install manually the GUS patches set by
Eric A. Welsh, available at http://alleg.sourceforge.net/digmid.html.
After TiMidity++ has been installed properly, MIDI files may be
converted to WAV files with the following command line:

PROMPT.USER timidity -Ow -s 44100 -o /tmp/juke/01.wav 01.mid





The WAV files can then be converted to other formats or burned onto
audio CDs, as described in the OS
Handbook.




Kernel Configuration

Q: I would like to customize my kernel. Is it difficult?

A: Not at all! Check out the kernel config section of the
Handbook.


Note

The new kernel will be installed to the /boot/kernel
directory along with its modules, while the old kernel and its
modules will be moved to the /boot/kernel.old directory. If a
mistake is made in the configuration, simply boot the previous
version of the kernel.




Q: Why is my kernel so big?

A: GENERIC kernels shipped with OS and later are compiled in
debug mode. Kernels built in debug mode contain many symbols in
separate files that are used for debugging, thus greatly increasing the
size of /boot/kernel/. Note that there will be little or no
performance loss from running a debug kernel, and it is useful to keep
one around in case of a system panic.

However, when running low on disk space, there are different options to
reduce the size of /boot/kernel/.

To not install the symbol files, make sure the following line exists in
/etc/src.conf:

WITHOUT_KERNEL_SYMBOLS=yes





For more information see MAN.SRC.CONF.5.

If you do not want to build a debug kernel, make sure that both of the
following are true:


	This line does not exist in the kernel configuration file:

makeoptions DEBUG=-g







	Do not run MAN.CONFIG.8 with -g.





Either of the above settings will cause the kernel to be built in debug
mode.

To build and install only the specified modules, list them in
/etc/make.conf:

MODULES_OVERRIDE= accf_http ipfw





Replace accf_httpd ipfw with a list of needed modules. Only the
listed modules will be built. This reduces the size of the kernel
directory and decreases the amount of time needed to build the kernel.
For more information, read /usr/share/examples/etc/make.conf.

Unneeded devices can be removed from the kernel to further reduce the
size. See ? for more information.

To put any of these options into effect, follow the instructions to
build and install
the new kernel.

Most kernels (/boot/kernel/kernel) tend to be around 12MB to 16MB.

Q: Why does every kernel I try to build fail to compile, even
GENERIC?

A: There are a number of possible causes for this problem:


	The source tree is different from the one used to build the currently
running system. When attempting an upgrade, read
/usr/src/UPDATING, paying particular attention to the “COMMON
ITEMS” section at the end.



	
	The ``make

	buildkernel`` command did not complete successfuly. The



	``make

	buildkernel`` target relies on files generated by the





make buildworld target to complete its job correctly.



	Even when building OS-STABLE, it is possible that the
source tree was fetched at a time when it was either being modified
or it was broken. Only releases are guaranteed to be buildable,
although OS-STABLE builds fine the majority of the
time. Try re-fetching the source tree and see if the problem goes
away. Try using a different mirror in case the previous one is having
problems.





Q: Which scheduler is in use on a running system?

A: The name of the scheduler currently being used is directly
available as the value of the kern.sched.name sysctl:

PROMPT.USER sysctl kern.sched.name
kern.sched.name: ULE





Q: What is kern.sched.quantum?

A: kern.sched.quantum is the maximum number of ticks a process
can run without being preempted in the 4BSD scheduler.




Disks, File Systems, and Boot Loaders

Q: How can I add my new hard disk to my OS system?

A: See the Adding Disks
section in the OS Handbook.

Q: How do I move my system over to my huge new disk?

A: The best way is to reinstall the operating system on the new
disk, then move the user data over. This is highly recommended when
tracking -STABLE for more than one release or when updating a release
instead of installing a new one. Install booteasy on both disks with
MAN.BOOT0CFG.8 and dual boot until you are happy with the new
configuration. Skip the next paragraph to find out how to move the data
after doing this.

Alternatively, partition and label the new disk with either MAN.SADE.8
or MAN.GPART.8. If the disks are MBR-formatted, booteasy can be
installed on both disks with MAN.BOOT0CFG.8 so that the computer can
dual boot to the old or new system after the copying is done.

Once the new disk set up, the data cannot just be copied. Instead, use
tools that understand device files and syste flags, such as MAN.DUMP.8.
Although it is recommended to move the data while in single-user mode,
it is not required.

When the disks are formatted with UFS, never use anything but MAN.DUMP.8
and MAN.RESTORE.8 to move the root file system. These commands should
also be used when moving a single partition to another empty partition.
The sequence of steps to use dump to move the data from one UFS
partitions to a new partition is:

newfs the new partition.

mount it on a temporary mount point.

cd to that directory.

dump the old partition, piping output to the new one.

For example, to move /dev/ada1s1a with /mnt as the temporary
mount point, type:

PROMPT.ROOT newfs /dev/ada1s1a
PROMPT.ROOT mount /dev/ada1s1a /mnt
PROMPT.ROOT cd /mnt
PROMPT.ROOT dump 0af - / | restore rf -





Rearranging partitions with dump takes a bit more work. To merge a
partition like /var into its parent, create the new partition large
enough for both, move the parent partition as described above, then move
the child partition into the empty directory that the first move
created:

PROMPT.ROOT newfs /dev/ada1s1a
PROMPT.ROOT mount /dev/ada1s1a /mnt
PROMPT.ROOT cd /mnt
PROMPT.ROOT dump 0af - / | restore rf -
PROMPT.ROOT cd var
PROMPT.ROOT dump 0af - /var | restore rf -





To split a directory from its parent, say putting /var on its own
partition when it was not before, create both partitions, then mount the
child partition on the appropriate directory in the temporary mount
point, then move the old single partition:

PROMPT.ROOT newfs /dev/ada1s1a
PROMPT.ROOT newfs /dev/ada1s1d
PROMPT.ROOT mount /dev/ada1s1a /mnt
PROMPT.ROOT mkdir /mnt/var
PROMPT.ROOT mount /dev/ada1s1d /mnt/var
PROMPT.ROOT cd /mnt
PROMPT.ROOT dump 0af - / | restore rf -





The MAN.CPIO.1 and MAN.PAX.1 utilities are also available for moving
user data. These are known to lose file flag information, so use them
with caution.

Q: Which partitions can safely use Soft Updates? I have heard that
Soft Updates on / can cause problems. What about Journaled Soft
Updates?

A: Short answer: Soft Updates can usually be safely used on all
partitions.

Long answer: Soft Updates has two characteristics that may be
undesirable on certain partitions. First, a Soft Updates partition has a
small chance of losing data during a system crash. The partition will
not be corrupted as the data will simply be lost. Second, Soft Updates
can cause temporary space shortages.

When using Soft Updates, the kernel can take up to thirty seconds to
write changes to the physical disk. When a large file is deleted the
file still resides on disk until the kernel actually performs the
deletion. This can cause a very simple race condition. Suppose one large
file is deleted and another large file is immediately created. The first
large file is not yet actually removed from the physical disk, so the
disk might not have enough room for the second large file. This will
produce an error that the partition does not have enough space, even
though a large chunk of space has just been released. A few seconds
later, the file creation works as expected.

If a system should crash after the kernel accepts a chunk of data for
writing to disk, but before that data is actually written out, data
could be lost. This risk is extremely small, but generally manageable.

These issues affect all partitions using Soft Updates. So, what does
this mean for the root partition?

Vital information on the root partition changes very rarely. If the
system crashed during the thirty-second window after such a change is
made, it is possible that data could be lost. This risk is negligible
for most applications, but be aware that it exists. If the system cannot
tolerate this much risk, do not use Soft Updates on the root file
system!

/ is traditionally one of the smallest partitions. If /tmp is on
/, there may be intermittent space problems. Symlinking /tmp to
/var/tmp will solve this problem.

Finally, MAN.DUMP.8 does not work in live mode (-L) on a filesystem,
with Journaled Soft Updates (SU+J).

Q: Can I mount other foreign file systems under OS?

A: OS supports a variety of other file systems.


	UFS

	UFS CD-ROMs can be mounted directly on OS. Mounting disk partitions
from Digital UNIX and other systems that support UFS may be more
complex, depending on the details of the disk partitioning for the
operating system in question.

	ext2/ext3

	OS supports ext2fs and ext3fs partitions. See MAN.EXT2FS.5
for more information.

	NTFS

	FUSE based NTFS support is available as a port
(sysutils/fusefs-ntfs). For more information see
ntfs-3g [http://www.tuxera.com/community/ntfs-3g-manual/].

	FAT

	OS includes a read-write FAT driver. For more information, see
MAN.MOUNT.MSDOSFS.8.

	ZFS

	OS includes a port of SUN’s ZFS driver. The current recommendation
is to use it only on ARCH.AMD64 platforms with sufficient memory.
For more information, see MAN.ZFS.8.



OS includes the Network File System NFS and the OS Ports Collection
provides several FUSE applications to support many other file systems.

Q: How do I mount a secondary DOS partition?

A: The secondary DOS partitions are found after all the primary
partitions. For example, if E is the second DOS partition on the
second SCSI drive, there will be a device file for “slice 5” in
/dev. To mount it:

PROMPT.ROOT mount -t msdosfs /dev/da1s5 /dos/e





Q: Is there a cryptographic file system for OS?

A: Yes, MAN.GBDE.8 and MAN.GELI.8. See the Encrypting Disk
Partitions section of
the OS Handbook.

Q: How do I boot OS and LINUX using GRUB?

A: To boot OS using GRUB, add the following to either
/boot/grub/menu.lst or /boot/grub/grub.conf, depending upon
which is used by the LINUX distribution.

title OS 9.1
    root (hd0,a)
    kernel /boot/loader





Where hd0,a points to the root partition on the first disk. To specify
the slice number, use something like this (hd0,2,a). By default, if the
slice number is omitted, GRUB searches the first slice which has the
a partition.

Q: How do I boot OS and LINUX using BootEasy?

A: Install LILO at the start of the LINUX boot partition instead of
in the Master Boot Record. You can then boot LILO from BootEasy.

This is recommended when running WINDOWS and LINUX as it makes it
simpler to get LINUX booting again if WINDOWS is reinstalled.

Q: How do I change the boot prompt from ??? to something more
meaningful?

A: This cannot be accomplished with the standard boot manager
without rewriting it. There are a number of other boot managers in the
sysutils category of the Ports Collection.

Q: How do I use a new removable drive?

A: If the drive already has a file system on it, use a command like
this:

PROMPT.ROOT mount -t msdosfs /dev/da0s1 /mnt





If the drive will only be used with OS systems, partition it with UFS or
ZFS. This will provide long filename support, improvement in
performance, and stability. If the drive will be used by other operating
systems, a more portable choice, such as msdosfs, is better.

PROMPT.ROOT dd if=/dev/zero of=/dev/da0 count=2
PROMPT.ROOT gpart create -s GPT /dev/da0
PROMPT.ROOT gpart add -t freebsd-ufs /dev/da0





Finally, create a new file system:

PROMPT.ROOT newfs /dev/da0p1





and mount it:

PROMPT.ROOT mount /dev/da0s1 /mnt





It is a good idea to add a line to /etc/fstab (see MAN.FSTAB.5) so
you can just type mount /mnt in the future:

/dev/da0p1 /mnt ufs rw,noauto 0 0





Q: Why do I get Incorrect super block when mounting a CD?

A: The type of device to mount must be specified. This is described
in the Handbook section on Using Data
CDs.

Q: Why do I get Device not configured when mounting a CD?

A: This generally means that there is no CD in the drive, or the
drive is not visible on the bus. Refer to the Using Data
CDs section of
the Handbook for a detailed discussion of this issue.

Q: Why do all non-English characters in filenames show up as “?” on
my CDs when mounted in OS?

A: The CD probably uses the “Joliet” extension for storing
information about files and directories. This is discussed in the
Handbook section on Using Data
CD-ROMs.

Q: A CD burned under OS cannot be read under any other operating
system. Why?

A: This means a raw file was burned to the CD, rather than creating
an ISO9660 file system. Take a look at the Handbook section on Using
Data CDs.

Q: How can I create an image of a data CD?

A: This is discussed in the Handbook section on Writing Data to an
ISO File System. For
more on working with CD-ROMs, see the Creating CDs
Section in the Storage
chapter in the Handbook.

Q: Why can I not mount an audio CD?

A: Trying to mount an audio CD will produce an error like cd9660:
/dev/acd0c: Invalid argument. This is because mount only works on
file systems. Audio CDs do not have file systems; they just have data.
Instead, use a program that reads audio CDs, such as the audio/xmcd
package or port.

Q: How do I mount a multi-session CD?

A: By default, MAN.MOUNT.8 will attempt to mount the last data track
(session) of a CD. To load an earlier session, use the -s command
line argument. Refer to MAN.MOUNT.CD9660.8 for specific examples.

Q: How do I let ordinary users mount CD-ROMs, DVDs, USB drives, and
other removable media?

A: As root set the sysctl variable vfs.usermount to 1.

PROMPT.ROOT sysctl vfs.usermount=1





To make this persist across reboots, add the line vfs.usermount=1 to
/etc/sysctl.conf so that it is reset at system boot time.

Users can only mount devices they have read permissions to. To allow
users to mount a device permissions must be set in /etc/devfs.conf.

For example, to allow users to mount the first USB drive add:

# Allow all users to mount a USB drive.
        own       /dev/da0       root:operator
        perm      /dev/da0       0666





All users can now mount devices they could read onto a directory that
they own:

PROMPT.USER mkdir ~/my-mount-point
PROMPT.USER mount -t msdosfs /dev/da0 ~/my-mount-point





Unmounting the device is simple:

PROMPT.USER umount ~/my-mount-point





Enabling vfs.usermount, however, has negative security implications.
A better way to access MS-DOS formatted media is to use the
emulators/mtools package in the Ports Collection.


Note

The device name used in the previous examples must be changed
according to the configuration.




Q: The du and df commands show different amounts of disk
space available. What is going on?

A: This is due to how these commands actually work. du goes
through the directory tree, measures how large each file is, and
presents the totals. df just asks the file system how much space it
has left. They seem to be the same thing, but a file without a directory
entry will affect df but not du.

When a program is using a file, and the file is deleted, the file is not
really removed from the file system until the program stops using it.
The file is immediately deleted from the directory listing, however. As
an example, consider a file that is large enough that its presence
affects the output of du and df. If this file is deleted while
using more on it, more does not immediately choke and complain
that it cannot view the file. The entry is removed from the directory so
no other program or user can access it. However, du shows that it is
gone as it has walked the directory tree and the file is not listed.
df shows that it is still there, as the file system knows that
more is still using that space. Once the more session ends,
du and df will agree.

This situation is common on web servers. Many people set up a OS web
server and forget to rotate the log files. The access log fills up
/var. The new administrator deletes the file, but the system still
complains that the partition is full. Stopping and restarting the web
server program would free the file, allowing the system to release the
disk space. To prevent this from happening, set up MAN.NEWSYSLOG.8.

Note that Soft Updates can delay the freeing of disk space and it can
take up to 30 seconds for the change to be visible.

Q: How can I add more swap space?

A: This sectionof the
Handbook describes how
to do this.

Q: Why does OS see my disk as smaller than the manufacturer says it
is?

A: Disk manufacturers calculate gigabytes as a billion bytes each,
whereas OS calculates them as 1,073,741,824bytes each. This explains
why, for example, OS’s boot messages will report a disk that supposedly
has 80GB as holding 76,319MB.

Also note that OS will (by default) reserve
8% of the disk space.

Q: How is it possible for a partition to be more than 100% full?

A: A portion of each UFS partition (8%, by default) is reserved for
use by the operating system and the root user. MAN.DF.1 does not count
that space when calculating the Capacity column, so it can exceed
100%. Notice that the Blocks column is always greater than the sum
of the Used and Avail columns, usually by a factor of 8%.

For more details, look up -m in MAN.TUNEFS.8.

Q: Why does OS pause for a long time at boot when the system has
large amounts of ram?

A: OS does a short memory test early in the boot process. This test
usually only takes several seconds, however if the system has many 10s
or 100s of gigabytes of memory it can take up to a few minutes. This
test can be disabled by setting hw.memtest.tests to 0 in
/boot/loader.conf.

For more details, see MAN.LOADER.CONF.5.




ZFS

Q: What is the minimum amount of RAM one should have to run ZFS?

A: A minimum of 4GB of RAM is required for comfortable usage, but
individual workloads can vary widely.

Q: What is the ZIL and when does it get used?

A: The ZIL ((ZFS intent log) is a write log used to implement posix
write commitment semantics across crashes. Normally writes are bundled
up into transaction groups and written to disk when filled (“Transaction
Group Commit”). However syscalls like MAN.FSYNC.2 require a commitment
that the data is written to stable storage before returning. The ZIL is
needed for writes that have been acknowledged as written but which are
not yet on disk as part of a transaction. The transaction groups are
timestamped. In the event of a crash the last valid timestamp is found
and missing data is merged in from the ZIL.

Q: Do I need a SSD for ZIL?

A: By default, ZFS stores the ZIL in the pool with all the data. If
an application has a heavy write load, storing the ZIL in a separate
device that has very fast synchronous, sequential write performance can
improve overall system. For other workloads, a SSD is unlikely to make
much of an improvement.

Q: What is the L2ARC?

A: The L2ARC is a read cache stored on a fast device such as an SSD.
This cache is not persistent across reboots. Note that RAM is used as
the first layer of cache and the L2ARC is only needed if there is
insufficient RAM.

L2ARC needs space in the ARC to index it. So, perversely, a working set
that fits perfectly in the ARC will not fit perfectly any more if a
L2ARC is used because part of the ARC is holding the L2ARC index,
pushing part of the working set into the L2ARC which is slower than RAM.

Q: Is enabling deduplication advisable?

A: Generally speaking, no.

Deduplication takes up a significant amount of RAM and may slow down
read and write disk access times. Unless one is storing data that is
very heavily duplicated, such as virtual machine images or user backups,
it is possible that deduplication will do more harm than good. Another
consideration is the inability to revert deduplication status. If data
is written when deduplication is enabled, disabling dedup will not cause
those blocks which were deduplicated to be replicated until they are
next modified.

Deduplication can also lead to some unexpected situations. In
particular, deleting files may become much slower.

Q: I cannot delete or create files on my ZFS pool. How can I fix
this?

A: This could happen because the pool is 100% full. ZFS requires
space on the disk to write transaction metadata. To restore the pool to
a usable state, truncate the file to delete:

PROMPT.USER truncate -s 0 unimportant-file





File truncation works because a new transaction is not started, new
spare blocks are created instead.


Note

On systems with additional ZFS dataset tuning, such as
deduplication, the space may not be immediately available




Q: Does ZFS support TRIM for Solid State Drives?

A: ZFS TRIM support was added to OS10-CURRENT with revision
r240868. ZFS TRIM support was added to all OS-STABLE branches in r252162
and r251419, respectively.

ZFS TRIM is enabled by default, and can be turned off by adding this
line to /etc/sysctl.conf:

vfs.zfs.trim_disable=1

**Note**

ZFS TRIM may not work with all configurations, such as a ZFS
filesystem on a GELI-backed device.








System Administration

Q: Where are the system start-up configuration files?

A: The primary configuration file is /etc/defaults/rc.conf which
is described in MAN.RC.CONF.5. System startup scripts such as
/etc/rc and /etc/rc.d, which are described in MAN.RC.8, include
this file. Do not edit this file! Instead, to edit an entry in
/etc/defaults/rc.conf, copy the line into /etc/rc.conf and
change it there.

For example, if to start MAN.NAMED.8, the included DNS server:

PROMPT.ROOT echo 'named_enable="YES"' >> /etc/rc.conf





To start up local services, place shell scripts in the
/usr/local/etc/rc.d directory. These shell scripts should be set
executable, the default file mode is 555.

Q: How do I add a user easily?

A: Use the MAN.ADDUSER.8 command, or the MAN.PW.8 command for more
complicated situations.

To remove the user, use the MAN.RMUSER.8 command or, if necessary,
MAN.PW.8.

Q: Why do I keep getting messages like root: not found after editing
/etc/crontab?

A: This is normally caused by editing the system crontab. This is
not the correct way to do things as the system crontab has a different
format to the per-user crontabs. The system crontab has an extra field,
specifying which user to run the command as. MAN.CRON.8 assumes this
user is the first word of the command to execute. Since no such command
exists, this error message is displayed.

To delete the extra, incorrect crontab:

PROMPT.ROOT crontab -r





Q: Why do I get the error, you are not in the correct group to su
root when I try to su to root?

A: This is a security feature. In order to su to root, or any
other account with superuser privileges, the user account must be a
member of the wheel group. If this feature were not there, anybody with
an account on a system who also found out root’s password would be able
to gain superuser level access to the system.

To allow someone to su to root, put them in the wheel group using
pw:

PROMPT.ROOT pw groupmod wheel -m lisa





The above example will add user lisa to the group wheel.

Q: I made a mistake in rc.conf, or another startup file, and now
I cannot edit it because the file system is read-only. What should I do?


	A: Restart the system using ``boot

	-s`` at the loader prompt to enter single-user mode. When

	prompted for a shell pathname, press Enter and run ``mount

	-urw /`` to re-mount the root file system in read/write mode.

	You may also need to run ``mount

	-a -t ufs`` to mount the file system where your favorite



editor is defined. If that editor is on a network file system, either
configure the network manually before mounting the network file systems,
or use an editor which resides on a local file system, such as MAN.ED.1.

In order to use a full screen editor such as MAN.VI.1 or MAN.EMACS.1,
run export TERM=xterm on OS 9.0+, or export TERM=cons25 on OS
8.X so that these editors can load the correct data from the
MAN.TERMCAP.5 database.

After performing these steps, edit /etc/rc.conf to fix the syntax
error. The error message displayed immediately after the kernel boot
messages should indicate the number of the line in the file which is at
fault.

Q: Why am I having trouble setting up my printer?

A: See the Handbook entry on
printing for troubleshooting
tips.

Q: How can I correct the keyboard mappings for my system?

A: Refer to the Handbook section on using
localization,
specifically the section on console
setup.

Q: Why can I not get user quotas to work properly?


	It is possible that the kernel is not configured to use quotas. In
this case, add the following line to the kernel configuration file
and recompile the kernel:

options QUOTA





Refer to the Handbook entry on
quotas for full details.



	Do not turn on quotas on /.



	Put the quota file on the file system that the quotas are to be
enforced on:







	File System
	Quota file




	/usr
	/usr/admin/quotas


	/home
	/home/admin/quotas


	…
	…









Q: Does OS support System V IPC primitives?

A: Yes, OS supports System V-style IPC, including shared memory,
messages and semaphores, in the GENERIC kernel. With a custom
kernel, support may be loaded with the sysvshm.ko, sysvsem.ko
and sysvmsg.ko kernel modules, or enabled in the custom kernel by
adding the following lines to the kernel configuration file:

options    SYSVSHM          # enable shared memory
options    SYSVSEM          # enable for semaphores
options    SYSVMSG          # enable for messaging





Recompile and install the kernel.

Q: What other mail-server software can I use instead of Sendmail?

A: The Sendmail [http://www.sendmail.org/] server is the default
mail-server software for OS, but it can be replaced with another MTA
installed from the Ports Collection. Available ports include mail/exim,
mail/postfix, and mail/qmail. Search the mailing lists for discussions
regarding the advantages and disadvantages of the available MTAs.

Q: I have forgotten the root password! What do I do?

A: Do not panic! Restart the system, type boot -s at the
Boot: prompt to enter single-user mode. At the question about the
shell to use, hit Enter which will display a PROMPT.ROOT prompt. Enter
``mount


-urw /`` to remount the root file system read/write, then run



	mount -a to remount all the file systems. Run ``passwd

	root`` to change the root password then run MAN.EXIT.1 to



continue booting.


Note

If you are still prompted to give the root password when entering
the single-user mode, it means that the console has been marked as
insecure in /etc/ttys. In this case, it will be required to
boot from a OS installation disk, choose the Live CD or Shell at the
beginning of the install process and issue the commands mentioned
above. Mount the specific partition in this case and then chroot to
it. For example, replace ``mount


-urw /`` with mount /dev/ada0p1 /mnt;
chroot /mnt for a system on ada0p1.


Note

If the root partition cannot be mounted from single-user mode, it is
possible that the partitions are encrypted and it is impossible to
mount them without the access keys. For more information see the
section about encrypted disks in the OS
Handbook.




Q: How do I keep Control+Alt+Delete from rebooting the system?

A: When using MAN.SYSCONS.4, the default console driver, build and
install a new kernel with this line in the configuration file:

options SC_DISABLE_REBOOT





This can also be done by setting the following MAN.SYSCTL.8 which does
not require a reboot or kernel recompile:

PROMPT.ROOT sysctl hw.syscons.kbd_reboot=0

**Note**

The above two methods are exclusive: The MAN.SYSCTL.8 does not exist
if the kernel is compiled with ``SC_DISABLE_REBOOT``.





Q: How do I reformat DOS text files to UNIX ones?

A: Use this MAN.PERL.1 command:

PROMPT.USER perl -i.bak -npe 's/\r\n/\n/g' file(s)





where file(s) is one or more files to process. The modification is done
in-place, with the original file stored with a .bak extension.

Alternatively, use MAN.TR.1:

PROMPT.USER tr -d '\r' < dos-text-file > unix-file





dos-text-file is the file containing DOS text while unix-file will
contain the converted output. This can be quite a bit faster than using
perl.

Yet another way to reformat DOS text files is to use the
converters/dosunix port from the Ports Collection. Consult its
documentation about the details.

Q: How do I re-read /etc/rc.conf and re-start /etc/rc
without a reboot?

A: Go into single-user mode and then back to multi-user mode:

PROMPT.ROOT shutdown now
PROMPT.ROOT return
PROMPT.ROOT exit





Q: I tried to update my system to the latest -STABLE, but got
-BETAx, -RC or -PRERELEASE! What is going on?

A: Short answer: it is just a name. RC stands for “Release
Candidate”. It signifies that a release is imminent. In OS,
-PRERELEASE is typically synonymous with the code freeze before a
release. (For some releases, the -BETA label was used in the same way
as -PRERELEASE.)

Long answer: OS derives its releases from one of two places. Major,
dot-zero, releases, such as 9.0-RELEASE are branched from the head of
the development stream, commonly referred to as -CURRENT.
Minor releases, such as 6.3-RELEASE or 5.2-RELEASE, have been snapshots
of the active -STABLE branch. Starting with 4.3-RELEASE,
each release also now has its own branch which can be tracked by people
requiring an extremely conservative rate of development (typically only
security advisories).

When a release is about to be made, the branch from which it will be
derived from has to undergo a certain process. Part of this process is a
code freeze. When a code freeze is initiated, the name of the branch is
changed to reflect that it is about to become a release. For example, if
the branch used to be called 6.2-STABLE, its name will be changed to
6.3-PRERELEASE to signify the code freeze and signify that extra
pre-release testing should be happening. Bug fixes can still be
committed to be part of the release. When the source code is in shape
for the release the name will be changed to 6.3-RC to signify that a
release is about to be made from it. Once in the RC stage, only the most
critical bugs found can be fixed. Once the release (6.3-RELEASE in this
example) and release branch have been made, the branch will be renamed
to 6.3-STABLE.

For more information on version numbers and the various Subversion
branches, refer to the Release
Engineering article.

Q: I tried to install a new kernel, and the MAN.CHFLAGS.1 failed.
How do I get around this?

A: Short answer: the security level is greater than 0. Reboot
directly to single-user mode to install the kernel.

Long answer: OS disallows changing system flags at security levels
greater than 0. To check the current security level:

PROMPT.ROOT sysctl kern.securelevel





The security level cannot be lowered in multi-user mode, so boot to
single-user mode to install the kernel, or change the security level in
/etc/rc.conf then reboot. See the MAN.INIT.8 manual page for details
on securelevel, and see /etc/defaults/rc.conf and the
MAN.RC.CONF.5 manual page for more information on rc.conf.

Q: I cannot change the time on my system by more than one second!
How do I get around this?

A: Short answer: the system is at a security level greater than 1.
Reboot directly to single-user mode to change the date.

Long answer: OS disallows changing the time by more that one second at
security levels greater than 1. To check the security level:

PROMPT.ROOT sysctl kern.securelevel





The security level cannot be lowered in multi-user mode. Either boot to
single-user mode to change the date or change the security level in
/etc/rc.conf and reboot. See the MAN.INIT.8 manual page for details
on securelevel, and see /etc/defaults/rc.conf and the
MAN.RC.CONF.5 manual page for more information on rc.conf.

Q: Why is rpc.statd using 256MB of memory?

A: No, there is no memory leak, and it is not using 256MB of
memory. For convenience, rpc.statd maps an obscene amount of memory
into its address space. There is nothing terribly wrong with this from a
technical standpoint; it just throws off things like MAN.TOP.1 and
MAN.PS.1.

MAN.RPC.STATD.8 maps its status file (resident on /var) into its
address space; to save worrying about remapping it later when it needs
to grow, it maps it with a generous size. This is very evident from the
source code, where one can see that the length argument to MAN.MMAP.2 is
0x10000000, or one sixteenth of the address space on an IA32, or
exactly 256MB.

Q: Why can I not unset the schg file flag?

A: The system is running a securelevel greater than 0. Lower the
securelevel and try again. For more information, see the FAQ entry on
securelevel and the MAN.INIT.8 manual page.

Q: What is vnlru?

A: vnlru flushes and frees vnodes when the system hits the
kern.maxvnodes limit. This kernel thread sits mostly idle, and only
activates when there is a huge amount of RAM and users are accessing
tens of thousands of tiny files.

Q: What do the various memory states displayed by top mean?


	Active: pages recently statistically used.

	Inactive: pages recently statistically unused.

	Cache: (most often) pages that have percolated from inactive to a
status where they maintain their data, but can often be immediately
reused (either with their old association, or reused with a new
association). There can be certain immediate transitions from
active to cache state if the page is known to be clean
(unmodified), but that transition is a matter of policy, depending
upon the algorithm choice of the VM system maintainer.

	Free: pages without data content, and can be immediately used in
certain circumstances where cache pages might be ineligible. Free
pages can be reused at interrupt or process state.

	Wired: pages that are fixed into memory, usually for kernel
purposes, but also sometimes for special use in processes.



Pages are most often written to disk (sort of a VM sync) when they are
in the inactive state, but active pages can also be synced. This depends
upon the CPU tracking of the modified bit being available, and in
certain situations there can be an advantage for a block of VM pages to
be synced, whether they are active or inactive. In most common cases, it
is best to think of the inactive queue to be a queue of relatively
unused pages that might or might not be in the process of being written
to disk. Cached pages are already synced, not mapped, but available for
immediate process use with their old association or with a new
association. Free pages are available at interrupt level, but cached or
free pages can be used at process state for reuse. Cache pages are not
adequately locked to be available at interrupt level.

There are some other flags (e.g., busy flag or busy count) that might
modify some of the described rules.

Q: How much free memory is available?

A: There are a couple of kinds of “free memory”. One kind is the
amount of memory immediately available without paging anything else out.
That is approximately the size of cache queue + size of free queue (with
a derating factor, depending upon system tuning). Another kind of “free
memory” is the total amount of VM space. That can be complex, but is
dependent upon the amount of swap space and memory. Other kinds of “free
memory” descriptions are also possible, but it is relatively useless to
define these, but rather it is important to make sure that the paging
rate is kept low, and to avoid running out of swap space.

Q: What is /var/empty?

A: /var/empty is a directory that the MAN.SSHD.8 program uses
when performing privilege separation. The /var/empty directory is
empty, owned by root and has the schg flag set. This directory
should not be deleted.

Q: I just changed /etc/newsyslog.conf. How can I check if it
does what I expect?

A: To see what MAN.NEWSYSLOG.8 will do, use the following:

PROMPT.USER newsyslog -nrvv





Q: My time is wrong, how can I change the timezone?

A: Use MAN.TZSETUP.8.




The X Window System and Virtual Consoles

Q: What is the X Window System?

A: The X Window System (commonly X11) is the most widely
available windowing system capable of running on UNIX or UNIXlike
systems, including OS. The X.Org Foundation [http://www.x.org/wiki/]
administers the X protocol
standards [http://en.wikipedia.org/wiki/X_Window_System_core_protocol],
with the current reference implementation, version 11 release
XORG.VERSION, so references are often shortened to X11.

Many implementations are available for different architectures and
operating systems. An implementation of the server-side code is properly
known as an ``X


server``.


Q: I want to run XORG, how do I go about it?

A: To install XORG do one of the following:

Use the x11/xorg meta-port, which builds and installs every XORG
component.

Use x11/xorg-minimal, which builds and installs only the necessary XORG
components.

Install XORG from OS packages:

PROMPT.ROOT pkg install xorg





After the installation of XORG, follow the instructions from the X11
Configuration section of the OS
Handbook.

Q: I tried to run X, but I get a No devices detected. error when I
type startx. What do I do now?

A: The system is probably running at a raised securelevel. It is
not possible to start X at a raised securelevel because X requires
write access to MAN.IO.4. For more information, see at the MAN.INIT.8
manual page.

There are two solutions to the problem: set the securelevel back
down to zero or run MAN.XDM.1 (or an alternative display manager) at
boot time before the securelevel is raised.

See ? for more information about running MAN.XDM.1 at boot time.

Q: Why does my mouse not work with X?

A: When using MAN.SYSCONS.4, the default console driver, OS can be
configured to support a mouse pointer on each virtual screen. To avoid
conflicting with X, MAN.SYSCONS.4 supports a virtual device called
/dev/sysmouse. All mouse events received from the real mouse device
are written to the MAN.SYSMOUSE.4 device via MAN.MOUSED.8. To use the
mouse on one or more virtual consoles, and use X, see ? and set up
MAN.MOUSED.8.

Then edit /etc/X11/xorg.conf and make sure the following lines
exist:

Section "InputDevice"
   Option          "Protocol" "SysMouse"
   Option          "Device" "/dev/sysmouse"
.....





Starting with XORG version 7.4, the InputDevice sections in
xorg.conf are ignored in favor of autodetected devices. To restore
the old behavior, add the following line to the ServerLayout or
ServerFlags section:

Option "AutoAddDevices" "false"





Some people prefer to use /dev/mouse under X. To make this work,
/dev/mouse should be linked to /dev/sysmouse (see
MAN.SYSMOUSE.4) by adding the following line to /etc/devfs.conf (see
MAN.DEVFS.CONF.5):

link    sysmouse    mouse





This link can be created by restarting MAN.DEVFS.5 with the following
command (as root):

PROMPT.ROOT service devfs restart





Q: My mouse has a fancy wheel. Can I use it in X?

A: Yes, if X is configured for a 5 button mouse. To do this, add the
lines Buttons 5 and ZAxisMapping 4 5 to the “InputDevice”
section of /etc/X11/xorg.conf, as seen in this example:

Section "InputDevice"
   Identifier      "Mouse1"
   Driver          "mouse"
   Option          "Protocol" "auto"
   Option          "Device" "/dev/sysmouse"
   Option          "Buttons" "5"
   Option          "ZAxisMapping" "4 5"
EndSection





To use the mouse in Emacs, also add the following lines
to~/.emacs:

;; wheel mouse
(global-set-key [mouse-4] 'scroll-down)
(global-set-key [mouse-5] 'scroll-up)





Q: My laptop has a Synaptics touchpad. Can I use it in X?

A: Yes, after configuring a few things to make it work.

In order to use the Xorg synaptics driver, first remove
moused_enable from rc.conf.

To enable synaptics, add the following line to /boot/loader.conf:

hw.psm.synaptics_support="1"





Add the following to /etc/X11/xorg.conf:

Section "InputDevice"
Identifier  "Touchpad0"
Driver      "synaptics"
Option      "Protocol" "psm"
Option      "Device" "/dev/psm0"
EndSection





And be sure to add the following into the “ServerLayout” section:

InputDevice    "Touchpad0" "SendCoreEvents"





Q: How do I use remote X displays?

A: For security reasons, the default setting is to not allow a
machine to remotely open a window.

To enable this feature, start X with the optional -listen_tcp
argument:

PROMPT.USER startx -listen_tcp





Q: What is a virtual console and how do I make more?

A: Virtual consoles provide several simultaneous sessions on the
same machine without doing anything complicated like setting up a
network or running X.

When the system starts, it will display a login prompt on the monitor
after displaying all the boot messages. Type in your login name and
password to start working on the first virtual console.

To start another session, perhaps to look at documentation for a program
or to read mail while waiting for an FTP transfer to finish, hold down
Alt and press F2. This will display the login prompt for the second
virtual console. To go back to the original session, press Alt+F1.

The default OS installation has eight virtual consoles enabled. Alt+F1,
Alt+F2, Alt+F3, and so on will switch between these virtual consoles.

To enable more of virtual consoles, edit /etc/ttys (see MAN.TTYS.5)
and add entries for ttyv8 to ttyvc, after the comment on
“Virtual terminals”:

# Edit the existing entry for ttyv8 in /etc/ttys and change
# "off" to "on".
ttyv8   "/usr/libexec/getty Pc"         xterm  on secure
ttyv9   "/usr/libexec/getty Pc"         xterm  on secure
ttyva   "/usr/libexec/getty Pc"         xterm  on secure
ttyvb   "/usr/libexec/getty Pc"         xterm  on secure





The more virtual terminals, the more resources that are used. This can
be problematic on systems with 8MB RAM or less. Consider changing
secure to insecure.


Note

Versions of OS prior to 9.0 used the “cons25” terminal type, and not
“xterm”. Use the format of existing entries in when adding entries
to /etc/ttys.

Important

In order to run an X server, at least one virtual terminal must be
left to off for it to use. This means that only eleven of the
Alt-function keys can be used as virtual consoles so that one is
left for the X server.




For example, to run X and eleven virtual consoles, the setting for
virtual terminal 12 should be:

ttyvb   "/usr/libexec/getty Pc"         xterm  off secure





The easiest way to activate the virtual consoles is to reboot.

Q: How do I access the virtual consoles from X?

A: Use Ctrl+Alt+F to switch back to a virtual console. Press
Ctrl+Alt+F1 to return to the first virtual console.

Once at a text console, use Alt+F to move between them.

To return to the X session, switch to the virtual console running X. If
X was started from the command line using startx, the X session will
attach to the next unused virtual console, not the text console from
which it was invoked. For eight active virtual terminals, X will run on
the ninth, so use Alt+F9.

Q: How do I start XDM on boot?

A: There are two schools of thought on how to start MAN.XDM.1. One
school starts xdm from /etc/ttys (see MAN.TTYS.5) using the
supplied example, while the other runs xdm from rc.local (see
MAN.RC.8) or from an X script in /usr/local/etc/rc.d. Both are
equally valid, and one may work in situations where the other does not.
In both cases the result is the same: X will pop up a graphical login
prompt.

The MAN.TTYS.5 method has the advantage of documenting which vty X will
start on and passing the responsibility of restarting the X server on
logout to MAN.INIT.8. The MAN.RC.8 method makes it easy to kill
xdm if there is a problem starting the X server.

If loaded from MAN.RC.8, xdm should be started without any
arguments. xdm must start after MAN.GETTY.8 runs, or else
getty and xdm will conflict, locking out the console. The best
way around this is to have the script sleep 10 seconds or so then launch
xdm.

When starting xdm from /etc/ttys, there still is a chance of
conflict between xdm and MAN.GETTY.8. One way to avoid this is to
add the vt number in /usr/local/lib/X11/xdm/Xservers:

:0 local /usr/local/bin/X vt4





The above example will direct the X server to run in /dev/ttyv3.
Note the number is offset by one. The X server counts the vty from one,
whereas the OS kernel numbers the vty from zero.

Q: Why do I get Couldn’t open console when I run xconsole?

A: When X is started with startx, the permissions on
/dev/console will not get changed, resulting in things like
xterm -C and xconsole not working.

This is because of the way console permissions are set by default. On a
multi-user system, one does not necessarily want just any user to be
able to write on the system console. For users who are logging directly
onto a machine with a VTY, the MAN.FBTAB.5 file exists to solve such
problems.

In a nutshell, make sure an uncommented line of the form is in
/etc/fbtab (see MAN.FBTAB.5):

/dev/ttyv0 0600 /dev/console





It will ensure that whomever logs in on /dev/ttyv0 will own the
console.

Q: Why does my PS/2 mouse misbehave under X?

A: The mouse and the mouse driver may have become out of
synchronization. In rare cases, the driver may also erroneously report
synchronization errors:

psmintr: out of sync (xxxx != yyyy)





If this happens, disable the synchronization check code by setting the
driver flags for the PS/2 mouse driver to 0x100. This can be easiest
achieved by adding hint.psm.0.flags="0x100" to /boot/loader.conf
and rebooting.

Q: How do I reverse the mouse buttons?

A: Type xmodmap -e "pointer = 3 2 1". Add this command to
~/.xinitrc or ~/.xsession to make it happen automatically.

Q: How do I install a splash screen and where do I find them?

A: The detailed answer for this question can be found in the Boot
Time Splash
Screens section
of the OS Handbook.

Q: Can I use the Windows keys on my keyboard in X?

A: Yes. Use MAN.XMODMAP.1 to define which functions the keys should
perform.

Assuming all Windows keyboards are standard, the keycodes for these
three keys are the following:


	115 — Windows key, between the left-hand Ctrl and Alt keys

	116 — Windows key, to the right of AltGr

	117 — Menu, to the left of the right-hand Ctrl



To have the left Windows key print a comma, try this.

PROMPT.ROOT xmodmap -e "keycode 115 = comma"





To have the Windows key-mappings enabled automatically every time X is
started, either put the xmodmap commands in ~/.xinitrc or,
preferably, create a ~/.xmodmaprc and include the xmodmap
options, one per line, then add the following line to ~/.xinitrc:

xmodmap $HOME/.xmodmaprc





For example, to map the 3 keys to be F13, F14, and F15, respectively.
This would make it easy to map them to useful functions within
applications or the window manager.

To do this, put the following in ~/.xmodmaprc.

keycode 115 = F13
keycode 116 = F14
keycode 117 = F15





For the x11-wm/fvwm2 desktop manager, one could map the keys so that F13
iconifies or de-iconifies the window the cursor is in, F14 brings the
window the cursor is in to the front or, if it is already at the front,
pushes it to the back, and F15 pops up the main Workplace menu even if
the cursor is not on the desktop, which is useful when no part of the
desktop is visible.

The following entries in ~/.fvwmrc implement the aforementioned
setup:

Key F13        FTIWS    A        Iconify
Key F14        FTIWS    A        RaiseLower
Key F15        A        A        Menu Workplace Nop





Q: How can I get 3D hardware acceleration for OPENGL?

A: The availability of 3D acceleration depends on the version of
XORG and the type of video chip. For an nVidia chip, use the binary
drivers provided for OS by installing one of the following ports:

The latest versions of nVidia cards are supported by the
x11/nvidia-driver port.

Older drivers are available as x11/nvidia-driver-###

nVidia provides detailed information on which card is supported by which
driver on their web site: http://www.nvidia.com/object/IO_32667.html.

For MatroxG200/G400, check the x11-servers/mga_hal port.

For ATIRage128 and Radeon see MAN.ATI.4X, MAN.R128.4X and
MAN.RADEON.4X.




Networking

Q: Where can I get information on “diskless booting”?

A: “Diskless booting” means that the OS box is booted over a
network, and reads the necessary files from a server instead of its hard
disk. For full details, see the Handbook entry on diskless
booting.

Q: Can a OS box be used as a dedicated network router?

A: Yes. Refer to the Handbook entry on advanced
networking,
specifically the section on routing and
gateways.

Q: Can I connect my WINDOWS box to the Internet via OS?

A: Typically, people who ask this question have two PCs at home, one
with OS and one with some version of WINDOWS the idea is to use the OS
box to connect to the Internet and then be able to access the Internet
from the WINDOWS box through the OS box. This is really just a special
case of the previous question and works perfectly well.

Dialup users must use -nat and set gateway_enable to YES in
/etc/rc.conf. For more information, refer to MAN.PPP.8 or the
Handbook entry on user PPP.

If the connection to the Internet is over Ethernet, use MAN.NATD.8. A
tutorial can be found in the
natd section
of the Handbook.

Q: Does OS support PPP?

A: Yes. MAN.PPP.8 provides support for both incoming and outgoing
connections.

For more information on how to use this, refer to the Handbook chapter
on PPP.

Q: Does OS support NAT or Masquerading?

A: Yes. For instructions on how to use NAT over a PPP connection,
see the Handbook entry on PPP.
To use NAT over some other sort of network connection, look at the
natd section
of the Handbook.

Q: How can I set up Ethernet aliases?

A: If the alias is on the same subnet as an address already
configured on the interface, add netmask 0xffffffff to this command:

PROMPT.ROOT ifconfig ed0 alias 192.0.2.2 netmask 0xffffffff





Otherwise, specify the network address and netmask as usual:

PROMPT.ROOT ifconfig ed0 alias 172.16.141.5 netmask 0xffffff00





More information can be found in the OS
Handbook.

Q: Why can I not NFS-mount from a LINUX box?

A: Some versions of the LINUX NFS code only accept mount requests
from a privileged port; try to issue the following command:

PROMPT.ROOT mount -o -P linuxbox:/blah /mnt





Q: Why does mountd keep telling me it can’t change attributes
and that I have a bad exports list on my OS NFS server?

A: The most frequent problem is not understanding the correct format
of /etc/exports. Review MAN.EXPORTS.5 and the
NFS entry in the Handbook,
especially the section on configuring
NFS.

Q: How do I enable IP multicast support?

A: Install the net/mrouted package or port and add
mrouted_enable="YES" to /etc/rc.conf start this service at boot
time.

Q: Why do I have to use the FQDN for hosts on my site?

A: See the answer in the OS
Handbook.

Q: Why do I get an error, Permission denied, for all networking
operations?

A: If the kernel is compiled with the IPFIREWALL option, be
aware that the default policy is to deny all packets that are not
explicitly allowed.

If the firewall is unintentionally misconfigured, restore network
operability by typing the following as root:

PROMPT.ROOT ipfw add 65534 allow all from any to any





Consider setting firewall_type="open" in /etc/rc.conf.

For further information on configuring this firewall, see the Handbook
chapter.

Q: Why is my ipfw “fwd” rule to redirect a service to another
machine not working?

A: Possibly because network address translation (NAT) is needed
instead of just forwarding packets. A “fwd” rule only forwards packets,
it does not actually change the data inside the packet. Consider this
rule:

01000 fwd 10.0.0.1 from any to foo 21





When a packet with a destination address of foo arrives at the machine
with this rule, the packet is forwarded to 10.0.0.1, but it still has
the destination address of foo. The destination address of the packet is
not changed to 10.0.0.1. Most machines would probably drop a packet that
they receive with a destination address that is not their own.
Therefore, using a “fwd” rule does not often work the way the user
expects. This behavior is a feature and not a bug.

See the FAQ about redirecting services, the
MAN.NATD.8 manual, or one of the several port redirecting utilities in
the Ports Collection for a correct way
to do this.

Q: How can I redirect service requests from one machine to another?

A: FTP and other service requests can be redirected with the
sysutils/socket package or port. Replace the entry for the service in
/etc/inetd.conf to call socket, as seen in this example for
ftpd:

ftp stream tcp nowait nobody /usr/local/bin/socket socket ftp.example.com ftp





where ftp.example.com and ftp are the host and port to redirect to,
respectively.

Q: Where can I get a bandwidth management tool?

A: There are three bandwidth management tools available for OS.
MAN.DUMMYNET.4 is integrated into OS as part of MAN.IPFW.4.
ALTQ [http://www.sonycsl.co.jp/person/kjc/programs.html] has been
integrated into OS as part of MAN.PF.4. Bandwidth Manager from Emerging
Technologies [http://www.etinc.com/] is a commercial product.

Q: Why do I get /dev/bpf0: device not configured?

A: The running application requires the Berkeley Packet Filter
(MAN.BPF.4), but it was removed from a custom kernel. Add this to the
kernel config file and build a new kernel:

device bpf        # Berkeley Packet Filter





Q: How do I mount a disk from a WINDOWS machine that is on my
network, like smbmount in LINUX?

A: Use the SMBFS toolset. It includes a set of kernel modifications
and a set of userland programs. The programs and information are
available as MAN.MOUNT.SMBFS.8 in the base system.

Q: What are these messages about: Limiting icmp/open port/closed
port response in my log files?

A: This kernel message indicates that some activity is provoking it
to send a large amount of ICMP or TCP reset (RST) responses. ICMP
responses are often generated as a result of attempted connections to
unused UDP ports. TCP resets are generated as a result of attempted
connections to unopened TCP ports. Among others, these are the kinds of
activities which may cause these messages:


	Brute-force denial of service (DoS) attacks (as opposed to
single-packet attacks which exploit a specific vulnerability).

	Port scans which attempt to connect to a large number of ports (as
opposed to only trying a few well-known ports).



The first number in the message indicates how many packets the kernel
would have sent if the limit was not in place, and the second indicates
the limit. This limit is controlled using net.inet.icmp.icmplim.
This example sets the limit to 300 packets per second:

PROMPT.ROOT sysctl net.inet.icmp.icmplim=300





To disable these messages without disabling response limiting, use
net.inet.icmp.icmplim_output to disable the output:

PROMPT.ROOT sysctl net.inet.icmp.icmplim_output=0





Finally, to disable response limiting completely, set
net.inet.icmp.icmplim to 0. Disabling response limiting is
discouraged for the reasons listed above.

Q: What are these arp: unknown hardware address format error
messages?

A: This means that some device on the local Ethernet is using a MAC
address in a format that OS does not recognize. This is probably caused
by someone experimenting with an Ethernet card somewhere else on the
network. This is most commonly seen on cable modem networks. It is
harmless, and should not affect the performance of the OS system.

Q: Why do I keep seeing messages like: 192.168.0.10 is on fxp1 but
got reply from 00:15:17:67:cf:82 on rl0, and how do I disable it?

A: Because a packet is coming from outside the network unexpectedly.
To disable them, set net.link.ether.inet.log_arp_wrong_iface to
0.




Security

Q: What is a sandbox?

A: “Sandbox” is a security term. It can mean two things:


	A process which is placed inside a set of virtual walls that are
designed to prevent someone who breaks into the process from being
able to break into the wider system.

The process is be able to run inside the walls. Since nothing the
process does in regards to executing code is supposed to be able to
breech the walls, a detailed audit of its code is not needed in order
to be able to say certain things about its security.

The walls might be a user ID, for example. This is the definition
used in the MAN.SECURITY.7 and MAN.NAMED.8 man pages.

Take the ntalk service, for example (see MAN.INETD.8). This
service used to run as userID root. Now it runs as userID tty. The
tty user is a sandbox designed to make it more difficult for someone
who has successfully hacked into the system via ntalk from being
able to hack beyond that userID.



	A process which is placed inside a simulation of the machine. It
means that someone who is able to break into the process may believe
that he can break into the wider machine but is, in fact, only
breaking into a simulation of that machine and not modifying any real
data.

The most common way to accomplish this is to build a simulated
environment in a subdirectory and then run the processes in that
directory chrooted so that / for that process is this directory,
not the real / of the system).

Another common use is to mount an underlying file system read-only
and then create a file system layer on top of it that gives a process
a seemingly writeable view into that file system. The process may
believe it is able to write to those files, but only the process sees
the effects — other processes in the system do not, necessarily.

An attempt is made to make this sort of sandbox so transparent that
the user (or hacker) does not realize that he is sitting in it.





UNIX implements two core sandboxes. One is at the process level, and one
is at the userid level.

Every UNIX process is completely firewalled off from every other UNIX
process. One process cannot modify the address space of another.

A UNIX process is owned by a particular userid. If the userID is not
the root user, it serves to firewall the process off from processes
owned by other users. The userID is also used to firewall off on-disk
data.

Q: What is securelevel?

A: securelevel is a security mechanism implemented in the
kernel. When the securelevel is positive, the kernel restricts certain
tasks; not even the superuser (root) is allowed to do them. The
securelevel mechanism limits the ability to:


	Unset certain file flags, such as schg (the system immutable
flag).

	Write to kernel memory via /dev/mem and /dev/kmem.

	Load kernel modules.

	Alter firewall rules.



To check the status of the securelevel on a running system:

PROMPT.ROOT sysctl -n kern.securelevel





The output contains the current value of the securelevel. If it is
greater than 0, at least some of the securelevel’s protections are
enabled.

The securelevel of a running system cannot be lowered as this would
defeat its purpose. If a task requires that the securelevel be
non-positive, change the kern_securelevel and
kern_securelevel_enable variables in /etc/rc.conf and reboot.

For more information on securelevel and the specific things all the
levels do, consult MAN.INIT.8.


Warning

Securelevel is not a silver bullet; it has many known deficiencies.
More often than not, it provides a false sense of security.

One of its biggest problems is that in order for it to be at all
effective, all files used in the boot process up until the
securelevel is set must be protected. If an attacker can get the
system to execute their code prior to the securelevel being set
(which happens quite late in the boot process since some things the
system must do at start-up cannot be done at an elevated
securelevel), its protections are invalidated. While this task of
protecting all files used in the boot process is not technically
impossible, if it is achieved, system maintenance will become a
nightmare since one would have to take the system down, at least to
single-user mode, to modify a configuration file.

This point and others are often discussed on the mailing lists,
particularly the A.SECURITY. Search the archives
here for an extensive discussion.
A more fine-grained mechanism is preferred.




Q: BIND (named) is listening on some high-numbered ports. What
is going on?

A: BIND uses a random high-numbered port for outgoing queries.
Recent versions of it choose a new, random UDP port for each query. This
may cause problems for some network configurations, especially if a
firewall blocks incoming UDP packets on particular ports. To get past
that firewall, try the avoid-v4-udp-ports and avoid-v6-udp-ports
options to avoid selecting random port numbers within a blocked range.


Warning

If a port number (like 53) is specified via the query-source or
query-source-v6 options in /etc/namedb/named.conf,
randomized port selection will not be used. It is strongly
recommended that these options not be used to specify fixed port
numbers.




Congratulations, by the way. It is good practice to read MAN.SOCKSTAT.1
output and notice odd things!

Q: The Sendmail daemon is listening on port 587 as well as the
standard port 25! What is going on?

A: Recent versions of Sendmail support a mail submission feature
that runs over port 587. This is not yet widely supported, but is
growing in popularity.

Q: What is this UID 0 toor account? Have I been compromised?

A: Do not worry. toor is an “alternative” superuser account, where
toor is root spelled backwards. It is intended to be used with a
non-standard shell so the default shell for root does not need to
change. This is important as shells which are not part of the base
distribution, but are instead installed from ports or packages, are
installed in /usr/local/bin which, by default, resides on a
different file system. If root’s shell is located in /usr/local/bin
and the file system containing /usr/local/bin) is not mounted, root
will not be able to log in to fix a problem and will have to reboot into
single-user mode in order to enter the path to a shell.

Some people use toor for day-to-day root tasks with a non-standard
shell, leaving root, with a standard shell, for single-user mode or
emergencies. By default, a user cannot log in using toor as it does not
have a password, so log in as root and set a password for toor before
using it to login.




PPP

Q: I cannot make MAN.PPP.8 work. What am I doing wrong?

A: First, read MAN.PPP.8 and the PPP section of the
Handbook. To assist
in troubleshooting, enable logging with the following command:

set log Phase Chat Connect Carrier lcp ipcp ccp command





This command may be typed at the MAN.PPP.8 command prompt or it may be
entered at the start of the default section in
/etc/ppp/ppp.conf. Make sure that /etc/syslog.conf contains the
lines below and the file /var/log/ppp.log exists:

!ppp
*.*        /var/log/ppp.log





A lot about what is going can be learned from the log file. Do not worry
if it does not all make sense as it may make sense to someone else.

Q: Why does MAN.PPP.8 hang when I run it?

A: This is usually because the hostname will not resolve. The best
way to fix this is to make sure that /etc/hosts is read first by the
by ensuring that the hosts line is listed first in
/etc/host.conf. Then, put an entry in /etc/hosts for the local
machine. If there is no local network, change the localhost line:

127.0.0.1        foo.example.com foo localhost





Otherwise, add another entry for the host. Consult the relevant manual
pages for more details.

When finished, verify that this command is successful:
ping -c1 `hostname`.

Q: Why will MAN.PPP.8 not dial in -auto mode?

A: First, check that a default route exists. This command should
display two entries:

Destination        Gateway            Flags     Refs     Use     Netif Expire
default            10.0.0.2           UGSc        0        0      tun0
10.0.0.2           10.0.0.1           UH          0        0      tun0





If a default route is not listed, make sure that the HISADDR line
has been added to /etc/ppp/ppp.conf.

Another reason for the default route line being missing is that a
default route has been added to /etc/rc.conf and this line is
missing from /etc/ppp/ppp.conf:

delete ALL





If this is the case, go back to the Final System
Configuration
section of the Handbook.

Q: What does No route to host mean?

A: This error is usually because the following section is missing in
/etc/ppp/ppp.linkup:

MYADDR:
  delete ALL
  add 0 0 HISADDR





This is only necessary for a dynamic IP address or when the address of
the default gateway is unknown. When using interactive mode, the
following can be typed in after entering packet mode. Packet mode is
indicated by the capitalized PPP in the prompt:

delete ALL
add 0 0 HISADDR





Refer to the PPP and Dynamic IP
addresses
section of the Handbook for further details.

Q: Why does my connection drop after about 3 minutes?

A: The default PPP timeout is 3 minutes. This can be adjusted with
the following line:

set timeout NNN





where NNN is the number of seconds of inactivity before the connection
is closed. If NNN is zero, the connection is never closed due to a
timeout. It is possible to put this command in ppp.conf, or to type
it at the prompt in interactive mode. It is also possible to adjust it
on the fly while the line is active by connecting to ppp’s server socket
using MAN.TELNET.1 or MAN.PPPCTL.8. Refer to the MAN.PPP.8 man page for
further details.

Q: Why does my connection drop under heavy load?

A: If Link Quality Reporting (LQR) is configured, it is possible
that too many LQR packets are lost between the OS system and the peer.
MAN.PPP.8 deduces that the line must therefore be bad, and disconnects.
LQR is disabled by default and can be enabled with the following line:

enable lqr





Q: Why does my connection drop after a random amount of time?

A: Sometimes, on a noisy phone line or even on a line with call
waiting enabled, the modem may hang up because it incorrectly thinks
that it lost carrier.

There is a setting on most modems for determining how tolerant it should
be to temporary losses of carrier. Refer to the modem manual for
details.

Q: Why does my connection hang after a random amount of time?

A: Many people experience hung connections with no apparent
explanation. The first thing to establish is which side of the link is
hung.

When using an external modem, try using MAN.PING.8 to see if the TD
light is flashing when data is transmitted. If it flashes but the RD
light does not, the problem is with the remote end. If TD does not
flash, the problem is local. With an internal modem, use the ``set


server`` command in ppp.conf. When the hang occurs,


connect to MAN.PPP.8 using MAN.PPPCTL.8. If the network connection
suddenly revives due to the activity on the diagnostic socket, or if it
will not connect but the set socket command succeeded at startup
time, the problem is local. If it can connect but things are still hung,
enable local logging with set log local async and use MAN.PING.8
from another window or terminal to make use of the link. The async
logging will show the data being transmitted and received on the link.
If data is going out and not coming back, the problem is remote.

Having established whether the problem is local or remote, there are now
two possibilities:


	If the problem is remote, read on entry ?.

	If the problem is local, read on entry ?.



Q: The remote end is not responding. What can I do?

A: There is very little that can be done about this. Many ISPs will
refuse to help users not running a MICROSOFT OS. Add enable lqr to
/etc/ppp/ppp.conf, allowing MAN.PPP.8 to detect the remote failure
and hang up. This detection is relatively slow and therefore not that
useful.

First, try disabling all local compression by adding the following to
the configuration:

disable pred1 deflate deflate24 protocomp acfcomp shortseq vj
deny pred1 deflate deflate24 protocomp acfcomp shortseq vj





Then reconnect to ensure that this makes no difference. If things
improve or if the problem is solved completely, determine which setting
makes the difference through trial and error. This is good information
for the ISP, although it may make it apparent that it is not a MICROSOFT
system.

Before contacting the ISP, enable async logging locally and wait until
the connection hangs again. This may use up quite a bit of disk space.
The last data read from the port may be of interest. It is usually ASCII
data, and may even describe the problem (Memory fault, Core dumped).

If the ISP is helpful, they should be able to enable logging on their
end, then when the next link drop occurs, they may be able to tell why
their side is having a problem.

Q: MAN.PPP.8 has hung. What can I do?

A: In this case, rebuild MAN.PPP.8 with debugging information, and
then use MAN.GDB.1 to grab a stack trace from the ppp process that is
stuck. To rebuild the ppp utility with debugging information, type:

PROMPT.ROOT cd /usr/src/usr.sbin/ppp
PROMPT.ROOT env DEBUG_FLAGS='-g' make clean
PROMPT.ROOT env DEBUG_FLAGS='-g' make install





Then, restart ppp and wait until it hangs again. When the debug build of
ppp hangs, start gdb on the stuck process by typing:

PROMPT.ROOT gdb ppp `pgrep ppp`





At the gdb prompt, use the bt or where commands to get a stack
trace. Save the output of the gdb session, and “detach” from the running
process by typing quit.

Q: I keep seeing errors about magic being the same. What does it
mean?

A: Occasionally, just after connecting, there may be messages in the
log that say Magic is same. Sometimes, these messages are harmless, and
sometimes one side or the other exits. Most PPP implementations cannot
survive this problem, and even if the link seems to come up, there will
be repeated configure requests and configure acknowledgments in the log
file until MAN.PPP.8 eventually gives up and closes the connection.

This normally happens on server machines with slow disks that are
spawning a MAN.GETTY.8 on the port, and executing MAN.PPP.8 from a login
script or program after login. There were reports of it happening
consistently when using slirp. The reason is that in the time taken
between MAN.GETTY.8 exiting and MAN.PPP.8 starting, the client-side
MAN.PPP.8 starts sending Line Control Protocol (LCP) packets. Because
ECHO is still switched on for the port on the server, the client
MAN.PPP.8 sees these packets “reflect” back.

One part of the LCP negotiation is to establish a magic number for each
side of the link so that “reflections” can be detected. The protocol
says that when the peer tries to negotiate the same magic number, a NAK
should be sent and a new magic number should be chosen. During the
period that the server port has ECHO turned on, the client MAN.PPP.8
sends LCP packets, sees the same magic in the reflected packet and NAKs
it. It also sees the NAK reflect (which also means MAN.PPP.8 must change
its magic). This produces a potentially enormous number of magic number
changes, all of which are happily piling into the server’s tty buffer.
As soon as MAN.PPP.8 starts on the server, it is flooded with magic
number changes and almost immediately decides it has tried enough to
negotiate LCP and gives up. Meanwhile, the client, who no longer sees
the reflections, becomes happy just in time to see a hangup from the
server.

This can be avoided by allowing the peer to start negotiating with the
following line in ppp.conf:

set openmode passive





This tells MAN.PPP.8 to wait for the server to initiate LCP
negotiations. Some servers however may never initiate negotiations. In
this case, try something like:

set openmode active 3





This tells MAN.PPP.8 to be passive for 3 seconds, and then to start
sending LCP requests. If the peer starts sending requests during this
period, MAN.PPP.8 will immediately respond rather than waiting for the
full 3 second period.

Q: LCP negotiations continue until the connection is closed. What is
wrong?

A: There is currently an implementation mis-feature in MAN.PPP.8
where it does not associate LCP, CCP & IPCP responses with their
original requests. As a result, if one PPP implementation is more than 6
seconds slower than the other side, the other side will send two
additional LCP configuration requests. This is fatal.

Consider two implementations, A and B. A starts sending LCP requests
immediately after connecting and B takes 7 seconds to start. When B
starts, A has sent 3 LCP REQs. We are assuming the line has ECHO
switched off, otherwise we would see magic number problems as described
in the previous section. B sends a REQ, then an ACK to the first of A’s
REQs. This results in A entering the OPENED state and sending and ACK
(the first) back to B. In the meantime, B sends back two more ACKs in
response to the two additional REQs sent by A before B started up. B
then receives the first ACK from A and enters the OPENED state. A
receives the second ACK from B and goes back to the REQ-SENT state,
sending another (forth) REQ as per the RFC. It then receives the third
ACK and enters the OPENED state. In the meantime, B receives the forth
REQ from A, resulting in it reverting to the ACK-SENT state and sending
another (second) REQ and (forth) ACK as per the RFC. A gets the REQ,
goes into REQ-SENT and sends another REQ. It immediately receives the
following ACK and enters OPENED.

This goes on until one side figures out that they are getting nowhere
and gives up.

The best way to avoid this is to configure one side to be passive —
that is, make one side wait for the other to start negotiating. This can
be done with the following command:

set openmode passive





Care should be taken with this option. This command can also be used to
limit the amount of time that MAN.PPP.8 waits for the peer to begin
negotiations:

set stopped N





Alternatively, the following command (where N is the number of seconds
to wait before starting negotiations) can be used:

set openmode active N





Check the manual page for details.

Q: Why does MAN.PPP.8 lock up when I shell out to test it?

A: When using shell or !, MAN.PPP.8 executes a shell or the
passed arguments. The ppp program will wait for the command to complete
before continuing. Any attempt to use the PPP link while running the
command will appear as a frozen link. This is because MAN.PPP.8 is
waiting for the command to complete.

To execute commands like this, use !bg instead. This will execute
the given command in the background, and MAN.PPP.8 can continue to
service the link.

Q: Why does MAN.PPP.8 over a null-modem cable never exit?

A: There is no way for MAN.PPP.8 to automatically determine that a
direct connection has been dropped. This is due to the lines that are
used in a null-modem serial cable. When using this sort of connection,
LQR should always be enabled with the following line:

enable lqr





LQR is accepted by default if negotiated by the peer.

Q: Why does MAN.PPP.8 dial for no reason in -auto mode?

A: If MAN.PPP.8 is dialing unexpectedly, determine the cause, and
set up dial filters to prevent such dialing.

To determine the cause, use the following line:

set log +tcp/ip





This will log all traffic through the connection. The next time the line
comes up unexpectedly, the reason will be logged with a convenient
timestamp next to it.

Next, disable dialing under these circumstances. Usually, this sort of
problem arises due to DNS lookups. To prevent DNS lookups from
establishing a connection (this will not prevent MAN.PPP.8 from
passing the packets through an established connection), use the
following:

set dfilter 1 deny udp src eq 53
set dfilter 2 deny udp dst eq 53
set dfilter 3 permit 0/0 0/0





This is not always suitable, as it will effectively break demand-dial
capabilities. Most programs will need a DNS lookup before doing any
other network related things.

In the DNS case, try to determine what is actually trying to resolve a
host name. A lot of the time, Sendmail is the culprit. Make sure to
configure Sendmail not to do any DNS lookups in its configuration file.
See the section on using email with a dialup
connection in the OS Handbook
for details. You may also want to add the following line to .mc:

define(`confDELIVERY_MODE', `d')dnl





This will make Sendmail queue everything until the queue is run,
usually, every 30 minutes, or until a ``sendmail


-q`` is done, perhaps from /etc/ppp/ppp.linkup.


Q: What do these CCP errors mean?

A: I keep seeing the following errors in my log file:

CCP: CcpSendConfigReq
CCP: Received Terminate Ack (1) state = Req-Sent (6)





This is because MAN.PPP.8 is trying to negotiate Predictor1 compression,
but the peer does not want to negotiate any compression at all. The
messages are harmless, but can be silenced by disabling the compression:

disable pred1





Q: Why does MAN.PPP.8 not log my connection speed?

A: To log all lines of the modem conversation, enable the following:

set log +connect





This will make MAN.PPP.8 log everything up until the last requested
“expect” string.

To see the connect speed when using PAP or CHAP, make sure to configure
MAN.PPP.8 to expect the whole CONNECT line, using something like this:

set dial "ABORT BUSY ABORT NO\\sCARRIER TIMEOUT 4 \
  \"\" ATZ OK-ATZ-OK ATDT\\T TIMEOUT 60 CONNECT \\c \\n"





This gets the CONNECT, sends nothing, then expects a line-feed, forcing
MAN.PPP.8 to read the whole CONNECT response.

Q: Why does MAN.PPP.8 ignore the \ character in my chat script?

A: The ppp utility parses each line in its configuration files so
that it can interpret strings such as set phone "123 456 789"
correctly and realize that the number is actually only one argument. To
specify a " character, escape it using a backslash (\).

When the chat interpreter parses each argument, it re-interprets the
argument to find any special escape sequences such as \P or \T.
As a result of this double-parsing, remember to use the correct number
of escapes.

To actually send a \ character, do something like:

set dial "\"\" ATZ OK-ATZ-OK AT\\\\X OK"





It will result in the following sequence:

ATZ
OK
AT\X
OK





Or:

set phone 1234567
set dial "\"\" ATZ OK ATDT\\T"





It will result in the following sequence:

ATZ
OK
ATDT1234567





Q: What are FCS errors?

A: FCS stands for Frame Check Sequence. Each PPP packet has a
checksum attached to ensure that the data being received is the data
being sent. If the FCS of an incoming packet is incorrect, the packet is
dropped and the HDLC FCS count is increased. The HDLC error values can
be displayed using the show hdlc command.

If the link is bad or if the serial driver is dropping packets, it will
produce the occasional FCS error. This is not usually worth worrying
about although it does slow down the compression protocols
substantially.

If the link freezes as soon as it connects and produces a large number
of FCS errors, make sure the modem is not using software flow control
(XON/XOFF). If the link must use software flow control, use
set accmap 0x000a0000 to tell MAN.PPP.8 to escape the ^Q and
^S characters.

Another reason for too many FCS errors may be that the remote end has
stopped talking PPP. In this case, enable async logging to determine
if the incoming data is actually a login or shell prompt. If it is a
shell prompt at the remote end, it is possible to terminate MAN.PPP.8
without dropping the line by using close lcp followed by term)
to reconnect to the shell on the remote machine.

If nothing in the log file indicates why the link was terminated, ask
the remote administrator or ISP why the session was terminated.

Q: None of this helps — I am desperate! What can I do?

A: If all else fails, send the details of the error, the
configuration files, how MAN.PPP.8 is being started, the relevant parts
of the log file, and the output of netstat -rn, before and after
connecting, to the A.QUESTIONS.




Serial Communications

This section answers common questions about serial communications with
OS. PPP is covered in the Networking section.

Q: Which multi-port serial cards are supported by OS?

A: There is a list of these in the Serial
Communications chapter of the
Handbook.

Most multi-port PCI cards that are based on 16550 or clones are
supported with no extra effort.

Some unnamed clone cards have also been known to work, especially those
that claim to be AST compatible.

Check MAN.UART.4 and MAN.SIO.4 to get more information on configuring
such cards.

Q: How do I get the boot: prompt to show on the serial console?

A: See this section of the
Handbook.

Q: How do I tell if OS found my serial ports or modem cards?

A: As the OS kernel boots, it will probe for the serial ports for
which the kernel is configured. Either watch the boot messages closely
or run this command after the system is up and running:

PROMPT.USER dmesg | grep -E "^sio[0-9]"
sio0: <16550A-compatible COM port> port 0x3f8-0x3ff irq 4 flags 0x10 on acpi0
sio0: type 16550A
sio1: <16550A-compatible COM port> port 0x2f8-0x2ff irq 3 on acpi0
sio1: type 16550A





This example shows two serial ports. The first is on IRQ4, port address
0x3f8, and has a 16550A-type UART chip. The second uses the same
kind of chip but is on IRQ3 and is at port address 0x2f8. Internal
modem cards are treated just like serial ports, except that they always
have a modem attached to the port.

The GENERIC kernel includes support for two serial ports using the
same IRQ and port address settings in the above example. If these
settings are not right for the system, or if there are more modem cards
or serial ports than the kernel is configured for, reconfigure using the
instructions in building a kernel for more details.

Q: How do I access the serial ports on OS?

A: The third serial port, sio2, or COM3, is on
/dev/cuad2 for dial-out devices, and on /dev/ttyd2 for dial-in
devices. What is the difference between these two classes of devices?

When opening /dev/ttydX in blocking mode, a process will wait for
the corresponding cuadX device to become inactive, and then wait for
the carrier detect line to go active. When the cuadX device is
opened, it makes sure the serial port is not already in use by the
ttydX device. If the port is available, it steals it from the
ttydX device. Also, the cuadX device does not care about carrier
detect. With this scheme and an auto-answer modem, remote users can log
in and local users can still dial out with the same modem and the system
will take care of all the conflicts.

Q: How do I enable support for a multi-port serial card?

A: The section on kernel configuration provides information about
configuring the kernel. For a multi-port serial card, place an MAN.SIO.4
line for each serial port on the card in the MAN.DEVICE.HINTS.5 file.
But place the IRQ specifiers on only one of the entries. All of the
ports on the card should share one IRQ. For consistency, use the last
serial port to specify the IRQ. Also, specify the following option in
the kernel configuration file:

options COM_MULTIPORT





The following /boot/device.hints example is for an AST 4-port serial
card on IRQ12:

hint.sio.4.at="isa"
hint.sio.4.port="0x2a0"
hint.sio.4.flags="0x701"
hint.sio.5.at="isa"
hint.sio.5.port="0x2a8"
hint.sio.5.flags="0x701"
hint.sio.6.at="isa"
hint.sio.6.port="0x2b0"
hint.sio.6.flags="0x701"
hint.sio.7.at="isa"
hint.sio.7.port="0x2b8"
hint.sio.7.flags="0x701"
hint.sio.7.irq="12"





The flags indicate that the master port has minor number 7
(0x700), and all the ports share an IRQ (0x001).

Q: Can I set the default serial parameters for a port?

A: See the Serial
Communications
section in the OS Handbook.

Q: How can I enable dialup logins on my modem?

A: Refer to the section about Dial-in
Services in the OS Handbook.

Q: How can I connect a dumb terminal to my OS box?

A: This information is in the
Terminals section of the OS
Handbook.

Q: Why can I not run tip or cu?

A: The built-in MAN.TIP.1 and MAN.CU.1 utilities can only access the
/var/spool/lock directory via user uucp and group dialer. Use the
dialer group to control who has access to the modem or remote systems by
adding user accounts to dialer.

Alternatively, everyone can be configured to run MAN.TIP.1 and MAN.CU.1
by typing:

PROMPT.ROOT chmod 4511 /usr/bin/cu
PROMPT.ROOT chmod 4511 /usr/bin/tip








Miscellaneous Questions

Q: OS uses a lot of swap space even when the computer has free
memory left. Why?

A: OS will proactively move entirely idle, unused pages of main
memory into swap in order to make more main memory available for active
use. This heavy use of swap is balanced by using the extra free memory
for cacheing.

Note that while OS is proactive in this regard, it does not arbitrarily
decide to swap pages when the system is truly idle. Thus, the system
will not be all paged out after leaving it idle overnight.

Q: Why does top show very little free memory even when I have
very few programs running?

A: The simple answer is that free memory is wasted memory. Any
memory that programs do not actively allocate is used within the OS
kernel as disk cache. The values shown by MAN.TOP.1 labeled as
Inact, Cache, and Buf are all cached data at different aging
levels. This cached data means the system does not have to access a slow
disk again for data it has accessed recently, thus increasing overall
performance. In general, a low value shown for Free memory in
MAN.TOP.1 is good, provided it is not very low.

Q: Why will chmod not change the permissions on symlinks?

A: Symlinks do not have permissions, and by default, MAN.CHMOD.1
will follow symlinks to change the permissions on the source file, if
possible. For the file, foo with a symlink named bar, this
command will always succeed.

PROMPT.USER chmod g-w bar





However, the permissions on bar will not have changed.

When changing modes of the file hierarchies rooted in the files instead
of the files themselves, use either -H or -L together with
-R to make this work. See MAN.CHMOD.1 and MAN.SYMLINK.7 for more
information.


Warning

-R does a recursive MAN.CHMOD.1. Be careful about specifying
directories or symlinks to directories to MAN.CHMOD.1. To change the
permissions of a directory referenced by a symlink, use MAN.CHMOD.1
without any options and follow the symlink with a trailing slash
(/). For example, if foo is a symlink to directory bar,
to change the permissions of foo (actually bar), do
something like:

PROMPT.USER chmod 555 foo/





With the trailing slash, MAN.CHMOD.1 will follow the symlink,
foo, to change the permissions of the directory, bar.




Q: Can I run DOS binaries under OS?

A: Yes. A DOS emulation program, emulators/doscmd, is available in
the OS Ports Collection.

If doscmd will not suffice, emulators/pcemu emulates an 8088 and enough
BIOS services to run many DOS text-mode applications. It requires the X
Window System.

The Ports Collection also has emulators/dosbox. The main focus of this
application is emulating old DOS games using the local file system for
files.

Q: What do I need to do to translate a OS document into my native
language?

A: See the Translation
FAQ in the OS
Documentation Project Primer.

Q: Why does my email to any address at FreeBSD.org bounce?

A: The FreeBSD.org mail system implements some Postfix checks on
incoming mail and rejects mail that is either from misconfigured relays
or otherwise appears likely to be spam. Some of the specific
requirements are:


	The IP address of the SMTP client must “reverse-resolve” to a forward
confirmed hostname.

	The fully-qualified hostname given in the SMTP conversation (either
HELO or EHLO) must resolve to the IP address of the client.



Other advice to help mail reach its destination include:


	Mail should be sent in plain text, and messages sent to mailing lists
should generally be no more than 200KB in length.

	Avoid excessive cross posting. Choose one mailing list which seems
most relevant and send it there.



If you still have trouble with email infrastructure at FreeBSD.org, send
a note with the details to postmaster@freebsd.org; Include a date/time
interval so that logs may be reviewed — and note that we only keep one
week’s worth of mail logs. (Be sure to specify the time zone or offset
from UTC.)

Q: Where can I find a free OS account?

A: While OS does not provide open access to any of their servers,
others do provide open access UNIX systems. The charge varies and
limited services may be available.

Arbornet, Inc [http://www.arbornet.org/], also known as M-Net, has
been providing open access to UNIX systems since 1983. Starting on an
Altos running System III, the site switched to BSD/OS in 1991. In June
of 2000, the site switched again to OS. M-Net can be accessed via
telnet and SSH and provides basic access to the entire OS software
suite. However, network access is limited to members and patrons who
donate to the system, which is run as a non-profit organization. M-Net
also provides an bulletin board system and interactive chat.

Q: What is the cute little red guy’s name?

A: He does not have one, and is just called “the BSD daemon”. If you
insist upon using a name, call him “beastie”. Note that “beastie” is
pronounced “BSD”.

More about the BSD daemon is available on his home
page [http://www.mckusick.com/beastie/index.html].

Q: Can I use the BSD daemon image?

A: Perhaps. The BSD daemon is copyrighted by Marshall Kirk McKusick.
Check his Statement on the Use of the BSD Daemon
Figure [http://www.mckusick.com/beastie/mainpage/copyright.html] for
detailed usage terms.

In summary, the image can be used in a tasteful manner, for personal
use, so long as appropriate credit is given. Before using the logo
commercially, contact A.MCKUSICK.EMAIL for permission. More details are
available on the BSD Daemon’s home
page [http://www.mckusick.com/beastie/index.html].

Q: Do you have any BSD daemon images I could use?

A: Xfig and eps drawings are available under
/usr/share/examples/BSD_daemon/.

Q: I have seen an acronym or other term on the mailing lists and I
do not understand what it means. Where should I look?

A: Refer to the OS
Glossary.

Q: Why should I care what color the bikeshed is?

A: The really, really short answer is that you should not. The
somewhat longer answer is that just because you are capable of building
a bikeshed does not mean you should stop others from building one just
because you do not like the color they plan to paint it. This is a
metaphor indicating that you need not argue about every little feature
just because you know enough to do so. Some people have commented that
the amount of noise generated by a change is inversely proportional to
the complexity of the change.

The longer and more complete answer is that after a very long argument
about whether MAN.SLEEP.1 should take fractional second arguments,
A.PHK.EMAIL posted a long message entitled “A bike shed (any color will
do) on greener
grass... [http://www.FreeBSD.org/cgi/getmsg.cgi?fetch=506636+517178+/usr/local/www/db/text/1999/freebsd-hackers/19991003.freebsd-hackers]”.
The appropriate portions of that message are quoted below.


“What is it about this bike shed?” Some of you have asked me.

It is a long story, or rather it is an old story, but it is quite
short actually. C. Northcote Parkinson wrote a book in the early
1960s, called “Parkinson’s Law”, which contains a lot of insight
into the dynamics of management.

[snip a bit of commentary on the book]

In the specific example involving the bike shed, the other vital
component is an atomic power-plant, I guess that illustrates the age
of the book.

Parkinson shows how you can go into the board of directors and get
approval for building a multi-million or even billion dollar atomic
power plant, but if you want to build a bike shed you will be
tangled up in endless discussions.

Parkinson explains that this is because an atomic plant is so vast,
so expensive and so complicated that people cannot grasp it, and
rather than try, they fall back on the assumption that somebody else
checked all the details before it got this far. Richard P. Feynmann
gives a couple of interesting, and very much to the point, examples
relating to Los Alamos in his books.

A bike shed on the other hand. Anyone can build one of those over a
weekend, and still have time to watch the game on TV. So no matter
how well prepared, no matter how reasonable you are with your
proposal, somebody will seize the chance to show that he is doing
his job, that he is paying attention, that he is here.

In Denmark we call it “setting your fingerprint”. It is about
personal pride and prestige, it is about being able to point
somewhere and say “There! I did that.” It is a strong trait in
politicians, but present in most people given the chance. Just think
about footsteps in wet cement.

A.PHK.EMAIL on A.HACKERS.NAME, October 2, 1999







The OS Funnies

Q: How cool is OS?

A: Q. Has anyone done any temperature testing while running OS? I
know LINUX runs cooler than DOS, but have never seen a mention of OS. It
seems to run really hot.

A. No, but we have done numerous taste tests on blindfolded volunteers
who have also had 250 micrograms of LSD-25 administered beforehand. 35%
of the volunteers said that OS tasted sort of orange, whereas LINUX
tasted like purple haze. Neither group mentioned any significant
variances in temperature. We eventually had to throw the results of this
survey out entirely anyway when we found that too many volunteers were
wandering out of the room during the tests, thus skewing the results. We
think most of the volunteers are at Apple now, working on their new
“scratch and sniff” GUI. It is a funny old business we are in!

Seriously, OS uses the HLT (halt) instruction when the system is idle
thus lowering its energy consumption and therefore the heat it
generates. Also if you have ACPI (Advanced Configuration and Power
Interface) configured, then OS can also put the CPU into a low power
mode.

Q: Who is scratching in my memory banks??

A: Q. Is there anything “odd” that OS does when compiling the kernel
which would cause the memory to make a scratchy sound? When compiling
(and for a brief moment after recognizing the floppy drive upon startup,
as well), a strange scratchy sound emanates from what appears to be the
memory banks.

A. Yes! You will see frequent references to “daemons” in the BSD
documentation, and what most people do not know is that this refers to
genuine, non-corporeal entities that now possess your computer. The
scratchy sound coming from your memory is actually high-pitched
whispering exchanged among the daemons as they best decide how to deal
with various system administration tasks.


	If the noise gets to you, a good ``fdisk

	/mbr`` from DOS will get rid of them, but do not be surprised



if they react adversely and try to stop you. In fact, if at any point
during the exercise you hear the satanic voice of Bill Gates coming from
the built-in speaker, take off running and do not ever look back! Freed
from the counterbalancing influence of the BSD daemons, the twin demons
of DOS and WINDOWS are often able to re-assert total control over your
machine to the eternal damnation of your soul. Now that you know, given
a choice you would probably prefer to get used to the scratchy noises,
no?

Q: How many OS hackers does it take to change a lightbulb?

A: One thousand, one hundred and sixty-nine:

Twenty-three to complain to -CURRENT about the lights being out;

Four to claim that it is a configuration problem, and that such matters
really belong on -questions;

Three to submit PRs about it, one of which is misfiled under doc and
consists only of “it’s dark”;

One to commit an untested lightbulb which breaks buildworld, then back
it out five minutes later;

Eight to flame the PR originators for not including patches in their
PRs;

Five to complain about buildworld being broken;

Thirty-one to answer that it works for them, and they must have updated
at a bad time;

One to post a patch for a new lightbulb to -hackers;

One to complain that he had patches for this three years ago, but when
he sent them to -CURRENT they were just ignored, and he has had bad
experiences with the PR system; besides, the proposed new lightbulb is
non-reflexive;

Thirty-seven to scream that lightbulbs do not belong in the base system,
that committers have no right to do things like this without consulting
the Community, and WHAT IS -CORE DOING ABOUT IT!?

Two hundred to complain about the color of the bicycle shed;

Three to point out that the patch breaks MAN.STYLE.9;

Seventeen to complain that the proposed new lightbulb is under GPL;

Five hundred and eighty-six to engage in a flame war about the
comparative advantages of the GPL, the BSD license, the MIT license, the
NPL, and the personal hygiene of unnamed FSF founders;

Seven to move various portions of the thread to -chat and -advocacy;

One to commit the suggested lightbulb, even though it shines dimmer than
the old one;

Two to back it out with a furious flame of a commit message, arguing
that OS is better off in the dark than with a dim lightbulb;

Forty-six to argue vociferously about the backing out of the dim
lightbulb and demanding a statement from -core;

Eleven to request a smaller lightbulb so it will fit their Tamagotchi if
we ever decide to port OS to that platform;

Seventy-three to complain about the SNR on -hackers and -chat and
unsubscribe in protest;

Thirteen to post “unsubscribe”, “How do I unsubscribe?”, or “Please
remove me from the list”, followed by the usual footer;

One to commit a working lightbulb while everybody is too busy flaming
everybody else to notice;

Thirty-one to point out that the new lightbulb would shine 0.364%
brighter if compiled with TenDRA (although it will have to be reshaped
into a cube), and that OS should therefore switch to TenDRA instead of
GCC;

One to complain that the new lightbulb lacks fairings;

Nine (including the PR originators) to ask “what is MFC?”;

Fifty-seven to complain about the lights being out two weeks after the
bulb has been changed.

A.NIK.EMAIL adds:

I was laughing quite hard at this.

And then I thought, “Hang on, shouldn’t there be ‘1 to document it.’ in
that list somewhere?”

And then I was enlightened :-)

A.TABTHORPE.EMAIL says: “None, real OS hackers are not afraid of the
dark!”

Q: Where does data written to /dev/null go?

A: It goes into a special data sink in the CPU where it is converted
to heat which is vented through the heatsink / fan assembly. This is why
CPU cooling is increasingly important; as people get used to faster
processors, they become careless with their data and more and more of it
ends up in /dev/null, overheating their CPUs. If you delete
/dev/null (which effectively disables the CPU data sink) your CPU
may run cooler but your system will quickly become constipated with all
that excess data and start to behave erratically. If you have a fast
network connection you can cool down your CPU by reading data out of
/dev/random and sending it off somewhere; however you run the risk
of overheating your network connection and / or angering your ISP,
as most of the data will end up getting converted to heat by their
equipment, but they generally have good cooling, so if you do not overdo
it you should be OK.

Paul Robinson adds:

There are other methods. As every good sysadmin knows, it is part of
standard practice to send data to the screen of interesting variety to
keep all the pixies that make up your picture happy. Screen pixies
(commonly mis-typed or re-named as “pixels”) are categorized by the type
of hat they wear (red, green or blue) and will hide or appear (thereby
showing the color of their hat) whenever they receive a little piece of
food. Video cards turn data into pixie-food, and then send them to the
pixies — the more expensive the card, the better the food, so the better
behaved the pixies are. They also need constant stimulation — this is
why screen savers exist.

To take your suggestions further, you could just throw the random data
to console, thereby letting the pixies consume it. This causes no heat
to be produced at all, keeps the pixies happy and gets rid of your data
quite quickly, even if it does make things look a bit messy on your
screen.

Incidentally, as an ex-admin of a large ISP who experienced many
problems attempting to maintain a stable temperature in a server room, I
would strongly discourage people sending the data they do not want out
to the network. The fairies who do the packet switching and routing get
annoyed by it as well.

Q: My colleague sits at the computer too much, how can I prank her?

A: Install games/sl and wait for her to mistype sl for ls.




Advanced Topics

Q: How can I learn more about OS’s internals?

A: See the OS Architecture Handbook.

Additionally, much general UNIX knowledge is directly applicable to OS.

Q: How can I contribute to OS?

A: See the article on Contributing to
OS for specific advice on
how to do this. Assistance is more than welcome!

Q: What are snapshots and releases?

A: There are currently REL.NUMBRANCH active/semi-active branches in
the OS Subversion Repository [http://svnweb.FreeBSD.org/base/].
(Earlier branches are only changed very rarely, which is why there are
only REL.NUMBRANCH active branches of development):


	REL3.RELENG AKA REL3.STABLE

	REL2.RELENG AKA REL2.STABLE

	REL.RELENG AKA REL.STABLE

	REL.HEAD.RELENG AKA -CURRENT AKA REL.HEAD



HEAD is not an actual branch tag. It is a symbolic constant for the
current, non-branched development stream known as -CURRENT.

Right now, -CURRENT is the REL.HEAD.RELX development stream; the
REL.STABLE branch, REL.RELENG, forked off from -CURRENT in
REL.RELENGDATE and the REL2.STABLE branch, REL2.RELENG, forked off from
-CURRENT in REL2.RELENGDATE.

Q: Can I follow -CURRENT with limited Internet access?

A: Yes, this can be done without downloading the whole source tree
by using the CTM facility.

Q: I have written a kernel extension, who do I send it to?

A: Take a look at the article on Contributing to
OS to learn how to submit
code.

And thanks for the thought!

Q: How can I make the most of the data I see when my kernel panics?

A: Here is typical kernel panic:

Fatal trap 12: page fault while in kernel mode
fault virtual address   = 0x40
fault code              = supervisor read, page not present
instruction pointer     = 0x8:0xf014a7e5
stack pointer           = 0x10:0xf4ed6f24
frame pointer           = 0x10:0xf4ed6f28
code segment            = base 0x0, limit 0xfffff, type 0x1b
                        = DPL 0, pres 1, def32 1, gran 1
processor eflags        = interrupt enabled, resume, IOPL = 0
current process         = 80 (mount)
interrupt mask          =
trap number             = 12
panic: page fault





This message is not enough. While the instruction pointer value is
important, it is also configuration dependent as it varies depending on
the kernel image. If it is a GENERIC kernel image from one of the
snapshots, it is possible for somebody else to track down the offending
function, but for a custom kernel, only you can tell us where the fault
occurred.

To proceed:

Write down the instruction pointer value. Note that the 0x8: part at
the beginning is not significant in this case: it is the 0xf0xxxxxx
part that we want.

When the system reboots, do the following:

PROMPT.USER nm -n kernel.that.caused.the.panic | grep f0xxxxxx





where f0xxxxxx is the instruction pointer value. The odds are you
will not get an exact match since the symbols in the kernel symbol table
are for the entry points of functions and the instruction pointer
address will be somewhere inside a function, not at the start. If you do
not get an exact match, omit the last digit from the instruction pointer
value and try again:

PROMPT.USER nm -n kernel.that.caused.the.panic | grep f0xxxxx





If that does not yield any results, chop off another digit. Repeat until
there is some sort of output. The result will be a possible list of
functions which caused the panic. This is a less than exact mechanism
for tracking down the point of failure, but it is better than nothing.

However, the best way to track down the cause of a panic is by capturing
a crash dump, then using MAN.KGDB.1 to generate a stack trace on the
crash dump.

In any case, the method is this:

Make sure that the following line is included in the kernel
configuration file:

makeoptions     DEBUG=-g          # Build kernel with gdb(1) debug symbols





Change to the /usr/src directory:

PROMPT.ROOT cd /usr/src





Compile the kernel:

PROMPT.ROOT make buildkernel KERNCONF=MYKERNEL





Wait for MAN.MAKE.1 to finish compiling.

PROMPT.ROOT make installkernel KERNCONF=MYKERNEL





Reboot.


Note

If KERNCONF is not included, the GENERIC kernel will instead
be built and installed.




The MAN.MAKE.1 process will have built two kernels.
/usr/obj/usr/src/sys/MYKERNEL/kernel and
/usr/obj/usr/src/sys/MYKERNEL/kernel.debug. kernel was installed
as /boot/kernel/kernel, while kernel.debug can be used as the
source of debugging symbols for MAN.KGDB.1.

To capture a crash dump, edit /etc/rc.conf and set dumpdev to
point to either the swap partition or AUTO. This will cause the
MAN.RC.8 scripts to use the MAN.DUMPON.8 command to enable crash dumps.
This command can also be run manually. After a panic, the crash dump can
be recovered using MAN.SAVECORE.8; if dumpdev is set in
/etc/rc.conf, the MAN.RC.8 scripts will run MAN.SAVECORE.8
automatically and put the crash dump in /var/crash.


Note

OS crash dumps are usually the same size as physical RAM. Therefore,
make sure there is enough space in /var/crash to hold the dump.
Alternatively, run MAN.SAVECORE.8 manually and have it recover the
crash dump to another directory with more room. It is possible to
limit the size of the crash dump by using ``options


MAXMEM=N`` where N is the size of kernel’s memory usage in


KBs. For example, for 1GB of RAM, limit the kernel’s memory usage
to 128MB, so that the crash dump size will be 128MB instead of
1GB.




Once the crash dump has been recovered , get a stack trace as follows:

PROMPT.USER kgdb /usr/obj/usr/src/sys/MYKERNEL/kernel.debug /var/crash/vmcore.0
(kgdb) backtrace





Note that there may be several screens worth of information. Ideally,
use MAN.SCRIPT.1 to capture all of them. Using the unstripped kernel
image with all the debug symbols should show the exact line of kernel
source code where the panic occurred. The stack trace is usually read
from the bottom up to trace the exact sequence of events that lead to
the crash. MAN.KGDB.1 can also be used to print out the contents of
various variables or structures to examine the system state at the time
of the crash.


Tip

If a second computer is available, MAN.KGDB.1 can be configured to
do remote debugging, including setting breakpoints and
single-stepping through the kernel code.

Note

If DDB is enabled and the kernel drops into the debugger, a
panic and a crash dump can be forced by typing panic at the
ddb prompt. It may stop in the debugger again during the panic
phase. If it does, type continue and it will finish the crash
dump.




Q: Why has dlsym() stopped working for ELF executables?

A: The ELF toolchain does not, by default, make the symbols defined
in an executable visible to the dynamic linker. Consequently dlsym()
searches on handles obtained from calls to dlopen(NULL, flags) will
fail to find such symbols.

To search, using dlsym(), for symbols present in the main executable
of a process, link the executable using the --export-dynamic option
to the ELF linker (MAN.LD.1).

Q: How can I increase or reduce the kernel address space on i386?

A: By default, the kernel address space is 1GB (2GB for PAE) for
i386. When running a network-intensive server or using ZFS, this will
probably not be enough.

Add the following line to the kernel configuration file to increase
available space and rebuild the kernel:

options KVA_PAGES=N





To find the correct value of N, divide the desired address space size
(in megabytes) by four. (For example, it is 512 for 2GB.)
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	Author:	The FreeBSD Documentation Project






Preface


Shell Prompts

This table shows the default system prompt and superuser prompt. The
examples use these prompts to indicate which type of user is running the
example.







	User
	Prompt




	Normal user
	PROMPT.USER


	root
	PROMPT.ROOT








Typographic Conventions

This table describes the typographic conventions used in this book.







	Meaning
	Examples




	The names of commands.
	Use ls -l to list all files.


	The names of files.
	Edit .login.


	On-screen computer output.
	You have mail.








	What the user types, contrasted with on-screen computer output.
	PROMPT.USER date +"The time is %H:%M"
The time is 09:18








	Manual page references.
	Use MAN.SU.1 to change user identity.


	User and group names.
	Only root can do this.


	Emphasis.
	The user must do this.


	Text that the user is expected to replace with the actual text.
	
	To search for a keyword in the manual pages, type ``man -k

	keyword``






	Environment variables.
	$HOME is set to the user’s home directory.








Notes, Tips, Important Information, Warnings, and Examples

Notes, warnings, and examples appear within the text.


Note

Notes are represented like this, and contain information to take
note of, as it may affect what the user does.

Tip

Tips are represented like this, and contain information helpful to
the user, like showing an easier way to do something.

Important

Important information is represented like this. Typically, these
show extra steps the user may need to take.

Warning

Warnings are represented like this, and contain information warning
about possible damage if the instructions are not followed. This
damage may be physical, to the hardware or the user, or it may be
non-physical, such as the inadvertent deletion of important files.




Examples are represented like this, and typically contain examples
showing a walkthrough, or the results of a particular action.
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  13 May 2005
2005
FreeBSD Mall, Inc.



		Overview of FreeBSD Documentation Architecture


		How does DocBook Slides fit in?


		Why is it useful?


		XSLT Tools


		XSL-FO


		Questions


		Documentation Set:
		40 articles.


		9 books.


		Hundreds of man pages.


		Available in a dozen languages.








		157 developers have made a commit to doc/ or www/ in last 12 months.


		Books and articles authored in structured SGML/XML DocBook DTD.


		Robust makefile infrastructure allows one to build PDF, HTML, or
ASCII output with simple ‘make’ command.


		Structured documentation format that allows one to specify semantics
of a document rather than the presentation.


		Stylesheets take care of details such as always printing commands in
a
monospace
font, etc. Stylesheets can make different presentation decisions
based on the output format.


		For example, HTML stylesheets may use a CSS mouseover on acronyms so
that the full technical term can be displayed.


		Links to online man pages can be automatically generated for
<command>
s in HTML output.


		DocBook is available as both an SGML DTD and as an XML Schema. For
various reasons, most of our documentation is in SGML format, but can
easily be converted to XML for processing with XML tools.


		Both SGML and XML allow include files, so we can share content across
the release notes, all 40 articles, and 9 books in the documentation
set.


		Since the content is structured, intelligent search engines could
differentiate between, say,
touch
, the Unix Command, and
touch
, the feeling. Search engines, agents, and other information
processing tools have information about the meaning of the content.


		Traditionally, we have used the Jade DSSSL Engine to convert the
DocBook SGML files into HTML, text, and PostScript formats.


		Jade can output HTML directly with the help of the DSSSL stylesheets
and extensive FreeBSD customizations. The text formats can then be
converted from the HTML with the help of a text based web browser.


		For Print output, we use the TeX backend of Jade and then rely on TeX
to generate the PostScript output.


		The makefiles handle all of this, so
make FORMATS=html
or
make FORMATS=ps
is all you really need to know about if you have all of the tools
installed.


		The DSSSL stylesheet specification proved difficult to implement in
practice, and so Jade was the only widely distributed implementation.


		The XSLT language has been much more widely adopted, and the goal is
to eventually transition the FreeBSD Documentation Set to XML/XSLT.


		We already use XSLT extensively for the web site builds, and it
possible to build parts of the documentation set with XSLT as well.


		The new slides infrastructure relies solely on XSLT and XSL-FO,
without any DSSSL stylesheets.


		A DTD based on Simplified DocBook XML Schema.


		Provides a collection of tags useful for structuring content into
slides, lists, and paragraphs for presentations.


		Also provides tags for describing technical content such as commands,
variables, etc..


		Stylesheets can create HTML or PDF output by default.


		OpenOffice Impress output should also be possible.





The preamble:


<?xml version='1.0'?>
<!DOCTYPE slides SYSTEM
"/usr/.../schema/dtd/slides.dtd" [
<!ENTITY % freebsd SYSTEM
   "../../../share/xml/freebsd.ent">
%freebsd;
]>






Note that the default freebsd.ent file from the FreeBSD
Documentation Project is brought in. This provides entities to represent
the newest release of FreeBSD, the number of ports in the Ports
Collection, etc.


<slides>
<slidesinfo>
  <title>DocBook Slides, XSLT, and XSL-FO</title>
  <titleabbrev>DocBook Slides</titleabbrev>

  <author>
    <firstname>Murray</firstname>
    <surname>Stokely</surname>
  </author>
  <pubdate>13 May 2005</pubdate>
  <copyright>
    <year>2005</year>
    <holder>FreeBSD Mall, Inc.</holder>
  </copyright>
</slidesinfo>






<foil><title>My Title</title>

  <para>Creating slides is easy.</para>

  <itemizedlist>
    <listitem>Point 1.</listitem>
    <listitem>Point 2.</listitem>
    <listitem>Point 3.</listitem>
    <listitem>Point 4.</listitem>
  </itemizedlist>

  <para>
  There are &os.num; ports in &rel.current;.
  </para>
</foil>







		As with other SGML/XML document types in the tree, DocBook slides are
supported by a robust Makefile infrastructure to allow the building
of HTML or PDF output.


		Additional options exist to use different XSLT or XSL-FO processors,
or to specify alternate stylesheets.


		FORMATS=openoffice
support would be really cool. Any takers?


		All of the relevant software is installed with the
textproc/docproj
port.





$ make USE_XEP=1 FORMATS=pdf






An XSLT processor is required to transform the source XML document for
both HTML or PDF output. The Open Source xsltproc processor is
fastest and supports the basics necessary for using the Slides DTD.


Other alternatives



		Saxon


		XT (James Clark)


		Xalan (Apache XML Project)


		MSXSLT


		See ports collection.





Used extensively in the www/ tree, but for various reasons we
haven’t fully migrated to building the FreeBSD doc/ tree with it.


Stylesheets can be layered to arbitrary depth. Templates at layer N take
precedence over those at level N-1.


<xsl:template match="command">
  <tt><xsl:value-of select="."></tt>
</xsl:template>






Numerous examples in the doc/ of layered stylesheets built on top of
default DocBook XSLT stylesheets.


The default XSL stylesheets for HTML output use chunking to generate one
HTML page per foil with navigation icons to allow easy hypertext
browsing of presentations.


|image0|



		Great for advocacy: Allows the FreeBSD Project to get “more mileage”
out of presentations by providing a space to archive them in HTML
form on
http://www.FreeBSD.org
.


		More amenable to searching.


		Recent presentations can be indexed together rather than visiting
different personal homepages or conference websites looking for most
recent FreeBSD presentations.


		Text formats easier for translation teams to work with.


		Easier for documentation teams to find relevant information from HTML
slides and incorporate them into the Handbook and other FreeBSD
documentation sources.


		For print output, the XSLT processor transforms the XML document into
an intermediate XSL-FO document.


		XSL-FO is an XML format that contains detailed presentation
information about the content.


		There are many open source and commercial XSL-FO processors.
		FOP (Apache XML Project)


		RenderX XEP (commercial)


		PassiveTeX











What does file.fo look like?


XSL-FO files not really meant for hand-generation, but you asked for it
:


<?xml version="1.0" encoding="iso-8859-1"?>
<fo:root xmlns:fo="http://www.w3.org/1999/XSL/Format">
  <fo:layout-master-set>
    <fo:simple-page-master master-name="my-page">
      <fo:region-body margin="1in"/>
    </fo:simple-page-master>
  </fo:layout-master-set>






The layout-master-set contains one or more declarations of page masters
and page sequence masters elements that define layouts of single pages
and page sequences. In the example, the area should have a 1 inch margin
from all sides of the page.


  <fo:page-sequence master-reference="my-page">
    <fo:flow flow-name="xsl-region-body">
      <fo:block>Hello, world!</fo:block>
    </fo:flow>
  </fo:page-sequence>
</fo:root>







		Pages in the document are grouped into sequences; each sequence
starts from a new page.


		Flow is the container object for all user text in the document.
Everything contained in the flow will be formatted into regions on
pages generated inside the page sequence.


		fo:block
objects roughly correspond to
<DIV>
in HTML, and normally include a paragraph of text.





An open source implementation based on TeX similar to the JadeTeX macro
package used for creating print output from DSSSL stylesheets.


Pros:



		Open source.





Cons:



		Does not implement many features of XSL-FO that are difficult to
implement in TeX, such as background images. (The daemon in the
background of this slide would be impossible to produce with
PassiveTeX).


		Requires a full TeX installation rather than generating PDF directly.
Difficult to debug.





Open source implementation in Java from the Apache Project.


Pros:



		Open source.


		Handles some implementation features that PassiveTeX does not.





Cons:



		Not as conformant as the commercial processors. Many features are
missing.


		A Work in Progress.


		This presentation will be committed to CVS later today so that it
appears on the FreeBSD web site as an example.


		Implement OpenOffice Impress output format.


		Make better use of XML Documentation sources such as release notes to
create more dynamic slides.


		Add more stylesheet options for PDF output.


		Find/write better open source XSL-FO toolchain.


		DocBook SourceForge Project Page


		doc/share/mk/doc.slides.mk


		docbook-apps@
mailing list.


		freebsd-doc@
mailing list.


		This example presentation.


		If all else fails, send me an email and I’d be happy to help you
design a presentation in DocBook Slides.
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		Stable
releases are made from the -STABLE development branch every 4 months.


		Major new versions (6.0, 7.0, etc.) are released every 18 months.


		In periods of transition, point releases from the previous branch are
still released while the next major release branch stabilizes. (e.g.,
4.8, 4.9, and 4.10 were released after 5.0)
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		FreeBSD 6.X-STABLE continues incremental feature, performance,
stability development.
		FreeBSD 6.1 (May, 2006)


		FreeBSD 6.2 (January, 2007)








		FreeBSD 7.X-STABLE is the newest stable branch with lots of
interesting experimental features.
		FreeBSD 7.0 (January, 2008)








		FreeBSD 8.X-CURRENT continues high risk development.
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		FreeBSD development continues along two parallel branches;
FreeBSD-CURRENT and FreeBSD-STABLE.


		FreeBSD-CURRENT is the main trunk of our CVS repository. All new
development should happen here.


		FreeBSD-STABLE is the branch from which major releases are made.
Changes enter this branch at a different pace, and with the general
assumption that they have been well tested by our user community
running -CURRENT.


		Thousands of developers around the world contribute code to FreeBSD.


		Only the
committers
have write access to the CVS repository.


		353 total committers in FreeBSD (includes source, documentation, and
ports committers).


		181 active committers to src/ (excluding sys) in the last 12 months.


		147 active committers to src/sys in the last 12 months.


		Users and external developers do not have CVS access, they can submit
bug fixes, enhancements, or problem reports using the GNATS database.


		Online submission forms,
send-pr
command installed by default on FreeBSD systems, etc.
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		NDIS Binary Compatibility allows Windows XP network device drivers to
be used with FreeBSD.


		IP Fast Forwarding for dramatic speedups in FreeBSD based routers.


		Continued locking and performance improvements to take advanced of
SMPng architecture.





FreeBSD (i386) can use binary Ethernet and WLAN network drivers written
to the Windows XP NDIS 5.1 specification. Windows drivers are turned
into FreeBSD Kernel Loadable Modules (KLDs) with the ndiscvt command
:


# ndiscvt -O -i neti557x.inf -s neti557x.sys \
    -n intel0
# kldload intel0






More information is available in ndis(4), ndisapi(9), and ndiscvt(8).
This functionality was written by Bill Paul.
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		FreeBSD is a production-quality operating system derived from BSD
UNIX.
		Widely deployed as a component, and in its own right.
		Workstation, server, and high-end embedded markets.








		Berkeley permits broad commercial re-use in open and closed source
products.


		amd64, i386, ia64, pc98, powerpc, sparc64
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		FreeBSD distributed under “2 clause” BSD license





Redistribution and use in source and binary forms, with or without
modification, are permitted provided that the following conditions are
met:


1. Redistributions of source code must retain the above copyright
notice, this list of conditions and the following disclaimer.


2. Redistributions in binary form must reproduce the above copyright
notice, this list of conditions and the following disclaimer in the
documentation and/or other materials provided with the distribution.



		Don’t claim that you wrote the code


		Don’t blame us if the code doesn’t work


		Apart from that, do anything you want with the code


		The GPL mandates that source code be disclosed


		The BSD License allows source code changes to be kept secret


		GPL is often categorised as “Copyleft”, as distinct from “Copyright”


		If you like that nomenclature, you may think of the BSD License is
“Copycentre”. We actively encourage third parties to use the source
code.


		Donating changes back is purely at the discretion of the party making
the changes.
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  FreeBSD is used by many of the world’s largest corporations, and busiest
Internet sites.



		Yahoo!, Apache, Sony Japan, Netcraft, Weathernews, Supervalue.





		Apple chose FreeBSD over Linux as the Unix core for Mac OS X.





		According to Netcraft, nearly 2.5 million active sites use FreeBSD as
a network server – about one million more than Red Hat Linux
.





		In the last year alone, about one million new FreeBSD hosts were
counted by Netcraft, an incredible growth rate despite more media
attention towards Linux.





		Several of the largest commercial banks in the world are using
FreeBSD in their processing of business to business transactions.





		Combined, these systems process about 1.5 trillion U.S. dollars per
year and growing. They are using X11, Apache, jails, Perl, and a lot
of other free software.





		Factors that help:



		Stability


		Source availability for helping understand and fix problems that
occur (having the source to the system helps you to understand why
your application does not do what you expect)


		Good performance


		Easy hardware upgrade paths


		The application is spread over many servers. Need more power in
one part? Add more FreeBSD boxes.





PC hardware sometimes is less than perfect, but at PC hardware
prices, hot spares are practical.





		BSD has existed since the late 1970’s and was the testbed and
reference implementation for TCP/IP.





		The Internet Software Consortium (ISC) uses FreeBSD exclusively for
f-root domain servers (in 21 cities now, usually with 3 servers per
city).





		Modern FreeBSD is extremely refined and mature.





		FreeBSD consistently places at the top of the “uptime” lists produced
by Netcraft to measure the stability of the world’s busiest websites.





		FreeBSD is frequently used as a platform for embedded networking
devices, including products from IBM, Inktomi, Juniper Networks, GTA,
and Network Alchemy - a Nokia Company.





		The Weather Channel uses FreeBSD to do realtime audio/video
presentation in hundreds of locations across the US serving content
to millions of cable and satellite customers.





		The BSD license makes these commercial embedded applications
possible.
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		FreeBSD Handbook


		FreeBSD Mall, Inc.
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		A number of committees with special responsibilities have been
created within the FreeBSD Project to ensure that the project
continues to move in a positive direction.


		The FreeBSD
Core Team
is a group of 9 developers elected by the committers for 2 year
terms.


		The FreeBSD
Ports Management Team
is responsible for ensuring that the FreeBSD Ports Collection is
stable, up-to-date and full-deatured. Its secondary responsibility is
to coordinate among the committers and developers working on it.


		The FreeBSD
Documentation Engineering Team
is responsible for defining and following up documentation goals for
the committers in the Documentation Project.


		The FreeBSD
Release Engineering Team
is a small group of developers responsible for managing the release
process.


		The FreeBSD
Security Team
is responsible for keeping the community aware of bugs, exploits and
security risks affecting the FreeBSD src and ports trees, and to
promote and distribute information needed to safely run FreeBSD
systems. Furthermore, it is responsible for resolving software bugs
affecting the security of FreeBSD and issuing security advisories.







          

      

      

    


    
        © Copyright 2015, The FreeBSD Project.
      Created using Sphinx 1.3.1.
    

  

_static/plus.png





_static/up.png





_static/file.png





_static/comment-bright.png





_static/down-pressed.png





_static/up-pressed.png





_static/ajax-loader.gif





_static/down.png





slides/freebsd-general.html


    
      Navigation


      
        		
          index


        		
          previous |


        		FreeBSD 10.1 documentation »

 
      


    


    
      
          
            
  Thursday, 3 Jan 2008
2004-2008
FreeBSD Mall, Inc.



		What is FreeBSD?


		Who uses FreeBSD?


		FreeBSD Development Model


		FreeBSD Release / Branch Terminology


		Recent FreeBSD Releases





SLIDES.WHAT-IS-FREEBSD SLIDES.FREEBSD-USERS SLIDES.FREEBSD-DEV-MODEL
SLIDES.FREEBSD-ORGANIZATION SLIDES.FREEBSD-RELEASE-PROCESS
SLIDES.FREEBSD-RECENT-RELEASES SLIDES.FREEBSD-MORE-INFORMATION




          

      

      

    


    
        © Copyright 2015, The FreeBSD Project.
      Created using Sphinx 1.3.1.
    

  

share/xml.html


    
      Navigation


      
        		
          index


        		
          next |


        		
          previous |


        		FreeBSD 10.1 documentation »

 
      


    


    
      
          
            
  

          

      

      

    


    
        © Copyright 2015, The FreeBSD Project.
      Created using Sphinx 1.3.1.
    

  

_images/wr-bsdtool-june2001.png
FreeBSD

AvindRner g





_images/daemon_hammer-tn25.jpg





_images/powerlogo.gif
Poweredby...
FreeBSD





_images/wc-bsdalph-4.2.gif
FreeBSDIAXP
@ "

e
rapy
g
spun

o






_images/freebsd-basics-cover-front-145.png





_images/2015-freebsd-gsoc-thumbnail.png
This summer:
Hack on open source

and receive $5500!
o Wi nebwork tack
or o o ambedied st
e 14
]
o,
e =
e
Oeveiop e fr st tcle
G e e systeme






_images/postcard4-thumb.jpg
creation





_images/power-button.gif
P i





_images/plueschtier-tiny.jpg





_images/205-jp.jpg





books/handbook/vinum.html


    
      Navigation


      
        		
          index


        		FreeBSD 10.1 documentation »

 
      


    


    
      
          
            
  
The vinum Volume Manager






		Author:		GregLeheyOriginally written by








The vinum Volume Manager





Synopsis


No matter the type of disks, there are always potential problems. The
disks can be too small, too slow, or too unreliable to meet the system’s
requirements. While disks are getting bigger, so are data storage
requirements. Often a file system is needed that is bigger than a disk’s
capacity. Various solutions to these problems have been proposed and
implemented.


One method is through the use of multiple, and sometimes redundant,
disks. In addition to supporting various cards and controllers for
hardware Redundant Array of Independent Disks RAID systems, the base OS
system includes the vinum volume manager, a block device driver that
implements virtual disk drives and addresses these three problems.
vinum provides more flexibility, performance, and reliability than
traditional disk storage and implements RAID-0, RAID-1, and RAID-5
models, both individually and in combination.


This chapter provides an overview of potential problems with traditional
disk storage, and an introduction to the vinum volume manager.



Note


Starting with OS 5, vinum has been rewritten in order to fit
into the GEOM architecture, while retaining the original
ideas, terminology, and on-disk metadata. This rewrite is called
gvinum (for GEOM vinum). While this chapter uses the term
vinum, any command invocations should be performed with
gvinum. The name of the kernel module has changed from the
original vinum.ko to geom_vinum.ko, and all device nodes
reside under /dev/gvinum instead of /dev/vinum. As of OS 6,
the original vinum implementation is no longer available in the
code base.









Access Bottlenecks


Modern systems frequently need to access data in a highly concurrent
manner. For example, large FTP or HTTP servers can maintain thousands of
concurrent sessions and have multiple 100 Mbit/s connections to the
outside world, well beyond the sustained transfer rate of most disks.


Current disk drives can transfer data sequentially at up to 70 MB/s, but
this value is of little importance in an environment where many
independent processes access a drive, and where they may achieve only a
fraction of these values. In such cases, it is more interesting to view
the problem from the viewpoint of the disk subsystem. The important
parameter is the load that a transfer places on the subsystem, or the
time for which a transfer occupies the drives involved in the transfer.


In any disk transfer, the drive must first position the heads, wait for
the first sector to pass under the read head, and then perform the
transfer. These actions can be considered to be atomic as it does not
make any sense to interrupt them.


Consider a typical transfer of about 10 kB: the current generation of
high-performance disks can position the heads in an average of 3.5 ms.
The fastest drives spin at 15,000 rpm, so the average rotational latency
(half a revolution) is 2 ms. At 70 MB/s, the transfer itself takes about
150 μs, almost nothing compared to the positioning time. In such a case,
the effective transfer rate drops to a little over 1 MB/s and is clearly
highly dependent on the transfer size.


The traditional and obvious solution to this bottleneck is “more
spindles”: rather than using one large disk, use several smaller disks
with the same aggregate storage space. Each disk is capable of
positioning and transferring independently, so the effective throughput
increases by a factor close to the number of disks used.


The actual throughput improvement is smaller than the number of disks
involved. Although each drive is capable of transferring in parallel,
there is no way to ensure that the requests are evenly distributed
across the drives. Inevitably the load on one drive will be higher than
on another.


disk concatenation
Vinum
concatenation
The evenness of the load on the disks is strongly dependent on the way
the data is shared across the drives. In the following discussion, it is
convenient to think of the disk storage as a large number of data
sectors which are addressable by number, rather like the pages in a
book. The most obvious method is to divide the virtual disk into groups
of consecutive sectors the size of the individual physical disks and
store them in this manner, rather like taking a large book and tearing
it into smaller sections. This method is called concatenation and has
the advantage that the disks are not required to have any specific size
relationships. It works well when the access to the virtual disk is
spread evenly about its address space. When access is concentrated on a
smaller area, the improvement is less marked. ? illustrates the sequence
in which storage units are allocated in a concatenated organization.


disk striping
Vinum
striping
RAID
An alternative mapping is to divide the address space into smaller,
equal-sized components and store them sequentially on different devices.
For example, the first 256 sectors may be stored on the first disk, the
next 256 sectors on the next disk and so on. After filling the last
disk, the process repeats until the disks are full. This mapping is
called striping or RAID-0.


RAID offers various forms of fault tolerance, though RAID-0 is somewhat
misleading as it provides no redundancy. Striping requires somewhat more
effort to locate the data, and it can cause additional I/O load where a
transfer is spread over multiple disks, but it can also provide a more
constant load across the disks. ? illustrates the sequence in which
storage units are allocated in a striped organization.





Data Integrity


The final problem with disks is that they are unreliable. Although
reliability has increased tremendously over the last few years, disk
drives are still the most likely core component of a server to fail.
When they do, the results can be catastrophic and replacing a failed
disk drive and restoring data can result in server downtime.


disk mirroring
vinum
mirroring
RAID
-1
One approach to this problem is mirroring, or RAID-1, which keeps two
copies of the data on different physical hardware. Any write to the
volume writes to both disks; a read can be satisfied from either, so if
one drive fails, the data is still available on the other drive.


Mirroring has two problems:



		It requires twice as much disk storage as a non-redundant solution.


		Writes must be performed to both drives, so they take up twice the
bandwidth of a non-mirrored volume. Reads do not suffer from a
performance penalty and can even be faster.





RAID
-5
An alternative solution is parity, implemented in RAID levels 2, 3, 4
and 5. Of these, RAID-5 is the most interesting. As implemented in
vinum, it is a variant on a striped organization which dedicates one
block of each stripe to parity one of the other blocks. As implemented
by vinum, a RAID-5 plex is similar to a striped plex, except that it
implements RAID-5 by including a parity block in each stripe. As
required by RAID-5, the location of this parity block changes from one
stripe to the next. The numbers in the data blocks indicate the relative
block numbers.


Compared to mirroring, RAID-5 has the advantage of requiring
significantly less storage space. Read access is similar to that of
striped organizations, but write access is significantly slower,
approximately 25% of the read performance. If one drive fails, the array
can continue to operate in degraded mode where a read from one of the
remaining accessible drives continues normally, but a read from the
failed drive is recalculated from the corresponding block from all the
remaining drives.





vinum Objects


In order to address these problems, vinum implements a four-level
hierarchy of objects:



		The most visible object is the virtual disk, called a volume.
Volumes have essentially the same properties as a UNIX disk drive,
though there are some minor differences. For one, they have no size
limitations.


		Volumes are composed of plexes, each of which represent the total
address space of a volume. This level in the hierarchy provides
redundancy. Think of plexes as individual disks in a mirrored array,
each containing the same data.


		Since vinum exists within the UNIX disk storage framework, it
would be possible to use UNIX partitions as the building block for
multi-disk plexes. In fact, this turns out to be too inflexible as
UNIX disks can have only a limited number of partitions. Instead,
vinum subdivides a single UNIX partition, the drive, into
contiguous areas called subdisks, which are used as building blocks
for plexes.


		Subdisks reside on vinum drives, currently UNIX partitions.
vinum drives can contain any number of subdisks. With the
exception of a small area at the beginning of the drive, which is
used for storing configuration and state information, the entire
drive is available for data storage.





The following sections describe the way these objects provide the
functionality required of vinum.



Volume Size Considerations


Plexes can include multiple subdisks spread over all drives in the
vinum configuration. As a result, the size of an individual drive
does not limit the size of a plex or a volume.





Redundant Data Storage


vinum implements mirroring by attaching multiple plexes to a volume.
Each plex is a representation of the data in a volume. A volume may
contain between one and eight plexes.


Although a plex represents the complete data of a volume, it is possible
for parts of the representation to be physically missing, either by
design (by not defining a subdisk for parts of the plex) or by accident
(as a result of the failure of a drive). As long as at least one plex
can provide the data for the complete address range of the volume, the
volume is fully functional.





Which Plex Organization?


vinum implements both concatenation and striping at the plex level:



		A concatenated plex uses the address space of each subdisk in turn.
Concatenated plexes are the most flexible as they can contain any
number of subdisks, and the subdisks may be of different length. The
plex may be extended by adding additional subdisks. They require less
CPU time than striped plexes, though the difference in CPU overhead
is not measurable. On the other hand, they are most susceptible to
hot spots, where one disk is very active and others are idle.


		A striped plex stripes the data across each subdisk. The subdisks
must all be the same size and there must be at least two subdisks in
order to distinguish it from a concatenated plex. The greatest
advantage of striped plexes is that they reduce hot spots. By
choosing an optimum sized stripe, about 256 kB, the load can be
evened out on the component drives. Extending a plex by adding new
subdisks is so complicated that vinum does not implement it.





? summarizes the advantages and disadvantages of each plex organization.











		Plex type
		Minimum subdisks
		Can add subdisks
		Must be equal size
		Application





		concatenated
		1
		yes
		no
		Large data storage with maximum placement flexibility and moderate performance



		striped
		2
		no
		yes
		High performance in combination with highly concurrent access







Table: vinum Plex Organizations







Some Examples


vinum maintains a configuration database which describes the
objects known to an individual system. Initially, the user creates the
configuration database from one or more configuration files using
MAN.GVINUM.8. vinum stores a copy of its configuration database on
each disk device under its control. This database is updated on each
state change, so that a restart accurately restores the state of each
vinum object.



The Configuration File


The configuration file describes individual vinum objects. The
definition of a simple volume might be:


drive a device /dev/da3h
volume myvol
  plex org concat
    sd length 512m drive a






This file describes four vinum objects:



		The drive line describes a disk partition (drive) and its
location relative to the underlying hardware. It is given the
symbolic name a. This separation of symbolic names from device
names allows disks to be moved from one location to another without
confusion.


		The volume line describes a volume. The only required attribute is
the name, in this case myvol.


		The plex line defines a plex. The only required parameter is the
organization, in this case concat. No name is necessary as the
system automatically generates a name from the volume name by adding
the suffix .px, where x is the number of the plex in the volume.
Thus this plex will be called myvol.p0.


		The sd line describes a subdisk. The minimum specifications are the
name of a drive on which to store it, and the length of the subdisk.
No name is necessary as the system automatically assigns names
derived from the plex name by adding the suffix .sx, where x is
the number of the subdisk in the plex. Thus vinum gives this
subdisk the name myvol.p0.s0.





After processing this file, MAN.GVINUM.8 produces the following output:


  PROMPT.ROOT gvinum -> create config1
  Configuration summary
  Drives:         1 (4 configured)
  Volumes:        1 (4 configured)
  Plexes:         1 (8 configured)
  Subdisks:       1 (16 configured)

D a                     State: up       Device /dev/da3h      Avail: 2061/2573 MB (80%)

V myvol                 State: up       Plexes:       1 Size:      512 MB

P myvol.p0            C State: up       Subdisks:     1 Size:      512 MB

S myvol.p0.s0           State: up       PO:        0  B Size:      512 MB






This output shows the brief listing format of MAN.GVINUM.8. It is
represented graphically in ?.


This figure, and the ones which follow, represent a volume, which
contains the plexes, which in turn contains the subdisks. In this
example, the volume contains one plex, and the plex contains one
subdisk.


This particular volume has no specific advantage over a conventional
disk partition. It contains a single plex, so it is not redundant. The
plex contains a single subdisk, so there is no difference in storage
allocation from a conventional disk partition. The following sections
illustrate various more interesting configuration methods.





Increased Resilience: Mirroring


The resilience of a volume can be increased by mirroring. When laying
out a mirrored volume, it is important to ensure that the subdisks of
each plex are on different drives, so that a drive failure will not take
down both plexes. The following configuration mirrors a volume:


drive b device /dev/da4h
  volume mirror
    plex org concat
      sd length 512m drive a
    plex org concat
      sd length 512m drive b






In this example, it was not necessary to specify a definition of drive
a again, since vinum keeps track of all objects in its
configuration database. After processing this definition, the
configuration looks like:


Drives:         2 (4 configured)
Volumes:        2 (4 configured)
Plexes:         3 (8 configured)
Subdisks:       3 (16 configured)

D a                     State: up       Device /dev/da3h       Avail: 1549/2573 MB (60%)
D b                     State: up       Device /dev/da4h       Avail: 2061/2573 MB (80%)

V myvol                 State: up       Plexes:       1 Size:        512 MB
V mirror                State: up       Plexes:       2 Size:        512 MB

P myvol.p0            C State: up       Subdisks:     1 Size:        512 MB
P mirror.p0           C State: up       Subdisks:     1 Size:        512 MB
P mirror.p1           C State: initializing     Subdisks:     1 Size:        512 MB

S myvol.p0.s0           State: up       PO:        0  B Size:        512 MB
S mirror.p0.s0          State: up       PO:        0  B Size:        512 MB
S mirror.p1.s0          State: empty    PO:        0  B Size:        512 MB






? shows the structure graphically.


In this example, each plex contains the full 512 MB of address space. As
in the previous example, each plex contains only a single subdisk.





Optimizing Performance


The mirrored volume in the previous example is more resistant to failure
than an unmirrored volume, but its performance is less as each write to
the volume requires a write to both drives, using up a greater
proportion of the total disk bandwidth. Performance considerations
demand a different approach: instead of mirroring, the data is striped
across as many disk drives as possible. The following configuration
shows a volume with a plex striped across four disk drives:


    drive c device /dev/da5h
drive d device /dev/da6h
volume stripe
plex org striped 512k
  sd length 128m drive a
  sd length 128m drive b
  sd length 128m drive c
  sd length 128m drive d






As before, it is not necessary to define the drives which are already
known to vinum. After processing this definition, the configuration
looks like:


Drives:         4 (4 configured)
Volumes:        3 (4 configured)
Plexes:         4 (8 configured)
Subdisks:       7 (16 configured)

D a                     State: up       Device /dev/da3h        Avail: 1421/2573 MB (55%)
D b                     State: up       Device /dev/da4h        Avail: 1933/2573 MB (75%)
D c                     State: up       Device /dev/da5h        Avail: 2445/2573 MB (95%)
D d                     State: up       Device /dev/da6h        Avail: 2445/2573 MB (95%)

V myvol                 State: up       Plexes:       1 Size:        512 MB
V mirror                State: up       Plexes:       2 Size:        512 MB
V striped               State: up       Plexes:       1 Size:        512 MB

P myvol.p0            C State: up       Subdisks:     1 Size:        512 MB
P mirror.p0           C State: up       Subdisks:     1 Size:        512 MB
P mirror.p1           C State: initializing     Subdisks:     1 Size:        512 MB
P striped.p1            State: up       Subdisks:     1 Size:        512 MB

S myvol.p0.s0           State: up       PO:        0  B Size:        512 MB
S mirror.p0.s0          State: up       PO:        0  B Size:        512 MB
S mirror.p1.s0          State: empty    PO:        0  B Size:        512 MB
S striped.p0.s0         State: up       PO:        0  B Size:        128 MB
S striped.p0.s1         State: up       PO:      512 kB Size:        128 MB
S striped.p0.s2         State: up       PO:     1024 kB Size:        128 MB
S striped.p0.s3         State: up       PO:     1536 kB Size:        128 MB






This volume is represented in ?. The darkness of the stripes indicates
the position within the plex address space, where the lightest stripes
come first and the darkest last.





Resilience and Performance


With sufficient hardware, it is possible to build volumes which show
both increased resilience and increased performance compared to standard
UNIX partitions. A typical configuration file might be:


volume raid10
    plex org striped 512k
      sd length 102480k drive a
      sd length 102480k drive b
      sd length 102480k drive c
      sd length 102480k drive d
      sd length 102480k drive e
    plex org striped 512k
      sd length 102480k drive c
      sd length 102480k drive d
      sd length 102480k drive e
      sd length 102480k drive a
      sd length 102480k drive b






The subdisks of the second plex are offset by two drives from those of
the first plex. This helps to ensure that writes do not go to the same
subdisks even if a transfer goes over two drives.


? represents the structure of this volume.







Object Naming


vinum assigns default names to plexes and subdisks, although they
may be overridden. Overriding the default names is not recommended as it
does not bring a significant advantage and it can cause confusion.


Names may contain any non-blank character, but it is recommended to
restrict them to letters, digits and the underscore characters. The
names of volumes, plexes, and subdisks may be up to 64 characters long,
and the names of drives may be up to 32 characters long.


vinum objects are assigned device nodes in the hierarchy
/dev/gvinum. The configuration shown above would cause vinum to
create the following device nodes:



		Device entries for each volume. These are the main devices used by
vinum. The configuration above would include the devices
/dev/gvinum/myvol, /dev/gvinum/mirror,
/dev/gvinum/striped, /dev/gvinum/raid5 and
/dev/gvinum/raid10.


		All volumes get direct entries under /dev/gvinum/.


		The directories /dev/gvinum/plex, and /dev/gvinum/sd, which
contain device nodes for each plex and for each subdisk,
respectively.





For example, consider the following configuration file:


drive drive1 device /dev/sd1h
drive drive2 device /dev/sd2h
drive drive3 device /dev/sd3h
drive drive4 device /dev/sd4h
volume s64 setupstate
  plex org striped 64k
    sd length 100m drive drive1
    sd length 100m drive drive2
    sd length 100m drive drive3
    sd length 100m drive drive4






After processing this file, MAN.GVINUM.8 creates the following structure
in /dev/gvinum:


    drwxr-xr-x  2 root  wheel       512 Apr 13
16:46 plex
    crwxr-xr--  1 root  wheel   91,   2 Apr 13 16:46 s64
    drwxr-xr-x  2 root  wheel       512 Apr 13 16:46 sd

    /dev/vinum/plex:
    total 0
    crwxr-xr--  1 root  wheel   25, 0x10000002 Apr 13 16:46 s64.p0

    /dev/vinum/sd:
    total 0
    crwxr-xr--  1 root  wheel   91, 0x20000002 Apr 13 16:46 s64.p0.s0
    crwxr-xr--  1 root  wheel   91, 0x20100002 Apr 13 16:46 s64.p0.s1
    crwxr-xr--  1 root  wheel   91, 0x20200002 Apr 13 16:46 s64.p0.s2
    crwxr-xr--  1 root  wheel   91, 0x20300002 Apr 13 16:46 s64.p0.s3






Although it is recommended that plexes and subdisks should not be
allocated specific names, vinum drives must be named. This makes it
possible to move a drive to a different location and still recognize it
automatically. Drive names may be up to 32 characters long.



Creating File Systems


Volumes appear to the system to be identical to disks, with one
exception. Unlike UNIX drives, vinum does not partition volumes,
which thus do not contain a partition table. This has required
modification to some disk utilities, notably MAN.NEWFS.8, so that it
does not try to interpret the last letter of a vinum volume name as
a partition identifier. For example, a disk drive may have a name like
/dev/ad0a or /dev/da2h. These names represent the first
partition (a) on the first (0) IDE disk (ad) and the eighth
partition (h) on the third (2) SCSI disk (da) respectively. By
contrast, a vinum volume might be called /dev/gvinum/concat,
which has no relationship with a partition name.


In order to create a file system on this volume, use MAN.NEWFS.8:


PROMPT.ROOT newfs /dev/gvinum/concat











Configuring vinum


The GENERIC kernel does not contain vinum. It is possible to
build a custom kernel which includes vinum, but this is not
recommended. The standard way to start vinum is as a kernel module.
MAN.KLDLOAD.8 is not needed because when MAN.GVINUM.8 starts, it checks
whether the module has been loaded, and if it is not, it loads it
automatically.



Startup


vinum stores configuration information on the disk slices in
essentially the same form as in the configuration files. When reading
from the configuration database, vinum recognizes a number of
keywords which are not allowed in the configuration files. For example,
a disk configuration might contain the following text:


volume myvol state up
volume bigraid state down
plex name myvol.p0 state up org concat vol myvol
plex name myvol.p1 state up org concat vol myvol
plex name myvol.p2 state init org striped 512b vol myvol
plex name bigraid.p0 state initializing org raid5 512b vol bigraid
sd name myvol.p0.s0 drive a plex myvol.p0 state up len 1048576b driveoffset 265b plexoffset 0b
sd name myvol.p0.s1 drive b plex myvol.p0 state up len 1048576b driveoffset 265b plexoffset 1048576b
sd name myvol.p1.s0 drive c plex myvol.p1 state up len 1048576b driveoffset 265b plexoffset 0b
sd name myvol.p1.s1 drive d plex myvol.p1 state up len 1048576b driveoffset 265b plexoffset 1048576b
sd name myvol.p2.s0 drive a plex myvol.p2 state init len 524288b driveoffset 1048841b plexoffset 0b
sd name myvol.p2.s1 drive b plex myvol.p2 state init len 524288b driveoffset 1048841b plexoffset 524288b
sd name myvol.p2.s2 drive c plex myvol.p2 state init len 524288b driveoffset 1048841b plexoffset 1048576b
sd name myvol.p2.s3 drive d plex myvol.p2 state init len 524288b driveoffset 1048841b plexoffset 1572864b
sd name bigraid.p0.s0 drive a plex bigraid.p0 state initializing len 4194304b driveoff set 1573129b plexoffset 0b
sd name bigraid.p0.s1 drive b plex bigraid.p0 state initializing len 4194304b driveoff set 1573129b plexoffset 4194304b
sd name bigraid.p0.s2 drive c plex bigraid.p0 state initializing len 4194304b driveoff set 1573129b plexoffset 8388608b
sd name bigraid.p0.s3 drive d plex bigraid.p0 state initializing len 4194304b driveoff set 1573129b plexoffset 12582912b
sd name bigraid.p0.s4 drive e plex bigraid.p0 state initializing len 4194304b driveoff set 1573129b plexoffset 16777216b






The obvious differences here are the presence of explicit location
information and naming, both of which are allowed but discouraged, and
the information on the states. vinum does not store information
about drives in the configuration information. It finds the drives by
scanning the configured disk drives for partitions with a vinum
label. This enables vinum to identify drives correctly even if they
have been assigned different UNIX drive IDs.



Automatic Startup


Gvinum always features an automatic startup once the kernel module is
loaded, via MAN.LOADER.CONF.5. To load the Gvinum module at boot time,
add geom_vinum_load="YES" to /boot/loader.conf.


When vinum is started with gvinum start, vinum reads the
configuration database from one of the vinum drives. Under normal
circumstances, each drive contains an identical copy of the
configuration database, so it does not matter which drive is read. After
a crash, however, vinum must determine which drive was updated most
recently and read the configuration from this drive. It then updates the
configuration, if necessary, from progressively older drives.









Using vinum for the Root File System


For a machine that has fully-mirrored file systems using vinum, it
is desirable to also mirror the root file system. Setting up such a
configuration is less trivial than mirroring an arbitrary file system
because:



		The root file system must be available very early during the boot
process, so the vinum infrastructure must already be available at
this time.


		The volume containing the root file system also contains the system
bootstrap and the kernel. These must be read using the host system’s
native utilities, such as the BIOS, which often cannot be taught
about the details of vinum.





In the following sections, the term “root volume” is generally used to
describe the vinum volume that contains the root file system.



Starting up vinum Early Enough for the Root File System


vinum must be available early in the system boot as MAN.LOADER.8
must be able to load the vinum kernel module before starting the kernel.
This can be accomplished by putting this line in /boot/loader.conf:


geom_vinum_load="YES"









Making a vinum-based Root Volume Accessible to the Bootstrap


The current OS bootstrap is only 7.5 KB of code and does not understand
the internal vinum structures. This means that it cannot parse the
vinum configuration data or figure out the elements of a boot
volume. Thus, some workarounds are necessary to provide the bootstrap
code with the illusion of a standard a partition that contains the
root file system.


For this to be possible, the following requirements must be met for the
root volume:



		The root volume must not be a stripe or RAID-5.


		The root volume must not contain more than one concatenated subdisk
per plex.





Note that it is desirable and possible to use multiple plexes, each
containing one replica of the root file system. The bootstrap process
will only use one replica for finding the bootstrap and all boot files,
until the kernel mounts the root file system. Each single subdisk within
these plexes needs its own a partition illusion, for the respective
device to be bootable. It is not strictly needed that each of these
faked a partitions is located at the same offset within its device,
compared with other devices containing plexes of the root volume.
However, it is probably a good idea to create the vinum volumes that
way so the resulting mirrored devices are symmetric, to avoid confusion.


In order to set up these a partitions for each device containing
part of the root volume, the following is required:


The location, offset from the beginning of the device, and size of this
device’s subdisk that is part of the root volume needs to be examined,
using the command:


PROMPT.ROOT gvinum l -rv root






vinum offsets and sizes are measured in bytes. They must be divided
by 512 in order to obtain the block numbers that are to be used by
bsdlabel.


Run this command for each device that participates in the root volume:


PROMPT.ROOT bsdlabel -e devname






devname must be either the name of the disk, like da0 for disks
without a slice table, or the name of the slice, like ad0s1.


If there is already an a partition on the device from a
pre-vinum root file system, it should be renamed to something else
so that it remains accessible (just in case), but will no longer be used
by default to bootstrap the system. A currently mounted root file system
cannot be renamed, so this must be executed either when being booted
from a “Fixit” media, or in a two-step process where, in a mirror, the
disk that is not been currently booted is manipulated first.


The offset of the vinum partition on this device (if any) must be
added to the offset of the respective root volume subdisk on this
device. The resulting value will become the offset value for the new
a partition. The size value for this partition can be taken
verbatim from the calculation above. The fstype should be
4.2BSD. The fsize, bsize, and cpg values should be
chosen to match the actual file system, though they are fairly
unimportant within this context.


That way, a new a partition will be established that overlaps the
vinum partition on this device. bsdlabel will only allow for
this overlap if the vinum partition has properly been marked using
the vinum fstype.


A faked a partition now exists on each device that has one replica
of the root volume. It is highly recommendable to verify the result
using a command like:


PROMPT.ROOT fsck -n /dev/devnamea






It should be remembered that all files containing control information
must be relative to the root file system in the vinum volume which,
when setting up a new vinum root volume, might not match the root
file system that is currently active. So in particular, /etc/fstab
and /boot/loader.conf need to be taken care of.


At next reboot, the bootstrap should figure out the appropriate control
information from the new vinum-based root file system, and act
accordingly. At the end of the kernel initialization process, after all
devices have been announced, the prominent notice that shows the success
of this setup is a message like:


Mounting root from ufs:/dev/gvinum/root









Example of a vinum-based Root Setup


After the vinum root volume has been set up, the output of
``gvinum l -rv



root`` could look like:



...
Subdisk root.p0.s0:
        Size:        125829120 bytes (120 MB)
        State: up
        Plex root.p0 at offset 0 (0  B)
        Drive disk0 (/dev/da0h) at offset 135680 (132 kB)

Subdisk root.p1.s0:
        Size:        125829120 bytes (120 MB)
        State: up
        Plex root.p1 at offset 0 (0  B)
        Drive disk1 (/dev/da1h) at offset 135680 (132 kB)






The values to note are 135680 for the offset, relative to partition
/dev/da0h. This translates to 265 512-byte disk blocks in
bsdlabel‘s terms. Likewise, the size of this root volume is 245760
512-byte blocks. /dev/da1h, containing the second replica of this
root volume, has a symmetric setup.


The bsdlabel for these devices might look like:


...
8 partitions:
#        size   offset    fstype   [fsize bsize bps/cpg]
  a:   245760      281    4.2BSD     2048 16384     0   # (Cyl.    0*- 15*)
  c: 71771688        0    unused        0     0         # (Cyl.    0 - 4467*)
  h: 71771672       16     vinum                        # (Cyl.    0*- 4467*)






It can be observed that the size parameter for the faked a
partition matches the value outlined above, while the offset
parameter is the sum of the offset within the vinum partition h,
and the offset of this partition within the device or slice. This is a
typical setup that is necessary to avoid the problem described in ?. The
entire a partition is completely within the h partition
containing all the vinum data for this device.


In the above example, the entire device is dedicated to vinum and
there is no leftover pre-vinum root partition.





Troubleshooting


The following list contains a few known pitfalls and solutions.



System Bootstrap Loads, but System Does Not Boot


If for any reason the system does not continue to boot, the bootstrap
can be interrupted by pressing space at the 10-seconds warning. The
loader variable vinum.autostart can be examined by typing show
and manipulated using set or unset.


If the vinum kernel module was not yet in the list of modules to
load automatically, type load geom_vinum.


When ready, the boot process can be continued by typing boot -as
which -as requests the kernel to ask for the root file system to
mount (-a) and make the boot process stop in single-user mode
(-s), where the root file system is mounted read-only. That way,
even if only one plex of a multi-plex volume has been mounted, no data
inconsistency between plexes is being risked.


At the prompt asking for a root file system to mount, any device that
contains a valid root file system can be entered. If /etc/fstab is
set up correctly, the default should be something like
ufs:/dev/gvinum/root. A typical alternate choice would be something
like ufs:da0d which could be a hypothetical partition containing the
pre-vinum root file system. Care should be taken if one of the
alias a partitions is entered here, that it actually references the
subdisks of the vinum root device, because in a mirrored setup, this
would only mount one piece of a mirrored root device. If this file
system is to be mounted read-write later on, it is necessary to remove
the other plex(es) of the vinum root volume since these plexes would
otherwise carry inconsistent data.





Only Primary Bootstrap Loads


If /boot/loader fails to load, but the primary bootstrap still loads
(visible by a single dash in the left column of the screen right after
the boot process starts), an attempt can be made to interrupt the
primary bootstrap by pressing space. This will make the bootstrap stop
in stage two. An attempt can be made here to boot off
an alternate partition, like the partition containing the previous root
file system that has been moved away from a.





Nothing Boots, the Bootstrap Panics


This situation will happen if the bootstrap had been destroyed by the
vinum installation. Unfortunately, vinum accidentally leaves
only 4 KB at the beginning of its partition free before starting to
write its vinum header information. However, the stage one and two
bootstraps plus the bsdlabel require 8 KB. So if a vinum partition
was started at offset 0 within a slice or disk that was meant to be
bootable, the vinum setup will trash the bootstrap.


Similarly, if the above situation has been recovered, by booting from a
“Fixit” media, and the bootstrap has been re-installed using
bsdlabel -B as described in ?, the bootstrap will trash the
vinum header, and vinum will no longer find its disk(s). Though
no actual vinum configuration data or data in vinum volumes will
be trashed, and it would be possible to recover all the data by entering
exactly the same vinum configuration data again, the situation is
hard to fix. It is necessary to move the entire vinum partition by
at least 4 KB, in order to have the vinum header and the system
bootstrap no longer collide.
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Installing OS 8.X





Synopsis


installation
OS provides a text-based, easy to use installation program. OS
9.0-RELEASE and later use the installation program known as
MAN.BSDINSTALL.8 while OS 8.X uses MAN.SYSINSTALL.8. This chapter
describes how to use MAN.SYSINSTALL.8. The use of MAN.BSDINSTALL.8 is
covered in ?.


After reading this chapter, you will know:



		How to create the OS installation media.


		How OS refers to and subdivides hard disks.


		How to start MAN.SYSINSTALL.8.


		The questions MAN.SYSINSTALL.8 asks, what they mean, and how to
answer them.





Before reading this chapter, you should:



		Read the supported hardware list that shipped with the version of OS
to install, and verify that the system’s hardware is supported.



Note


In general, these installation instructions are written for the I386
and OS/ARCH.AMD64 architectures. Where applicable, instructions
specific to other platforms will be listed. There may be minor
differences between the installer and what is shown here. This
chapter should be used as a general guide rather than a literal
installation manual.















Hardware Requirements



Minimal Configuration


The minimal configuration to install OS varies with the OS version and
the hardware architecture.


A summary of this information is given in the following sections.
Depending on the method chosen to install OS, a floppy drive, CDROM
drive, or network adapter may be needed. Instructions on how to prepare
the installation media can be found in ?.



OS/ARCH.I386 and OS/ARCH.PC98


Both OS/ARCH.I386 and OS/ARCH.PC98 require a 486 or better processor, at
least 24 MB of RAM, and at least 150 MB of free hard drive space for the
most minimal installation.



Note


In the case of older hardware, installing more RAM and more hard
drive space is often more important than a faster processor.









OS/ARCH.AMD64


There are two classes of processors capable of running OS/ARCH.AMD64.
The first are AMD64 processors, including the AMD.ATHLON64,
AMD.ATHLON64-FX, and AMD.OPTERON or better processors.


The second class of processors includes those using the INTEL EM64T
architecture. Examples of these processors include the INTEL CORE 2 Duo,
Quad, Extreme processor families, and the INTEL XEON 3000, 5000, and
7000 sequences of processors.


If the machine is based on an nVidia nForce3 Pro-150, the BIOS setup
must be used to disable the IO APIC. If this option does not exist,
disable ACPI instead as there are bugs in the Pro-150 chipset.





OS/ARCH.SPARC64


To install OS/ARCH.SPARC64, use a supported platform (see ?).


A dedicated disk is needed for OS/ARCH.SPARC64 as it is not possible to
share a disk with another operating system at this time.







Supported Hardware


A list of supported hardware is provided with each OS release in the OS
Hardware Notes. This document can usually be found in a file named
HARDWARE.TXT, in the top-level directory of a CDROM or FTP
distribution, or in MAN.SYSINSTALL.8’s documentation menu. It lists, for
a given architecture, which hardware devices are known to be supported
by each release of OS. Copies of the supported hardware list for various
releases and architectures can also be found on the Release
Information [http://www.FreeBSD.org/releases/index.html] page of the
OS website.







Pre-installation Tasks



Inventory the Computer


Before installing OS it is recommended to inventory the components in
the computer. The OS installation routines will show components such as
hard disks, network cards, and CDROM drives with their model number and
manufacturer. OS will also attempt to determine the correct
configuration for these devices, including information about IRQ and I/O
port usage. Due to the vagaries of computer hardware, this process is
not always completely successful, and OS may need some manual
configuration.


If another operating system is already installed, use the facilities
provided by that operating systems to view the hardware configuration.
If the settings of an expansion card are not obvious, check if they are
printed on the card itself. Popular IRQ numbers are 3, 5, and 7, and I/O
port addresses are normally written as hexadecimal numbers, such as
0x330.


It is recommended to print or write down this information before
installing OS. It may help to use a table, as seen in this example:


Table: Sample Device Inventory


Once the inventory of the components in the computer is complete, check
if it matches the hardware requirements of the OS release to install.





Make a Backup


If the computer contains valuable data, ensure it is backed up, and that
the backup has been tested before installing OS. The OS installer will
prompt before writing any data to disk, but once that process has
started, it cannot be undone.





Decide Where to Install OS


If OS is to be installed on the entire hard disk, skip this section.


However, if OS will co-exist with other operating systems, a rough
understanding of how data is laid out on the disk is useful.



Disk Layouts for OS/ARCH.I386


A PC disk can be divided into discrete chunks known as partitions. Since
OS also has partitions, naming can quickly become confusing. Therefore,
these disk chunks are referred to as slices in OS. For example, the OS
version of MAN.FDISK.8 refers to slices instead of partitions. By
design, the PC only supports four partitions per disk. These partitions
are called primary partitions. To work around this limitation and allow
more than four partitions, a new partition type was created, the
extended partition. A disk may contain only one extended partition.
Special partitions, called logical partitions, can be created inside
this extended partition.


Each partition has a partition ID, which is a number used to identify
the type of data on the partition. OS partitions have the partition ID
of 165.


In general, each operating system will identify partitions in a
particular way. For example, WINDOWS, assigns each primary and logical
partition a drive letter, starting with C:.


OS must be installed into a primary partition. If there are multiple
disks, a OS partition can be created on all, or some, of them. When OS
is installed, at least one partition must be available. This might be a
blank partition or it might be an existing partition whose data can be
overwritten.


If all the partitions on all the disks are in use, free one of them for
OS using the tools provided by an existing operating system, such as
WINDOWS fdisk.


If there is a spare partition, use that. If it is too small, shrink one
or more existing partitions to create more available space.


A minimal installation of OS takes as little as 100 MB of disk space.
However, that is a very minimal install, leaving almost no space for
files. A more realistic minimum is 250 MB without a graphical
environment, and 350 MB or more for a graphical user interface. If other
third-party software will be installed, even more space is needed.


You can use a tool such as GParted to resize your partitions and make
space for OS. GParted is known to work on NTFS and is available on a
number of Live CD Linux distributions, such as
SystemRescueCD [http://www.sysresccd.org/].



Warning


Incorrect use of a shrinking tool can delete the data on the disk.
Always have a recent, working backup before using this type of tool.






Consider a computer with a single 4 GB disk that already has a version
of WINDOWS installed, where the disk has been split into two drive
letters, C: and D:, each of which is 2 GB in size. There is 1 GB
of data on C:, and 0.5 GB of data on D:.


This disk has two partitions, one per drive letter. Copy all existing
data from D: to C:, which will free up the second partition,
ready for OS.


Consider a computer with a single 4 GB disk that already has a version
of WINDOWS installed. When WINDOWS was installed, it created one large
partition, a C: drive that is 4 GB in size. Currently, 1.5 GB of
space is used, and OS should have 2 GB of space.


In order to install OS, either:



		Backup the WINDOWS data and then reinstall WINDOWS, asking for a 2 GB
partition at install time.


		Use one of the tools described above to shrink your WINDOWS
partition.










Collect the Network Configuration Details


Before installing from an FTP site or an NFS server, make note of the
network configuration. The installer will prompt for this information so
that it can connect to the network to complete the installation.



Connecting to an Ethernet Network or Cable/DSL Modem


If using an Ethernet network or an Internet connection using an Ethernet
adapter via cable or DSL, the following information is needed:



		IP address


		IP address of the default gateway


		Hostname


		DNS server IP addresses


		Subnet Mask





If this information is unknown, ask the system administrator or service
provider. Make note if this information is assigned automatically using
DHCP.





Connecting Using a Modem


If using a dialup modem, OS can still be installed over the Internet, it
will just take a very long time.


You will need to know:



		The phone number to dial the Internet Service Provider (ISP)


		The COM: port the modem is connected to


		The username and password for the ISP account










Check for OS Errata


Although the OS Project strives to ensure that each release of OS is as
stable as possible, bugs do occasionally creep into the process. On rare
occasions those bugs affect the installation process. As these problems
are discovered and fixed, they are noted in the OS
Errata [http://www.FreeBSD.org/releases/&rel.current;R/errata.html],
which is found on the OS website. Check the errata before installing to
make sure that there are no late-breaking problems to be aware of.


Information about all releases, including the errata for each release,
can be found on the release
information section of the OS
website.





Obtain the OS Installation Files


The OS installer can install OS from files located in any of the
following places:



		A CDROM or DVD


		A USB Memory Stick


		A MS-DOS partition on the same computer


		Floppy disks (OS/ARCH.PC98 only)


		An FTP site through a firewall or using an HTTP proxy


		An NFS server


		A dedicated parallel or serial connection





If installing from a purchased OS CD/DVD, skip ahead to ?.


To obtain the OS installation files, skip ahead to ? which explains how
to prepare the installation media. After reading that section, come back
here and read on to ?.





Prepare the Boot Media


The OS installation process is started by booting the computer into the
OS installer. It is not a program that can be run within another
operating system. The computer normally boots using the operating system
installed on the hard disk, but it can also be configured to boot from a
CDROM or from a USB disk.



Tip


If installing from a CD/DVD to a computer whose BIOS supports
booting from the CD/DVD, skip this section. The OS CD/DVD images are
bootable and can be used to install OS without any other special
preparation.






To create a bootable memory stick, follow these steps:


Memory stick images for OS 8.X can be downloaded from the
ISO-IMAGES/ directory at
ftp://ftp.FreeBSD.org/pub/FreeBSD/releases/arch/ISO-IMAGES/version/OS-version-RELEASE-arch-memstick.img.
Replace arch and version with the architecture and the version number to
install. For example, the memory stick images for
OS/ARCH.I386 REL2.CURRENT-RELEASE are available from
ftp://ftp.FreeBSD.org/pub/FreeBSD/releases/ARCH.I386/ISO-IMAGES/REL2.CURRENT/OS-REL2.CURRENT-RELEASE-ARCH.I386-memstick.img.



Tip


A different directory path is used for OS 9.0-RELEASE and later
versions. How to download and install OS 9.X is covered in ?.






The memory stick image has a .img extension. The ISO-IMAGES/
directory contains a number of different images and the one to use
depends on the version of OS and the type of media supported by the
hardware being installed to.



Important


Before proceeding, back up the data on the USB stick, as this
procedure will erase it.


Warning


The example below lists /dev/da0 as the target device where the
image will be written. Be very careful that you have the correct
device as the output target, or you may destroy your existing data.






The .img file is not a regular file that can just be copied to the
memory stick. It is an image of the complete contents of the disk. This
means that MAN.DD.1 must be used to write the image directly to the
disk:


PROMPT.ROOT dd if=OS-REL2.CURRENT-RELEASE-ARCH.I386-memstick.img of=/dev/da0 bs=64k







		If an ``Operation not


		permitted`` error is displayed, make certain that the target





device is not in use, mounted, or being automounted by another program.
Then try again.



Warning


Make sure to use the correct drive letter as the output target, as
this command will overwrite and destroy any existing data on the
specified device.






Image Writer for Windows is a free application that can correctly write
an image file to a memory stick. Download it from
https://launchpad.net/win32-image-writer/ and extract it into a folder.


Double-click the Win32DiskImager icon to start the program. Verify that
the drive letter shown under Device is the drive with the memory
stick. Click the folder icon and select the image to be written to the
memory stick. Click Save to accept the image file name. Verify that
everything is correct, and that no folders on the memory stick are open
in other windows. Finally, click Write to write the image file to the
drive.


To create the boot floppy images for a OS/ARCH.PC98 installation, follow
these steps:


The OS/ARCH.PC98 boot disks can be downloaded from the floppies
directory,
ftp://ftp.FreeBSD.org/pub/FreeBSD/releases/pc98/version-RELEASE/floppies/.
Replace version with the version number to install.


The floppy images have a .flp extension. floppies/ contains a
number of different images. Download boot.flp as well as the number
of files associated with the type of installation, such as
kern.small* or kern*.



Important


The FTP program must use binary mode to download these disk
images. Some web browsers use text or ASCII mode, which will be
apparent if the disks are not bootable.






Prepare one floppy disk per downloaded image file. It is imperative that
these disks are free from defects. The easiest way to test this is to
reformat the disks. Do not trust pre-formatted floppies. The format
utility in WINDOWS will not tell about the presence of bad blocks, it
simply marks them as “bad” and ignores them. It is advised to use brand
new floppies.



Important


If the installer crashes, freezes, or otherwise misbehaves, one of
the first things to suspect is the floppies. Write the floppy image
files to new disks and try again.






The .flp files are not regular files that can be copied to the
disk. They are images of the complete contents of the disk. Specific
tools must be used to write the images directly to the disk.


DOS
OS provides a tool called rawrite for creating the floppies on a
computer running WINDOWS. This tool can be downloaded from
``ftp://ftp.FreeBSD.org/pub/FreeBSD/releases/pc98/



version-RELEASE/tools/`` on the OS FTP site. Download this



tool, insert a floppy, then specify the filename to write to the floppy
drive:


C:\> rawrite boot.flp A:






Repeat this command for each .flp file, replacing the floppy disk
each time, being sure to label the disks with the name of the file.
Adjust the command line as necessary, depending on where the .flp
files are located.


When writing the floppies on a UNIX-like system, such as another OS
system, use MAN.DD.1 to write the image files directly to disk. On OS,
run:


PROMPT.ROOT dd if=boot.flp of=/dev/fd0






On OS, /dev/fd0 refers to the first floppy disk. Other UNIX variants
might have different names for the floppy disk device, so check the
documentation for the system as necessary.


You are now ready to start installing OS.







Starting the Installation



Important


By default, the installer will not make any changes to the disk(s)
until after the following message:


Last Chance: Are you SURE you want continue the installation?

If you're running this on a disk with data you wish to save then WE
STRONGLY ENCOURAGE YOU TO MAKE PROPER BACKUPS before proceeding!

We can take no responsibility for lost disk contents!






The install can be exited at any time prior to this final warning
without changing the contents of the hard drive. If there is a
concern that something is configured incorrectly, turn the computer
off before this point, and no damage will be done.







Booting



Booting for the I386


Turn on the computer. As it starts it should display an option to enter
the system set up menu, or BIOS, commonly reached by keys like F2, F10,
Del, or +Alt+ +S+ . Use whichever keystroke is indicated on screen. In
some cases the computer may display a graphic while it starts.
Typically, pressing Esc will dismiss the graphic and display the boot
messages.


Find the setting that controls which devices the system boots from. This
is usually labeled as the “Boot Order” and commonly shown as a list of
devices, such as Floppy, CDROM, ``First Hard



Disk``, and so on.



If booting from the CD/DVD, make sure that the CDROM drive is selected.
If booting from a USB disk, make sure that it is selected instead. When
in doubt, consult the manual that came with the computer or its
motherboard.


Make the change, then save and exit. The computer should now restart.


If using a prepared a “bootable” USB stick, as described in ?, plug in
the USB stick before turning on the computer.


If booting from CD/DVD, turn on the computer, and insert the CD/DVD at
the first opportunity.



Note


For OS/ARCH.PC98, installation boot floppies are available and can
be prepared as described in ?. The first floppy disc will contain
boot.flp. Put this floppy in the floppy drive to boot into the
installer.






If the computer starts up as normal and loads the existing operating
system, then either:



		The disks were not inserted early enough in the boot process. Leave
them in, and try restarting the computer.


		The BIOS changes did not work correctly. Redo that step until the
right option is selected.


		That particular BIOS does not support booting from the desired media.





OS will start to boot. If booting from CD/DVD, messages will be
displayed, similar to these:


Booting from CD-Rom...
645MB medium detected
CD Loader 1.2

Building the boot loader arguments
Looking up /BOOT/LOADER... Found
Relocating the loader and the BTX
Starting the BTX loader

BTX loader 1.00 BTX version is 1.02
Consoles: internal video/keyboard
BIOS CD is cd0
BIOS drive C: is disk0
BIOS drive D: is disk1
BIOS 636kB/261056kB available memory

FreeBSD/i386 bootstrap loader, Revision 1.1

Loading /boot/defaults/loader.conf
/boot/kernel/kernel text=0x64daa0 data=0xa4e80+0xa9e40 syms=[0x4+0x6cac0+0x4+0x88e9d]
\






If booting from floppy disc, a display similar to this will be shown:


Booting from Floppy...
Uncompressing ... done

BTX loader 1.00  BTX version is 1.01
Console: internal video/keyboard
BIOS drive A: is disk0
BIOS drive C: is disk1
BIOS 639kB/261120kB available memory

FreeBSD/i386 bootstrap loader, Revision 1.1

Loading /boot/defaults/loader.conf
/kernel text=0x277391 data=0x3268c+0x332a8 |

Insert disk labelled "Kernel floppy 1" and press any key...






Remove the boot.flp floppy, insert the next floppy, and press Enter.
When prompted, insert the other disks as required.


The boot process will then display the OS boot loader menu:



[image: OS Boot Loader Menu]
OS Boot Loader Menu




Either wait ten seconds, or press Enter.





Booting for SPARC64


Most SPARC64 systems are set to boot automatically from disk. To install
OS, boot over the network or from a CD/DVD and wait until the boot
message appears. The message depends on the model, but should look
similar to:


Sun Blade 100 (UltraSPARC-IIe), Keyboard Present
Copyright 1998-2001 Sun Microsystems, Inc.  All rights reserved.
OpenBoot 4.2, 128 MB memory installed, Serial #51090132.
Ethernet address 0:3:ba:b:92:d4, Host ID: 830b92d4.






If the system proceeds to boot from disk, press L1+A or Stop+A on the
keyboard, or send a BREAK over the serial console using ~# in
MAN.TIP.1 or MAN.CU.1 to get to the PROM prompt. It looks like this:


ok
ok {0}







		This is the prompt used on systems with just one CPU.


		This is the prompt used on SMP systems and the digit indicates the
number of the active CPU.





At this point, place the CD/DVD into the drive and from the PROM prompt,
type boot cdrom.







Reviewing the Device Probe Results


The last few hundred lines that have been displayed on screen are stored
and can be reviewed.


To review this buffer, press Scroll Lock to turn on scrolling in the
display. Use the arrow keys or PageUp and PageDown to view the results.
Press Scroll Lock again to stop scrolling.


Do this now, to review the text that scrolled off the screen when the
kernel was carrying out the device probes. Text similar to ? will be
displayed, although it will differ depending on the devices in the
computer.


avail memory = 253050880 (247120K bytes)
Preloaded elf kernel "kernel" at 0xc0817000.
Preloaded mfs_root "/mfsroot" at 0xc0817084.
md0: Preloaded image </mfsroot> 4423680 bytes at 0xc03ddcd4

md1: Malloc disk
Using $PIR table, 4 entries at 0xc00fde60
npx0: <math processor> on motherboard
npx0: INT 16 interface
pcib0: <Host to PCI bridge> on motherboard
pci0: <PCI bus> on pcib0
pcib1:<VIA 82C598MVP (Apollo MVP3) PCI-PCI (AGP) bridge> at device 1.0 on pci0
pci1: <PCI bus> on pcib1
pci1: <Matrox MGA G200 AGP graphics accelerator> at 0.0 irq 11
isab0: <VIA 82C586 PCI-ISA bridge> at device 7.0 on pci0
isa0: <iSA bus> on isab0
atapci0: <VIA 82C586 ATA33 controller> port 0xe000-0xe00f at device 7.1 on pci0
ata0: at 0x1f0 irq 14 on atapci0
ata1: at 0x170 irq 15 on atapci0
uhci0 <VIA 83C572 USB controller> port 0xe400-0xe41f irq 10 at device 7.2 on pci
0
usb0: <VIA 83572 USB controller> on uhci0
usb0: USB revision 1.0
uhub0: VIA UHCI root hub, class 9/0, rev 1.00/1.00, addr1
uhub0: 2 ports with 2 removable, self powered
pci0: <unknown card> (vendor=0x1106, dev=0x3040) at 7.3
dc0: <ADMtek AN985 10/100BaseTX> port 0xe800-0xe8ff mem 0xdb000000-0xeb0003ff ir
q 11 at device 8.0 on pci0
dc0: Ethernet address: 00:04:5a:74:6b:b5
miibus0: <MII bus> on dc0
ukphy0: <Generic IEEE 802.3u media interface> on miibus0
ukphy0: 10baseT, 10baseT-FDX, 100baseTX, 100baseTX-FDX, auto
ed0: <NE2000 PCI Ethernet (RealTek 8029)> port 0xec00-0xec1f irq 9 at device 10.
0 on pci0
ed0 address 52:54:05:de:73:1b, type NE2000 (16 bit)
isa0: too many dependant configs (8)
isa0: unexpected small tag 14
orm0: <Option ROM> at iomem 0xc0000-0xc7fff on isa0
fdc0: <NEC 72065B or clone> at port 0x3f0-0x3f5,0x3f7 irq 6 drq2 on isa0
fdc0: FIFO enabled, 8 bytes threshold
fd0: <1440-KB 3.5” drive> on fdc0 drive 0
atkbdc0: <Keyboard controller (i8042)> at port 0x60,0x64 on isa0
atkbd0: <AT Keyboard> flags 0x1 irq1 on atkbdc0
kbd0 at atkbd0
psm0: <PS/2 Mouse> irq 12 on atkbdc0
psm0: model Generic PS/@ mouse, device ID 0
vga0: <Generic ISA VGA> at port 0x3c0-0x3df iomem 0xa0000-0xbffff on isa0
sc0: <System console> at flags 0x100 on isa0
sc0: VGA <16 virtual consoles, flags=0x300>
sio0 at port 0x3f8-0x3ff irq 4 flags 0x10 on isa0
sio0: type 16550A
sio1 at port 0x2f8-0x2ff irq 3 on isa0
sio1: type 16550A
ppc0: <Parallel port> at port 0x378-0x37f irq 7 on isa0
pppc0: SMC-like chipset (ECP/EPP/PS2/NIBBLE) in COMPATIBLE mode
ppc0: FIFO with 16/16/15 bytes threshold
plip0: <PLIP network interface> on ppbus0
ad0: 8063MB <IBM-DHEA-38451> [16383/16/63] at ata0-master UDMA33
acd0: CD-RW <LITE-ON LTR-1210B> at ata1-slave PIO4
Mounting root from ufs:/dev/md0c
/stand/sysinstall running as init on vty0






Check the probe results carefully to make sure that OS found all the
devices. If a device was not found, it will not be listed. A custom
kernel can be used to add in support for devices
which are not in the GENERIC kernel.


After the device probe, the menu shown in ? will be displayed. Use the
arrow key to choose a country, region, or group. Then press Enter to set
the country.
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If United States is selected as the country, the standard American
keyboard map will be used. If a different country is chosen, the
following menu will be displayed. Use the arrow keys to choose the
correct keyboard map and press Enter.
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After the country selection, the MAN.SYSINSTALL.8 main menu will
display.







Introducing MAN.SYSINSTALL.8


The OS 8.X installer, MAN.SYSINSTALL.8, is console based and is divided
into a number of menus and screens that can be used to configure and
control the installation process.


This menu system is controlled by the arrow keys, Enter, Tab, Space, and
other keys. To view a detailed description of these keys and what they
do, ensure that the Usage entry is highlighted and that the [Select]
button is selected, as shown in ?, then press Enter.


The instructions for using the menu system will be displayed. After
reviewing them, press Enter to return to the Main Menu.
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Selecting the Documentation Menu


From the Main Menu, select Doc with the arrow keys and press Enter.
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This will display the Documentation Menu.
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It is important to read the documents provided. To view a document,
select it with the arrow keys and press Enter. When finished reading a
document, press Enter to return to the Documentation Menu.


To return to the Main Installation Menu, select Exit with the arrow keys
and press Enter.





Selecting the Keymap Menu


To change the keyboard mapping, use the arrow keys to select Keymap from
the menu and press Enter. This is only required when using a
non-standard or non-US keyboard.
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A different keyboard mapping may be chosen by selecting the menu item
using the up and down arrow keys and pressing Space. Pressing Space
again will unselect the item. When finished, choose the GUI.OK using the
arrow keys and press Enter.


Only a partial list is shown in this screen representation. Selecting
GUI.CANCEL by pressing Tab will use the default keymap and return to the
Main Install Menu.
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Installation Options Screen


Select Options and press Enter.
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The default values are usually fine for most users and do not need to be
changed. The release name will vary according to the version being
installed.


The description of the selected item will appear at the bottom of the
screen highlighted in blue. Notice that one of the options is Use
Defaults to reset all values to startup defaults.


Press F1 to read the help screen about the various options.


Press Q to return to the Main Install menu.





Begin a Standard Installation


The Standard installation is the option recommended for those new to
UNIX or OS. Use the arrow keys to select Standard and then press Enter
to start the installation.
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Allocating Disk Space


The first task is to allocate disk space for OS, and label that space so
that MAN.SYSINSTALL.8 can prepare it. In order to do this you need to
know how OS expects to find information on the disk.



BIOS Drive Numbering


Before installing and configuring OS it is important to be aware how OS
deals with BIOS drive mappings.


MS-DOS
Microsoft Windows
In a PC running a BIOS-dependent operating system such as
MICROSOFT.WINDOWS, the BIOS is able to abstract the normal disk drive
order and the operating system goes along with the change. This allows
the user to boot from a disk drive other than the “primary master”. This
is especially convenient for users buy an identical second hard drive,
and perform routine copies of the first drive to the second drive. If
the first drive fails, is attacked by a virus, or is scribbled upon by
an operating system defect, they can easily recover by instructing the
BIOS to logically swap the drives. It is like switching the cables on
the drives, without having to open the case.


SCSI
BIOS
Systems with SCSI controllers often include BIOS extensions which allow
the SCSI drives to be re-ordered in a similar fashion for up to seven
drives.


A user who is accustomed to taking advantage of these features may
become surprised when the results with OS are not as expected. OS does
not use the BIOS, and does not know the “logical BIOS drive mapping”.
This can lead to perplexing situations, especially when drives are
physically identical in geometry and have been made as data clones of
one another.


When using OS, always restore the BIOS to natural drive numbering before
installing OS, and then leave it that way. If drives need to be switched
around, take the time to open the case and move the jumpers and cables.


Bill breaks-down an older Wintel box to make another OS box for Fred.
Bill installs a single SCSI drive as SCSI unit zero and installs OS on
it.


Fred begins using the system, but after several days notices that the
older SCSI drive is reporting numerous errors.


To address the situation, Bill grabs an identical SCSI drive and
installs this drive as SCSI unit four and makes an image copy from drive
zero to drive four. Now that the new drive is installed and functioning,
Bill decides to start using it, so he uses features in the SCSI BIOS to
re-order the disk drives so that the system boots from SCSI unit four.
OS boots and runs just fine.


Fred continues his work and soon decides that it is time to upgrade to a
newer version of OS. Bill removes SCSI unit zero because it was a bit
flaky and replaces it with another identical disk drive. Bill then
installs the new version of OS onto the new SCSI unit zero and the
installation goes well.


Fred uses the new version of OS for a few days, and certifies that it is
good enough for use in the engineering department. It is time to copy
all of his work from the old version, so Fred mounts SCSI unit four
which should contain the latest copy of the older OS version. Fred is
dismayed to find that none of his work is present on SCSI unit four.


It turns out that when Bill made an image copy of the original SCSI unit
zero onto SCSI unit four, unit four became the “new clone”. When Bill
re-ordered the SCSI BIOS so that he could boot from SCSI unit four, OS
was still running on SCSI unit zero. Making this kind of BIOS change
causes some or all of the boot and loader code to be fetched from the
selected BIOS drive. But when the OS kernel drivers take over, the BIOS
drive numbering is ignored, and OS transitions back to normal drive
numbering. In this example, the system continued to operate on the
original SCSI unit zero, and all of Fred’s data was there, not on SCSI
unit four. The fact that the system appeared to be running on SCSI unit
four was simply an artifact of human expectations.


Fortunately, the older SCSI unit zero was retrieved and all of Fred’s
work was restored.


Although SCSI drives were used in this illustration, the concepts apply
equally to IDE drives.





Creating Slices Using FDisk


After choosing to begin a standard installation in MAN.SYSINSTALL.8,
this message will appear:


                                Message
In the next menu, you will need to set up a DOS-style ("fdisk")
partitioning scheme for your hard disk. If you simply wish to devote
all disk space to FreeBSD (overwriting anything else that might be on
the disk(s) selected) then use the (A)ll command to select the default
partitioning scheme followed by a (Q)uit. If you wish to allocate only
free space to FreeBSD, move to a partition marked "unused" and use the
(C)reate command.
                               [  OK  ]

                     [ Press enter or space ]






Press Enter and a list of all the hard drives that the kernel found when
it carried out the device probes will be displayed. ? shows an example
from a system with two IDE disks called ad0 and ad2.
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Note that ad1 is not listed here.


Consider two IDE hard disks where one is the master on the first IDE
controller and one is the master on the second IDE controller. If OS
numbered these as ad0 and ad1, everything would work.


But if a third disk is later added as the slave device on the first IDE
controller, it would now be ad1, and the previous ad1 would
become ad2. Because device names are used to find filesystems, some
filesystems may no longer appear correctly, requiring a change to the OS
configuration.


To work around this, the kernel can be configured to name IDE disks
based on where they are and not the order in which they were found. With
this scheme, the master disk on the second IDE controller will always
be ad2, even if there are no ad0 or ad1 devices.


This configuration is the default for the OS kernel, which is why the
display in this example shows ad0 and ad2. The machine on which
this screenshot was taken had IDE disks on both master channels of the
IDE controllers and no disks on the slave channels.


Select the disk on which to install OS, and then press GUI.OK. FDisk
will start, with a display similar to that shown in ?.


The FDisk display is broken into three sections.


The first section, covering the first two lines of the display, shows
details about the currently selected disk, including its OS name, the
disk geometry, and the total size of the disk.


The second section shows the slices that are currently on the disk,
where they start and end, how large they are, the name OS gives them,
and their description and sub-type. This example shows two small unused
slices which are artifacts of disk layout schemes on the PC. It also
shows one large FAT slice, which appears as C: in WINDOWS, and an
extended slice, which may contain other drive letters in WINDOWS.


The third section shows the commands that are available in FDisk.



[image: Typical Default FDisk Partitions]
Typical Default FDisk Partitions




This step varies, depending on how the disk is to be sliced.


To install OS to the entire disk, which will delete all the other data
on this disk, press A, which corresponds to the Use Entire Disk option.
The existing slices will be removed and replaced with a small area
flagged as unused and one large slice for OS. Then, select the newly
created OS slice using the arrow keys and press S to mark the slice as
being bootable. The screen will then look similar to ?. Note the A
in the Flags column, which indicates that this slice is active,
and will be booted from.


If an existing slice needs to be deleted to make space for OS, select
the slice using the arrow keys and press D. Then, press C to be prompted
for the size of the slice to create. Enter the appropriate value and
press Enter. The default value in this box represents the largest
possible slice to make, which could be the largest contiguous block of
unallocated space or the size of the entire hard disk.


If you have already made space for OS then you can press C to create a
new slice. Again, you will be prompted for the size of slice you would
like to create.
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When finished, press Q. Any changes will be saved in MAN.SYSINSTALL.8,
but will not yet be written to disk.





Install a Boot Manager


The next menu provides the option to install a boot manager. In general,
install the OS boot manager if:



		There is more than one drive and OS will be installed onto a drive
other than the first one.


		OS will be installed alongside another operating system on the same
disk, and you want to choose whether to start OS or the other
operating system when the computer starts.





If OS is going to be the only operating system on this machine,
installed on the first hard disk, then the Standard boot manager will
suffice. Choose None if using a third-party boot manager capable of
booting OS.


Make a selection and press Enter.
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The help screen, reached by pressing F1, discusses the problems that can
be encountered when trying to share the hard disk between operating
systems.





Creating Slices on Another Drive


If there is more than one drive, it will return to the Select Drives
screen after the boot manager selection. To install OS on to more than
one disk, select another disk and repeat the slice process using FDisk.



Important


If installing OS on a drive other than the first drive, the OS boot
manager needs to be installed on both drives.
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Use Tab to toggle between the last drive selected, GUI.OK, and
GUI.CANCEL.


Press Tab once to toggle to GUI.OK, then press Enter to continue with
the installation.





Creating Partitions Using Disklabel


Next, create some partitions inside each slice. Remember that each
partition is lettered, from a through to h, and that partitions
b, c, and d have conventional meanings that should be
adhered to.


Certain applications can benefit from particular partition schemes,
especially when laying out partitions across more than one disk.
However, for a first OS installation, do not give too much thought to
how to partition the disk. It is more important to install OS and start
learning how to use it. You can always re-install OS to change the
partition scheme after becoming more familiar with the operating system.


The following scheme features four partitions: one for swap space and
three for filesystems.










		Partition
		Filesystem
		Size
		Description





		a
		/
		1 GB
		This is the root filesystem. Every other
filesystem will be mounted somewhere
under this one. 1 GB is a reasonable size
for this filesystem as user files should
not be stored here and a regular OS
install will put about 128 MB of data
here.



		b
		N/A
		2-3 x RAM
		The system’s swap space is kept on the
b partition. Choosing the right
amount of swap space can be a bit of an
art. A good rule of thumb is that swap
space should be two or three times as
much as the available physical memory
(RAM). There should be at least 64 MB of
swap, so if there is less than 32 MB of
RAM in the computer, set the swap amount
to 64 MB. If there is more than one disk,
swap space can be put on each disk. OS
will then use each disk for swap, which
effectively speeds up the act of
swapping. In this case, calculate the
total amount of swap needed and divide
this by the number of disks to give the
amount of swap to put on each disk.



		e
		/var
		512 MB to
4096 MB
		/var contains files that are
constantly varying, such as log files and
other administrative files. Many of these
files are read from or written to
extensively during OS’s day-to-day
running. Putting these files on another
filesystem allows OS to optimize the
access of these files without affecting
other files in other directories that do
not have the same access pattern.



		f
		/usr
		Rest of
disk (at
least
8 GB)
		All other files will typically be stored
in /usr and its subdirectories.







Table: Partition Layout for First Disk



Warning


The values above are given as example and should be used by
experienced users only. Users are encouraged to use the automatic
partition layout called ``Auto



Defaults`` by the OS partition editor.







If installing OS on to more than one disk, create partitions in the
other configured slices. The easiest way to do this is to create two
partitions on each disk, one for the swap space, and one for a
filesystem.










		Partition
		Filesystem
		Size
		Description





		b
		N/A
		See description
		Swap space can be split across
each disk. Even though the
a partition is free,
convention dictates that swap
space stays on the b
partition.



		e
		/diskn
		Rest of disk
		The rest of the disk is taken
up with one big partition.
This could easily be put on
the a partition, instead
of the e partition.
However, convention says that
the a partition on a slice
is reserved for the filesystem
that will be the root (/)
filesystem. Following this
convention is not necessary,
but MAN.SYSINSTALL.8 uses it,
so following it makes the
installation slightly cleaner.
This filesystem can be mounted
anywhere; this example mounts
it as /diskn, where n is a
number that changes for each
disk.







Table: Partition Layout for Subsequent Disks


Having chosen the partition layout, create it using MAN.SYSINSTALL.8.


                                Message
Now, you need to create BSD partitions inside of the fdisk
partition(s) just created. If you have a reasonable amount of disk
space (1GB or more) and don't have any special requirements, simply
use the (A)uto command to allocate space automatically. If you have
more specific needs or just don't care for the layout chosen by
(A)uto, press F1 for more information on manual layout.

                               [  OK  ]
                         [ Press enter or space ]






Press Enter to start the OS partition editor, called Disklabel.


? shows the display when Disklabel starts. The display is divided into
three sections.


The first few lines show the name of the disk being worked on and the
slice that contains the partitions to create. At this point, Disklabel
calls this the Partition name rather than slice name. This display
also shows the amount of free space within the slice; that is, space
that was set aside in the slice, but that has not yet been assigned to a
partition.


The middle of the display shows the partitions that have been created,
the name of the filesystem that each partition contains, their size, and
some options pertaining to the creation of the filesystem.


The bottom third of the screen shows the keystrokes that are valid in
Disklabel.
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Disklabel can automatically create partitions and assign them default
sizes. The default sizes are calculated with the help of an internal
partition sizing algorithm based on the disk size. Press A to see a
display similar to that shown in ?. Depending on the size of the disk,
the defaults may or may not be appropriate.



Note


The default partitioning assigns /tmp its own partition instead
of being part of the / partition. This helps avoid filling the
/ partition with temporary files.
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To replace the default partitions, use the arrow keys to select the
first partition and press D to delete it. Repeat this to delete all the
suggested partitions.


To create the first partition, a, mounted as /, make sure the
proper disk slice at the top of the screen is selected and press C. A
dialog box will appear, prompting for the size of the new partition, as
shown in ?. The size can be entered as the number of disk blocks to use
or as a number followed by either M for megabytes, G for
gigabytes, or C for cylinders.
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The default size shown will create a partition that takes up the rest of
the slice. If using the partition sizes described in the earlier
example, delete the existing figure using Backspace, and then type in
512M, as shown in ?. Then press GUI.OK.
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After choosing the partition’s size, the installer will ask whether this
partition will contain a filesystem or swap space. The dialog box is
shown in ?. This first partition will contain a filesystem, so check
that FS is selected and press Enter.
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Finally, tell Disklabel where the filesystem will be mounted. The dialog
box is shown in ?. Type /, and then press Enter.
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The display will then update to show the newly created partition. Repeat
this procedure for the other partitions. When creating the swap
partition, it will not prompt for the filesystem mount point. When
creating the final partition, /usr, leave the suggested size as is
to use the rest of the slice.


The final OS DiskLabel Editor screen will appear similar to ?, although
the values chosen may be different. Press Q to finish.
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Choosing What to Install



Select the Distribution Set


Deciding which distribution set to install will depend largely on the
intended use of the system and the amount of disk space available. The
predefined options range from installing the smallest possible
configuration to everything. Those who are new to UNIX or OS should
select one of these canned options. Customizing a distribution set is
typically for the more experienced user.


Press F1 for more information on the distribution set options and what
they contain. When finished reviewing the help, press Enter to return to
the Select Distributions Menu.


If a graphical user interface is desired, the configuration of XORG and
selection of a default desktop must be done after the installation of
OS. More information regarding the installation and configuration of a
XORG can be found in ?.


If compiling a custom kernel is anticipated, select an option which
includes the source code. For more information on why a custom kernel
should be built or how to build a custom kernel, see ?.


The most versatile system is one that includes everything. If there is
adequate disk space, select All, as shown in ?, by using the arrow keys
and pressing Enter. If there is a concern about disk space, consider
using an option that is more suitable for the situation. Do not fret
over the perfect choice, as other distributions can be added after
installation.
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Installing the Ports Collection


After selecting the desired distribution, an opportunity to install the
OS Ports Collection is presented. The Ports Collection is an easy and
convenient way to install software as it provides a collection of files
that automate the downloading, compiling, and installation of
third-party software packages. ? discusses how to use the Ports
Collection.


The installation program does not check to see if you have adequate
space. Select this option only if you have adequate hard disk space. As
of OS REL.CURRENT, the OS Ports Collection takes up about PORTS.SIZE of
disk space. You can safely assume a larger value for more recent
versions of OS.


                        User Confirmation Requested
Would you like to install the FreeBSD ports collection?

This will give you ready access to over OS.NUMPORTS ported software packages,
at a cost of around PORTS.SIZE of disk space when "clean" and possibly much
more than that if a lot of the distribution tarballs are loaded
(unless you have the extra CDs from a FreeBSD CD/DVD distribution
available and can mount it on /cdrom, in which case this is far less
of a problem).

The Ports Collection is a very valuable resource and well worth having
on your /usr partition, so it is advisable to say Yes to this option.

For more information on the Ports Collection & the latest ports,
visit:
    http://www.FreeBSD.org/ports

                             [ Yes ]     No






Select GUI.YES with the arrow keys to install the Ports Collection or
GUI.NO to skip this option. Press Enter to continue. The Choose
Distributions menu will redisplay.
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Once satisfied with the options, select Exit with the arrow keys, ensure
that GUI.OK is highlighted, and press Enter to continue.







Choosing the Installation Media


If installing from a CD/DVD, use the arrow keys to highlight Install
from a OS CD/DVD. Ensure that GUI.OK is highlighted, then press Enter to
proceed with the installation.


For other methods of installation, select the appropriate option and
follow the instructions.


Press F1 to display the Online Help for installation media. Press Enter
to return to the media selection menu.
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Note


installation
network
FTP
There are three FTP installation modes to choose from: active FTP,
passive FTP, or via a HTTP proxy.



		FTP Active: Install from an FTP server


		This option makes all FTP transfers use “Active” mode. This will
not work through firewalls, but will often work with older FTP
servers that do not support passive mode. If the connection
hangs with passive mode (the default), try using active mode.


		FTP Passive: Install from an FTP server through a firewall


		This option instructs MAN.SYSINSTALL.8 to use passive modeFTP
passive mode for all FTP operations. This allows the user to
pass through firewalls that do not allow incoming connections on
random TCP ports.





FTP via a HTTP proxy: Install from an FTP server through a http
proxy



This option instructs MAN.SYSINSTALL.8 to use the HTTP protocol
to connect to a proxy for all FTP operations. The proxy will
translate the requests and send them to the FTP server. This
allows the user to pass through firewalls that do not allow FTP,
but offer a HTTP proxyFTP via a HTTP proxy. In this case,
specify the proxy in addition to the FTP server.



For a proxy FTP server, give the name of the server as part of the
username, after an “@” sign. The proxy server then “fakes” the real
server. For example, to install from ftp.FreeBSD.org, using the
proxy FTP server foo.example.com, listening on port 1234, go to the
options menu, set the FTP username to ftp@ftp.FreeBSD.org and
the password to an email address. As the installation media, specify
FTP (or passive FTP, if the proxy supports it), and the URL
ftp://foo.example.com:1234/pub/FreeBSD.


Since /pub/FreeBSD from ftp.FreeBSD.org is proxied under
foo.example.com, the proxy will fetch the files from ftp.FreeBSD.org
as the installer requests them.













Committing to the Installation


The installation can now proceed if desired. This is also the last
chance for aborting the installation to prevent changes to the hard
drive.


                      User Confirmation Requested
Last Chance! Are you SURE you want to continue the installation?

If you're running this on a disk with data you wish to save then WE
STRONGLY ENCOURAGE YOU TO MAKE PROPER BACKUPS before proceeding!

We can take no responsibility for lost disk contents!

                            [ Yes ]    No






Select GUI.YES and press Enter to proceed.


The installation time will vary according to the distribution chosen,
installation media, and the speed of the computer. There will be a
series of messages displayed, indicating the status.


The installation is complete when the following message is displayed:


                               Message

Congratulations! You now have FreeBSD installed on your system.

We will now move on to the final configuration questions.
For any option you do not wish to configure, simply select No.

If you wish to re-enter this utility after the system is up, you may
do so by typing: /usr/sbin/sysinstall.

                                 [ OK ]

                      [  Press enter or space  ]






Press Enter to proceed with post-installation configurations.


Selecting GUI.NO and pressing Enter will abort the installation so no
changes will be made to the system. The following message will appear:


                                Message
Installation complete with some errors.  You may wish to scroll
through the debugging messages on VTY1 with the scroll-lock feature.
You can also choose "No" at the next prompt and go back into the
installation menus to retry whichever operations have failed.

                                 [ OK ]






This message is generated because nothing was installed. Pressing Enter
will return to the Main Installation Menu to exit the installation.





Post-installation


Configuration of various options can be performed after a successful
installation. An option can be configured by re-entering the
configuration menus before booting the new OS system or after boot using
MAN.SYSINSTALL.8 and then selecting the Configure menu.



Network Device Configuration


If PPP was previously configured for an FTP install, this screen will
not display and can be configured after boot as described above.


For detailed information on Local Area Networks and configuring OS as a
gateway/router refer to the Advanced
Networking chapter.


                   User Confirmation Requested
Would you like to configure any Ethernet or PPP network devices?

                          [ Yes ]   No






To configure a network device, select GUI.YES and press Enter.
Otherwise, select GUI.NO to continue.



[image: Selecting an Ethernet Device]
Selecting an Ethernet Device




Select the interface to be configured with the arrow keys and press
Enter.


               User Confirmation Requested
Do you want to try IPv6 configuration of the interface?

                       Yes   [ No ]






In this private local area network, the current Internet type protocol
(IPv4) was sufficient and GUI.NO was selected with the arrow keys and
Enter pressed.


If connected to an existing IPv6 network with an RA server, choose
GUI.YES and press Enter. It will take several seconds to scan for RA
servers.


                     User Confirmation Requested
Do you want to try DHCP configuration of the interface?

                      Yes   [ No ]






If Dynamic Host Configuration Protocol DHCP) is not required, select
GUI.NO with the arrow keys and press Enter.


Selecting GUI.YES will execute MAN.DHCLIENT.8 and, if successful, will
fill in the network configuration information automatically. Refer to ?
for more information.


The following Network Configuration screen shows the configuration of
the Ethernet device for a system that will act as the gateway for a
Local Area Network.



[image: Set Network Configuration for ed0]
Set Network Configuration for ed0




Use Tab to select the information fields and fill in appropriate
information:



		Host


		The fully-qualified hostname, such as k6-2.example.com in this case.


		Domain


		The name of the domain that the machine is in, such as example.com
for this case.


		IPv4 Gateway


		IP address of host forwarding packets to non-local destinations.
This must be filled in if the machine is a node on the network.
Leave this field blank if the machine is the gateway to the
Internet for the network. The IPv4 Gateway is also known as the
default gateway or default route.


		Name server


		IP address of the local DNS server. There is no local DNS server on
this private local area network so the IP address of the provider’s
DNS server (208.163.10.2) was used.


		IPv4 address


		The IP address to be used for this interface was 192.168.0.1


		Netmask


		The address block being used for this local area network is
192.168.0.0 - 192.168.0.255 with a netmask of 255.255.255.0.


		Extra options to MAN.IFCONFIG.8


		Any additional interface-specific options to MAN.IFCONFIG.8. There
were none in this case.





Use Tab to select GUI.OK when finished and press Enter.


              User Confirmation Requested
Would you like to bring the ed0 interface up right now?

                     [ Yes ]   No






Choosing GUI.YES and pressing Enter will bring the machine up on the
network so it is ready for use. However, this does not accomplish much
during installation, since the machine still needs to be rebooted.





Configure Gateway


                User Confirmation Requested
Do you want this machine to function as a network gateway?

                       [ Yes ]    No






If the machine will be acting as the gateway for a local area network
and forwarding packets between other machines, select GUI.YES and press
Enter. If the machine is a node on a network, select GUI.NO and press
Enter to continue.





Configure Internet Services


                      User Confirmation Requested
Do you want to configure inetd and the network services that it provides?

                               Yes   [ No ]






If GUI.NO is selected, various services will not be enabled. These
services can be enabled after installation by editing
/etc/inetd.conf with a text editor. See ? for more information.


Otherwise, select GUI.YES to configure these services during install. An
additional confirmation will display:


                      User Confirmation Requested
The Internet Super Server (inetd) allows a number of simple Internet
services to be enabled, including finger, ftp and telnetd.  Enabling
these services may increase risk of security problems by increasing
the exposure of your system.

With this in mind, do you wish to enable inetd?

                             [ Yes ]   No






Select GUI.YES to continue.


                      User Confirmation Requested
inetd(8) relies on its configuration file, /etc/inetd.conf, to determine
which of its Internet services will be available.  The default FreeBSD
inetd.conf(5) leaves all services disabled by default, so they must be
specifically enabled in the configuration file before they will
function, even once inetd(8) is enabled.  Note that services for
IPv6 must be separately enabled from IPv4 services.

Select [Yes] now to invoke an editor on /etc/inetd.conf, or [No] to
use the current settings.

                             [ Yes ]   No






Selecting GUI.YES allows services to be enabled by deleting the # at
the beginning of the lines representing those services.



[image: Editing ``inetd.conf``]
Editing inetd.conf




Once the edits are complete, press Esc to display a menu which will exit
the editor and save the changes.





Enabling SSH Login


SSH
sshd


    User Confirmation Requested
Would you like to enable SSH login?
         Yes        [  No  ]






Selecting GUI.YES will enable MAN.SSHD.8, the daemon for OpenSSH. This
allows secure remote access to the machine. For more information about
OpenSSH, see ?.





Anonymous FTP


FTP
anonymous


                     User Confirmation Requested
Do you want to have anonymous FTP access to this machine?

                             Yes    [ No ]







Deny Anonymous FTP


Selecting the default GUI.NO and pressing Enter will still allow users
who have accounts with passwords to use FTP to access the machine.





Allow Anonymous FTP


Anyone can access the machine if anonymous FTP connections are allowed.
The security implications should be considered before enabling this
option. For more information about security, see ?.


To allow anonymous FTP, use the arrow keys to select GUI.YES and press
Enter. An additional confirmation will display:


                      User Confirmation Requested
Anonymous FTP permits un-authenticated users to connect to the system
FTP server, if FTP service is enabled.  Anonymous users are
restricted to a specific subset of the file system, and the default
configuration provides a drop-box incoming directory to which uploads
are permitted.  You must separately enable both inetd(8), and enable
ftpd(8) in inetd.conf(5) for FTP services to be available.  If you
did not do so earlier, you will have the opportunity to enable inetd(8)
again later.

If you want the server to be read-only you should leave the upload
directory option empty and add the -r command-line option to ftpd(8)
in inetd.conf(5)

Do you wish to continue configuring anonymous FTP?

                         [ Yes ]         No






This message indicates that the FTP service will also have to be enabled
in /etc/inetd.conf to allow anonymous FTP connections. Select
GUI.YES and press Enter to continue. The following screen will display:



[image: Default Anonymous FTP Configuration]
Default Anonymous FTP Configuration




Use Tab to select the information fields and fill in appropriate
information:



		UID


		The user ID to assign to the anonymous FTP user. All files uploaded
will be owned by this ID.


		Group


		Which group to place the anonymous FTP user into.


		Comment


		String describing this user in /etc/passwd.


		FTP Root Directory


		Where files available for anonymous FTP will be kept.


		Upload Subdirectory


		Where files uploaded by anonymous FTP users will go.





The FTP root directory will be put in /var by default. If there is
not enough room there for the anticipated FTP needs, use /usr
instead by setting the FTP root directory to /usr/ftp.


Once satisfied with the values, press Enter to continue.


                 User Confirmation Requested
Create a welcome message file for anonymous FTP users?

                     [ Yes ]    No






If GUI.YES is selected, press Enter and the MAN.EE.1 editor will
automatically start.



[image: Edit the FTP Welcome Message]
Edit the FTP Welcome Message




Use the instructions to change the message. Note the file name location
at the bottom of the editor screen.


Press Esc and a pop-up menu will default to a) leave editor. Press Enter
to exit and continue. Press Enter again to save any changes.







Configure the Network File System


The Network File System (NFS) allows sharing of files across a network.
A machine can be configured as a server, a client, or both. Refer to ?
for more information.



NFS Server


                      User Confirmation Requested
Do you want to configure this machine as an NFS server?

                             Yes    [ No ]






If there is no need for a NFS server, select GUI.NO and press Enter.


If GUI.YES is chosen, a message will pop-up indicating that
/etc/exports must be created.


                               Message
Operating as an NFS server means that you must first configure an
/etc/exports file to indicate which hosts are allowed certain kinds of
access to your local filesystems.
Press [Enter] now to invoke an editor on /etc/exports
                               [ OK ]






Press Enter to continue. A text editor will start, allowing
/etc/exports to be edited.



[image: Editing ``exports``]
Editing exports




Use the instructions to add the exported filesystems. Note the file name
location at the bottom of the editor screen.


Press Esc and a pop-up menu will default to a) leave editor. Press Enter
to exit and continue.





NFS Client


The NFS client allows the machine to access NFS servers.


                      User Confirmation Requested
Do you want to configure this machine as an NFS client?

                             Yes   [ No ]






With the arrow keys, select GUI.YES or GUI.NO as appropriate and press
Enter.







System Console Settings


There are several options available to customize the system console.


               User Confirmation Requested
Would you like to customize your system console settings?

                       [ Yes ]  No






To view and configure the options, select GUI.YES and press Enter.



[image: System Console Configuration Options]
System Console Configuration Options




A commonly used option is the screen saver. Use the arrow keys to select
Saver and then press Enter.



[image: Screen Saver Options]
Screen Saver Options




Select the desired screen saver using the arrow keys and then press
Enter. The System Console Configuration menu will redisplay.


The default time interval is 300 seconds. To change the time interval,
select Saver again. At the Screen Saver Options menu, select Timeout
using the arrow keys and press Enter. A pop-up menu will appear:



[image: Screen Saver Timeout]
Screen Saver Timeout




The value can be changed, then select GUI.OK and press Enter to return
to the System Console Configuration menu.



[image: System Console Configuration Exit]
System Console Configuration Exit




Select Exit and press Enter to continue with the post-installation
configuration.





Setting the Time Zone


Setting the time zone allows the system to automatically correct for any
regional time changes and perform other time zone related functions
properly.


The example shown is for a machine located in the Eastern time zone of
the United States. The selections will vary according to the geographic
location.


            User Confirmation Requested
Would you like to set this machine's time zone now?

                  [ Yes ]   No






Select GUI.YES and press Enter to set the time zone.


                      User Confirmation Requested
Is this machine's CMOS clock set to UTC? If it is set to local time
or you don't know, please choose NO here!

                             Yes   [ No ]






Select GUI.YES or GUI.NO according to how the machine’s clock is
configured, then press Enter.



[image: Select the Region]
Select the Region




The appropriate region is selected using the arrow keys and then
pressing Enter.



[image: Select the Country]
Select the Country




Select the appropriate country using the arrow keys and press Enter.



[image: Select the Time Zone]
Select the Time Zone




The appropriate time zone is selected using the arrow keys and pressing
Enter.


                Confirmation
Does the abbreviation 'EDT' look reasonable?

                [ Yes ]   No






Confirm that the abbreviation for the time zone is correct. If it looks
okay, press Enter to continue with the post-installation configuration.





Mouse Settings


This option allows cut and paste in the console and user programs using
a 3-button mouse. If using a 2-button mouse, refer to MAN.MOUSED.8 for
details on emulating the 3-button style. This example depicts a non-USB
mouse configuration:


             User Confirmation Requested
Does this system have a PS/2, serial, or bus mouse?

                   [ Yes ]    No






Select GUI.YES for a PS/2, serial, or bus mouse, or GUI.NO for a USB
mouse, then press Enter.



[image: Select Mouse Protocol Type]
Select Mouse Protocol Type




Use the arrow keys to select Type and press Enter.



[image: Set Mouse Protocol]
Set Mouse Protocol




The mouse used in this example is a PS/2 type, so the default Auto is
appropriate. To change the mouse protocol, use the arrow keys to select
another option. Ensure that GUI.OK is highlighted and press Enter to
exit this menu.



[image: Configure Mouse Port]
Configure Mouse Port




Use the arrow keys to select Port and press Enter.



[image: Setting the Mouse Port]
Setting the Mouse Port




This system had a PS/2 mouse, so the default PS/2 is appropriate. To
change the port, use the arrow keys and then press Enter.



[image: Enable the Mouse Daemon]
Enable the Mouse Daemon




Last, use the arrow keys to select Enable, and press Enter to enable and
test the mouse daemon.



[image: Test the Mouse Daemon]
Test the Mouse Daemon




Move the mouse around the screen to verify that the cursor responds
properly. If it does, select GUI.YES and press Enter. If not, the mouse
has not been configured correctly. Select GUI.NO and try using different
configuration options.


Select Exit with the arrow keys and press Enter to continue with the
post-installation configuration.





Install Packages


Packages are pre-compiled binaries and are a convenient way to install
software.


Installation of one package is shown for purposes of illustration.
Additional packages can also be added at this time if desired. After
installation, MAN.SYSINSTALL.8 can be used to add additional packages.


                    User Confirmation Requested
The FreeBSD package collection is a collection of hundreds of
ready-to-run applications, from text editors to games to WEB servers
and more. Would you like to browse the collection now?

                           [ Yes ]   No






Select GUI.YES and press Enter to be presented with the Package
Selection screens:



[image: Select Package Category]
Select Package Category




Only packages on the current installation media are available for
installation at any given time.


All packages available will be displayed if All is selected. Otherwise,
select a particular category. Highlight the selection with the arrow
keys and press Enter.


A menu will display showing all the packages available for the selection
made:



[image: Select Packages]
Select Packages




The bash shell is shown as selected. Select as many packages as desired
by highlighting the package and pressing Space. A short description of
each package will appear in the lower left corner of the screen.


Press Tab to toggle between the last selected package, GUI.OK, and
GUI.CANCEL.


Once finished marking the packages for installation, press Tab once to
toggle to GUI.OK and press Enter to return to the Package Selection
menu.


The left and right arrow keys will also toggle between GUI.OK and
GUI.CANCEL. This method can also be used to select GUI.OK and press
Enter to return to the Package Selection menu.



[image: Install Packages]
Install Packages




Use the Tab and arrow keys to select [ Install ] and press Enter to see
the installation confirmation message:



[image: Confirm Package Installation]
Confirm Package Installation




Select GUI.OK and press Enter to start the package installation.
Installation messages will appear until all of the installations have
completed. Make note if there are any error messages.


The final configuration continues after packages are installed. If no
packages are selected, select Install to return to the final
configuration.





Add Users/Groups


Add at least one user during the installation so that the system can be
used without logging in as root. The root partition is generally small
and running applications as root can quickly fill it. A bigger danger is
noted below:


                    User Confirmation Requested
Would you like to add any initial user accounts to the system? Adding
at least one account for yourself at this stage is suggested since
working as the "root" user is dangerous (it is easy to do things which
adversely affect the entire system).

                           [ Yes ]   No






Select GUI.YES and press Enter to continue with adding a user.



[image: Select User]
Select User




Select User with the arrow keys and press Enter.



[image: Add User Information]
Add User Information




The following descriptions will appear in the lower part of the screen
as the items are selected with Tab to assist with entering the required
information:



		Login ID


		The login name of the new user (mandatory).


		UID


		The numerical ID for this user (leave blank for automatic choice).


		Group


		The login group name for this user (leave blank for automatic
choice).


		Password


		The password for this user (enter this field with care!).


		Full name


		The user’s full name (comment).


		Member groups


		The groups this user belongs to.


		Home directory


		The user’s home directory (leave blank for default).


		Login shell


		The user’s login shell (leave blank for default of /bin/sh).





In this example, the login shell was changed from /bin/sh to
/usr/local/bin/bash to use the bash shell that was previously
installed as a package. Do not use a shell that does not exist or the
user will not be able to login. The most common shell used in OS is the
C shell, /bin/tcsh.


The user was also added to the wheel group to be able to become a
superuser with root privileges.


Once satisfied, press GUI.OK and the User and Group Management menu will
redisplay:



[image: Exit User and Group Management]
Exit User and Group Management




Groups can also be added at this time. Otherwise, this menu may be
accessed using MAN.SYSINSTALL.8 at a later time.


When finished adding users, select Exit with the arrow keys and press
Enter to continue the installation.





Set the root Password


                       Message
Now you must set the system manager's password.
This is the password you'll use to log in as "root".

                        [ OK ]

              [ Press enter or space ]






Press Enter to set the root password.


The password will need to be typed in twice correctly. Do not forget
this password. Notice that the typed password is not echoed, nor are
asterisks displayed.


New password:
Retype new password :






The installation will continue after the password is successfully
entered.





Exiting Install


A message will ask if configuration is complete:


                    User Confirmation Requested
Visit the general configuration menu for a chance to set any last
options?

                             Yes   [ No ]






Select GUI.NO with the arrow keys and press Enter to return to the Main
Installation Menu.



[image: Exit Install]
Exit Install




Select [X Exit Install] with the arrow keys and press Enter. The
installer will prompt to confirm exiting the installation:


                    User Confirmation Requested
Are you sure you wish to exit? The system will reboot.

                           [ Yes ]   No






Select GUI.YES. If booting from the CDROM drive, the following message
will remind you to remove the disk:


                   Message
Be sure to remove the media from the drive.

                   [ OK ]
          [ Press enter or space ]






The CDROM drive is locked until the machine starts to reboot, then the
disk can quickly be removed from the drive. Press GUI.OK to reboot.


The system will reboot so watch for any error messages that may appear,
see ? for more details.





Configure Additional Network Services


Configuring network services can be a daunting task for users that lack
previous knowledge in this area. Since networking and the Internet are
critical to all modern operating systems, it is useful to have some
understanding of OS’s extensive networking capabilities.


Network services are programs that accept input from anywhere on the
network. Since there have been cases where bugs in network services have
been exploited by attackers, it is important to only enable needed
network services. If in doubt, do not enable a network service until it
is needed. Services can be enabled with MAN.SYSINSTALL.8 or by editing
/etc/rc.conf.


Selecting the Networking option will display a menu similar to the one
below:



[image: Network Configuration Upper-level]
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The first option, Interfaces, is covered in ?.


Selecting the AMD option adds support for MAN.AMD.8. This is usually
used in conjunction with NFS for automatically mounting remote
filesystems.


Next is the AMD Flags option. When selected, a menu will pop up where
specific AMD flags can be entered. The menu already contains a set of
default options:


-a /.amd_mnt -l syslog /host /etc/amd.map /net /etc/amd.map






-a sets the default mount location which is specified here as
/.amd_mnt. -l specifies the default log; however, when
MAN.SYSLOGD.8 is used, all log activity will be sent to the system log
daemon. /host is used to mount an exported file system from a remote
host, while /net is used to mount an exported filesystem from an IP
address. The default options for AMD exports are defined in
/etc/amd.map.


FTP
anonymous
The Anon FTP option permits anonymous FTP connections. Select this
option to make this machine an anonymous FTP server. Be aware of the
security risks involved with this option. Another menu will be displayed
to explain the security risks and configuration in depth.


The Gateway menu will configure the machine to be a gateway. This menu
can also be used to unset the Gateway option if it was accidentally
selected during installation.


The Inetd option can be used to configure or completely disable
MAN.INETD.8.


The Mail option is used to configure the system’s default Mail Transfer
Agent (MTA). Selecting this option will bring up the following menu:



[image: Select a Default MTA]
Select a Default MTA




This menu offers a choice as to which MTA to install and set as the
default. An MTA is a mail server which delivers email to users on the
system or the Internet.


Select Sendmail to install Sendmail as the default MTA. Select Sendmail
local to set Sendmail as the default MTA, but disable its ability to
receive incoming email from the Internet. The other options, Postfix and
Exim, provide alternatives to Sendmail.


The next menu after the MTA menu is NFS client. This menu is used to
configure the system to communicate with a NFS server which in turn is
used to make filesystems available to other machines on the network over
the NFS protocol. See ? for more information about client and server
configuration.


Below that option is the NFS server option, for setting the system up as
an NFS server. This adds the required information to start up the Remote
Procedure Call RPC services. RPC is used to coordinate connections
between hosts and programs.


Next in line is the Ntpdate option, which deals with time
synchronization. When selected, a menu like the one below shows up:



[image: Ntpdate Configuration]
Ntpdate Configuration




From this menu, select the server which is geographically closest. This
will make the time synchronization more accurate as a farther server may
have more connection latency.


The next option is the PCNFSD selection. This option will install the
net/pcnfsd package from the Ports Collection. This is a useful utility
which provides NFS authentication services for systems which are unable
to provide their own, such as Microsoft’s MS-DOS operating system.


Now, scroll down a bit to see the other options:
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RPC communication between NFS servers and clients is managed by
MAN.RPCBIND.8 which is required for NFS servers to operate correctly.
Status monitoring is provided by MAN.RPC.STATD.8 and the reported status
is usually held in /var/db/statd.status. The next option is for
MAN.RPC.LOCKD.8 which provides file locking services. This is usually
used with MAN.RPC.STATD.8 to monitor which hosts are requesting locks
and how frequently they request them. While these last two options are
useful for debugging, they are not required for NFS servers and clients
to operate correctly.


The next menu, Routed, configures the routing daemon. MAN.ROUTED.8,
manages network routing tables, discovers multicast routers, and
supplies a copy of the routing tables to any physically connected host
on the network upon request. This is mainly used for machines which act
as a gateway for the local network. If selected, a menu will request the
default location of the utility. To accept the default location, press
Enter. Yet another menu will ask for the flags to pass to MAN.ROUTED.8.
The default of -q should appear on the screen.


The next menu, Rwhod, starts MAN.RWHOD.8 during system initialization.
This utility broadcasts system messages across the network periodically,
or collects them when in “consumer” mode. More information can be found
in MAN.RUPTIME.1 and MAN.RWHO.1.


The next to last option in the list is for MAN.SSHD.8, the secure shell
server for OpenSSH. It is highly recommended over the standard
MAN.TELNETD.8 and MAN.FTPD.8 servers as it is used to create a secure,
encrypted connection from one host to another.


The final option is TCP Extensions which are defined in RFC 1323 and
RFC 1644. While on many hosts this can speed up connections, it can also
cause some connections to be dropped. It is not recommended for servers,
but may be beneficial for stand alone machines.


Once the network services are configured, scroll up to the very top item
which is X Exit and continue on to the next configuration item or simply
exit MAN.SYSINSTALL.8 by selecting X Exit twice then [X Exit Install].





OS Bootup



OS/ARCH.I386 Bootup


If everything went well, messages will scroll along the screen and a
login prompt will appear. To view these messages, press Scroll-Lock then
use PgUp and PgDn. Press Scroll-Lock again to return to the prompt.


All of the messages may not display due to buffer limitations, but they
can be read after logging using MAN.DMESG.8.


Login using the username and password which were set during
installation. Avoid logging in as root except when necessary.


Typical boot messages (version information omitted):


Copyright (c) 1992-2002 The FreeBSD Project.
Copyright (c) 1979, 1980, 1983, 1986, 1988, 1989, 1991, 1992, 1993, 1994
        The Regents of the University of California. All rights reserved.

Timecounter "i8254"  frequency 1193182 Hz
CPU: AMD-K6(tm) 3D processor (300.68-MHz 586-class CPU)
  Origin = "AuthenticAMD"  Id = 0x580  Stepping = 0
  Features=0x8001bf<FPU,VME,DE,PSE,TSC,MSR,MCE,CX8,MMX>
  AMD Features=0x80000800<SYSCALL,3DNow!>
real memory  = 268435456 (262144K bytes)
config> di sn0
config> di lnc0
config> di le0
config> di ie0
config> di fe0
config> di cs0
config> di bt0
config> di aic0
config> di aha0
config> di adv0
config> q
avail memory = 256311296 (250304K bytes)
Preloaded elf kernel "kernel" at 0xc0491000.
Preloaded userconfig_script "/boot/kernel.conf" at 0xc049109c.
md0: Malloc disk
Using $PIR table, 4 entries at 0xc00fde60
npx0: <math processor> on motherboard
npx0: INT 16 interface
pcib0: <Host to PCI bridge> on motherboard
pci0: <PCI bus> on pcib0
pcib1: <VIA 82C598MVP (Apollo MVP3) PCI-PCI (AGP) bridge> at device 1.0 on pci0
pci1: <PCI bus> on pcib1
pci1: <Matrox MGA G200 AGP graphics accelerator> at 0.0 irq 11
isab0: <VIA 82C586 PCI-ISA bridge> at device 7.0 on pci0
isa0: <ISA bus> on isab0
atapci0: <VIA 82C586 ATA33 controller> port 0xe000-0xe00f at device 7.1 on pci0
ata0: at 0x1f0 irq 14 on atapci0
ata1: at 0x170 irq 15 on atapci0
uhci0: <VIA 83C572 USB controller> port 0xe400-0xe41f irq 10 at device 7.2 on pci0
usb0: <VIA 83C572 USB controller> on uhci0
usb0: USB revision 1.0
uhub0: VIA UHCI root hub, class 9/0, rev 1.00/1.00, addr 1
uhub0: 2 ports with 2 removable, self powered
chip1: <VIA 82C586B ACPI interface> at device 7.3 on pci0
ed0: <NE2000 PCI Ethernet (RealTek 8029)> port 0xe800-0xe81f irq 9 at
device 10.0 on pci0
ed0: address 52:54:05:de:73:1b, type NE2000 (16 bit)
isa0: too many dependant configs (8)
isa0: unexpected small tag 14
fdc0: <NEC 72065B or clone> at port 0x3f0-0x3f5,0x3f7 irq 6 drq 2 on isa0
fdc0: FIFO enabled, 8 bytes threshold
fd0: <1440-KB 3.5" drive> on fdc0 drive 0
atkbdc0: <keyboard controller (i8042)> at port 0x60-0x64 on isa0
atkbd0: <AT Keyboard> flags 0x1 irq 1 on atkbdc0
kbd0 at atkbd0
psm0: <PS/2 Mouse> irq 12 on atkbdc0
psm0: model Generic PS/2 mouse, device ID 0
vga0: <Generic ISA VGA> at port 0x3c0-0x3df iomem 0xa0000-0xbffff on isa0
sc0: <System console> at flags 0x1 on isa0
sc0: VGA <16 virtual consoles, flags=0x300>
sio0 at port 0x3f8-0x3ff irq 4 flags 0x10 on isa0
sio0: type 16550A
sio1 at port 0x2f8-0x2ff irq 3 on isa0
sio1: type 16550A
ppc0: <Parallel port> at port 0x378-0x37f irq 7 on isa0
ppc0: SMC-like chipset (ECP/EPP/PS2/NIBBLE) in COMPATIBLE mode
ppc0: FIFO with 16/16/15 bytes threshold
ppbus0: IEEE1284 device found /NIBBLE
Probing for PnP devices on ppbus0:
plip0: <PLIP network interface> on ppbus0
lpt0: <Printer> on ppbus0
lpt0: Interrupt-driven port
ppi0: <Parallel I/O> on ppbus0
ad0: 8063MB <IBM-DHEA-38451> [16383/16/63] at ata0-master using UDMA33
ad2: 8063MB <IBM-DHEA-38451> [16383/16/63] at ata1-master using UDMA33
acd0: CDROM <DELTA OTC-H101/ST3 F/W by OIPD> at ata0-slave using PIO4
Mounting root from ufs:/dev/ad0s1a
swapon: adding /dev/ad0s1b as swap device
Automatic boot in progress...
/dev/ad0s1a: FILESYSTEM CLEAN; SKIPPING CHECKS
/dev/ad0s1a: clean, 48752 free (552 frags, 6025 blocks, 0.9% fragmentation)
/dev/ad0s1f: FILESYSTEM CLEAN; SKIPPING CHECKS
/dev/ad0s1f: clean, 128997 free (21 frags, 16122 blocks, 0.0% fragmentation)
/dev/ad0s1g: FILESYSTEM CLEAN; SKIPPING CHECKS
/dev/ad0s1g: clean, 3036299 free (43175 frags, 374073 blocks, 1.3% fragmentation)
/dev/ad0s1e: filesystem CLEAN; SKIPPING CHECKS
/dev/ad0s1e: clean, 128193 free (17 frags, 16022 blocks, 0.0% fragmentation)
Doing initial network setup: hostname.
ed0: flags=8843<UP,BROADCAST,RUNNING,SIMPLEX,MULTICAST> mtu 1500
        inet 192.168.0.1 netmask 0xffffff00 broadcast 192.168.0.255
        inet6 fe80::5054::5ff::fede:731b%ed0 prefixlen 64 tentative scopeid 0x1
        ether 52:54:05:de:73:1b
lo0: flags=8049<UP,LOOPBACK,RUNNING,MULTICAST> mtu 16384
        inet6 fe80::1%lo0 prefixlen 64 scopeid 0x8
        inet6 ::1 prefixlen 128
        inet 127.0.0.1 netmask 0xff000000
Additional routing options: IP gateway=YES TCP keepalive=YES
routing daemons:.
additional daemons: syslogd.
Doing additional network setup:.
Starting final network daemons: creating ssh RSA host key
Generating public/private rsa1 key pair.
Your identification has been saved in /etc/ssh/ssh_host_key.
Your public key has been saved in /etc/ssh/ssh_host_key.pub.
The key fingerprint is:
cd:76:89:16:69:0e:d0:6e:f8:66:d0:07:26:3c:7e:2d root@k6-2.example.com
 creating ssh DSA host key
Generating public/private dsa key pair.
Your identification has been saved in /etc/ssh/ssh_host_dsa_key.
Your public key has been saved in /etc/ssh/ssh_host_dsa_key.pub.
The key fingerprint is:
f9:a1:a9:47:c4:ad:f9:8d:52:b8:b8:ff:8c:ad:2d:e6 root@k6-2.example.com.
setting ELF ldconfig path: /usr/lib /usr/lib/compat /usr/X11R6/lib
/usr/local/lib
a.out ldconfig path: /usr/lib/aout /usr/lib/compat/aout /usr/X11R6/lib/aout
starting standard daemons: inetd cron sshd usbd sendmail.
Initial rc.i386 initialization:.
rc.i386 configuring syscons: blank_time screensaver moused.
Additional ABI support: linux.
Local package initialization:.
Additional TCP options:.

FreeBSD/i386 (k6-2.example.com) (ttyv0)

login: rpratt
Password:






Generating the RSA and DSA keys may take some time on slower machines.
This happens only on the initial boot-up of a new installation.
Subsequent boots will be faster.


If XORG has been configured and a default desktop chosen, it can be
started by typing startx at the command line.







OS Shutdown


It is important to properly shutdown the operating system. Do not just
turn off the power. First, become the superuser using MAN.SU.1 and
entering the root password. This will work only if the user is a member
of wheel. Otherwise, login as root. To shutdown the system, type
shutdown -h now.


The operating system has halted.
Please press any key to reboot.






It is safe to turn off the power after the shutdown command has been
issued and the message “Please press any key to reboot” appears. If any
key is pressed instead of turning off the power switch, the system will
reboot.


The +Ctrl+ +Alt+ +Del+ key combination can also be used to reboot the
system; however, this is not recommended.







Troubleshooting
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This section covers basic installation troubleshooting of common
problems. There are also a few questions and answers for people wishing
to dual-boot OS with WINDOWS.



If Something Goes Wrong


Due to various limitations of the PC architecture, it is impossible for
device probing to be 100% reliable. However, there are a few things to
try if it fails.


Check the Hardware
Notes [http://www.FreeBSD.org/releases/index.html] document for the
version of OS to make sure the hardware is supported.


If the hardware is supported but still experiences lock-ups or other
problems, build a custom kernel to add in support
for devices which are not present in the GENERIC kernel. The default
kernel assumes that most hardware devices are in their factory default
configuration in terms of IRQs, I/O addresses, and DMA channels. If the
hardware has been reconfigured, create a custom kernel configuration
file and recompile to tell OS where to find things.


It is also possible that a probe for a device not present will cause a
later probe for another device that is present to fail. In that case,
the probes for the conflicting driver(s) should be disabled.



Note


Some installation problems can be avoided or alleviated by updating
the firmware on various hardware components, most notably the
motherboard BIOS. Most motherboard and computer manufacturers have a
website where upgrade information may be located.


Most manufacturers strongly advise against upgrading the motherboard
BIOS unless there is a good reason for doing so, such as a critical
update. The upgrade process can go wrong, causing permanent damage
to the BIOS chip.









Using WINDOWS Filesystems


At this time, OS does not support file systems compressed with the
Double Space™ application. Therefore the file system will need to be
uncompressed before OS can access the data. This can be done by running
the Compression Agent located in the Start> Programs > System Tools
menu.


OS can support MS-DOS file systems (sometimes called FAT file systems).
The MAN.MOUNT.MSDOSFS.8 command grafts such file systems onto the
existing directory hierarchy, allowing the file system’s contents to be
accessed. The MAN.MOUNT.MSDOSFS.8 program is not usually invoked
directly; instead, it is called by the system through a line in
/etc/fstab or by using MAN.MOUNT.8 with the appropriate parameters.


A typical line in /etc/fstab is:


/dev/ad0sN  /dos  msdosfs rw  0   0

**Note**

``/dos`` must already exist for this to work. For details about the
format of ``/etc/fstab``, see MAN.FSTAB.5.






A typical call to MAN.MOUNT.8 for a FAT filesystem looks like:


PROMPT.ROOT mount -t msdosfs /dev/ad0s1 /mnt






In this example, the FAT filesystem is located on the first partition of
the primary hard disk. The output from MAN.DMESG.8 and MAN.MOUNT.8
should produce enough information to give an idea of the partition
layout.



Note


OS may number FAT partitions differently than other operating
systems. In particular, extended partitions are usually given higher
slice numbers than primary partitions. Use MAN.FDISK.8 to help
determine which slices belong to OS and which belong to other
operating systems.









Troubleshooting Questions and Answers


Q: My system hangs while probing hardware during boot or it behaves
strangely during install.


A: OS makes extensive use of the system ACPI service on the i386,
amd64, and ia64 platforms to aid in system configuration if it is
detected during boot. Unfortunately, some bugs still exist in the ACPI
driver and various system motherboards. The use of ACPI can be disabled
by setting hint.acpi.0.disabled in the third stage boot loader:


set hint.acpi.0.disabled="1"






This is reset each time the system is booted, so it is necessary to add
hint.acpi.0.disabled="1" to /boot/loader.conf to make this
change permanent. More information about the boot loader can be found in
?.


Q: When booting from the hard disk for the first time after
installing OS, the kernel loads and probes hardware, but stops with
messages like:


changing root device to ad1s1a panic: cannot mount root






What is wrong?


A: This can occur when the boot disk is not the first disk in the
system. The BIOS uses a different numbering scheme to OS, and working
out which numbers correspond to which is difficult to get right.


If this occurs, tell OS where the root filesystem is by specifying the
BIOS disk number, the disk type, and the OS disk number for that type.


Consider two IDE disks, each configured as the master on their
respective IDE bus, where OS should be booted from the second disk. The
BIOS sees these as disk 0 and disk 1, while OS sees them as ad0 and
ad2.


If OS is on BIOS disk 1, of type ad and the OS disk number is 2,
this is the correct value:


1:ad(2,a)kernel






Note that if there is a slave on the primary bus, the above is not
necessary and is effectively wrong.


The second situation involves booting from a SCSI disk when there are
one or more IDE disks in the system. In this case, the OS disk number is
lower than the BIOS disk number. For two IDE disks and a SCSI disk,
where the SCSI disk is BIOS disk 2, type da, and OS disk number 0,
the correct value is:


2:da(0,a)kernel






This tells OS to boot from BIOS disk 2, which is the first SCSI disk in
the system. If there is only IDE disk, use 1: instead.


Once the correct value to use is determined, put the command in
/boot.config using a text editor. Unless instructed otherwise, OS
will use the contents of this file as the default response to the
boot: prompt.


Q: When booting from the hard disk for the first time after
installing OS, the Boot Manager prompt just prints F? at the boot
menu and the boot will not go any further.


A: The hard disk geometry was set incorrectly in the partition
editor when OS was installed. Go back into the partition editor and
specify the actual geometry of the hard disk. OS must be reinstalled
again from the beginning with the correct geometry.


For a dedicated OS system that does not need future compatibility with
another operating system, use the entire disk by selecting A in the
installer’s partition editor.


Q: The system finds the MAN.ED.4 network card but continuously
displays device timeout errors.


A: The card is probably on a different IRQ from what is specified in
/boot/device.hints. The MAN.ED.4 driver does not use software
configuration by default, but it will if -1 is specified in the
hints for the interface.


Either move the jumper on the card to the configuration setting or
specify the IRQ as -1 by setting the hint hint.ed.0.irq="-1".
This tells the kernel to use the software configuration.


Another possibility is that the card is at IRQ 9, which is shared by IRQ
2 and frequently a cause of problems, especially if a VGA card is using
IRQ 2. Do not use IRQ 2 or 9 if at all possible.


Q: When MAN.SYSINSTALL.8 is usedin an XORG terminal, the yellow font
is difficult to read against the light gray background. Is there a way
to provide higher contrastcolor contrast for this application?


A: If the default colors chosen by MAN.SYSINSTALL.8 make text
illegible while using x11/xterm or x11/rxvt, add the following to
~/.Xdefaults to get a darker background gray: ``XTerm*color7:



#c0c0c0``








Advanced Installation Guide


This section describes how to install OS in exceptional cases.



Installing OS on a System Without a Monitor or Keyboard
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serial console
This type of installation is called a “headless install” because the
machine to be installed does not have either an attached monitor or a
VGA output. This type of installation is possible using a serial
console, another machine which acts as the main display and keyboard. To
do this, follow the steps to create an installation USB stick, explained
in ?, or download the correct installation ISO image as described in ?.


To modify the installation media to boot into a serial console, follow
these steps. If using a CD/DVD media, skip the first step):


MAN.MOUNT.8
By default, booting into the USB stick boots into the installer. To
instead boot into a serial console, mount the USB disk onto a OS system
using MAN.MOUNT.8:


PROMPT.ROOT mount /dev/da0a /mnt

**Note**

Adapt the device node and the mount point to the situation.






Once the USB stick is mounted, set it to boot into a serial console. Add
this line to /boot/loader.conf on the USB stick:


PROMPT.ROOT echo 'console="comconsole"' >> /mnt/boot/loader.conf






Now that the USB is stick configured correctly, unmount the disk using
MAN.UMOUNT.8:


PROMPT.ROOT umount /mnt






Now, unplug the USB stick and jump directly to the third step of this
procedure.


MAN.MOUNT.8
By default, when booting into the installation CD/DVD, OS boots into its
normal install mode. To instead boot into a serial console, extract,
modify, and regenerate the ISO image before burning it to the CD/DVD
media.


From the OS system with the saved installation ISO image, use MAN.TAR.1
to extract all the files:


PROMPT.ROOT mkdir /path/to/headless-iso
PROMPT.ROOT tar -C /path/to/headless-iso -pxvf OS--RELEASE-i386-disc1.iso






Next, set the installation media to boot into a serial console. Add this
line to the /boot/loader.conf of the extracted ISO image:


PROMPT.ROOT echo 'console="comconsole"' >> /path/to/headless-iso/boot/loader.conf






Then, create a new ISO image from the modified tree. This example uses
MAN.MKISOFS.8 from the sysutils/cdrtools package or port:


PROMPT.ROOT mkisofs -v -b boot/cdboot -no-emul-boot -r -J -V "Headless_install" \
        -o Headless-OS--RELEASE-i386-disc1.iso /path/to/headless-iso






Now that the ISO image is configured correctly, burn it to a CD/DVD
media using a burning application.


null-modem cable
Connect a null-modem cable to the serial ports
of the two machines. A normal serial cable will not work. A null-modem
cable is required.


It is now time to go ahead and start the install. Plug in the USB stick
or insert the CD/DVD media in the headless install machine and power it
on.


MAN.CU.1
Next, connect to that machine with MAN.CU.1:


PROMPT.ROOT cu -l /dev/cuau0






The headless machine can now be controlled using MAN.CU.1. It will load
the kernel and then display a selection of which type of terminal to
use. Select the OS color console and proceed with the installation.







Preparing Custom Installation Media


Some situations may require a customized OS installation media and/or
source. This might be physical media or a source that MAN.SYSINSTALL.8
can use to retrieve the installation files. Some example situations
include:



		A local network with many machines has a private FTP server hosting
the OS installation files which the machines should use for
installation.


		OS does not recognize the CD/DVD drive but WINDOWS does. In this
case, copy the OS installation files to a WINDOWS partition on the
same computer, and then install OS using those files.


		The computer to install does not have a CD/DVD drive or a network
card, but can be connected using a null-printer cable to a computer
that does.


		A tape will be used to install OS.






Creating an Installation ISO


As part of each release, the OS Project provides ISO images for each
supported architecture. These images can be written (“burned”) to CD or
DVD media using a burning application, and then used to install OS. If a
CD/DVD writer is available, this is the easiest way to install OS.


The ISO images for each release can be downloaded from
ftp://ftp.FreeBSD.org/pub/FreeBSD/ISO-IMAGES-arch/version or the
closest mirror. Substitute arch and version as appropriate.


An image directory normally contains the following images:








		Filename
		Contents





		OS-version-RELEASE-arch-bootonly.iso
		This CD image starts the installation process by booting from a CD-ROM drive but it does not contain the support for installing OS from the CD itself. Perform a network based install, such as from an FTP server, after booting from this CD.



		OS-version-RELEASE-arch-dvd1.iso.gz
		This DVD image contains everything necessary to install the base OS operating system, a collection of pre-built packages, and the documentation. It also supports booting into a “livefs” based rescue mode.



		OS-version-RELEASE-arch-memstick.img
		This image can be written to a USB memory stick in order to install machines capable of booting from USB drives. It also supports booting into a “livefs” based rescue mode. The only included package is the documentation package.



		OS-version-RELEASE-arch-disc1.iso
		This image can be written to a USB memory stick in order to install machines capable of booting from USB drives. Similar to the bootonly.iso image, it does not contain the distribution sets on the medium itself, but does support network-based installations (for example, via ftp).



		OS-version-RELEASE-arch-disc1.iso
		This CD image contains the base OS operating system and the documentation package but no other packages.



		OS-version-RELEASE-arch-disc2.iso
		A CD image with as many third-party packages as would fit on the disc. This image is not available for OS 9.X.



		OS-version-RELEASE-arch-disc3.iso
		Another CD image with as many third-party packages as would fit on the disc. This image is not available for OS 9.X.



		OS-version-RELEASE-arch-livefs.iso
		This CD image contains support for booting into a “livefs” based rescue mode but does not support doing an install from the CD itself.







Table: OS ISO Image Names and Meanings


When performing a CD installation, download either the bootonly ISO
image or disc1. Do not download both, since disc1 contains
everything that the bootonly ISO image contains.


Use the bootonly ISO to perform a network install over the Internet.
Additional software can be installed as needed using the Ports
Collection as described in ?.


Use dvd1 to install OS and a selection of third-party packages from
the disc.


Next, write the downloaded image(s) to disc. If using another OS system,
refer to ? for instructions.


If using another platform, use any burning utility that exists for that
platform. The images are in the standard ISO format which most CD
writing applications support.



Note


To build a customized release of OS, refer to the Release
Engineering Article.









Creating a Local FTP Site with a OS Disc
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OS discs are laid out in the same way as the FTP site. This makes it
easy to create a local FTP site that can be used by other machines on a
network to install OS.


On the OS computer that will host the FTP site, ensure that the CD/DVD
is in the drive and mounted:


PROMPT.ROOT mount /cdrom






Create an account for anonymous FTP. Use MAN.VIPW.8 to insert this line:


ftp:*:99:99::0:0:FTP:/cdrom:/nonexistent






Ensure that the FTP service is enabled in /etc/inetd.conf.


Anyone with network connectivity to the machine can now chose a media
type of FTP and type in ``ftp://your



machine`` after picking “Other” in the FTP sites menu during the



install.



Note


If the boot media for the FTP clients is not precisely the same
version as that provided by the local FTP site, MAN.SYSINSTALL.8
will not complete the installation. To override this, go into the
Options menu and change the distribution name to any.


Warning


This approach is acceptable for a machine on the local network which
is protected by a firewall. Offering anonymous FTP services to other
machines over the Internet exposes the computer to increased
security risks. It is strongly recommended to follow good security
practices when providing services over the Internet.









Installing from an WINDOWS Partition


installation
from WINDOWS
To prepare for an installation from a WINDOWS partition, copy the files
from the distribution into a directory in the root directory of the
partition, such as c:\freebsd. Since the directory structure must be
reproduced, it is recommended to use robocopy when copying from a
CD/DVD. For example, to prepare for a minimal installation of OS:


C:\> md c:\freebsd
C:\> robocopy e:\bin c:\freebsd\bin\ /s
C:\> robocopy e:\manpages c:\freebsd\manpages\ /s






This example assumes that C: has enough free space and E: is
where the CD/DVD is mounted.


Alternatively, download the distribution from
ftp.FreeBSD.org [ftp://ftp.FreeBSD.org/pub/FreeBSD/releases/i386/&rel2.current;-RELEASE/].
Each distribution is in its own directory; for example, the base
distribution can be found in the
REL2.CURRENT/base/ [ftp://ftp.FreeBSD.org/pub/FreeBSD/releases/i386/&rel2.current;-RELEASE/base/]
directory.


Copy the distributions to install from a WINDOWS partition to
c:\freebsd. Both the base and kernel distributions are
needed for the most minimal installation.





Before Installing over a Network
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parallel (PLIP)
installation
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Ethernet
There are three types of network installations available: Ethernet, PPP,
and PLIP.


For the fastest possible network installation, use an Ethernet adapter.
OS supports most common Ethernet cards. A list of supported cards is
provided in the Hardware Notes for each release of OS. If using a
supported PCMCIA Ethernet card, be sure that it is plugged in before
the system is powered on as OS does not support hot insertion of PCMCIA
cards during installation.


Make note of the system’s IP address, subnet mask, hostname, default
gateway address, and DNS server addresses if these values are statically
assigned. If installing by FTP through a HTTP proxy, make note of the
proxy’s address. If you do not know these values, ask the system
administrator or ISP before trying this type of installation.


If using a dialup modem, have the service provider’s PPP information
handy as it is needed early in the installation process.


If PAP or CHAP are used to connect to the ISP without using a script,
type dial at the OS ppp prompt. Otherwise, know how to dial the ISP
using the “AT commands” specific to the modem, as the PPP dialer
provides only a simple terminal emulator. Refer to ? and
URL.BOOKS.FAQ/ppp.html for further
information. Logging can be directed to the screen using
set log local ....


If a hard-wired connection to another OS machine is available, the
installation can occur over a null-modem parallel port cable. The data
rate over the parallel port is higher than what is typically possible
over a serial line.



Before Installing via NFS
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NFS
To perform an NFS installation, copy the needed OS distribution files to
an NFS server and then point the installer’s NFS media selection to it.


If the server supports only a “privileged port”, set the option
NFS Secure in the Options menu so that the installation can proceed.


If using a poor quality Ethernet card which suffers from slow transfer
rates, toggle the NFS Slow flag to on.


In order for an NFS installation to work, the server must support subdir
mounts. For example, if the OS REL.CURRENT distribution lives on:
ziggy:/usr/archive/stuff/FreeBSD, ziggy will have to allow the
direct mounting of /usr/archive/stuff/FreeBSD, not just /usr or
/usr/archive/stuff.


In OS, this is controlled by using -alldirs in /etc/exports.
Other NFS servers may have different conventions. If the server is
displaying permission denied messages, it is likely that this is not
enabled properly.
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translation). Mainichi Communications
Inc. [http://www.pc.mycom.co.jp/], 1998. ISBN4-8399-0109-0 P3300E.


		Dreyfus, Emmanuel. Cahiers de l’Admin:
BSD [http://www.eyrolles.com/Informatique/Livre/9782212114638/]
2nd Ed. (in French), Eyrolles, 2004. ISBN 2-212-11463-X








Programmers’ Guides



		Computer Systems Research Group, UC Berkeley. 4.4BSD Programmer’s
Reference Manual. O’Reilly & Associates, Inc., 1994. ISBN
1-56592-078-3


		Computer Systems Research Group, UC Berkeley. 4.4BSD Programmer’s
Supplementary Documents. O’Reilly & Associates, Inc., 1994. ISBN
1-56592-079-1


		Harbison, Samuel P. and Steele, Guy L. Jr. C: A Reference Manual.
4th Ed. Prentice Hall, 1995. ISBN 0-13-326224-3


		Kernighan, Brian and Dennis M. Ritchie. The C Programming Language.
2nd Ed. PTR Prentice Hall, 1988. ISBN 0-13-110362-8


		Lehey, Greg. Porting UNIX Software. O’Reilly & Associates, Inc.,
1995. ISBN 1-56592-126-7


		Plauger, P. J. The Standard C Library. Prentice Hall, 1992. ISBN
0-13-131509-9


		Spinellis, Diomidis. *Code Reading: The Open Source
Perspective* [http://www.spinellis.gr/codereading/].
Addison-Wesley, 2003. ISBN 0-201-79940-5


		Spinellis, Diomidis. *Code Quality: The Open Source
Perspective* [http://www.spinellis.gr/codequality/].
Addison-Wesley, 2006. ISBN 0-321-16607-8


		Stevens, W. Richard and Stephen A. Rago. Advanced Programming in the
UNIX Environment. 2nd Ed. Reading, Mass. : Addison-Wesley, 2005.
ISBN 0-201-43307-9


		Stevens, W. Richard. UNIX Network Programming. 2nd Ed, PTR Prentice
Hall, 1998. ISBN 0-13-490012-X








Operating System Internals



		Andleigh, Prabhat K. UNIX System Architecture. Prentice-Hall, Inc.,
1990. ISBN 0-13-949843-5





		Jolitz, William. “Porting UNIX to the 386”. Dr. Dobb’s Journal.
January 1991-July 1992.





		Leffler, Samuel J., Marshall Kirk McKusick, Michael J Karels and John
Quarterman The Design and Implementation of the 4.3BSD UNIX
Operating System. Reading, Mass. : Addison-Wesley, 1989. ISBN
0-201-06196-1





		Leffler, Samuel J., Marshall Kirk McKusick, The Design and
Implementation of the 4.3BSD UNIX Operating System: Answer Book.
Reading, Mass. : Addison-Wesley, 1991. ISBN 0-201-54629-9





		McKusick, Marshall Kirk, Keith Bostic, Michael J Karels, and John
Quarterman. The Design and Implementation of the 4.4BSD Operating
System. Reading, Mass. : Addison-Wesley, 1996. ISBN 0-201-54979-4


(Chapter 2 of this book is available
online as part of the
FreeBSD Documentation Project.)





		Marshall Kirk McKusick, George V. Neville-Neil The Design and
Implementation of the FreeBSD Operating System. Boston, Mass. :
Addison-Wesley, 2004. ISBN 0-201-70245-2





		Marshall Kirk McKusick, George V. Neville-Neil, Robert N. M. Watson
The Design and Implementation of the FreeBSD Operating System, 2nd
Ed.. Westford, Mass. : Pearson Education, Inc., 2014. ISBN
0-321-96897-2





		Stevens, W. Richard. TCP/IP Illustrated, Volume 1: The Protocols.
Reading, Mass. : Addison-Wesley, 1996. ISBN 0-201-63346-9





		Schimmel, Curt. Unix Systems for Modern Architectures. Reading,
Mass. : Addison-Wesley, 1994. ISBN 0-201-63338-8





		Stevens, W. Richard. TCP/IP Illustrated, Volume 3: TCP for
Transactions, HTTP, NNTP and the UNIX Domain Protocols. Reading,
Mass. : Addison-Wesley, 1996. ISBN 0-201-63495-3





		Vahalia, Uresh. UNIX Internals – The New Frontiers. Prentice Hall,
1996. ISBN 0-13-101908-2





		Wright, Gary R. and W. Richard Stevens. TCP/IP Illustrated, Volume
2: The Implementation. Reading, Mass. : Addison-Wesley, 1995. ISBN
0-201-63354-X











Security Reference



		Cheswick, William R. and Steven M. Bellovin. Firewalls and Internet
Security: Repelling the Wily Hacker. Reading, Mass. :
Addison-Wesley, 1995. ISBN 0-201-63357-4


		Garfinkel, Simson. PGP Pretty Good Privacy O’Reilly & Associates,
Inc., 1995. ISBN 1-56592-098-8








Hardware Reference



		Anderson, Don and Tom Shanley. Pentium Processor System
Architecture. 2nd Ed. Reading, Mass. : Addison-Wesley, 1995. ISBN
0-201-40992-5


		Ferraro, Richard F. Programmer’s Guide to the EGA, VGA, and Super
VGA Cards. 3rd ed. Reading, Mass. : Addison-Wesley, 1995. ISBN
0-201-62490-7


		Intel Corporation publishes documentation on their CPUs, chipsets and
standards on their developer web
site [http://developer.intel.com/], usually as PDF files.


		Shanley, Tom. 80486 System Architecture. 3rd Ed. Reading, Mass. :
Addison-Wesley, 1995. ISBN 0-201-40994-1


		Shanley, Tom. ISA System Architecture. 3rd Ed. Reading, Mass. :
Addison-Wesley, 1995. ISBN 0-201-40996-8


		Shanley, Tom. PCI System Architecture. 4th Ed. Reading, Mass. :
Addison-Wesley, 1999. ISBN 0-201-30974-2


		Van Gilluwe, Frank. The Undocumented PC, 2nd Ed. Reading, Mass:
Addison-Wesley Pub. Co., 1996. ISBN 0-201-47950-8


		Messmer, Hans-Peter. The Indispensable PC Hardware Book, 4th Ed.
Reading, Mass : Addison-Wesley Pub. Co., 2002. ISBN 0-201-59616-4








UNIX History



		Lion, John Lion’s Commentary on UNIX, 6th Ed. With Source Code. ITP
Media Group, 1996. ISBN 1573980137


		Raymond, Eric S. The New Hacker’s Dictionary, 3rd edition. MIT
Press, 1996. ISBN 0-262-68092-0. Also known as the Jargon
File [http://www.catb.org/~esr/jargon/html/index.html]


		Salus, Peter H. A quarter century of UNIX. Addison-Wesley
Publishing Company, Inc., 1994. ISBN 0-201-54777-5


		Simon Garfinkel, Daniel Weise, Steven Strassmann. The UNIX-HATERS
Handbook. IDG Books Worldwide, Inc., 1994. ISBN 1-56884-203-1. Out
of print, but available
online [http://www.simson.net/ref/ugh.pdf].


		Don Libes, Sandy Ressler Life with UNIX — special edition.
Prentice-Hall, Inc., 1989. ISBN 0-13-536657-7


		The BSD family tree.
https://svnweb.freebsd.org/base/head/share/misc/bsd-family-tree?view=co
or
`/usr/share/misc/bsd-family-tree <file://localhost/usr/share/misc/bsd-family-tree>`__
on a FreeBSD machine.


		Networked Computer Science Technical Reports Library.
http://www.ncstrl.org/


		Old BSD releases from the Computer Systems Research group (CSRG).
http://www.mckusick.com/csrg/: The 4CD set covers all BSD versions
from 1BSD to 4.4BSD and 4.4BSD-Lite2 (but not 2.11BSD,
unfortunately). The last disk also holds the final sources plus the
SCCS files.








Periodicals, Journals, and Magazines



		Admin Magazin [http://www.admin-magazin.de/] (in German),
published by Medialinx AG. ISSN: 2190-1066


		BSD Magazine [http://www.bsdmag.org/], published by Software
Press Sp. z o.o. SK. ISSN: 1898-9144


		BSD Now — Video Podcast [http://www.bsdnow.tv/], published by
Jupiter Broadcasting LLC


		BSD Talk Podcast [http://bsdtalk.blogspot.com/], by Will Backman


		FreeBSD Journal [http://freebsdjournal.com/], published by S&W
Publishing, sponsored by The FreeBSD Foundation. ISBN:
978-0-615-88479-0
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This is a list of open issues that need to be resolved for FreeBSD
&local.rel;. If you have any updates for this list, please e-mail
re@FreeBSD.org.



		Show stopper defects


		Required features


		Desired features


		Documentation Items


		Testing foci


		Problems Discovered by Kernel Stress Test Suite


		Problems specific to the sparc64 architecture






Show stopper defects for &local.rel;-RELEASE


Issue


Status


Responsible


Description


No pending issue.





Required features for &local.rel;-RELEASE


Issue


Status


Responsible


Description


No pending issue.





Desired features for &local.rel;-RELEASE










		Issue
		Status
		Responsible
		Description





		devfs locking
problem
		&status.wip;
		&a.jeff;
		It is trivial to
deadlock it on an
SMP system, and
there are other
panics with device
removal.



		pty leak
		&status.wip;
		&a.cognet;
		Since 6.x has a
hard-coded limit,
once all ptys are
leaked things like
ssh and login no
longer work. This
seems
devfs-related, and
occurs only under
extreme stress
testing, not
normal use.



		swap_pager
warnings
		&status.unknown;
		&a.truckman;?
		When swapfiles are
in use, there are
often warnings
printed:
swap_pager: inde
finite wait buffer
: bufobj: 0, blkno
: 889347, size: 81
92.
There is also the
possibility of
deadlock.



		unmount pending
error
		&status.wip;
		&a.ssouhlal;
		When unmounting
filesystems
&a.kris; reports
seeing this
warning:
/c: unmount pend
ing error: blocks
-68512 files 0.
This dates back at
least to 5.3. It
might be
associated with
filesystem
corruption
reported by many
users in which the
‘used’ space on a
filesystem is
negative; fsck -f
is needed to
correct this.



		“calcru: runtime
went backwards”
problem for
threaded program
		&status.unknown;
		 
		stress2 thr1 test
can trigger
“calcru: runtime
went backwards”
problem and there
are also many
similar reports on
-stable and
-current. &a.phk;
committed a
possible fix
(src/sys/kern/kern
_tc.c
rev.1.169) to
update the
calibration code
to be more precise
on 2 March.



		NFS data
corruption between
two 7.0 machines
		&status.wip;
		&a.mohans;
		Running fsx
between a 7.0 NFS
client and server
detects data
corruption. This
problem can also
be reproduced by
using 6.1 NFS
server. The
problem seems to
be avoidable by
turning off the
attribute cache on
the NFS client.



		sort(1) does not
work with some
locales
		&status.new;
		 
		sort(1) can cause
a coredump with
some locales. See
also gnu/93629.



		unreliable serial
console
		&status.unknown;
		 
		At the manual
‘root mount’
prompt, the serial
console is very
unreliable and
drops most
characters. This
appears to be
caused by cngetc()
polling the sio
driver for input,
and the sio driver
resetting the chip
on every poll
iteration. That
results in a very
small window for
it to accept
input. Fixing this
requires a large
review of the
operation of the
sio driver. The
uart driver looks
to handle this
better and might
be a suitable
replacement.



		fix ntpdate(1)
bogus output on
amd64.
		&status.unknown;
		&a.roberto;
		 



		make -jN
		&status.new;
		 
		Doing ‘make -jN’,
then
suspending/resumin
g
it may result in
make reporting it
lost child
process(es).



		update sysinstall
disk labeling
		&status.wip;
		&a.rodrigc;
		Sysinstall could
use the same fixes
recently made to
fdisk so it plays
nice with GEOM and
disk labeling.
This does not
cause problems
during install
because nothing on
the disk is
mounted when its
label is being
manipulated but it
can cause problems
if sysinstall gets
used on a live
system to adjust
labels on existing
disks which
sys-admins tend to
do.



		i386 deadlocks
with >16GB swap
		&status.deferred;
		&a.alc;
		i386 deadlocks if
more than 16GB of
swap is in use.
Increasing the
kern.maxswzone
tunable would be a
workaround this.
Although a patch
from &a.alc; is
needed to allow
this variable to
be increased, this
is not suitable
for 6.1R. This
limitation should
be documented in
the Release Notes.



		panic in bpf
		&status.deferred;
		&a.sam;
		killing tcpdump
(e.g. with ^C) can
cause panics in
bpf. To fix this
problem, some
architectural
changes are
needed.



		OpenBSM
		&status.deferred;
		&a.rwatson;
		The integration of
OpenBSM is waiting
on some final
licensing hurdles.
It is expected to
be available in
the next release.










Documentation items that must be resolved for &local.rel;


Issue


Status


Responsible


Description


No pending issue.





Testing foci for &local.rel;-RELEASE










		Issue
		Status
		Responsible
		Description





		manual root mount lockmgr panics
		&status.untested;
		&a.ssouhlal;
		Specifying a manual root mount location causes lockmgr panics. &a.ssouhlal; has committed a patch for this.



		dhclient causes ipv6 panics.
		&status.untested;
		Doug Barton
		Doug Barton has more details about this.



		amd64 panics in ipv6 with date(1)
		&status.untested;
		&a.ume;
		amd64 panics in ipv6 when the date is changed using date(1) or ntpdate(1). This may be a MI issue.



		grep(1) -w does not work with multibyte locales
		&status.untested;
		&a.tjr;
		grep(1) -w generates wrong results with non-UTF-8 multibyte locales. &a.tjr; has committed a patch to -HEAD. See also gnu/91909.



		Improve kbdmux
		&status.untested;
		&a.emax;
		From the `ideas page <http://www.freebsd.org/projects/ideas/>`__. We need this for the growing number of systems that assume that USB is the primary keyboard. Current status appears to be that the kbdmux driver breaks very easily. We need this working well enough where it can be enabled by default, and all attached keyboards Just Work. &a.emax; commit kbdmux and rc.d/syscons patches in HEAD and RELENG_6. It is not yet enabled by default. See kbdmux(4) and contact &a.emax; if you have problems.



		umount -f panics
		&status.untested;
		&a.jeff;, &a.ssouhlal;
		panics from race conditions. A patch from &a.jeff; seems to fix some of them.



		quota deadlocks
		&status.untested;
		&a.jeff;
		Quota support is not locked properly and causes deadlocks. A patch from &a.jeff; seems to fix some of them.



		ifconfig regression on 6.x
		&status.untested;
		&a.yar;
		ifconfig cannot handle vlan and mtu parameters at the same time after rev.1.7.2.3 of sbin/ifconfig/ifvlan.c commit. For more information and a proposed patch, see bin/94028 [http://www.freebsd.org/cgi/query-pr.cgi?pr=bin/94028].



		SMP kernels for install
		&status.untested;
		&a.sam;
		From the `ideas page <http://www.freebsd.org/projects/ideas/>`__. Right now we only install a UP kernel, for performance reasons. We should be able to package both a UP and SMP kernel into the release bits, and have sysinstall install both. It should also select the correct one for the target system and make that the default on boot. The easiest way to do this would be to have sysinstall boot an SMP kernel and then look at the hw.ncpu sysctl. The only problem is being able to have sysinstall fall back to booting a UP kernel for itself if the SMP one fails. This can probably be ‘faked’ by setting one of the SMP-disabling variables in the loader. But in any case, the point is to make the process Just Work for the user, without the user needing to know arcane loader/sysctl knobs. SMP laptops are here, and we should be ready to support SMP out-of-the-box.



		dup(2) regression on 6.x
		&status.untested;
		&a.csjp;
		Simple “close(0); dup(fd)” does not return descriptor “0” in some cases. This problem has been reported in kern/87208 [http://www.freebsd.org/cgi/query-pr.cgi?pr=kern/87208], and there is a proposed patch in the PR, too. &a.csjp; has committed a fix for this.



		cpu_ipi_selected() can cause a trap on FreeBSD/sparc64
		&status.untested;
		&a.marius;
		On sparc64, cpu_ipi_selected() can cause a trap (which is bad since it appears in the trap code path).



		UFS deadlocks on amd64
		&status.untested;
		&a.tegge;
		Seen by &a.kris;. This problem seems MI.



		UFS deadlocks
		&status.untested;
		&a.tegge;
		Seen by Peter Jeremy.



		panic in fxp driver
		&status.untested;
		&a.andre;
		See http://people.freebsd.org/~pho/stress/log/cons186.html.



		exec_map depletion
		&status.untested;
		&a.ups;
		The exec_map is regularly running out of space on machines running 7.0. &a.ups; has a committed a patch that seems to fix this problem.



		/dev/mem instability
		&status.untested;
		&a.marius;, &a.ups;
		Instability when accessing /dev/mem. A fix was committed for i386. amd64 does not seem to have the problem. A sparc64 fix is still in progress.



		deadlock in vn_start_write() consumers
		&status.untested;
		&a.tegge;
		Many potential deadlocks have been fixed.










Stress Test Panics


The system is continuously being subjected to Peter Holm’s Kernel
Stress Test Suite [http://www.holm.cc/stress/]. The following issues
have recently been discovered from this test suite.


&stresstest;





sparc64 problems


These are problems that range in severity for FreeBSD/sparc64. They will
not hold up the release, but they will still be tracked for future
releases.










		Issue
		Status
		Responsible
		Description





		sparc64 frequent hangs
		&status.wip;
		&a.marius;
		Some of the more serious hangs on sparc64 have been fixed, but more remain.



		serious sparc64 IPv6 panic
		&status.wip;
		&a.gnn;
		Triggered by just ping6’ing the box. It may even be a MI issue, the reporter of this bug only uses IPv6 with sparc64. This problem seems to be triggered even when debug.mpsafenet=”0”.



		swap panic on sparc64
		&status.unknown;
		&a.kris; has panic info
		&a.kris; reports configuring a 74GB swap-backed md on sparc64 that caused a panic after a week or two of load (during which time swap was slowly filling as more of the md was dirtied).



		KLDs on sparc64
		&status.new;
		 
		On sparc64 machines with more than 4Gb memory KLDs are not usable and will panic the system. The problem is reportedly with how the KLDs are compiled, it only works if the code ends up below 4G.



		Max RAM on sparc64
		&status.new;
		 
		Maximum RAM on sparc64 appears to be limited to 16Gb.
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The release notes for FreeBSD are customized for different platforms, as
some of the changes made to FreeBSD apply only to specific processor
architectures.


Release notes for FreeBSD 6.1-RELEASE are available for the following
platforms:



		alpha


		amd64


		i386


		ia64


		pc98


		sparc64





A list of all platforms currently under development can be found on the
Supported Platforms page.






          

      

      

    


    
        © Copyright 2015, The FreeBSD Project.
      Created using Sphinx 1.3.1.
    

  

htdocs/releases/6.1R/schedule.html


    
      Navigation


      
        		
          index


        		FreeBSD 10.1 documentation »

 
      


    


    
      
          
            
  
&title;


]>



Introduction


This is a specific schedule for the release of FreeBSD &local.rel;. For
more general information about the release engineering process, please
see the Release Engineering section of
the web site.


General discussions about the release engineering process or quality
assurance issues should be sent to the public
freebsd-qa mailing list.
MFC
requests should be sent to re@FreeBSD.org.





Schedule


Action


Expected


Actual


Description


Reminder announcement


–


25 January 2006


Release Engineers send announcement email to developers with a rough
schedule for the FreeBSD &local.rel; release.


Code freeze begins


31 January 2006


31 January 2006


After this date, all commits to HEAD must be approved by re@FreeBSD.org.
Certain highly active documentation committers are exempt from this rule
for routine man page / release note updates. Heads-up emails should be
sent to the developers, as well as stable@ and qa@ lists.


Announce the Ports Freeze


–


5 February 2006


Someone from portmgr@ should email freebsd-ports@ to set a date
for the week long ports freeze and tagging of the ports tree.


Begin &local.rel;-BETA1 builds


5 February 2006


5 February 2006


Begin building the first public test release build for all Tier-1
platforms.


Release &local.rel;-BETA1


5 February 2006


5 February 2006


&local.rel;-BETA1 tier-1 platform images built, released, and uploaded
to ftp-master.FreeBSD.org.


Begin &local.rel;-BETA2 builds


19 February 2006


16 February 2006


Begin building the second public test release build for all Tier-1
platforms.


Release &local.rel;-BETA2


19 February 2006


20 February 2006


&local.rel;-BETA2 tier-1 platform images built, released, and uploaded
to ftp-master.FreeBSD.org.


Ports tree frozen


20 February 2006


23 February 2006


Only approved commits will be permitted to the ports/ tree during
the freeze.


Begin &local.rel;-BETA3 builds


–


1 March 2006


Begin building the third public test release build for all Tier-1
platforms.


Release &local.rel;-BETA3


–


3 March 2006


&local.rel;-BETA3 tier-1 platform images built, released, and uploaded
to ftp-master.FreeBSD.org.


Begin &local.rel;-BETA4 builds


12 March 2006


13 March 2006


Begin building the fourth public test release build for all Tier-1
platforms.


Release &local.rel;-BETA4


–


14 March 2006


&local.rel;-BETA4 tier-1 platform images built, released, and uploaded
to ftp-master.FreeBSD.org.


RELENG_6_1 branch



[STRIKEOUT:5 March 2006]


5 April 2006





5 April 2006


The new major version branch is created. Update newvers.sh and
release.ent on various branches involved.


src/ unfrozen


TBD


–


Unfreeze RELENG_6 src. Continue to coordinate significant check-ins
with re@FreeBSD.org until the release is final.


Build &local.rel;-RC1



[STRIKEOUT:5 March 2006]


5 April 2006





5 April 2006


Begin building the first release candidate build for all Tier-1
platforms.


Release &local.rel;-RC1



[STRIKEOUT:5 March 2006]


10 April 2006





–


&local.rel;-RC1 tier-1 platform images released, and uploaded to
ftp-master.FreeBSD.org.


Ports tree tagged


6 March 2006


14 March 2006


RELEASE_&local.rel.tag;_0 tag for ports/.


Ports tree unfrozen


6 March 2006


14 March 2006


After the ports/ tree is tagged, the ports/ tree will be
re-opened for commits, but commits made after tagging will not go in
&local.rel;-RELEASE.


Final package build starts


TBD


–


The ports cluster and pointyhat [http://pointyhat.FreeBSD.org] build
final packages.


Announce doc/ tree slush


6 March 2006


6 March 2006


Notification of the impending doc/ tree slush should be sent to
doc@.


doc/ tree slush



[STRIKEOUT:10 March 2006]


7 April 2006





7 April 2006


Non-essential commits to the en_US.ISO8859-1/ subtree should be
delayed from this point until after the doc/ tree tagging, to give
translation teams time to synchronize their work.


Build &local.rel;-RC2



[STRIKEOUT:12 March 2006]


30 April 2006





30 April 2006


Begin building the second release candidate build for all Tier-1
platforms.


Release &local.rel;-RC2



[STRIKEOUT:12 March 2006]


2 May 2006





2 May 2006


&local.rel;-RC2 tier-1 platform images released, and uploaded to
ftp-master.FreeBSD.org.


doc/ tree tagged.



[STRIKEOUT:13 March 2006]


10 April 2006





17 April 2006


Version number bumps for doc/ subtree. RELEASE_&local.rel.tag;_0
tag for doc/. doc/ slush ends at this time.


Version numbers bumped



[STRIKEOUT:17 March 2006]


7 May 2006





–


The files listed
here
are updated to reflect FreeBSD &local.rel;.


src/ tree tagged



[STRIKEOUT:17 March 2006]


7 May 2006





7 May 2006


Tag the RELENG_&local.rel.tag; branch with
RELENG_&local.rel.tag;_0_RELEASE.


Begin &local.rel;-RELEASE builds



[STRIKEOUT:17 March 2006]


7 May 2006





7 May 2006


Start &local.rel;-RELEASE Tier-1 builds.


Warn mirror-announce@FreeBSD.org



[STRIKEOUT:17 March 2006]


7 May 2006





–


Heads up email to mirror-announce@FreeBSD.org to give admins time to
prepare for the load spike to come. The site administrators have
frequently requested advance notice for new ISOs.


Upload to ftp-master



[STRIKEOUT:19 March 2006]


8 May 2006





8 May 2006


Release and packages uploaded to ftp-master.FreeBSD.org.


Announcement



[STRIKEOUT:20 March 2006]


8 May 2006





8 May 2006


Announcement sent out after a majority of the mirrors have received the
bits.


Turn over to the secteam


TBD


–


RELENG_&local.rel.tag; branch is handed over to the FreeBSD Security
Officer Team in one or two weeks after the announcement.





Additional Information



		FreeBSD &local.rel; developer todo list.


		FreeBSD &local.rel; Code Freeze Commit Approval
List.


		FreeBSD Release Engineering website.











          

      

      

    


    
        © Copyright 2015, The FreeBSD Project.
      Created using Sphinx 1.3.1.
    

  

htdocs/releases/7.1R/schedule.html


    
      Navigation


      
        		
          index


        		FreeBSD 10.1 documentation »

 
      


    


    
      
          
            
  
&title;


]>



Introduction


This is a specific schedule for the release of FreeBSD &local.rel;. For
more general information about the release engineering process, please
see the Release Engineering section of
the web site.


General discussions about the release engineering process or quality
assurance issues should be sent to the public
freebsd-qa mailing list.
MFC
requests should be sent to re@FreeBSD.org.





Schedule


Action


Expected


Actual


Description


Reminder announcement


–


22 August 2008


Release Engineers send announcement email to developers with a rough
schedule for the FreeBSD &local.rel; release.


Announce the Ports Freeze


–


22 August 2008


Someone from portmgr@ should email freebsd-ports@ to set a date
for the week long ports freeze and tagging of the ports tree.


Code freeze begins


29 August 2008


2 September 2008


After this date, all commits to RELENG_7 must be approved by
re@FreeBSD.org. Certain highly active documentation committers are
exempt from this rule for routine man page / release note updates.
Heads-up emails should be sent to the developers, as well as stable@
and qa@ lists.


Announce doc/ tree slush


–


2 September 2008


Notification of the impending doc/ tree slush should be sent to
doc@.


Ports tree frozen


8 September 2008


8 September 2008


Only approved commits will be permitted to the ports/ tree during
the freeze.


doc/ tree slush


8 September 2008


8 September 2008


Non-essential commits to the en_US.ISO8859-1/ subtree should be
delayed from this point until after the doc/ tree tagging, to give
translation teams time to synchronize their work.


doc/ tree tagged.


15 September 2008


16 September 2008


Version number bumps for doc/ subtree. RELEASE_&local.rel.tag;_0
tag for doc/. doc/ slush ends at this time.


BETA1 builds


1 September 2008


5 September 2008


Begin BETA1 builds.


BETA2 builds


–


19 October 2008


Begin BETA2 builds.


RELENG_7_1 branch


6 September 2008


25 November 2008


The new release branch is created. Update newvers.sh and
release.ent on various branches involved.


RC1 builds


15 September 2008


8 December 2008


Begin RC1 builds.


Ports tree tagged


15 September 2008


22 September 2008


RELEASE_&local.rel.tag;_0 tag for ports/.


Ports tree unfrozen


15 September 2008


22 September 2008


After the ports/ tree is tagged, the ports/ tree will be
re-opened for commits, but commits made after tagging will not go in
&local.rel;-RELEASE.


Final package build starts


15 September 2008


22 September 2008


The ports cluster and pointyhat [http://pointyhat.FreeBSD.org] build
final packages.


RC2 builds


29 September 2008


22 December 2008


Begin RC2 builds.


RELEASE builds


TBD


1 January 2009


Begin RELEASE builds.


Announcement


13 October 2008


5 January 2009


Announcement sent out after a majority of the mirrors have received the
bits.


Turn over to the secteam


TBD


–


RELENG_&local.rel.tag; branch is handed over to the FreeBSD Security
Officer Team in one or two weeks after the announcement.





Additional Information



		FreeBSD Release Engineering website
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The FreeBSD Release Engineering Team is pleased to announce the
availability of FreeBSD 7.1-RELEASE. This is the second release from the
7-STABLE branch which improves on the functionality of FreeBSD 7.0 and
introduces some new features. Some of the highlights:



		The ULE scheduler is now the default in GENERIC kernels for amd64 and
i386 architectures. The ULE scheduler significantly improves
performance on multicore systems for many workloads.


		Support for using DTrace inside the kernel has been imported from
OpenSolaris. DTrace is a comprehensive dynamic tracing framework.


		A new and much-improved NFS Lock Manager (NLM) client.


		Boot loader changes allow, among other things, booting from USB
devices and booting from GPT-labeled devices.


		The cpuset(2) system call and cpuset(1) command have been added,
providing an API for thread to CPU binding and CPU resource grouping
and assignment.


		KDE updated to 3.5.10, GNOME updated to 2.22.3.


		DVD-sized media for the amd64 and i386 architectures





For a complete list of new features and known problems, please see the
online release notes and errata list, available at:



		http://www.FreeBSD.org/releases/7.1R/relnotes.html


		http://www.FreeBSD.org/releases/7.1R/errata.html





For more information about FreeBSD release engineering activities,
please see:


http://www.FreeBSD.org/releng/



Availability


FreeBSD 7.1-RELEASE is now available for the amd64, i386, ia64, pc98,
powerpc, and sparc64 architectures.


FreeBSD 7.1 can be installed from bootable ISO images or over the
network; the required files can be downloaded via FTP or BitTorrent as
described in the sections below. While some of the smaller FTP mirrors
may not carry all architectures, they will all generally contain the
more common ones, such as i386 and amd64.


MD5 and SHA256 hashes for the release ISO images are included at the
bottom of this message.


The purpose of the ISO images provided as part of the release are as
follows:



		dvd1:


		Contains everything necessary to install the base FreeBSD operating
system, a collection of pre-built packages, the documentation, and
supports booting into a “livefs” based rescue mode. This should be
all you need if you can burn and use DVD-sized media.


		disc1, disc2, disc3, livefs, docs:


		disc1 contains the base FreeBSD system and a few pre-built packages.
disc2 and disc3 contain more pre-built packages. Those three can be
burned to CDROM sized media and should be all you need to do a
normal installation. livefs contains support for entering into a
“livefs” based rescue mode but you need disc1 to do the initial boot
first. docs contains the documentation.


		bootonly:


		This supports booting a machine using the CDROM drive but does not
contain the support for installing FreeBSD from the CD itself, you
would need to perform a network based install (e.g. from an FTP
server) after booting from the CD.





FreeBSD 7.1-RELEASE can also be purchased on CD-ROM or DVD from several
vendors. One of the vendors that will be offering FreeBSD 7.1-based
products is:



		FreeBSD Mall, Inc. http://www.freebsdmall.com/








BitTorrent


7.1-RELEASE ISOs are available via BitTorrent. A collection of torrent
files to download the images is available at:


http://torrents.freebsd.org:8080





FTP


At the time of this announcement the following FTP sites have FreeBSD
7.1-RELEASE available.



		ftp://ftp.freebsd.org/pub/FreeBSD/


		ftp://ftp3.freebsd.org/pub/FreeBSD/


		ftp://ftp7.freebsd.org/pub/FreeBSD/


		ftp://ftp10.freebsd.org/pub/FreeBSD/


		ftp://ftp12.freebsd.org/pub/FreeBSD/


		ftp://ftp.at.freebsd.org/pub/FreeBSD/


		ftp://ftp.au.freebsd.org/pub/FreeBSD/


		ftp://ftp.cz.freebsd.org/pub/FreeBSD/


		ftp://ftp.dk.freebsd.org/pub/FreeBSD/


		ftp://ftp.fr.freebsd.org/pub/FreeBSD/


		ftp://ftp2.ie.freebsd.org/pub/FreeBSD/


		ftp://ftp2.ru.freebsd.org/pub/FreeBSD/


		ftp://ftp.se.freebsd.org/pub/FreeBSD/


		ftp://ftp.si.freebsd.org/pub/FreeBSD/


		ftp://ftp2.uk.freebsd.org/pub/FreeBSD/


		ftp://ftp3.us.freebsd.org/pub/FreeBSD/


		ftp://ftp7.us.freebsd.org/pub/FreeBSD/


		ftp://ftp10.us.freebsd.org/pub/FreeBSD/


		ftp://ftp11.us.freebsd.org/pub/FreeBSD/





However before trying these sites you may want to check your regional
mirror(s) first by going to:


ftp://ftp.<yourdomain>.FreeBSD.org/pub/FreeBSD


Any additional mirror sites will be labeled ftp2, ftp3 and so
on.


More information about FreeBSD mirror sites can be found at:


http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/mirrors-ftp.html


For instructions on installing FreeBSD, please see Chapter 2 of The
FreeBSD Handbook. It provides a complete installation walk-through for
users new to FreeBSD, and can be found online at:


http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/install.html





Updating Existing Systems


NOTE: If updating from a 7.0 or earlier system due to a change in
the Vendor’s drivers certain Intel NICs will now come up as igb(4)
instead of em(4). We normally try to avoid changes like that in stable
branches but the vendor felt it necessary in order to support the new
adapters. See the UPDATING entry dated 20080811 for details. There are
only 3 PCI ID’s that should have their name changed from em(4) to
igb(4): 0x10A78086, 0x10A98086, and 0x10D68086. You should be able to
determine if your card will change names by running the command “pciconf
-l”, and for the line representing your NIC (should be named em on older
systems, e.g. em0 or em1, etc) check the fourth column. If that says
“chip=”0x10a78086”” (or one of the other two IDs given above) you will
have the adapter’s name change.





Updates from Source


The procedure for doing a source code based update is described in the
FreeBSD Handbook:



		http://www.freebsd.org/doc/en_US.ISO8859-1/books/handbook/synching.html


		http://www.freebsd.org/doc/en_US.ISO8859-1/books/handbook/makeworld.html





The branch tag to use for updating the source is RELENG_7_1.





FreeBSD Update


The freebsd-update(8) utility supports binary upgrades of i386 and amd64
systems running earlier FreeBSD releases. Systems running 7.0-RELEASE,
7.1-BETA, 7.1-BETA2, 7.1-RC1, or 7.1-RC2 can upgrade as follows:


# freebsd-update upgrade -r 7.1-RELEASE


During this process, FreeBSD Update may ask the user to help by merging
some configuration files or by confirming that the automatically
performed merging was done correctly.


# freebsd-update install


The system must be rebooted with the newly installed kernel before
continuing.


# shutdown -r now


After rebooting, freebsd-update needs to be run again to install the new
userland components, and the system needs to be rebooted again:


# freebsd-update install


# shutdown -r now


Users of Intel network interfaces which are changing their name from
“em” to “igb” should make necessary changes to configuration files
BEFORE running freebsd-update, since otherwise the network interface
will not be configured appropriately after rebooting for the first time.


Users of earlier FreeBSD releases (FreeBSD 6.x) can also use
freebsd-update to upgrade to FreeBSD 7.1, but will be prompted to
rebuild all third-party applications (e.g., anything installed from the
ports tree) after the second invocation of “freebsd-update install”, in
order to handle differences in the system libraries between FreeBSD 6.x
and FreeBSD 7.x.


For more information, see:


http://www.daemonology.net/blog/2007-11-11-freebsd-major-version-upgrade.html





Support


The FreeBSD Security Team currently plans to support FreeBSD 7.1 until
January 31st 2011. For more information on the Security Team and their
support of the various FreeBSD branches see:


http://www.freebsd.org/security/
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ISO Image Checksums


MD5 (7.1-RELEASE-amd64-bootonly.iso) = f127de85eb1f3a945b56ef750fa610ae
MD5 (7.1-RELEASE-amd64-disc1.iso) = ac88bfa3359aea242450d74c20347bde
MD5 (7.1-RELEASE-amd64-disc2.iso) = 918d89e3ee330f5bd13535bc82def802
MD5 (7.1-RELEASE-amd64-disc3.iso) = d01747e4de48acb052f827d723ef9672
MD5 (7.1-RELEASE-amd64-docs.iso) = 4558db657d0b021849c2b1a802e1bea4
MD5 (7.1-RELEASE-amd64-dvd1.iso) = df1a3604d4f99b7cf3511d42d33c550a
MD5 (7.1-RELEASE-amd64-livefs.iso) = 83dd8e10ff27f8799c66bd4bd26ac5b3

MD5 (7.1-RELEASE-i386-bootonly.iso) = 6988cd1662a03e5465cb38b1100a28eb
MD5 (7.1-RELEASE-i386-disc1.iso) = ebdea2ebae35597bed323047cd70bcf2
MD5 (7.1-RELEASE-i386-disc2.iso) = e20444a71dd709d92f3340323e58535c
MD5 (7.1-RELEASE-i386-disc3.iso) = e64fab3db2917e1ba15bc72ab2af35f6
MD5 (7.1-RELEASE-i386-docs.iso) = e04e8dc0261fc947efb699faf8852eb8
MD5 (7.1-RELEASE-i386-dvd1.iso) = bbb47ab60bda55270ddd9ff4f73b9dc8
MD5 (7.1-RELEASE-i386-livefs.iso) = 148b2aae58b4a9e27970ff77b5dd6f08

MD5 (7.1-RELEASE-ia64-bootonly.iso) = 43c55b764bcc0b6c7ec07037cdca12a7
MD5 (7.1-RELEASE-ia64-disc1.iso) = 47ffbdbdf8b258c6b1018e3a75b3cab3
MD5 (7.1-RELEASE-ia64-disc2.iso) = e603d24d1c8e21dbc8e85e4bf30f0482
MD5 (7.1-RELEASE-ia64-disc3.iso) = ef356f4e4efc7258899a9ead3fa834ea
MD5 (7.1-RELEASE-ia64-docs.iso) = 7dba36505623251068e7fc1f06099634
MD5 (7.1-RELEASE-ia64-livefs.iso) = d3f6f2d47b1bd2b46cb7db7180215385

MD5 (7.1-RELEASE-pc98-bootonly.iso) = c46d9eed8fb421f294ffd6a6770dbd46
MD5 (7.1-RELEASE-pc98-disc1.iso) = 90d8d8c24d8a14c166428df037addc68
MD5 (7.1-RELEASE-pc98-livefs.iso) = 4c578bfe71d3dd7c2de4ba490fae04ee

MD5 (7.1-RELEASE-powerpc-bootonly.iso) = c7f8b40c7b7194f4b40776b86864e257
MD5 (7.1-RELEASE-powerpc-disc1.iso) = 228c53863c604298f66a86f0a1fd4f88
MD5 (7.1-RELEASE-powerpc-disc2.iso) = a1d8c054fdfa420ac1965ca0795f6693
MD5 (7.1-RELEASE-powerpc-disc3.iso) = 24aa15c263cebf28e1d2f66f7c6b9215
MD5 (7.1-RELEASE-powerpc-docs.iso) = 3073516ccd548a979794ea0aaba7b732

MD5 (7.1-RELEASE-sparc64-bootonly.iso) = 0fd076346a8d6d49601f4aaa2148edb1
MD5 (7.1-RELEASE-sparc64-disc1.iso) = 715680a781ed8649271430c10f7907db
MD5 (7.1-RELEASE-sparc64-disc2.iso) = 7179853c118549dbe780f94e74e90ddf
MD5 (7.1-RELEASE-sparc64-disc3.iso) = f640b3a800c18020279158f444cf1643
MD5 (7.1-RELEASE-sparc64-docs.iso) = 94d5661906826735b0a4264197a5f4b4

SHA256 (7.1-RELEASE-amd64-bootonly.iso) = a633924d756812eb6916d0e9cc2821c20935daaf76eb741319bcabd246a2d4ab
SHA256 (7.1-RELEASE-amd64-disc1.iso) = 4f7deebbd5e3211d144c6e630b808e918fcbb901ff4689b64087ed4c2d6e781d
SHA256 (7.1-RELEASE-amd64-disc2.iso) = 2236148b61b896d62086889bc6fedaf36a24dbf327c1d1f30f79a6c1ff677b8d
SHA256 (7.1-RELEASE-amd64-disc3.iso) = 19035ad37eae028bf27b060ea10ecff7a9cc9feae10f951d63907b6be852c458
SHA256 (7.1-RELEASE-amd64-docs.iso) = ac17871f20b9438ce27ec6598c2441c8ad58f19b5696cacddc332976c2e24a4c
SHA256 (7.1-RELEASE-amd64-dvd1.iso) = 1c148191e8c01191011d5fde4688aaa567a166838ed9722d1ae73451c4ef2b7d
SHA256 (7.1-RELEASE-amd64-livefs.iso) = 1a30fca92c806b2f58c569c894bec221e7e2aad9c2937e6c09cd8e340bfb0903

SHA256 (7.1-RELEASE-i386-bootonly.iso) = ad848e85c0a8e83fc5c26fad4f370eb6c34d2e3154966cd460788f56f734085c
SHA256 (7.1-RELEASE-i386-disc1.iso) = 58e588c26d06b84d8c3c01d8507b2ffe2e237b167f72604c82d34011dc850a46
SHA256 (7.1-RELEASE-i386-disc2.iso) = 6d0476f77e3a17863eddf59eadb41ecb52c4399614442a0df39f97c8e4c74b2e
SHA256 (7.1-RELEASE-i386-disc3.iso) = b58d19c5bcb88e5651dce06ccf55bd9a309efaec2b2fe47a9277343a8f6646fe
SHA256 (7.1-RELEASE-i386-docs.iso) = 521e45641f4e50168a74ea315720d13844e8a1220f28656302aca8281261ac5b
SHA256 (7.1-RELEASE-i386-dvd1.iso) = 303be4ce844f0cb18aa38a41988dc5fba960427dbcc69263410308176cb5875f
SHA256 (7.1-RELEASE-i386-livefs.iso) = db1609e72ad3f979b3f6d954ac2811588cc99c460c57e3035835cb604447dc0d

SHA256 (7.1-RELEASE-ia64-bootonly.iso) = 059c82e3e4b535730795a52b939d3085c7cd891a37570a3567e47dee6a345787
SHA256 (7.1-RELEASE-ia64-disc1.iso) = e97ad79b9f21e3554e47bd125a25dea5adac112608bbcba8c60d45aebc0b1837
SHA256 (7.1-RELEASE-ia64-disc2.iso) = f1c91524eebe8d1933057669ad7ce1343f18aecbad092d1402652e6c0d69f7a9
SHA256 (7.1-RELEASE-ia64-disc3.iso) = ed838b4c4801d6244f33cdd02abcca4c208b0dd2d89c6f0446a1913d95662096
SHA256 (7.1-RELEASE-ia64-docs.iso) = dd7c1dc8fe4968bd32b2fef42b21460211bef5284ecf9be53490de595f4b6a8b
SHA256 (7.1-RELEASE-ia64-livefs.iso) = 81a8cad96e8540e32a9197d4dcba587b1266a8d56ff75db3755381471793e90f

SHA256 (7.1-RELEASE-pc98-bootonly.iso) = 8b4038d22b59464e7df7cc1273a1929bdf89be77bc8fecfa88faf4d81db049c9
SHA256 (7.1-RELEASE-pc98-disc1.iso) = 43eae1bc95cc307f0b228cd8388c94cfad0db1402650e5b31262c8a2040ead7a
SHA256 (7.1-RELEASE-pc98-livefs.iso) = ba4e744629fb5a7f40e288b15a39dc971c3a5108a38e9952ec00fd951292f677

SHA256 (7.1-RELEASE-powerpc-bootonly.iso) = e1c0e47b3aa66604853e9a27ccad381d1abb3b6dbe49fc7a773ba91720dd5862
SHA256 (7.1-RELEASE-powerpc-disc1.iso) = e672b975d10502677076014804d486c406e79cd7724353f76abc68b55dd5972e
SHA256 (7.1-RELEASE-powerpc-disc2.iso) = 9f6aff26f127a229cdae1e73c4eb25d6d51b595380110bb99f9882b88c0a2a20
SHA256 (7.1-RELEASE-powerpc-disc3.iso) = 0c0c3a012fad489b425d35e4df539f23be4c26cc46a950f5699b84da4a37bdb2
SHA256 (7.1-RELEASE-powerpc-docs.iso) = 4fc75610e7bed8c05e474053266b4a8cce40c039707e39970ca2cf78ff99dee9

SHA256 (7.1-RELEASE-sparc64-bootonly.iso) = d8259fa546988201cb629ce606a10f8928e7b93a6e317e4078abbe6804bd5068
SHA256 (7.1-RELEASE-sparc64-disc1.iso) = 020030fff08be2a2e99dfa057096a27305c762ad5aebc4b880de84587dd3ef1a
SHA256 (7.1-RELEASE-sparc64-disc2.iso) = 0d287b855a94317332d0dada8ac6ba2e216200f76551e463e94af30dc14cebdc
SHA256 (7.1-RELEASE-sparc64-disc3.iso) = 246c73be0f35fcdc7437b346a796c6224a9de887325cdc99f3008fd961c47edb
SHA256 (7.1-RELEASE-sparc64-docs.iso) = 30e298e8d36cdabcf6b48eea5d5fb784351c44f8cb97df29695037d9513843cc
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The file
ERRATA.TXT contains post-release ERRATA for 3.0 and should always
be considered the definitive place to look *first* before reporting
a problem with this release.  This file will also be periodically
updated as new issues are reported so even if you've checked this
file recently, check it again before filing a bug report.  Any
changes to this file are also automatically emailed to:

    freebsd-stable@FreeBSD.org

For 3.0 security advisories, see:

ftp://ftp.FreeBSD.org/pub/FreeBSD/CERT/

For the latest information.

---- Security Advisories:

Current active security advisories for 3.0:     1

o SA-98:08: IP fragmentation denial of service

Fix: Update to 3.0-current or apply patch supplied with advisory 98:08 in:

ftp://ftp.FreeBSD.org/pub/FreeBSD/CERT/advisories/FreeBSD-SA-98:08.fragment.asc

---- System Update Information:


o The GPL_MATH_EMULATE kernel option causes a fatal trap during system
  startup.

Fix: Replace the GPL_MATH_EMULATE option with the default math
     emulation option MATH_EMULATE.  This will only affect users who
     have modified their kernel configuration file.  The problem is
     corrected in revision 1.16 of the file
     /usr/src/sys/gnu/i386/fpemul/fpu_entry.c.


o DOS partition installs fail to find the installation bits.


Fix: Rename C:\FREEBSD to C:\3.0-RELEASE and retry the installation.
     The naming syntax was changed to make DOS more like the other
     types of installation media but the docs on DOS installation
     were not updated properly to reflect this.  The current sysinstall
     now accepts both locations, as it should have to begin with.






Release Home
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Date: Fri, 16 Oct 1998 13:19:03 -0700


From: “Jordan K. Hubbard” <jkh@time.cdrom.com>

Subject:FreeBSD 3.0 is now released!





After what can only be described as a heroic effort by the FreeBSD
Project volunteers, the long-awaited release of FreeBSD 3.0 is now out!


This release is primarily aimed at developers and early-adopters, though
many ISPs have reported good results when using it in production (not
that we recommend this to any but the most highly skilled). See the
release notes for more information.


FreeBSD 3.0-RELEASE is available on
ftp.FreeBSD.org [ftp://ftp.FreeBSD.org/pub/FreeBSD] and various FTP
mirror sites throughout the world. It
can also be ordered on CD from Walnut Creek
CDROM [http://www.cdrom.com/], from where it will be shipping shortly
as a 4 CD set containing a lot of extra stuff of interest to programmers
and general users alike.


IMPORTANT NOTE: All of the profits from the sales of this CD set go
to support the FreeBSD Project!


Like many businesses in the field of high-tech, Walnut Creek CDROM has
realized that in order to make any product for an emerging market grow,
you have to make a significant investment in such growth, even if it
means abandoning short-term profits. Walnut Creek CDROM is the only
CDROM vendor who currently does anything like this and it’s certainly my
hope that you will help support the project by buying (or getting
someone else to buy :) one of their CDs. Thanks!


The official FTP distribution site for FreeBSD is:



ftp://ftp.FreeBSD.org/pub/FreeBSD



Or via the WEB page at:



http://www.cdrom.com/pub/FreeBSD



And on CD-ROM from Walnut Creek CDROM:




Walnut Creek CDROM


4041 Pike Lane, #F

Concord CA, 94520 USA

Phone: +1 925 674-0783

Fax: +1 925 674-0821

Tech Support: +1 925 603-1234

Email: info@cdrom.com

WWW: http://www.cdrom.com/









If you are in Japan, please refer to Pacific
HiTech [http://www.pht.co.jp/] for information on ordering a
localized (or the english) version of the 3.0 product when it becomes
available. Pacific HiTech is now an affiliate of Walnut Creek CDROM for
Japanese sales of FreeBSD.


Additionally, FreeBSD is available via anonymous FTP from mirror
sites in the following countries:
Argentina, Australia, Brazil, Bulgaria, Canada, the Czech Republic,
Denmark, Estonia, Finland, France, Germany, Hong Kong, Hungary, Iceland,
Ireland, Israel, Japan, Korea, Latvia, Malaysia, the Netherlands,
Poland, Portugal, Romania, Russia, Slovenia, South Africa, Spain,
Sweden, Taiwan, Thailand, the Ukraine and the United Kingdom (and quite
possibly several others which I’ve never even heard of :).


Before trying the central FTP site, please check your regional mirror(s)
first by going to:



ftp://ftp.<yourdomain>.FreeBSD.org/pub/FreeBSD



Any additional mirror sites will be labeled ftp2, ftp3 and so on.


The latest versions of export-restricted code for FreeBSD (2.0C or
later) (eBones and secure) are also being made available at the
following locations. If you are outside the U.S. or Canada, please get
secure (DES) and eBones (Kerberos) from one of the following foreign
distribution sites:



		South Africa


		
ftp://ftp.internat.F
reeBSD.ORG/pub/FreeBSD [ftp://ftp.internat.FreeBSD.ORG/pub/FreeBSD]


ftp://ftp2.internat.FreeBS
D.ORG/pub/FreeBSD [ftp://ftp2.internat.FreeBSD.ORG/pub/FreeBSD]








		Brazil


		ftp://ftp.br.FreeBSD.ORG/p
ub/FreeBSD [ftp://ftp.br.FreeBSD.ORG/pub/FreeBSD]


		Finland


		ftp://nic.funet.f
i/pub/unix/FreeBSD/eurocrypt [ftp://nic.funet.fi/pub/unix/FreeBSD/eurocrypt]





Release Home






          

      

      

    


    
        © Copyright 2015, The FreeBSD Project.
      Created using Sphinx 1.3.1.
    

  

htdocs/releases/5.1R/announce.html


    
      Navigation


      
        		
          index


        		FreeBSD 10.1 documentation »

 
      


    


    
      
          
            
  
&title;


]>



Date: Mon, 9 Jun 2003 09:36:57 -0700 (PDT)


From: Scott Long <scottl@FreeBSD.org>

To: freebsd-announce@FreeBSD.org

Subject: [FreeBSD-Announce] ]FreeBSD 5.1 Released!





It is my great privilege and pleasure to announce the availability of
FreeBSD 5.1-RELEASE. This release continues FreeBSD on the path of
advanced multiprocessor and application thread support and includes many
improved and widely-sought features:



		Experimental 1:1 and M:N thread libraries provide kernel support for
efficient application multithreading.


		Support for Physical Address Extensions enables Pentium Pro and
higher CPUs to access up to 64GB of RAM.


		Experimental Name Service Switch infrastructure allows enterprises to
seamlessly integrate with LDAP and Active Directory services.


		Enhanced “jail” management, allowing one server to provide many
different “virtual machines” with reduced administrator workload.


		New device drivers include support for IBM/Adaptec ServeRAID
controllers, expanded support for USB 2.0 and USB Ethernet adapters,
and Promise Serial ATA controllers.


		Experimental support for the amd64 platform allows FreeBSD to run on
single processor AMD Opteron systems.





Although stability is greatly improved and many bugs have been fixed,
FreeBSD 5.1 might not be suitable for all users. More conservative users
may prefer to continue using FreeBSD 4.X. Information on the various
trade-offs involved, as well as some notes on future plans for both
FreeBSD 4.X and 5.X, can be found in the Early Adopter’s Guide,
available here:


http://www.FreeBSD.org/releases/5.1R/early-adopter.html


For a complete list of new features and known problems, please see the
release notes and errata list, available here:


http://www.FreeBSD.org/releases/5.1R/relnotes.html


http://www.FreeBSD.org/releases/5.1R/errata.html


For more information about FreeBSD release engineering activities,
please see:


http://www.FreeBSD.org/releng/


This release is dedicated to the memory of Alan Eldridge. Alan was a
talented and dedicated member of the KDE On FreeBSD team and the FreeBSD
community, and his passing is mourned by all of us. For more
information, please see http://freebsd.kde.org/memoriam/alane.php.


Availability


FreeBSD 5.1-RELEASE supports the i386, pc98, alpha, sparc64, and ia64
architectures and can be installed directly over the net using the boot
floppies or copied to a local NFS/FTP server. Distributions for all
architectures are available now.


Please continue to support the FreeBSD Project by purchasing media from
one of our supporting vendors. The following companies will be offering
FreeBSD 5.1 based products:








		FreeBSD Mall, Inc.
		http://www.freebsdmall.com/



		Daemonnews, Inc.
		http://www.bsdmall.com/freebsd1.html







If you can’t afford FreeBSD on media, are impatient, or just want to use
it for evangelism purposes, then by all means download the ISO images.
We can’t promise that all the mirror sites will carry the larger ISO
images, but they will at least be available from:



		ftp://ftp.FreeBSD.org/pub/FreeBSD/


		ftp://ftp12.FreeBSD.org/pub/FreeBSD/


		ftp://ftp.tw.FreeBSD.org/pub/FreeBSD/


		ftp://ftp2.jp.freebsd.org/pub/FreeBSD/


		ftp://ftp3.jp.freebsd.org/pub/FreeBSD/


		ftp://ftp4.jp.freebsd.org/pub/FreeBSD/


		ftp://ftp5.jp.freebsd.org/pub/FreeBSD/


		ftp://ftp.cz.FreeBSD.org/pub/FreeBSD/


		ftp://ftp7.de.FreeBSD.org/pub/FreeBSD/


		ftp://ftp.lt.FreeBSD.org/pub/FreeBSD/


		ftp://ftp2.za.FreeBSD.org/pub/FreeBSD/


		ftp://ftp.se.FreeBSD.org/pub/FreeBSD/


		ftp://ftp1.ru.FreeBSD.org/pub/FreeBSD/


		ftp://ftp2.ru.FreeBSD.org/pub/FreeBSD/


		ftp://ftp4.ru.FreeBSD.org/pub/FreeBSD/





FreeBSD is also available via anonymous FTP from mirror sites in the
following countries: Argentina, Australia, Brazil, Bulgaria, Canada,
China, Czech Republic, Denmark, Estonia, Finland, France, Germany, Hong
Kong, Hungary, Iceland, Ireland, Japan, Korea, Lithuania, Saraville, the
Netherlands, New Zealand, Poland, Portugal, Romania, Russia, Saudi
Arabia, South Africa, Slovak Republic, Slovenia, Spain, Sweden, Taiwan,
Thailand, Ukraine, and the United Kingdom.


Before trying the central FTP site, please check your regional mirror(s)
first by going to:


ftp://ftp.<yourdomain>.FreeBSD.org/pub/FreeBSD


Any additional mirror sites will be labeled ftp2, ftp3 and so on.


More information about FreeBSD mirror sites can be found at:


http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/mirrors-ftp.html


For instructions on installing FreeBSD, please see Chapter 2 of The
FreeBSD Handbook. It provides a complete installation walk-through for
users new to FreeBSD, and can be found online at:


http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/install.html
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                                 RELEASE NOTES
                          FreeBSD Release 3.0-RELEASE

This is our first release of 3.0-CURRENT and is aimed primarily at
early adopters and developers.  Some parts of the documentation may
not be updated yet and should be reported if and when seen.
Naturally, any installation failures or crashes should also be
reported ASAP by sending mail to freebsd-bugs@FreeBSD.org or using the
send-pr command (those preferring a WEB based interface can also see
this page).

For information about FreeBSD and the layout of the 3.0-RELEASE
directory (especially if you're installing from floppies!), see
ABOUT.TXT.  For installation instructions, see the INSTALL.TXT and
HARDWARE.TXT files.

This is also hardly the last release on the 3.0-current (HEAD) branch
and daily snapshot releases will continue as normal following this
release.  Please install them from:

    ftp://current.FreeBSD.org/pub/FreeBSD

If you wish to get the latest post-3.0-RELEASE technology.
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1. What's new since 2.2.X-RELEASE
---------------------------------
All changes described here are unique to the 3.0 branch unless
specifically marked as [MERGED] features.

1.1. KERNEL CHANGES
-------------------
o The 2.2.x SCSI subsystem has been almost entirely replaced with
  a new "CAM" (Common Access Method) SCSI system which offers
  improved performance, better error recovery and support for more
  SCSI controllers.

o The Host ATM Research Platform ("HARP") software by Network
  Computing Services, Inc. has been integrated into the system.
  See /usr/src/share/examples/atm for more info.

o The SMP (Symmetric MultiProcessing) branch has been merged.
  The kernel is mostly non-reentrant as yet, but work is under way.

o The code from 4.4BSD-Lite2 has been (finally) merged.

o Secure RPC is now supported (and usable with NFS et al).

o Sun's WEBNFS standard is now supported.

o The MSDOS filesystem code now handles VFAT and FAT32 partitions.
  [MERGED: Also in 2.2.7 and later releases on 2.2-STABLE branch]

o ATAPI/IDE CD burner support (BETA).

o ATAPI/IDE tape drive support (BETA).

o Support for using VESA video modes. It is now possible to select and
  use the modes provided by the BIOS on modern videocards. This enables
  fx. 132x60 sized consoles and highres graphics in a generic manner on
  hardware that supports it. There is also support for running the
  console in rastermode, which allows XFree86 to run a simple 16color
  server in 800x600 on otherwise unsupported video hardware.

o Support for AdvanSys SCSI controllers

o Support for QLogic SCSI and Fibre Channel controllers.

o Support for Adaptec 7890, 7891, 7895, 7896 and 7897 based controllers
  (new 2940/2950/3940/3950 et al).

o The ed0 (wd8xxxx, 3c503, NE2000, HP Lan+) Ethernet device's default IRQ
  has changed from IRQ 5 to IRQ 10.
  The ed1 Ethernet device has been removed.  Use the Userconfig utility
  to change ed0's values to match your network card's settings.
  [MERGED: Both changes are in 2.2.6 and later releases on 2.2-STABLE branch]

o The code responsible for maintaining time of day has been
  rewritten.  New features are:  true support for nanoseconds in
  both kernel and userland, continuous rather than stepwise adjustment
  by NTPD and support for synchronizing to high precision external time
  signals.

o Support for the PPS API described in draft-mogul-pps-api-02.txt for
  TTL rising edge inputs via the parallel printer port has been added
  to the printer driver.

o Use the new if_multiaddrs list for multicast addresses rather than the
  previous hackery involving struct in_ifaddr and arpcom.  Get rid of the
  abominable multi_kludge.

o The new if_media selection method for ethernet drivers has been brought
  in, obtained from Jason Thorpe's implementation for NetBSD.
  [MERGED: Also in 2.2.5 and later releases on 2.2-STABLE branch]

o Multi-session ISO-9660 CD-ROMs are now fully supported.  By default, the
  last session will be mounted (including for root mounts).  For non-root
  mounts, mount_cd9660(8) can take an argument to mount a particular
  session instead of the default one.

o The UPAGES are gone from the per-process address space which allows
  complete address space and page table sharing by reference count.

o Newly forked child processes return directly to user mode rather than
  return up through the fork() syscall tree.  This eliminates the kernel
  stack copy at fork time and simplifies certain other internal operations.
  It is also needed to support the removal of the UPAGES.  (The idea for
  this originally came from NetBSD, but we did it for different reasons.)

o vfork() is now fully functional by taking advantage of the new sharing
  semantics and a significant speedup has been measured.  This can be
  disabled via the kern.fast_vfork sysctl variable in case of problems.
  Statically linked binaries from older releases and other BSD platforms
  are a problem since there was a bug in the 4.4BSD (net2, Lite and Lite2)
  popen() implementation.  rfork() also has access to these facilities,
  intended for supporting kernel assisted threads.

o With the contribution of Berkeley Software Design, Inc., Jonathan Lemmon,
  Mike Smith, Sean Eric Fagan, and John Dyson, VM86 support has been added
  to the kernel, and BSD/OS's contributed doscmd has been ported.

o The SA_NOCLDWAIT flags has been implemented, featuring the System V
  option where a process can express its wish to never get zombies or
  SIGCHLD for dead children.

o An implementation of poll(2) is in place, the core of which is derived
  from the NetBSD implementation.  Both the select() and poll() syscalls
  use the poll device, file and vnode ops routines.

o An implementation of issetugid(2) that is similar to the OpenBSD call
  of the same name.  We set the flag in more cases than OpenBSD - our
  implementation is slightly more paranoid.

o Async IO is implemented (under non-SMP at this stage) with additional
  support for kernel assisted threads.

o Some other misc syscalls for compatability with other systems: getsid(2),
  setpgid(2), nanosleep(2).

o A new syscall signanosleep(2) which is like nanosleep(2), but a specific
  signal mask is used to determine which signals will wake the sleep.  In
  a nutshell this is 'wait for a given set of signals for up to a certain
  amount of time'.

o sleep(3) and usleep(3) are now implemented in terms of signanosleep(2)
  and now have correct SIGALRM interaction semantics and sleep(3) correctly
  returns the time remaining.

o An in-kernel linker is implemented and intended to replace the lkm system
  and the bogosity that goes with it.

o All supported network protocols have been updated to avoid the ``big
  switch'' pr_usrreq(), and to pass a process pointer down to each user
  request that might need process credentials or want to sleep,
  replacing the previous hodgepodge of inspecting curproc (which only
  occasionally did the right thing) and the SS_PRIV socket state flag.
  The latter has now been eliminated, along with the SO_PRIVSTATE socket
  option which cleared it.  Protocols are now also given the opportunity
  to override the generic send, receive, and poll routines, which will
  make it possible for a more efficient, protocol-specific
  implementation of these entry points in later releases.  Finally, many
  parts of the network code have been modified to cease storing socket
  addresses and other metainformation in mbufs, in preparation for the
  eventual elimination thereof.  The mechanism by which socket addresses
  are now returned is still highly subject to change as we experiment to
  discover the most efficient method.

o Responses to multicast ICMP ECHO REQUEST (``ping'') and ADDRESS MASK
  REQUEST packets can now be disabled via sysctl.  The netstat program
  will print out statistics on how many times this happens.

o A subtle and seldom encountered bug in ffs has been fixed.

o The VFS name cache has been reworked to be more accountable and efficient.

o The generic part of VOP_LOOKUP() has been put it in system-wide function
  which filesystems can rely on for the canonical stuff.

o Vnode freelist handling has been hauled over.  Vnodes are only on the
  freelist if nobody cares about them.

o The kernel provides assistance to getcwd() from data stored in the name
  cache if possible.

o An interrupt driven configuration hook mechanism has been implemented.
  This allows drivers to postpone part of their configuration until after
  interrupts are fully enabled.  This speeds booting because busy-waiting
  is avoided for things like sub device probing (eg: SCSI bus probes).

o The timeout(9) system in the kernel has been overhauled.  This gives
  O(1) insertion and removal of callouts and an O(hash chain length)
  amount of work to be performed in softclock.  The original paper is at:
        http://www.cs.berkeley.edu/~amc/research/timer/

o Changes in driver buffer queuing to deal with ordered transactions.  This
  is intended for sequencing data and metadata writes in the filesystem code
  once fully supported.

o EISA Shared interrupts are now supported, working with the framework
  originally for supporting PCI shared interrupts.

o Support for the Comtrol Rocketport card.

o IPFW's packet and byte counters have been expanded from 32 to 64 bits,
  a `FWD' operation has been added to ipfw to support transparent
  proxying and the divert operation has changed slightly - see the man
  pages for natd(8) and ipfw(8) for more information.

o New Plug and Play (PnP) support that allows you to (re)configure PnP
  devices.  Also support modems being detected by the PnP part and
  automatically attached.
  [MERGED: Also in 2.2.6 and later releases on 2.2-STABLE branch]

o Import of new sound code from Luigi Rizzo.  This code is still being
  developed, but has support for a number of different cards.
  [MERGED: Also in 2.2.6 and later releases on 2.2-STABLE branch]

o The psm, mse and sysmouse drivers are improved to provide better mouse
  support.  In particular, the psm driver now supports various ``wheeled''
  mice.
  [MERGED: Also in 2.2.6 and later releases on 2.2-STABLE branch]

o Added support for SMC EtherPower II 10/100 Fast Ethernet card
  (aka SMC9432TX based on SMC83c170 EPIC chip).
  [MERGED: Also in 2.2.7 and later releases on 2.2-STABLE branch]

o Added support for ATAPI floppy drives (LS-120).
  [MERGED: Also in 2.2.7 and later releases on 2.2-STABLE branch]

o Added support for IBM Etherjet and other Crystal Semiconductor
  CS89x0-based NICs.
  [MERGED: Also in 2.2.7 and later releases on 2.2-STABLE branch]

o Added support for Texas Instruments TNET100 'ThunderLAN' PCI NIC.
  [MERGED: Also in 2.2.8 and later releases on 2.2-STABLE branch]

o Added full bus master DMA support for 3c900 and 3c905 adapters and
  added support for the 3c905B.
  [MERGED: Also in 2.2.8 and later releases on 2.2-STABLE branch]


1.2. SECURITY FIXES
-------------------
[MERGED: all changes soon after specified date in 2.2-STABLE branch]

97/7/29 Lots of lpr/lpd security fixes merged from OpenBSD.
97/8/22 buffer overflows in tip corrected (benign since tip isn't
        set[ug]id)
97/8/26 buffer overflow in glob fixed, no know exploits
97/8/27 vacation security problem with sendmail corrected (SNI)
97/8/29 inetd sleeps less when children exit, making DoS attacks much
        harder.
97/8/29 fts now race-proof and find -execdir added (-current only)
97/8/31 games setuid -> setgid.  Makes any games exploits benign (only
        score files vulnerable).  Please report any problems to
        eivind@FreeBSD.org (score-file ownership problems are known)
97/12/3 Add Intel's suggested fix for the F00F bug.  If you don't have
        a Pentium, the NO_F00F_HACK kernel option will disable it.
98/1/20 More robust protection against LAND attacks now incorporated.

The suidperl vulnerability mentioned in the CERT advisory CA-97.17 is
also believed to be fixed.

KerberosIV is now merged.


1.3. USERLAND CHANGES
---------------------
The default binary type (and compiler toolchain) has been
switched from a.out to ELF.  This gives us access to much
newer compiler technology (much of which didn't support a.out),
allows for smaller executables and provides much better
support for languages like C++, among many other advantages.
Older a.out libraries and binaries will, of course, continue to work
and provisions have been made for having both varieties installed if
and as necessary for transitional purposes.

Perl4 has now been replaced by Perl5 as a standard part of the
system.

The default username length has increased to 16 characters.
Caution:  Old utmp/wtmp files will NOT work with this change since
the data records will be of the old size.  For a conversion utility
to aid with this, see /usr/src/tools/3.0-upgrade.

/etc/sysconfig now replaced by more compact /etc/rc.conf file
[MERGED: Also in 2.2.1 and later releases on 2.2-STABLE branch]

fdisk(8) now numbers disk slices from 1 to 4 rather than from 0 to 3.
This brings it in line with the numbers used in the device names
in /dev.

The Amd automounter has been updated from the 1993 4.4BSD version to
the latest current version of am-utils.  Map options have changed
somewhat, and a new configuration file, /etc/amd.conf, is supported.
See ``man 5 amd.conf''.

The ``picobsd'' package for creating custom FreeBSD boot floppies
and "mini systems" has been brought into /usr/src/release/picobsd.
See file:/usr/src/release/picobsd/README.html for further information.

When operating over the network, finger(1) no longer closes the socket
immediately after sending its request, but instead waits for the
remote end to close first.  (The specification is ambiguous, so we are
following the behavior which interoperates with the most servers.)
This means that it is now possible to use the MIT directory and finger
people at certain broken Linux machines.

There is a new flag to fetch(1) which allows it to talk to certain
broken HTTP implementations which react badly to a request message
immediately followed by a close of the connection.

netstat(1) now uses sysctl(3) to retrieve more statistics groups and
uses the correct, unsigned format for printing most of them out.

A new VGA library (/usr/src/lib/libvgl) now exists for doing simple
VGA graphics to syscons ttys (sort of like Linux's libSVGA).
[MERGED: Also in 2.2.5 and later releases on 2.2-STABLE branch]

Xntpd's syslogging has been moved out into a facility of its own
(LOG_NTP, userland name "ntp").

A new pair of ioctl's has been added: SIOC[SG]IFGENERIC.  The intent
is to provide for a hook to pass arbitrary ioctl subcommands down to a
network interface driver.  This is for example necesseray for PPP
drivers to communicate things like CHAP names and secrets, or variable
options between the driver and a userland utility.

sppp(4) has been improved a fair bit since FreeBSD 2.2.X.  It now
employs a full-fledged PPP state machine, offers a lot more of LCP and
IPCP negotiation, making it ready for dial-on-demand connections (like
those that are often running over ISDN).  It also offers PAP or CHAP
authentication.  The userland counterpart spppcontrol(8) is also the
first program that utilizes the abovementioned SIOC[SG]IFGENERIC ioctl
commands.

moused(8) has been modified to support various mice with a ``wheel''.
It also automatically recognizes mice which support the PnP COM device
standard, so that the user is no longer required to supply a mouse
protocol type on the command line.
[MERGED: Also in 2.2.6 and later releases on 2.2-STABLE branch]

ppp(8) supports many additional features including the PPP Multilink
Protocol (rfc1990), PPP Callback (with CBCP extensions) and client
side DNS negotiation.  Refer to the README.changes file in the source
directory for details of possible configuration conflicts.

Pthread read/write locks as defined by the Single UNIX Specification,
Version 2, have been added to the POSIX threads library, libc_r.

System files are now owned by user `root', group `wheel'.  UID 0 is far
more protected than `bin'.  Especially over NFS.

/bin/sh signal and trap handling reworked. Among other things, this
makes tty-mode emacs work when called from system(2), i.e. by a mail
agent. Several syntax bugs have been fixed.
[MERGED: Also in 2.2.8 and later releases on 2.2-STABLE branch]

systat(1), iostat(8), rpc.rstatd(8), and vmstat(8) have been
overhauled to use the new devstat(3) library and devstat(9) statistics
subsystem.  Among other enhancements, these utilities (well, with the
exception of rpc.rstatd(8)) now print out more useful statistics, and can
see statistics for all devices in the system, not just the first 8.

2. Supported Configurations
---------------------------
FreeBSD currently runs on a wide variety of ISA, VLB, EISA and PCI bus
based PC's, ranging from 386sx to Pentium class machines (though the
386sx is not recommended).  Support for generic IDE or ESDI drive
configurations, various SCSI controller, network and serial cards is
also provided.

What follows is a list of all peripherals currently known to work with
FreeBSD.  Other configurations may also work, we have simply not as yet
received confirmation of this.


2.1. Disk Controllers
---------------------
WD1003 (any generic MFM/RLL)
WD1007 (any generic IDE/ESDI)
IDE
ATA

Adaptec 1535 ISA SCSI controllers
Adaptec 154x series ISA SCSI controllers
Adaptec 174x series EISA SCSI controller in standard and enhanced mode.
Adaptec 274X/284X/2920/2940/2950/3940/3950 (Narrow/Wide/Twin) series
EISA/VLB/PCI SCSI controllers.
Adaptec AIC7850, AIC7880, AIC789x, on-board SCSI controllers.

AdvanSys SCSI controllers (all models).

Buslogic 545S & 545c
Buslogic 445S/445c VLB SCSI controller
Buslogic 742A, 747S, 747c EISA SCSI controller.
Buslogic 946c PCI SCSI controller
Buslogic 956c PCI SCSI controller

DPT SCSI/RAID controllers (most variants).

SymBios (formerly NCR) 53C810, 53C825, 53c860 and 53c875 PCI SCSI
controllers:
        ASUS SC-200
        Data Technology DTC3130 (all variants)
        NCR cards (all)
        Symbios cards (all)
        Tekram DC390W, 390U and 390F
        Tyan S1365


QLogic SCSI and Fibre Channel controllers.

DTC 3290 EISA SCSI controller in 1542 emulation mode.

With all supported SCSI controllers, full support is provided for
SCSI-I & SCSI-II peripherals, including hard disks, optical disks,
tape drives (including DAT and 8mm Exabyte), medium changers, processor
target devices and CDROM drives.  WORM devices that support CDROM commands
are supported for read-only access by the CDROM driver.  WORM/CD-R/CD-RW
writing support is provided by cdrecord, which is in the ports tree.

The following CD-ROM type systems are supported at this time:
(cd)    SCSI interface (also includes ProAudio Spectrum and
        SoundBlaster SCSI)
(matcd) Matsushita/Panasonic (Creative SoundBlaster) proprietary
        interface (562/563 models)
(scd)   Sony proprietary interface (all models)
(wcd)   ATAPI IDE interface

SCSI TAPE SUPPORT:

  The CAM SCSI tape driver doesn't yet handle older (and many times broken)
  tape drives very well.  If you've got an older SCSI-1 tape drive, like an
  Exabyte 8200 or older QIC-type tape drive, it may not work properly with
  the CAM tape driver.  This is obviously a known problem, and we're
  working on it.

  Newer tape drives that are mostly SCSI-2 compliant should work fine.
  e.g., DAT (DDS-1, 2 and 3), DLT, and newer Exabyte 8mm drives should
  work fine.

  If you want to find out if your particular tape drive is supported, the
  best way to find out is to try it!

The following drivers were supported under the old SCSI subsystem, but are
NOT YET supported under the new CAM SCSI subsystem:

  Tekram DC390 and DC390T controllers (maybe other cards based on the
  AMD 53c974 as well).

  NCR5380/NCR53400 ("ProAudio Spectrum") SCSI controller.

  UltraStor 14F, 24F and 34F SCSI controllers.

  Seagate ST01/02 SCSI controllers.

  Future Domain 8xx/950 series SCSI controllers.

  WD7000 SCSI controller.

  Adaptec 1510 series ISA SCSI controllers (not for bootable devices)
  Adaptec 152x series ISA SCSI controllers
  Adaptec AIC-6260 and AIC-6360 based boards, which includes the AHA-152x
  and SoundBlaster SCSI cards.

  [ Note:  There is work-in-progress to port the AIC-6260/6360 and
    UltraStor drivers to the new CAM SCSI framework, but no estimates on
    when or if they will be completed. ]

Unmaintained drivers, they might or might not work for your hardware:

  Floppy tape interface (Colorado/Mountain/Insight)

  (mcd)   Mitsumi proprietary CD-ROM interface (all models)

2.2. Ethernet cards
-------------------
Allied-Telesis AT1700 and RE2000 cards

AMD PCnet/PCI (79c970 & 53c974 or 79c974)

SMC Elite 16 WD8013 ethernet interface, and most other WD8003E,
WD8003EBT, WD8003W, WD8013W, WD8003S, WD8003SBT and WD8013EBT
based clones.  SMC Elite Ultra.  SMC Etherpower II.

Texas Instruments ThunderLAN PCI NICs, including the following:
  Compaq Netelligent 10, 10/100, 10/100 Proliant, 10/100 Dual-Port
  Compaq Netelligent 10/100 TX Embedded UTP, 10 T PCI UTP/Coax, 10/100 TX UTP
  Compaq NetFlex 3P, 3P Integrated, 3P w/ BNC
  Olicom OC-2135/2138, OC-2325, OC-2326 10/100 TX UTP

DEC EtherWORKS III NICs (DE203, DE204, and DE205)
DEC EtherWORKS II NICs (DE200, DE201, DE202, and DE422)
DEC DC21040, DC21041, or DC21140 based NICs (SMC Etherpower 8432T, DE245, etc)
DEC FDDI (DEFPA/DEFEA) NICs

Fujitsu MB86960A/MB86965A

HP PC Lan+ cards (model numbers: 27247B and 27252A).

Intel EtherExpress 16
Intel EtherExpress Pro/10
Intel EtherExpress Pro/100B PCI Fast Ethernet

Isolan AT 4141-0 (16 bit)
Isolink 4110     (8 bit)

Novell NE1000, NE2000, and NE2100 ethernet interface.

3Com 3C501 cards

3Com 3C503 Etherlink II

3Com 3c505 Etherlink/+

3Com 3C507 Etherlink 16/TP

3Com 3C509, 3C579, 3C589 (PCMCIA), 3C590/592/595/900/905/905B PCI and EISA
(Fast) Etherlink III / (Fast) Etherlink XL

Toshiba ethernet cards

Crystal Semiconductor CS89x0-based NICs, including:
  IBM Etherjet ISA

PCMCIA ethernet cards from IBM and National Semiconductor are also
supported.

Note that NO token ring cards are supported at this time as we're
still waiting for someone to donate a driver for one of them.  Any
takers?

2.3 ATM
-------

   o ATM Host Interfaces
        - FORE Systems, Inc. PCA-200E ATM PCI Adapters
        - Efficient Networks, Inc. ENI-155p ATM PCI Adapters

   o ATM Signalling Protocols
        - The ATM Forum UNI 3.1 signalling protocol
        - The ATM Forum UNI 3.0 signalling protocol
        - The ATM Forum ILMI address registration
        - FORE Systems's proprietary SPANS signalling protocol
        - Permanent Virtual Channels (PVCs)

   o IETF "Classical IP and ARP over ATM" model
        - RFC 1483, "Multiprotocol Encapsulation over ATM Adaptation Layer 5"
        - RFC 1577, "Classical IP and ARP over ATM"
        - RFC 1626, "Default IP MTU for use over ATM AAL5"
        - RFC 1755, "ATM Signaling Support for IP over ATM"
        - RFC 2225, "Classical IP and ARP over ATM"
        - RFC 2334, "Server Cache Synchronization Protocol (SCSP)"
        - Internet Draft draft-ietf-ion-scsp-atmarp-00.txt,
                "A Distributed ATMARP Service Using SCSP"

   o ATM Sockets interface

2.4. Misc
---------

AST 4 port serial card using shared IRQ.

ARNET 8 port serial card using shared IRQ.
ARNET (now Digiboard) Sync 570/i high-speed serial.

Boca BB1004 4-Port serial card (Modems NOT supported)
Boca IOAT66 6-Port serial card (Modems supported)
Boca BB1008 8-Port serial card (Modems NOT supported)
Boca BB2016 16-Port serial card (Modems supported)

Comtrol Rocketport card.

Cyclades Cyclom-y Serial Board.

STB 4 port card using shared IRQ.

SDL Communications Riscom/8 Serial Board.
SDL Communications RISCom/N2 and N2pci high-speed sync serial boards.

Stallion multiport serial boards: EasyIO, EasyConnection 8/32 & 8/64,
ONboard 4/16 and Brumby.

Adlib, SoundBlaster, SoundBlaster Pro, ProAudioSpectrum, Gravis UltraSound
and Roland MPU-401 sound cards. (snd driver)

Most ISA audio codecs manufactured by Crystal Semiconductors, OPTi, Creative
Labs, Avance, Yamaha and ENSONIQ. (pcm driver)

Connectix QuickCam
Matrox Meteor Video frame grabber
Creative Labs Video Spigot frame grabber
Cortex1 frame grabber
Hauppauge Wincast/TV boards (PCI)
STB TV PCI
Intel Smart Video Recorder III
Various Frame grabbers based on Brooktree Bt848 chip.

HP4020, HP6020, Philips CDD2000/CDD2660 and Plasmon CD-R drives.

PS/2 mice

Standard PC Joystick

X-10 power controllers

GPIB and Transputer drivers.

Genius and Mustek hand scanners.

Xilinx XC6200 based reconfigurable hardware cards compatible with
the HOT1 from Virtual Computers (www.vcc.com)

Support for Dave Mills experimental Loran-C receiver.

FreeBSD currently does NOT support IBM's microchannel (MCA) bus.

3. Obtaining FreeBSD
--------------------

You may obtain FreeBSD in a variety of ways:

3.1. FTP/Mail
-------------

You can ftp FreeBSD and any or all of its optional packages from
`ftp.FreeBSD.org' - the official FreeBSD release site.

For other locations that mirror the FreeBSD software see the file
MIRROR.SITES.  Please ftp the distribution from the site closest (in
networking terms) to you.  Additional mirror sites are always welcome!
Contact freebsd-admin@FreeBSD.org for more details if you'd like to
become an official mirror site.

If you do not have access to the Internet and electronic mail is your
only recourse, then you may still fetch the files by sending mail to
`ftpmail@ftpmail.vix.com' - putting the keyword "help" in your message
to get more information on how to fetch files using this mechanism.
Please do note, however, that this will end up sending many *tens of
megabytes* through the mail and should only be employed as an absolute
LAST resort!


3.2. CDROM
----------

FreeBSD 3.0-RELEASE and 2.2.x-RELEASE CDs may be ordered on CDROM from:

        Walnut Creek CDROM
        4041 Pike Lane, Suite D
        Concord CA  94520
        1-800-786-9907, +1-925-674-0783, +1-925-674-0821 (FAX)

Or via the Internet from orders@cdrom.com or http://www.cdrom.com.
Their current catalog can be obtained via ftp from:

        ftp://ftp.cdrom.com/cdrom/catalog

Cost per -RELEASE CD is $39.95 or $24.95 with a FreeBSD subscription.
FreeBSD SNAPshot CDs, when available, are $39.95 or $14.95 with a
FreeBSD-SNAP subscription (-RELEASE and -SNAP subscriptions are entirely
separate).  With a subscription, you will automatically receive updates as
they are released.  Your credit card will be billed when each disk is
shipped and you may cancel your subscription at any time without further
obligation.

Shipping (per order not per disc) is $5 in the US, Canada or Mexico
and $9.00 overseas.  They accept Visa, Mastercard, Discover, American
Express or checks in U.S. Dollars and ship COD within the United
States.  California residents please add 8.25% sales tax.

Should you be dissatisfied for any reason, the CD comes with an
unconditional return policy.


4. Upgrading from previous releases of FreeBSD
----------------------------------------------

If you're upgrading from a previous release of FreeBSD, most likely
it's 2.2.x or 2.1.x (in some lesser number of cases) and some of the
following issues may affect you, depending of course on your chosen
method of upgrading.  There are two popular ways of upgrading
FreeBSD distributions:

        o Using sources, via /usr/src
        o Using sysinstall's (binary) upgrade option.

In the case of using sources, there are simply two targets you need to
be aware of: The standard ``world'' target, which will upgrade a 2.x
system to 3.0, or the ``aout-to-elf'' target, which will both upgrade
and convert the system to ELF binary format.
In the case of using the binary upgrade option, the system will go
straight to 3.0/ELF but also populate the /<basepath>/lib/aout
directories for backwards compatibility with older binaries.

In either case, going to ELF will mean that you'll have somewhat
smaller binaries and access to a lot more compiler goodies which have
been already been ported to other ELF environments (our older and
somewhat crufty a.out format being largely unsupported by most other
software projects), but on the downside you'll also have access to far
fewer ports and packages since many of those have not been adapted to
ELF yet.  This will occur in time, but those who wish to retain access
to the greatest number of packages and 3rd-party binaries should
probably stick with a.out.

The kernel is also still in a.out format at this time so that older
LKMs and library interfaces can continue to work, but a full
transition to ELF will occur at some point after 3.0-RELEASE.  Those
wishing to generate dynamic kernel components should therefore use the
newer KLD mechanism rather than the older LKM format - the LKM format
is not long for this world and will soon be unsupported!

[ other important upgrading notes should go here]


5. Reporting problems, making suggestions, submitting code.
-----------------------------------------------------------
Your suggestions, bug reports and contributions of code are always
valued - please do not hesitate to report any problems you may find
(preferably with a fix attached, if you can!).

The preferred method to submit bug reports from a machine with
Internet mail connectivity is to use the send-pr command or use the CGI
script at http://www.FreeBSD.org/send-pr.html.  Bug reports
will be dutifully filed by our faithful bugfiler program and you can
be sure that we'll do our best to respond to all reported bugs as soon
as possible.  Bugs filed in this way are also visible on our WEB site
in the support section and are therefore valuable both as bug reports
and as "signposts" for other users concerning potential problems to
watch out for.

If, for some reason, you are unable to use the send-pr command to
submit a bug report, you can try to send it to:

                freebsd-bugs@FreeBSD.org

Note that send-pr itself is a shell script that should be easy to move
even onto a totally different system.  We much prefer if you could use
this interface, since it make it easier to keep track of the problem
reports.  However, before submitting, please try to make sure whether
the problem might have already been fixed since.


Otherwise, for any questions or tech support issues, please send mail to:

                freebsd-questions@FreeBSD.org


Additionally, being a volunteer effort, we are always happy to have
extra hands willing to help - there are already far more desired
enhancements than we'll ever be able to manage by ourselves!  To
contact us on technical matters, or with offers of help, please send
mail to:

                freebsd-hackers@FreeBSD.org


Please note that these mailing lists can experience *significant*
amounts of traffic and if you have slow or expensive mail access and
are only interested in keeping up with significant FreeBSD events, you
may find it preferable to subscribe instead to:

                freebsd-announce@FreeBSD.org


All of the mailing lists can be freely joined by anyone wishing
to do so.  Send mail to MajorDomo@FreeBSD.org and include the keyword
`help' on a line by itself somewhere in the body of the message.  This
will give you more information on joining the various lists, accessing
archives, etc.  There are a number of mailing lists targeted at
special interest groups not mentioned here, so send mail to majordomo
and ask about them!
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The hardware notes for FreeBSD are customized for different platforms,
as many devices are only supported on (or are only relevant for)
specific processors or architectures.


Hardware notes for FreeBSD 5.1-RELEASE are available for the following
platforms:



		alpha


		i386


		ia64


		pc98


		sparc64





A list of all platforms currently under development can be found on the
Supported Platforms page.
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Date: Tue, 14 Mar 2000 22:29:43 -0800 (PST)


From: “Jordan K. Hubbard” <jkh@zippy.cdrom.com>

To: announce@FreeBSD.org

Subject: 4.0-RELEASE is now available





Well, it’s a bit late and hopefully all the better for it, but here it
is. It gives me great pleasure to announce the release of FreeBSD
4.0-RELEASE. This is our first release along the 4.x-stable (RELENG_4)
branch and contains a number of significant advancements over FreeBSD
3.4. Please see the release notes for further information as the list of
new features is too long to list here.


FreeBSD 4.0-RELEASE is available from ftp.FreeBSD.org and various FTP
mirror sites throughout the world. It can also be ordered on CD from
The FreeBSD Mall [http://www.freebsdmall.com/], from where it will
be shipping soon on a 4 CD set. There will also be two such sets
available for 4.0, one containing installation bits for the x86
architecture (as well a lot of other material of general interest to
programmers and end-users alike) and another for DEC Alpha architecture
machines.


As usual, disc #1 from Walnut Creek CDROM’s official distribution (for
both architectures) will also be available via anonymous FTP as soon as
it’s been compiled in its final form. Please monitor the master FTP site
for details. We also can’t promise that all the mirror sites will carry
this rather large (660MB) installation image, but it will at least be
available (once ready) from:



ftp://ftp.FreeBSD.org/pub/FreeBSD/releases/i386/ISO-IMAGES/4.0-install.iso

ftp://ftp.FreeBSD.org/pub/FreeBSD/releases/alpha/ISO-IMAGES/4.0-install.iso



These files allow one to install the base system and all of its most
important add-ons from a single bootable image, one which can be written
as a raw ISO 9660 image by most CD creator software.


Even though we make our installation CDs freely available, we also hope
that you’ll continue to support the FreeBSD project by purchasing one of
its official CD releases from the FreeBSD mall. A portion of each sale
goes to support FreeBSD’s development and general infrastructure and is
thus highly appreciated.


The official FTP distribution site for FreeBSD is:


ftp://ftp.FreeBSD.org/pub/FreeBSD


Or via the WEB pages at:



http://www.freebsdmall.com/


http://www.wccdrom.com/





And directly from Walnut Creek CDROM:


Walnut Creek CDROM
4041 Pike Lane, #F
Concord CA, 94520 USA
Phone: +1 925 674-0783
Fax: +1 925 674-0821
Tech Support: +1 925 603-1234
Email: info@wccdrom.com
WWW: http://www.wccdrom.com/






Additionally, FreeBSD is available via anonymous FTP from mirror sites
in the following countries: Argentina, Australia, Brazil, Bulgaria,
Canada, the Czech Republic, Denmark, Estonia, Finland, France, Germany,
Hong Kong, Hungary, Iceland, Ireland, Israel, Japan, Korea, Latvia,
Malaysia, the Netherlands, Poland, Portugal, Rumania, Russia, Slovenia,
South Africa, Spain, Sweden, Taiwan, Thailand, the Ukraine and the
United Kingdom (and quite possibly several others which I’ve never even
heard of :).


Before trying the central FTP site, please check your regional mirror(s)
first by going to:


ftp://ftp.<yourdomain>.FreeBSD.org/pub/FreeBSD


Any additional mirror sites will be labeled ftp2, ftp3 and so on.


The latest versions of export-restricted code for FreeBSD (2.0C or
later) (eBones and secure) are also being made available at the
following locations. If you are outside the U.S. or Canada, please get
secure (DES) and eBones (Kerberos) from one of the following foreign
distribution sites:



		South Africa


		
ftp://ftp.internat.FreeBSD.org/pub/FreeBSD


ftp://ftp2.internat.FreeBSD.org/pub/FreeBSD








		Brazil


		ftp://ftp.br.FreeBSD.org/pub/FreeBSD


		Finland


		ftp://nic.funet.fi/pub/unix/FreeBSD/eurocrypt





Thanks!



		Jordan
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                  RELEASE NOTES - FREEBSD 3.5-RELEASE

Welcome to 3.5-RELEASE, a full follow-on to 3.4-RELEASE which was
shipped in December 1999.  In the months since 3.4 was released, many
bug fixes and general enhancements have been made to the system.  Please
see relevant details below.

Any installation failures or crashes should be reported by using the
send-pr command (those preferring a WEB based interface can also see
http://www.FreeBSD.org/send-pr.html).

For information about FreeBSD and the layout of the 3.5-RELEASE
directory (especially if you're installing from floppies!), see
ABOUT.TXT.  For installation instructions, see the INSTALL.TXT and
HARDWARE.TXT files.

Table of contents:
------------------
1. What's new since 3.4-RELEASE
   1.1 KERNEL CHANGES
   1.2 SECURITY FIXES
   1.3 USERLAND CHANGES

2. Supported Configurations
   2.1 Disk Controllers
   2.2 Ethernet cards
   2.3 ATM
   2.4 Misc

3. Obtaining FreeBSD
   3.1 FTP/Mail
   3.2 CDROM

4. Upgrading from previous releases of FreeBSD

5. Reporting problems, making suggestions, submitting code

6. Acknowledgments


1. What's new since 3.4-RELEASE
---------------------------------

1.1. KERNEL CHANGES
-------------------

The loader was substantially updated from -current

Various bugs in the CAM driver fixed.

oltr [Olicom NIC] driver updated.

bktr(4) [Brooktree frame-grabber] driver updated.

isp(4) [Compaq Qlogic] driver updated.

sym(4) [NCR/Symbios SCSI controller] driver updated.

A number of bugs in syscons(4) fixed.

A number of bugs in vinum(4) fixed.

Better support for LBA in wd(4) driver.

Audio mixer(8) support substantially updated.

Support for Microsoft Sound Source (MSS) audio devices.

Support for more Linux system calls in the Linux compatability code.

netgraph(4) updated: new node types and documentation added.

Various bugs in msdosfs code fixed.


1.2. SECURITY CHANGES
---------------------

Many small but meaningful changes, too many to list.  See CVS repository
for more details.  Suffice it to say from a user perspective that
"various things were tightened up."


1.3. USERLAND CHANGES
---------------------

vinum(8) substantially updated.

chmod(1) has gained a -v flag.  See man page for details.

df(1) gains new unit types.  See man page for details.

Various bugs in date(1), ed(1), ln(1), sh(1), camcontrol(8), vinum(8)
and quite a number of other user commands fixed (see CVS for details :).

groff(1), grep(1) texinfo(1) utilities updated.

Quite a few enhancements to /etc from -current merged.

Many doc bugs fixed in man pages.

Thread locking functions added to dynamic linker (see dllockinit(3)).

pthread_cancel(3) function added.

ppp(8) has undergone some changes and bug fixes.  One change in particular
may disturb existing configurations.  The # character is now treated
as a comment start, irrespective of whether it's the first non-blank
character on the line.  Some ISPs allocate authnames with embedded #
characters.  These must now be escaped or quoted.

picobsd support (/usr/src/release/picobsd) substantially updated.

HTTP installation option added to system installer (sysinstall(8)).

XFree86 updated from 3.3.5 to 3.3.6 (XFree86 4.0 not quite ready for
prime-time yet).


2. Supported Configurations
---------------------------
FreeBSD currently runs on a wide variety of ISA, VLB, EISA and PCI bus
based PC's, ranging from 386sx to Pentium class machines (though the
386sx is not recommended).  Support for generic IDE or ESDI drive
configurations, various SCSI controller, network and serial cards is
also provided.

What follows is a list of all peripherals currently known to work with
FreeBSD.  Other configurations may also work, we have simply not as yet
received confirmation of this.


2.1. Disk Controllers
---------------------
WD1003 (any generic MFM/RLL)
WD1007 (any generic IDE/ESDI)
IDE
ATA

Adaptec 1535 ISA SCSI controllers
Adaptec 154x series ISA SCSI controllers
Adaptec 174x series EISA SCSI controller in standard and enhanced mode.
Adaptec 274X/284X/2920C/294x/2950/3940/3950 (Narrow/Wide/Twin) series
EISA/VLB/PCI SCSI controllers.
Adaptec AIC7850, AIC7860, AIC7880, AIC789x, on-board SCSI controllers.
Adaptec 1510 series ISA SCSI controllers (not for bootable devices)
Adaptec 152x series ISA SCSI controllers
Adaptec AIC-6260 and AIC-6360 based boards, which includes the AHA-152x
and SoundBlaster SCSI cards.

AdvanSys SCSI controllers (all models).

BusLogic MultiMaster controllers:

[ Please note that BusLogic/Mylex "Flashpoint" adapters are NOT yet supported ]

BusLogic MultiMaster "W" Series Host Adapters:
    BT-948, BT-958, BT-958D
BusLogic MultiMaster "C" Series Host Adapters:
    BT-946C, BT-956C, BT-956CD, BT-445C, BT-747C, BT-757C, BT-757CD, BT-545C,
    BT-540CF
BusLogic MultiMaster "S" Series Host Adapters:
    BT-445S, BT-747S, BT-747D, BT-757S, BT-757D, BT-545S, BT-542D, BT-742A,
    BT-542B
BusLogic MultiMaster "A" Series Host Adapters:
    BT-742A, BT-542B

AMI FastDisk controllers that are true BusLogic MultiMaster clones are also
supported.

DPT SmartCACHE Plus, SmartCACHE III, SmartRAID III, SmartCACHE IV and
SmartRAID IV SCSI/RAID controllers are supported.  The DPT SmartRAID/CACHE V
is not yet supported.

SymBios (formerly NCR) 53C810, 53C810a, 53C815, 53C820, 53C825a,
53C860, 53C875, 53C875j, 53C885, 53C895 and 53C896 PCI SCSI controllers:
        ASUS SC-200
        Data Technology DTC3130 (all variants)
        Diamond FirePort (all)
        NCR cards (all)
        Symbios cards (all)
        Tekram DC390W, 390U and 390F
        Tyan S1365


QLogic 1020, 1040, 1040B, 1080 and 1240 SCSI Host Adapters.
QLogic 2100 Fibre Channel Adapters (private loop only).

DTC 3290 EISA SCSI controller in 1542 emulation mode.

With all supported SCSI controllers, full support is provided for
SCSI-I & SCSI-II peripherals, including hard disks, optical disks,
tape drives (including DAT and 8mm Exabyte), medium changers, processor
target devices and CDROM drives.  WORM devices that support CDROM commands
are supported for read-only access by the CDROM driver.  WORM/CD-R/CD-RW
writing support is provided by cdrecord, which is in the ports tree.

The following CD-ROM type systems are supported at this time:
(cd)    SCSI interface (also includes ProAudio Spectrum and
        SoundBlaster SCSI)
(matcd) Matsushita/Panasonic (Creative SoundBlaster) proprietary
        interface (562/563 models)
(scd)   Sony proprietary interface (all models)
(wcd)   ATAPI IDE interface

The following drivers were supported under the old SCSI subsystem, but are
NOT YET supported under the new CAM SCSI subsystem:

  NCR5380/NCR53400 ("ProAudio Spectrum") SCSI controller.

  UltraStor 14F, 24F and 34F SCSI controllers.

  Seagate ST01/02 SCSI controllers.

  Future Domain 8xx/950 series SCSI controllers.

  WD7000 SCSI controller.

  [ Note:  There is work-in-progress to port the UltraStor driver to
    the new CAM SCSI framework, but no estimates on when or if it will
    be completed. ]

Unmaintained drivers, they might or might not work for your hardware:

  Floppy tape interface (Colorado/Mountain/Insight)

  (mcd)   Mitsumi proprietary CD-ROM interface (all models)

2.2. Ethernet cards
-------------------

Adaptec Duralink PCI fast Ethernet adapters based on the Adaptec
AIC-6915 fast Ethernet controller chip, including the following:
  ANA-62011 64-bit single port 10/100-BaseTX adapter
  ANA-62022 64-bit dual port 10/100-BaseTX adapter
  ANA-62044 64-bit quad port 10/100-BaseTX adapter
  ANA-69011 32-bit single port 10/100-BaseTX adapter
  ANA-62020 64-bit single port 100-BaseFX adapter

Allied-Telesis AT1700 and RE2000 cards

Alteon Networks PCI gigabit Ethernet NICs based on the Tigon 1 and Tigon 2
chipsets, including the following:
  Alteon AceNIC (Tigon 1 and 2)
  3Com 3c985-SX (Tigon 1 and 2)
  Netgear GA620 (Tigon 2)
  Silicon Graphics Gigabit Ethernet
  DEC/Compaq EtherWORKS 1000
  NEC Gigabit Ethernet

AMD PCnet/PCI (79c970 & 53c974 or 79c974)

SMC Elite 16 WD8013 Ethernet interface, and most other WD8003E,
WD8003EBT, WD8003W, WD8013W, WD8003S, WD8003SBT and WD8013EBT
based clones.  SMC Elite Ultra.  SMC Etherpower II.

RealTek 8129/8139 fast Ethernet NICs including the following:
  Allied Telesyn AT2550
  Allied Telesyn AT2500TX
  Genius GF100TXR (RTL8139)
  NDC Communications NE100TX-E
  OvisLink LEF-8129TX
  OvisLink LEF-8139TX
  Netronix Inc. EA-1210 NetEther 10/100
  KTX-9130TX 10/100 Fast Ethernet
  Accton "Cheetah" EN1027D (MPX 5030/5038; RealTek 8139 clone?)
  SMC EZ Card 10/100 PCI 1211-TX

Lite-On 82c168/82c169 PNIC fast Ethernet NICs including the following:
  LinkSys EtherFast LNE100TX
  NetGear FA310-TX Rev. D1
  Matrox FastNIC 10/100
  Kingston KNE110TX

Macronix 98713, 98713A, 98715, 98715A and 98725 fast Ethernet NICs
  NDC Communications SFA100A (98713A)
  CNet Pro120A (98713 or 98713A)
  CNet Pro120B (98715)
  SVEC PN102TX (98713)

Macronix/Lite-On PNIC II LC82C115 fast Ethernet NICs including the following:
  LinkSys EtherFast LNE100TX Version 2

Winbond W89C840F fast Ethernet NICs including the following:
  Trendware TE100-PCIE

VIA Technologies VT3043 "Rhine I" and VT86C100A "Rhine II" fast Ethernet
NICs including the following:
  Hawking Technologies PN102TX
  D-Link DFE530TX

Silicon Integrated Systems SiS 900 and SiS 7016 PCI fast ethernet NICs.

Sundance Technologies ST201 PCI fast ethernet NICs including
the following:
  D-Link DFE-550TX

SysKonnect SK-984x PCI gigabit Ethernet cards including the following:
  SK-9841 1000baseLX single mode fiber, single port
  SK-9842 1000baseSX multi-mode fiber, single port
  SK-9843 1000baseLX single mode fiber, dual port
  SK-9844 1000baseSX multi-mode fiber, dual port

Texas Instruments ThunderLAN PCI NICs, including the following:
  Compaq Netelligent 10, 10/100, 10/100 Proliant, 10/100 Dual-Port
  Compaq Netelligent 10/100 TX Embedded UTP, 10 T PCI UTP/Coax, 10/100 TX UTP
  Compaq NetFlex 3P, 3P Integrated, 3P w/ BNC
  Olicom OC-2135/2138, OC-2325, OC-2326 10/100 TX UTP
  Racore 8165 10/100-BaseTX
  Racore 8148 10-BaseT/100-BaseTX/100-BaseFX multi-personality

ADMtek Inc. AL981-based PCI fast Ethernet NICs
ADMtek Inc. AN985-based PCI fast Ethernet NICs

ASIX Electronics AX88140A PCI NICs, including the following:
  Alfa Inc. GFC2204
  CNet Pro110B

DEC EtherWORKS III NICs (DE203, DE204, and DE205)
DEC EtherWORKS II NICs (DE200, DE201, DE202, and DE422)
DEC DC21040, DC21041, or DC21140 based NICs (SMC Etherpower 8432T, DE245, etc)
DEC FDDI (DEFPA/DEFEA) NICs

Fujitsu MB86960A/MB86965A

HP PC Lan+ cards (model numbers: 27247B and 27252A).

Intel EtherExpress 16
Intel EtherExpress Pro/10
Intel EtherExpress Pro/100B PCI Fast Ethernet

Isolan AT 4141-0 (16 bit)
Isolink 4110     (8 bit)

Novell NE1000, NE2000, and NE2100 Ethernet interface.

PCI network cards emulating the NE2000: RealTek 8029, NetVin 5000,
Winbond W89C940, Surecom NE-34, VIA VT86C926.

3Com 3C501 cards

3Com 3C503 Etherlink II

3Com 3c505 Etherlink/+

3Com 3C507 Etherlink 16/TP

3Com 3C509, 3C579, 3C589 (PCMCIA), 3C590/592/595/900/905/905B/905C PCI
and EISA (Fast) Etherlink III / (Fast) Etherlink XL

3Com 3c980/3c980B Fast Etherlink XL server adapter

3Com 3cSOHO100-TX OfficeConnect adapter

Toshiba Ethernet cards

Crystal Semiconductor CS89x0-based NICs, including:
  IBM Etherjet ISA

PCMCIA Etherjet cards from IBM and National Semiconductor are also
supported.


2.3 ATM
-------

   o ATM Host Interfaces
        - FORE Systems, Inc. PCA-200E ATM PCI Adapters
        - Efficient Networks, Inc. ENI-155p ATM PCI Adapters

   o ATM Signaling Protocols
        - The ATM Forum UNI 3.1 signaling protocol
        - The ATM Forum UNI 3.0 signaling protocol
        - The ATM Forum ILMI address registration
        - FORE Systems's proprietary SPANS signaling protocol
        - Permanent Virtual Channels (PVCs)

   o IETF "Classical IP and ARP over ATM" model
        - RFC 1483, "Multi-protocol Encapsulation over ATM Adaptation Layer 5"
        - RFC 1577, "Classical IP and ARP over ATM"
        - RFC 1626, "Default IP MTU for use over ATM AAL5"
        - RFC 1755, "ATM Signaling Support for IP over ATM"
        - RFC 2225, "Classical IP and ARP over ATM"
        - RFC 2334, "Server Cache Synchronization Protocol (SCSP)"
        - Internet Draft draft-ietf-ion-scsp-atmarp-00.txt,
                "A Distributed ATMARP Service Using SCSP"

   o ATM Sockets interface

2.4. Misc
---------

AST 4 port serial card using shared IRQ.

ARNET 8 port serial card using shared IRQ.
ARNET (now Digiboard) Sync 570/i high-speed serial.

Boca BB1004 4-Port serial card (Modems NOT supported)
Boca IOAT66 6-Port serial card (Modems supported)
Boca BB1008 8-Port serial card (Modems NOT supported)
Boca BB2016 16-Port serial card (Modems supported)

Comtrol Rocketport card.

Cyclades Cyclom-y Serial Board.

STB 4 port card using shared IRQ.

SDL Communications Riscom/8 Serial Board.
SDL Communications RISCom/N2 and N2pci high-speed sync serial boards.

Stallion multi-port serial boards: EasyIO, EasyConnection 8/32 & 8/64,
ONboard 4/16 and Brumby.

Specialix SI/XIO/SX ISA, EISA and PCI serial expansion cards/modules.

Adlib, SoundBlaster, SoundBlaster Pro, ProAudioSpectrum, Gravis UltraSound
and Roland MPU-401 sound cards. (snd driver)

Most ISA audio codecs manufactured by Crystal Semiconductors, OPTi, Creative
Labs, Avance, Yamaha and ENSONIQ. (pcm driver)

Connectix QuickCam
Matrox Meteor Video frame grabber
Creative Labs Video Spigot frame grabber
Cortex1 frame grabber
Hauppauge Wincast/TV boards (PCI)
STB TV PCI
Intel Smart Video Recorder III
Various Frame grabbers based on Brooktree Bt848 / Bt878 chip.

HP4020, HP6020, Philips CDD2000/CDD2660 and Plasmon CD-R drives.

PS/2 mice

Standard PC Joystick

X-10 power controllers

GPIB and Transputer drivers.

Genius and Mustek hand scanners.

Xilinx XC6200 based reconfigurable hardware cards compatible with
the HOT1 from Virtual Computers (www.vcc.com)

Support for Dave Mills experimental Loran-C receiver.

Lucent Technologies WaveLAN/IEEE 802.11 PCMCIA and ISA standard speed
(2Mbps) and turbo speed (6Mbps) wireless network adapters and work-a-likes
(NCR WaveLAN/IEEE 802.11, Cabletron RoamAbout 802.11 DS). Note: the
ISA versions of these adapters are actually PCMCIA cards combined with
an ISA to PCMCIA bridge card, so both kinds of devices work with
the same driver.

FreeBSD currently does NOT support IBM's microchannel (MCA) bus.

3. Obtaining FreeBSD
--------------------

You may obtain FreeBSD in a variety of ways:

3.1. FTP/Mail
-------------

You can ftp FreeBSD and any or all of its optional packages from
`ftp.FreeBSD.org' - the official FreeBSD release site.

For other locations that mirror the FreeBSD software see the file
MIRROR.SITES.  Please ftp the distribution from the site closest (in
networking terms) to you.  Additional mirror sites are always welcome!
Contact freebsd-admin@FreeBSD.org for more details if you'd like to
become an official mirror site.

If you do not have access to the Internet and electronic mail is your
only recourse, then you may still fetch the files by sending mail to
`ftpmail@ftpmail.vix.com' - putting the keyword "help" in your message
to get more information on how to fetch files using this mechanism.
Please do note, however, that this will end up sending many *tens of
megabytes* through the mail and should only be employed as an absolute
LAST resort!


3.2. CDROM
----------

FreeBSD 3.5-RELEASE CDs may be ordered on CDROM from:

        Walnut Creek CDROM
        4041 Pike Lane, Suite F
        Concord CA  94520
        1-800-786-9907, +1-925-674-0783, +1-925-674-0821 (FAX)

Or via the Internet from orders@cdrom.com or http://www.cdrom.com.
Their current catalog can be obtained via ftp from:

        ftp://ftp.cdrom.com/cdrom/catalog

Cost per -RELEASE CD is $39.95 or $24.95 with a FreeBSD subscription.
FreeBSD SNAPshot CDs, when available, are $39.95 or $14.95 with a
FreeBSD-SNAP subscription (-RELEASE and -SNAP subscriptions are entirely
separate).  With a subscription, you will automatically receive updates as
they are released.  Your credit card will be billed when each disk is
shipped and you may cancel your subscription at any time without further
obligation.

Shipping (per order not per disc) is $5 in the US, Canada or Mexico
and $9.00 overseas.  They accept Visa, Mastercard, Discover, American
Express or checks in U.S. Dollars and ship COD within the United
States.  California residents please add 8.25% sales tax.

Should you be dissatisfied for any reason, the CD comes with an
unconditional return policy.


4. Upgrading from previous releases of FreeBSD
----------------------------------------------

If you're upgrading from a previous release of FreeBSD, most likely
it's 2.2.x or 2.1.x (in some lesser number of cases) and some of the
following issues may affect you, depending of course on your chosen
method of upgrading.  There are two popular ways of upgrading
FreeBSD distributions:

        o Using sources, via /usr/src
        o Using sysinstall's (binary) upgrade option.

In the case of using sources, there are simply two targets you need to
be aware of: The standard ``upgrade'' target, which will upgrade a 2.x
or 3.0 system to 3.5 and the ``world'' target, which will take an
already upgraded system and keep it in sync with whatever changes have
happened since the initial upgrade.

In the case of using the binary upgrade option, the system will go
straight to 3.5/ELF but also populate the /<basepath>/lib/aout
directories for backwards compatibility with older binaries.

In either case, going to ELF will mean that you'll have somewhat
smaller binaries and access to a lot more compiler goodies which have
been already been ported to other ELF environments (our older and
somewhat crufty a.out format being largely unsupported by most other
software projects).  Those who wish to retain access to the older
a.out dynamic executables should be sure and install the compat22
distribution. Notice that the a.out libraries won't be accessible
until the system is rebooted, which may cause trouble with certain
a.out packages.

Also, do not use install disks or sysinstall from previous versions,
as version 3.1 introduced a new bootstrapping procedure, requiring
new boot blocks to be installed (because of elf kernels), and version
3.2 has further modifications to the bootstrapping procedure.

[ other important upgrading notes should go here]


5. Reporting problems, making suggestions, submitting code.
-----------------------------------------------------------
Your suggestions, bug reports and contributions of code are always
valued - please do not hesitate to report any problems you may find
(preferably with a fix attached, if you can!).

The preferred method to submit bug reports from a machine with
Internet mail connectivity is to use the send-pr command or use the CGI
script at http://www.FreeBSD.org/send-pr.html.  Bug reports
will be dutifully filed by our faithful bugfiler program and you can
be sure that we'll do our best to respond to all reported bugs as soon
as possible.  Bugs filed in this way are also visible on our WEB site
in the support section and are therefore valuable both as bug reports
and as "signposts" for other users concerning potential problems to
watch out for.

If, for some reason, you are unable to use the send-pr command to
submit a bug report, you can try to send it to:

                freebsd-bugs@FreeBSD.org

Note that send-pr itself is a shell script that should be easy to move
even onto a totally different system.  We much prefer if you could use
this interface, since it make it easier to keep track of the problem
reports.  However, before submitting, please try to make sure whether
the problem might have already been fixed since.


Otherwise, for any questions or tech support issues, please send mail to:

                freebsd-questions@FreeBSD.org


Additionally, being a volunteer effort, we are always happy to have
extra hands willing to help - there are already far more desired
enhancements than we'll ever be able to manage by ourselves!  To
contact us on technical matters, or with offers of help, please send
mail to:

                freebsd-hackers@FreeBSD.org


Please note that these mailing lists can experience *significant*
amounts of traffic and if you have slow or expensive mail access and
are only interested in keeping up with significant FreeBSD events, you
may find it preferable to subscribe instead to:

                freebsd-announce@FreeBSD.org


All of the mailing lists can be freely joined by anyone wishing
to do so.  Send mail to MajorDomo@FreeBSD.org and include the keyword
`help' on a line by itself somewhere in the body of the message.  This
will give you more information on joining the various lists, accessing
archives, etc.  There are a number of mailing lists targeted at
special interest groups not mentioned here, so send mail to majordomo
and ask about them!
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-------------------
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or, if you've loaded the doc distribution:
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                                 RELEASE NOTES
                           FreeBSD Release 4.0-RELEASE

Any installation failures or crashes should be reported by using the
send-pr command (those preferring a Web-based interface can also see
http://www.FreeBSD.org/send-pr.html).

For information about FreeBSD and the layout of the 4.0-RELEASE
directory (especially if you're installing from floppies!), see
ABOUT.TXT.  For installation instructions, see the INSTALL.TXT and
HARDWARE.TXT files.

For the latest of these 4.0-STABLE snapshots, you should always see:

        ftp://current.FreeBSD.org/pub/FreeBSD

If you wish to get the latest post-3.X-RELEASE technology.
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1. What's new since the 3.1/4.0 branch
--------------------------------------
All changes described here are unique to the 4.0 branch unless
specifically marked as [MERGED] features.


1.1. KERNEL CHANGES
-------------------

NFS has been immensely improved with bug fixes and performance tuning.

Support for more than 32 signals has been added.

POSIX 1003.1 conformant SA_SIGINFO signal handlers are now supported.
SIGFPE signal handlers (both SA_SIGINFO and traditional BSD handlers)
now get meaningful error codes describing the kind of error. See
sigaction(2).

IA32 hardware debug registers are now supported.  See ptrace(2) and
procfs(5).

Jail(8) aware sysctl(8) variables have been added for Linux mode.

A large number of bug fixes and performance improvements have been
made to the VM system, including and most especially to mmap() and
related functions.  The MAP_NOSYNC option has been added to better support
the use of shared files as an IPC mechanism.  The VM system's swapper has
been completely rewritten and performance has been greatly enhanced,
especially when swapping over NFS.

An emulator for SVR4 binaries has been added.

Support has been added for direct access to NTFS filesystems.

Support for the NWFS filesystem and NetWare client connections has
been added.  A variety of NetWare related tools, such as ipxping
and ncprint, have been added in ports/net/ncplib.

A new ATA/ATAPI driver has been implemented. The aim of this new
subsystem is to maximise performance on modern ATA/ATAPI based
systems. The "ata" driver supports all major chipsets including
those used on PCI card based controllers like the Promise and the
Abit/SIIG. There is support for busmaster DMA transfers upto and
including the new ATA/66 mode. The 'ata' driver automatically
setup the hardware for the maximum possible transfer mode to
maximise system throughput. Supported devices are all ATA compliant
disks and ATAPI CDROM, CD-R, CD-RW, DVD-ROM, DVD-RAM, LS120, ZIP
and tape drives. The ata driver also support PCCARD ATA devices.
The 'ata' driver also sports error handling and timeout code, to
avoid the problems of "hung" ATA/ATAPI devices.

A new utility 'burncd' has been written to facilitate easy control
of ATAPI CD-R and CD-RW drives, and allows burning of CD-R/RW
media in a wide selction of formats, including multisession mode.

Driver support has been added for PCI gigabit ethernet adapters
based on the Alteon Networks Tigon 1 and Tigon 2 chipsets, including
the Alteon AceNIC, 3Com 3c985 and Netgear GA620. [MERGED]

Driver support has been added for IEEE 802.11 PCMCIA wireless network
adapters based on the Lucent Hermes chipset, including the Lucent
WaveLAN/IEEE 802.11, the Cabletron RoamAbout and Melco Aireconnect.
Both 2Mbps and 6Mbps Turbo adapters are supported. [MERGED]

Driver support has been added for PCI fast ethernet cards based
on the ADMtek Inc. AL981 Comet chipset. [MERGED]

Driver support has been added for PCI fast ethernet cards based
on the ADMtek Inc. AL985 Centaur chipset. [MERGED]

Support has been added for the Rise mP6 processor. [MERGED]

Driver support has been added for SysKonnect SK-984x PCI gigabit
ethernet adapters. [MERGED]

Driver support has been added for Adaptec Duralink PCI ethernet adapters
based on the Adaptec AIC-6915 fast ethernet controller. [MERGED]

Driver support has been added for PCI fast ethernet adapters based on
the Sundance Technologies ST201 controller, including the D-Link DFE-550TX.
[MERGED]

Driver support has been added for the 3Com 3c905C-TX. [MERGED]

Driver support has been added for SMC SMC9xxx-based Ethernet adapters.

Several IPFW improvements including stateful inspection, user- and
group-based firewalling, dynamic logging with arbitrary logging
limits, probabilistic rule match. [MERGED]

IPv6 IPFW has been imported from the KAME project.

The "dummynet" traffic shaper now handles efficiently thousands
of independent queues. [MERGED]

Several fixes to bridging, which now supports clusters of interfaces
with bridging being done independently within each cluster. [MERGED]

The top-level syslog(3) category "security" has been added, and IPFW now
uses syslog(3) to log all messages to /var/log/security.

Driver support has been added for PCI fast ethernet adapters based on
the Silicon Integrated Systems SiS 900 and SiS 7016 ethernet controllers.
[MERGED]

Driver support has been added for PCI fast ethernet adapters based on
the Davicom DM9100 and DM9102 ethernet controllers, including the Jaton
Corporation XpressNet.

Support has been added for blocking incoming ICMP redirects, outgoing RST
frames and incoming SYN|FIN frames in order to lessen or nullify the
impact of certain kinds of DoS attacks. [MERGED]

Support has been added for forwarding IP datagrams without inspecting or
decreasing the TTL in order to make gateways and firewalls less visible
and therefore less exposed to attacks. [MERGED]

The old `sd' (SCSI Disk) backwards compatibility support has been removed.
Any usage of "/dev/sd*" in ``/etc/fstab'' must be replaced by "/dev/da*".
In addition, any useage of "/dev/*sd*" in scripts need to be changed.
Even if you have old `sd' device entries in /dev, they will no longer work.

The `al' `ax' `dm' `pn' and `mx' drivers have been removed and replaced
with a single driver (`dc') in order to reduce code duplication. The
new driver handles all chipsets supported by the older drivers, and it
offers improved support for 10/100 cards based on the DEC/Intel 21143.

Driver support has been added for the 3Com 3c450-TX HomeConnect
PCI ethernet NIC. [MERGED]

Driver support has been added for USB ethernet adapters based on
the ADMtek AN986 Pegasus chip, including the LinkSys USB100TX,
the Billionton USB100, the Melco Inc. LU-ATX, the D-Link 650TX
and the SMC-2202USB.

Driver support has been added for USB ethernet adapters based on
the Kawasaki LSI KL5KUSB101B chip, including the LinkSys USB10T,
the Peracom USB Ethernet Adapter, the 3Com 3c19250, the Entrega
NET-USB-E45, the ADS Technologies USB-10BT, the ATen UC10T, the
Netgear EA101, the D-Link DSB-650, and the SMC 2102USB and 2104USB.

IPfilter version 3.3.8 has been integrated.

Driver support has been added for USB ethernet adapters based on
the CATC USB-EL1210A chip, including the CATC Netmate and Netmate II,
and the Belkin F5U111.

Driver support has been added for Aironet 4500/4800 802.11 wireless
adapters. This includes PCMCIA, PCI and ISA models.

IPv6 support has been imported from the KAME project. This includes the
kernel IPv6 protocol stack (sys/netinet6), TCP IPv6 support, configurable
IPv6 and IPv4 tunneling over IPv6 or IPv4, and IPv6 TCP to IPv4 TCP
translation gateway support. Protocol-independent name resolution
functions have been added to libc (getaddrinfo, getnameinfo, etc).

Floating point exceptions for new processes (devide-by-zero,
under/overflow, invalid range etc.) are now disabled by default. Use
fpsetmask(3) to reenable those you need. Note that integer
device-by-zero is not covered by the FPU and will still trap after
this change. Also note that conversion of float/double to integer
where the float variable is too big now doesn't trap as well (it can't
be separated from other operations we want masked).


1.2. SECURITY FIXES
-------------------

Numerous security enhancements and fixes have been applied during the
course of development of FreeBSD 4.0. Most of these have also been
backported to the 3.X-STABLE series.

A new jail(2) system call and admin command (jail(8)) have been added for
additional flexibility in creating secure process execution environments.

OpenSSL v0.9.4 (a general-purpose cryptography and SSL2/3/TLSv1 toolkit)
has been integrated with the base system. In the future this will be used
to provide strong cryptography for FreeBSD utilities out-of-the-box.

OpenSSH 1.2 has been integrated with the base system. OpenSSH is a free
(BSD-licensed), full-featured implementation of the SSH v1 protocol, which
is completely interoperable with other SSH v1 clients and servers, such as
the /usr/ports/security/ssh port.  OpenSSH provides all of the features of
this port - in fact it is based on an older release before the software
became restrictively licensed.  FreeBSD 4.0 provides SSH client/server
functionality out-of-the-box if you choose to install the 'DES'
cryptography distribution in sysinstall.

Telnet has a new encrypted authentication mechanism called SRA. SRA
uses a Diffie-Hellmen exchange to establish a session key, then uses
that to DES encrypt the username and password. As a side effect the
session key is used to DES encrypt the session. SRA is vulnerable to
man-in-the-middle attacks, the DH parameters are on the small side,
and DES is showing its age, but the benefits are that it requires
absolutely no administrative changes to the machine to work, and is
at the very least a step up from plaintext. To use it, you need to
either use "telnet -ax" or set up a .telnetrc to enable it by default.

IPsec support has been imported from the KAME project. This includes IPsec
tunnel mode to implement a Virtual Private Network via a security gateway,
and IPsec transport mode to achieve secure socket-level communication.
Also, kernel-internal crypto code has been imported to sys/crypto, and
IPsec support has been added to the following userland applications:
sbin/ping, usr.sbin/inetd, usr.sbin/rrenumd, usr.sbin/traceroute6,
usr.sbin/rtadvd, usr.sbin/setkey


1.3. USERLAND CHANGES
---------------------

The base C/C++ compiler has been upgraded from GCC 2.7.2 to GCC 2.95.2.
This gives users full ISO C++ support, and preliminary C9x support.

Various changes has been made to /bin/sh to improve POSIX 1003.2
conformance, especially for scripting.

The f77 emulation via f2c has been replaced by a native F77 compiler.

The timezone database has been updated to catch all of the recent changes
in Europe, the former Soviet Union, and Central and South America.
The timezone data files now contain a magic number allowing for easy
identification.

Groff/troff/eqn has been updated to version 1.15.

Gdb has been updated to version 4.18.

Numerous fixes have been applied to improve the security of FreeBSD code
as part of the FreeBSD Auditing Project.

FreeBSD's threads library, libc_r, has had many features and performance
improvements added, which makes it almost completely POSIX-compliant.  In
addition, Linux's kernel-supported LinuxThreads library is now available as
a port (ports/devel/linuxthreads), which can be used for native FreeBSD
programs.

The following dedicated IPv6 applications have been added:
 sbin/ping6, sbin/rtsol, usr.sbin/gifconfig, usr.sbin/ifmcstat,
 usr.sbin/pim6dd, usr.sbin/pim6sd, usr.sbin/prefix, usr.sbin/rip6query,
 usr.sbin/route6d, usr.sbin/rrenumd, usr.sbin/rtadvd, usr.sbin/rtsold,
 usr.sbin/traceroute6

The following applications have been updated to support IPv6:
 usr.bin/netstat, usr.bin/fstat, usr.bin/sockstat, usr.sbin/tcpdchk,
 usr.sbin/tcpdump, usr.sbin/trpt, libexec/ftpd, libexec/rlogind,
 libexec/rshd, libexec/telnetd

Many ports have been updated to support IPv6. See the 'ipv6' virtual ports
category for a list.

Sysinstall enables PC-card controllers and pccardd(8) for PC-card
installation media.


2. Supported Configurations
---------------------------
FreeBSD currently runs on a wide variety of ISA, VLB, EISA, MCA and PCI
bus based PC's, ranging from 386sx to Pentium class machines (though the
386sx is not recommended).  Support for generic IDE or ESDI drive
configurations, various SCSI controller, network and serial cards is
also provided.

What follows is a list of all peripherals currently known to work with
FreeBSD.  Other configurations may also work, we have simply not as yet
received confirmation of this.


2.1. Disk Controllers
---------------------
WD1003 (any generic MFM/RLL)
WD1007 (any generic IDE/ESDI)
IDE
ATA

Adaptec 1535 ISA SCSI controllers
Adaptec 154x series ISA SCSI controllers
Adaptec 164x series MCA SCSI controllers
Adaptec 174x series EISA SCSI controller in standard and enhanced mode.
Adaptec 274X/284X/2920C/294x/2950/3940/3950 (Narrow/Wide/Twin) series
EISA/VLB/PCI SCSI controllers.
Adaptec AIC7850, AIC7860, AIC7880, AIC789x, on-board SCSI controllers.
Adaptec 1510 series ISA SCSI controllers (not for bootable devices)
Adaptec 152x series ISA SCSI controllers
Adaptec AIC-6260 and AIC-6360 based boards, which includes the AHA-152x
and SoundBlaster SCSI cards.

AdvanSys SCSI controllers (all models).

BusLogic MultiMaster controllers:

[ Please note that BusLogic/Mylex "Flashpoint" adapters are NOT yet supported ]

BusLogic MultiMaster "W" Series Host Adapters:
    BT-948, BT-958, BT-958D
BusLogic MultiMaster "C" Series Host Adapters:
    BT-946C, BT-956C, BT-956CD, BT-445C, BT-747C, BT-757C, BT-757CD, BT-545C,
    BT-540CF
BusLogic MultiMaster "S" Series Host Adapters:
    BT-445S, BT-747S, BT-747D, BT-757S, BT-757D, BT-545S, BT-542D, BT-742A,
    BT-542B
BusLogic MultiMaster "A" Series Host Adapters:
    BT-742A, BT-542B

AMI FastDisk controllers that are true BusLogic MultiMaster clones are also
supported.

The Buslogic/Bustek BT-640 and Storage Dimensions SDC3211B and SDC3211F
Microchannel (MCA) bus adapters are also supported.

DPT SmartCACHE Plus, SmartCACHE III, SmartRAID III, SmartCACHE IV and
SmartRAID IV SCSI/RAID controllers are supported.  The DPT SmartRAID/CACHE V
is not yet supported.

SymBios (formerly NCR) 53C810, 53C810a, 53C815, 53C820, 53C825a,
53C860, 53C875, 53C875j, 53C885, 53C895 and 53C896 PCI SCSI controllers:
        ASUS SC-200
        Data Technology DTC3130 (all variants)
    Diamond FirePort (all)
        NCR cards (all)
        Symbios cards (all)
        Tekram DC390W, 390U and 390F
        Tyan S1365


QLogic 1020, 1040, 1040B, 1080 and 1240 SCSI Host Adapters.
QLogic 2100 Fibre Channel Adapters (private loop only).

DTC 3290 EISA SCSI controller in 1542 emulation mode.

With all supported SCSI controllers, full support is provided for
SCSI-I & SCSI-II peripherals, including hard disks, optical disks,
tape drives (including DAT and 8mm Exabyte), medium changers, processor
target devices and CDROM drives.  WORM devices that support CDROM commands
are supported for read-only access by the CDROM driver.  WORM/CD-R/CD-RW
writing support is provided by cdrecord, which is in the ports tree.

The following CD-ROM type systems are supported at this time:
(cd)    SCSI interface (also includes ProAudio Spectrum and
        SoundBlaster SCSI)
(matcd) Matsushita/Panasonic (Creative SoundBlaster) proprietary
        interface (562/563 models)
(scd)   Sony proprietary interface (all models)
(acd)   ATAPI IDE interface

The following drivers were supported under the old SCSI subsystem, but are
NOT YET supported under the new CAM SCSI subsystem:

  NCR5380/NCR53400 ("ProAudio Spectrum") SCSI controller.

  UltraStor 14F, 24F and 34F SCSI controllers.

  Seagate ST01/02 SCSI controllers.

  Future Domain 8xx/950 series SCSI controllers.

  WD7000 SCSI controller.

  [ Note:  There is work-in-progress to port the UltraStor driver to
    the new CAM SCSI framework, but no estimates on when or if it will
    be completed. ]

Unmaintained drivers, they might or might not work for your hardware:

  (mcd)   Mitsumi proprietary CD-ROM interface (all models)


2.2. Ethernet cards
-------------------

Adaptec Duralink PCI fast ethernet adapters based on the Adaptec
AIC-6915 fast ethernet controller chip, including the following:
  ANA-62011 64-bit single port 10/100baseTX adapter
  ANA-62022 64-bit dual port 10/100baseTX adapter
  ANA-62044 64-bit quad port 10/100baseTX adapter
  ANA-69011 32-bit single port 10/100baseTX adapter
  ANA-62020 64-bit single port 100baseFX adapter

Allied-Telesis AT1700 and RE2000 cards

Alteon Networks PCI gigabit ethernet NICs based on the Tigon 1 and Tigon 2
chipsets, including the following:
  Alteon AceNIC (Tigon 1 and 2)
  3Com 3c985-SX (Tigon 1 and 2)
  Netgear GA620 (Tigon 2)
  Silicon Graphics Gigabit Ethernet
  DEC/Compaq EtherWORKS 1000
  NEC Gigabit Ethernet

AMD PCnet/PCI (79c970 & 53c974 or 79c974)

SMC Elite 16 WD8013 ethernet interface, and most other WD8003E,
WD8003EBT, WD8003W, WD8013W, WD8003S, WD8003SBT and WD8013EBT
based clones.  SMC Elite Ultra.  SMC Etherpower II.

RealTek 8129/8139 fast ethernet NICs including the following:
  Allied Telesyn AT2550
  Allied Telesyn AT2500TX
  Genius GF100TXR (RTL8139)
  NDC Communications NE100TX-E
  OvisLink LEF-8129TX
  OvisLink LEF-8139TX
  Netronix Inc. EA-1210 NetEther 10/100
  KTX-9130TX 10/100 Fast Ethernet
  Accton "Cheetah" EN1027D (MPX 5030/5038; RealTek 8139 clone?)
  SMC EZ Card 10/100 PCI 1211-TX

Lite-On 82c168/82c169 PNIC fast ethernet NICs including the following:
  LinkSys EtherFast LNE100TX
  NetGear FA310-TX Rev. D1
  Matrox FastNIC 10/100
  Kingston KNE110TX

Macronix 98713, 98713A, 98715, 98715A and 98725 fast ethernet NICs
  NDC Communications SFA100A (98713A)
  CNet Pro120A (98713 or 98713A)
  CNet Pro120B (98715)
  SVEC PN102TX (98713)

Macronix/Lite-On PNIC II LC82C115 fast ethernet NICs including the following:
  LinkSys EtherFast LNE100TX Version 2

Winbond W89C840F fast ethernet NICs including the following:
  Trendware TE100-PCIE

VIA Technologies VT3043 "Rhine I" and VT86C100A "Rhine II" fast ethernet
NICs including the following:
  Hawking Technologies PN102TX
  D-Link DFE-530TX
  AOpen/Acer ALN-320

Silicon Integrated Systems SiS 900 and SiS 7016 PCI fast ethernet NICs

Sundance Technologies ST201 PCI fast ethernet NICs including
the following:
  D-Link DFE-550TX

SysKonnect SK-984x PCI gigabit ethernet cards including the following:
  SK-9841 1000baseLX single mode fiber, single port
  SK-9842 1000baseSX multimode fiber, single port
  SK-9843 1000baseLX single mode fiber, dual port
  SK-9844 1000baseSX multimode fiber, dual port

Texas Instruments ThunderLAN PCI NICs, including the following:
  Compaq Netelligent 10, 10/100, 10/100 Proliant, 10/100 Dual-Port
  Compaq Netelligent 10/100 TX Embedded UTP, 10 T PCI UTP/Coax, 10/100 TX UTP
  Compaq NetFlex 3P, 3P Integrated, 3P w/ BNC
  Olicom OC-2135/2138, OC-2325, OC-2326 10/100 TX UTP
  Racore 8165 10/100baseTX
  Racore 8148 10baseT/100baseTX/100baseFX multi-personality

ADMtek Inc. AL981-based PCI fast ethernet NICs
ADMtek Inc. AN985-based PCI fast ethernet NICs
ADMtek Inc. AN986-based USB ethernet NICs including the following:
  LinkSys USB100TX
  Billionton USB100
  Melco Inc. LU-ATX
  D-Link DSB-650TX
  SMC 2202USB

CATC USB-EL1210A-based USB ethernet NICs including the following:
  CATC Netmate
  CATC Netmate II
  Belkin F5U111

Kawasaki LSI KU5KUSB101B-based USB ethernet NICs including
the following:
  LinkSys USB10T
  Entrega NET-USB-E45
  Peracom USB Ethernet Adapter
  3Com 3c19250
  ADS Technologies USB-10BT
  ATen UC10T
  Netgear EA101
  D-Link DSB-650
  SMC 2102USB
  SMC 2104USB
  Corega USB-T

ASIX Electronics AX88140A PCI NICs, including the following:
  Alfa Inc. GFC2204
  CNet Pro110B

DEC EtherWORKS III NICs (DE203, DE204, and DE205)
DEC EtherWORKS II NICs (DE200, DE201, DE202, and DE422)
DEC DC21040, DC21041, or DC21140 based NICs (SMC Etherpower 8432T, DE245, etc)
DEC FDDI (DEFPA/DEFEA) NICs

Davicom DM9100 and DM9102 PCI fast ethernet NICs, including the
following:
  Jaton Corporation XpressNet

Fujitsu MB86960A/MB86965A

HP PC Lan+ cards (model numbers: 27247B and 27252A).

Intel EtherExpress 16
Intel EtherExpress Pro/10
Intel EtherExpress Pro/100B PCI Fast Ethernet
Intel InBusiness 10/100 PCI Network Adapter
Intel PRO/100+ Management Adapter

Isolan AT 4141-0 (16 bit)
Isolink 4110     (8 bit)

Novell NE1000, NE2000, and NE2100 ethernet interface.

PCI network cards emulating the NE2000: RealTek 8029, NetVin 5000,
Winbond W89C940, Surecom NE-34, VIA VT86C926.

3Com 3C501 cards

3Com 3C503 Etherlink II

3Com 3c505 Etherlink/+

3Com 3C507 Etherlink 16/TP

3Com 3C509, 3C529 (MCA), 3C579,
3C589/589B/589C/589D/589E/XE589ET/574TX/574B (PC-card/PCMCIA),
3C590/592/595/900/905/905B/905C PCI
and EISA (Fast) Etherlink III / (Fast) Etherlink XL

3Com 3c980/3c980B Fast Etherlink XL server adapter

3Com 3cSOHO100-TX OfficeConnect adapter

Toshiba ethernet cards

Crystal Semiconductor CS89x0-based NICs, including:
  IBM Etherjet ISA

NE2000 compatible PC-Card (PCMCIA) Ethernet/FastEthernet cards,
including the following:
  AR-P500 Ethernet card
  Accton EN2212/EN2216/UE2216(OEM)
  Allied Telesis CentreCOM LA100-PCM_V2
  AmbiCom 10BaseT card
  BayNetworks NETGEAR FA410TXC Fast Ethernet
  CNet BC40 adapter
  COREGA Ether PCC-T/EtherII PCC-T
  Compex Net-A adapter
  CyQ've ELA-010
  D-Link DE-650/660
  Danpex EN-6200P2
  IO DATA PCLATE
  IBM Creditcard Ethernet I/II
  IC-CARD Ethernet/IC-CARD+ Ethernet
  Linksys EC2T/PCMPC100
  Melco LPC-T
  NDC Ethernet Instant-Link
  National Semiconductor InfoMover NE4100
  Network Everywhere Ethernet 10BaseT PC Card
  Planex FNW-3600-T
  Socket LP-E
  Surecom EtherPerfect EP-427
  Telecom Device SuperSocket RE450T

Megahertz X-Jack Ethernet PC-Card CC-10BT

2.3 ATM
-------

   o ATM Host Interfaces
        - FORE Systems, Inc. PCA-200E ATM PCI Adapters
        - Efficient Networks, Inc. ENI-155p ATM PCI Adapters

   o ATM Signalling Protocols
        - The ATM Forum UNI 3.1 signalling protocol
        - The ATM Forum UNI 3.0 signalling protocol
        - The ATM Forum ILMI address registration
        - FORE Systems's proprietary SPANS signalling protocol
        - Permanent Virtual Channels (PVCs)

   o IETF "Classical IP and ARP over ATM" model
        - RFC 1483, "Multiprotocol Encapsulation over ATM Adaptation Layer 5"
        - RFC 1577, "Classical IP and ARP over ATM"
        - RFC 1626, "Default IP MTU for use over ATM AAL5"
        - RFC 1755, "ATM Signaling Support for IP over ATM"
        - RFC 2225, "Classical IP and ARP over ATM"
        - RFC 2334, "Server Cache Synchronization Protocol (SCSP)"
        - Internet Draft draft-ietf-ion-scsp-atmarp-00.txt,
                "A Distributed ATMARP Service Using SCSP"

   o ATM Sockets interface


2.4. Misc
---------

AST 4 port serial card using shared IRQ.

ARNET 8 port serial card using shared IRQ.
ARNET (now Digiboard) Sync 570/i high-speed serial.

Boca BB1004 4-Port serial card (Modems NOT supported)
Boca IOAT66 6-Port serial card (Modems supported)
Boca BB1008 8-Port serial card (Modems NOT supported)
Boca BB2016 16-Port serial card (Modems supported)

Comtrol Rocketport card.

Cyclades Cyclom-y Serial Board.

STB 4 port card using shared IRQ.

SDL Communications Riscom/8 Serial Board.
SDL Communications RISCom/N2 and N2pci high-speed sync serial boards.

Stallion multiport serial boards: EasyIO, EasyConnection 8/32 & 8/64,
ONboard 4/16 and Brumby.

Specialix SI/XIO/SX ISA, EISA and PCI serial expansion cards/modules.

Adlib, SoundBlaster, SoundBlaster Pro, ProAudioSpectrum, Gravis UltraSound
and Roland MPU-401 sound cards. (snd driver)

Most ISA audio codecs manufactured by Crystal Semiconductors, OPTi, Creative
Labs, Avance, Yamaha and ENSONIQ. (pcm driver)

Connectix QuickCam
Matrox Meteor Video frame grabber
Creative Labs Video Spigot frame grabber
Cortex1 frame grabber
Hauppauge Wincast/TV boards (PCI)
STB TV PCI
Intel Smart Video Recorder III
Various Frame grabbers based on Brooktree Bt848 / Bt878 chip.

HP4020, HP6020, Philips CDD2000/CDD2660 and Plasmon CD-R drives.

PS/2 mice

Standard PC Joystick

X-10 power controllers

GPIB and Transputer drivers.

Genius and Mustek hand scanners.

Xilinx XC6200 based reconfigurable hardware cards compatible with
the HOT1 from Virtual Computers (www.vcc.com)

Support for Dave Mills experimental Loran-C receiver.

Lucent Technologies WaveLAN/IEEE 802.11 PCMCIA and ISA standard speed
(2Mbps) and turbo speed (6Mbps) wireless network adapters and workalikes
(NCR WaveLAN/IEEE 802.11, Cabletron RoamAbout 802.11 DS, and Melco
Airconnect). Note: the ISA versions of these adapters are actually PCMCIA
cards combined with an ISA to PCMCIA bridge card, so both kinds of
devices work with the same driver.

Aironet 4500/4800 series 802.11 wireless adapters. The PCMCIA,
PCI and ISA adapters are all supported.


3. Obtaining FreeBSD
--------------------

You may obtain FreeBSD in a variety of ways:


3.1. FTP/Mail
-------------

You can ftp FreeBSD and any or all of its optional packages from
`ftp.FreeBSD.org' - the official FreeBSD release site.

For other locations that mirror the FreeBSD software see the file
MIRROR.SITES.  Please ftp the distribution from the site closest (in
networking terms) to you.  Additional mirror sites are always welcome!
Contact freebsd-admin@FreeBSD.org for more details if you'd like to
become an official mirror site.

If you do not have access to the Internet and electronic mail is your
only recourse, then you may still fetch the files by sending mail to
`ftpmail@ftpmail.vix.com' - putting the keyword "help" in your message
to get more information on how to fetch files using this mechanism.
Please do note, however, that this will end up sending many *tens of
megabytes* through the mail and should only be employed as an absolute
LAST resort!


3.2. CDROM
----------

FreeBSD 4.0-RELEASE and 3.X-RELEASE CDs may be ordered on CDROM from:

        Walnut Creek CDROM
        4041 Pike Lane, Suite F
        Concord CA  94520
        1-800-786-9907, +1-925-674-0783, +1-925-674-0821 (FAX)

Or via the Internet from orders@cdrom.com or http://www.cdrom.com.
Their current catalog can be obtained via ftp from:

        ftp://ftp.cdrom.com/cdrom/catalog

Cost per -RELEASE CD is $39.95 or $24.95 with a FreeBSD subscription.
FreeBSD SNAPshot CDs, when available, are $39.95 or $14.95 with a
FreeBSD-SNAP subscription (-RELEASE and -SNAP subscriptions are entirely
separate).  With a subscription, you will automatically receive updates as
they are released.  Your credit card will be billed when each disk is
shipped and you may cancel your subscription at any time without further
obligation.

Shipping (per order not per disc) is $5 in the US, Canada or Mexico
and $9.00 overseas.  They accept Visa, Mastercard, Discover, American
Express or checks in U.S. Dollars and ship COD within the United
States.  California residents please add 8.25% sales tax.

Should you be dissatisfied for any reason, the CD comes with an
unconditional return policy.


4. Upgrading from previous releases of FreeBSD
----------------------------------------------

If you're upgrading from a previous release of FreeBSD, most likely
it's 3.0 and some of the following issues may affect you, depending
of course on your chosen method of upgrading.  There are two popular
ways of upgrading FreeBSD distributions:

        o Using sources, via /usr/src
        o Using sysinstall's (binary) upgrade option.

Please read the UPGRADE.TXT file for more information.


5. Reporting problems, making suggestions, submitting code.
-----------------------------------------------------------
Your suggestions, bug reports and contributions of code are always
valued - please do not hesitate to report any problems you may find
(preferably with a fix attached, if you can!).

The preferred method to submit bug reports from a machine with
Internet mail connectivity is to use the send-pr command or use the CGI
script at http://www.FreeBSD.org/send-pr.html.  Bug reports
will be dutifully filed by our faithful bugfiler program and you can
be sure that we'll do our best to respond to all reported bugs as soon
as possible.  Bugs filed in this way are also visible on our WEB site
in the support section and are therefore valuable both as bug reports
and as "signposts" for other users concerning potential problems to
watch out for.

If, for some reason, you are unable to use the send-pr command to
submit a bug report, you can try to send it to:

                freebsd-bugs@FreeBSD.org

Note that send-pr itself is a shell script that should be easy to move
even onto a totally different system.  We much prefer if you could use
this interface, since it make it easier to keep track of the problem
reports.  However, before submitting, please try to make sure whether
the problem might have already been fixed since.


Otherwise, for any questions or tech support issues, please send mail to:

                freebsd-questions@FreeBSD.org


Additionally, being a volunteer effort, we are always happy to have
extra hands willing to help - there are already far more desired
enhancements than we'll ever be able to manage by ourselves!  To
contact us on technical matters, or with offers of help, please send
mail to:

                freebsd-hackers@FreeBSD.org


Please note that these mailing lists can experience *significant*
amounts of traffic and if you have slow or expensive mail access and
are only interested in keeping up with significant FreeBSD events, you
may find it preferable to subscribe instead to:

                freebsd-announce@FreeBSD.org


All of the mailing lists can be freely joined by anyone wishing
to do so.  Send mail to MajorDomo@FreeBSD.org and include the keyword
`help' on a line by itself somewhere in the body of the message.  This
will give you more information on joining the various lists, accessing
archives, etc.  There are a number of mailing lists targeted at
special interest groups not mentioned here, so send mail to majordomo
and ask about them!
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If you read no other documentation before installing this
version of FreeBSD, you should at least by all means *READ
THE ERRATA* for this release so that you don't stumble over
problems which have already been found and fixed.  This ERRATA.TXT
file is obviously already out of date by definition, but other
copies are kept updated on the net and should be consulted as
the "current errata" for your release.  These other copies of
the errata are located at:

  1. http://www.FreeBSD.org/releases/

  2. ftp://ftp.FreeBSD.org/pub/FreeBSD/releases/<your-release>/ERRATA.TXT
     (and any sites which keep up-to-date mirrors of this location).

Any changes to this file are also automatically emailed to:

    freebsd-current@FreeBSD.org

For all FreeBSD security advisories, see:

    http://www.FreeBSD.org/security/

for the latest security incident information.

---- Security Advisories:

Current active security advisories: None

---- System Update Information:


The tcpdump binary in the bin distribution is erroneously linked against
the libcrypto.so library, which is only found in the separate crypto
distribution.


Therefore, if you only install the bin distribution without the crypto
distribution, tcpdump will not work as installed.

Fix: Download a new tcpdump binary from the following location:

    http://people.FreeBSD.org/~kris/4.0R/i386/tcpdump (i386)
    http://people.FreeBSD.org/~kris/4.0R/alpha/tcpdump (alpha)

The MD5 checksum of this file is:

    i386 version: MD5 (tcpdump) = 0b3d32b367e7312d546ccae8f1824391
    alpha version: MD5 (tcpdump) = 2d113fa4c38c8a0299d558acb5c6ad57

To verify the checksum of your downloaded copy, perform the following
command:

    /sbin/md5 /path/to/downloaded/tcpdump

and compare with the above.



o Tool source code not installed by install.sh (outside of sysinstall)


If you are attempting to extract the full source code from
the CDROM (outside of the sysinstall program), you will end up missing
the tool source code.

Fix: If you are running install.sh from /cdrom/src, you will need to also
     run:

       cat stool.?? | tar --unlink -xpzf - -C /usr/src

to have the tool sources (/usr/src/tools hierarchy) installed. These are
required to successfully build world.
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                                 RELEASE NOTES
                                    FreeBSD
                                 Release 2.0.5

1. Technical overview
---------------------

FreeBSD is a freely available, full source 4.4 BSD Lite based release
for Intel i386/i486/Pentium (or compatible) based PC's.  It is based
primarily on software from U.C. Berkeley's CSRG group, with some
enhancements from NetBSD, 386BSD, and the Free Software Foundation.

Since our release of FreeBSD 2.0 some 8 months ago, the performance,
feature set, and stability of FreeBSD has improved dramatically.  The
largest change is a revamped VM system with a merged VM/file buffer
cache that not only increases performance, but reduces FreeBSD's
memory footprint, making a 4MB configuration a more acceptable
minimum.  Other enhancements include full NIS client and server
support, transaction TCP support, dial-on-demand PPP, an improved SCSI
subsystem, early ISDN support, support for FDDI and Fast Ethernet
(100Mbit) adapters, improved support for the Adaptec 2940 (WIDE and
narrow) and many hundreds of bug fixes.

We've also taken the comments and suggestions of many of our users to
heart and have attempted to provide what we hope is a more sane and
easily understood installation process.  Your feedback on this
(constantly evolving) process is especially welcome!

In addition to the base distributions, FreeBSD offers a new ported
software collection with some 270 commonly sought-after programs.  The
list of ports ranges from http (WWW) servers, to games, languages,
editors and almost everything in between.  The entire ports collection
requires only 10MB of storage, all ports being expressed as "deltas"
to their original sources.  This makes it much easier for us to update
ports, and greatly reduces the disk space demands made by the older
1.0 ports collection.  To compile a port, you simply change to the
directory of the program you wish to install, type make and let the
system do the rest.  The full original distribution for each port you
build is retrieved dynamically off of CDROM or a local ftp site, so
you need only enough disk space to build the ports you want.  (Almost)
every port is also provided as a pre-compiled "package" which can be
installed with a simple command (pkg_add) by those who do not wish to
compile their own ports from source.  See the file:
        /usr/share/FAQ/Text/ports.FAQ
for a more complete description of the ports collection.


Since our first release of FreeBSD 1.0 nearly two years ago, FreeBSD
has changed almost entirely.  A new port from the Berkeley 4.4 code
base was done, which brought the legal status of the system out of the
shadows with the blessing of Novell (the new owners of USL and UNIX).  The
port to 4.4 has also brought in a host of new features, filesystems
and enhanced driver support.  With our new unencumbered code base, we
have every reason to hope that we'll be able to release quality
operating systems without further legal encumbrance for some time to
come!

FreeBSD 2.0.5 represents the culmination of 2 years of work and many
thousands of man hours put in by an international development team.
We hope you enjoy it!

A number of additional documents which you may find very helpful in
the process of installing and using FreeBSD may also be found in
the "FAQ" directory, either under /usr/share/FAQ on an installed
system or at the top level of the CDROM or FTP distribution from
where you're reading this file.  Please consult FAQ/Text/ROADMAP
for a brief description of the resources provided by the FAQ directory.

For a list of contributors and a general project description, please see
the file "CONTRIB.FreeBSD" which should be bundled with your binary
distribution.

Also see the "REGISTER.FreeBSD" file for information on registering
with the "Free BSD user counter".   This counter is for ALL freely
available variants of BSD, not just FreeBSD, and we urge you to register
yourself with it.

The core of FreeBSD does not contain DES code which would inhibit its
being exported outside the United States.  There is an add-on package
to the core distribution, for use only in the United States, that
contains the programs that normally use DES.  The auxiliary packages
provided separately can be used by anyone.   A freely (from outside the
U.S.) exportable European distribution of DES for our non-U.S. users also
exists and is described in the FreeBSD FAQ.

If password security for FreeBSD is all you need, and you have no
requirement for copying encrypted passwords from different hosts
(Suns, DEC machines, etc) into FreeBSD password entries, then
FreeBSD's MD5 based security may be all you require!  We feel that our
default security model is more than a match for DES, and without any
messy export issues to deal with.  If you're outside (or even inside)
the U.S., give it a try!


1.1 What's new in 2.0.5?
------------------------

The following features were added or substantially improved between
the release of 2.0 and this 2.0.5 release.  In order to facilitate
better communication, the person, or persons, responsible for each
enhancement is noted.  Any questions regarding the new functionality
should be directed to them first.

KERNEL:

Merged VM-File Buffer Cache
---------------------------
A merged VM/buffer cache design greatly enhances overall system
performance and makes it possible to do a number of more optimal
memory allocation strategies that were not possible before.

Owner:                  David Greenman (davidg@FreeBSD.org) and
                        John Dyson (dyson@implode.root.com)


Network PCB hash optimization
-----------------------------
For systems with a great number of active TCP connections (WEB and ftp
servers, for example), this greatly speeds up the lookup time required
to match an incoming packet up to its associated connection.

Owner:                  David Greenman (davidg@FreeBSD.org)


Name cache optimization
-----------------------
The name-cache would cache all files of the same name to the same bucket,
which would put for instance all ".." entries in the same bucket.  We added
the parent directory version to frustrate the hash, and improved the
management of the cache in various other ways while we were at it.

Owner:                  Poul-Henning Kamp (phk@FreeBSD.org)
                        David Greenman (davidg@FreeBSD.org)


Less restrictive swap-spaces
----------------------------
The need to compile the names of the swap devices into the kernel has been
removed.  Now swapon will accept any block devices, up to the maximum
number of swap devices configured in the kernel.

Owner:                  Poul-Henning Kamp (phk@FreeBSD.org)
                        David Greenman (davidg@FreeBSD.org)


Hard Wired SCSI Devices
-----------------------
Prior to 2.0.5, FreeBSD performed dynamic assignment of unit numbers
to SCSI devices as they were probed, allowing a SCSI device failure to
possibly change unit number assignment and prevent filesystems on
still functioning disks from mounting.  Hard wiring allows static
allocation of unit numbers (and hence device names) to scsi devices
based on SCSI ID and bus.  SCSI configuration occurs in the kernel
config file.  Samples of the configuration syntax can be found in the
scsi(4)>
man page or the LINT kernel config file.

Owner:                  Peter Dufault (dufault@hda.com)
Sources involved:       sys/scsi/* usr.sbin/config/*


Slice Support
-------------
FreeBSD now supports a "slice" abstraction which makes it more
completely interoperable with other operating system partitions.  This
support will allow FreeBSD to inhabit DOS extended partitions.

Owner:                  Bruce Evans (bde@FreeBSD.org)
Sources involved:       sys/disklabel.h sys/diskslice.h sys/dkbad.h
                        kern/subr_diskslice.c kern/subr_dkbad.c
                        i386/isa/diskslice_machdep.c
                        i386/isa/wd.c scsi/sd.c dev/vn/vn.c


Support for Ontrack Disk Manager Version 6.0
--------------------------------------------
Support has been added for disks which use Ontrack Disk Manager.  The
fdisk program does NOT know about it however, so make all changes
using the install program on the boot.flp or the Ontrack Disk Manager
tool under DOS.

Owner:                  Poul-Henning Kamp (phk@FreeBSD.org)


Bad144 is back and working
--------------------------
Bad144 works again, though the semantics are slightly different than
before in that the bad-spots are kept relative to the slice rather
than absolute on the disk.

Owner:                  Bruce Evans (bde@FreeBSD.org)
                        Poul-Henning Kamp (phk@FreeBSD.org)


NEW DEVICE SUPPORT:

                        SCSI and CDROM Devices

Matsushita/Panasonic (Creative) CD-ROM driver
---------------------------------------------
The Matsushita/Panasonic CR-562 and CR-563 drives are now supported
when connected to a Sound Blaster or 100% compatible host adapter.  Up
to four host adapters are supported for a total of 16 CD-ROM drives.
The audio functions are supported, along with access to the raw (2352 byte)
data frames of any compact disc.  Audio discs may be played using Karoke
variable speed functions.

Owner:                  Frank Durda IV   bsdmail@nemesis.lonestar.org
Sources involved:       isa/matcd


Adaptec 2742/2842/2940 SCSI driver
----------------------------------
The original 274x/284x driver has evolved considerably since the 2.0
release.  We now offer full support for the 2940 series as well as the
Wide models of these cards.  The arbitration bug (as well as many
others) that caused the driver problems with fast devices has been
corrected and there is even experimental tagged queuing support
(kernel option "AHC_TAGENABLE").  John Aycock has also released the
sequencer code under a "Berkeley style" copyright making the driver
entirely clean of the GPL.

Owner:                  Justin Gibbs (gibbs@FreeBSD.org)
Sources involved:       isa/aic7770.c pci/aic7870.c i386/scsi/*
                        sys/dev/aic7xxx/*


NCR5380/NCR53400 SCSI ("ProAudio Spectrum") driver
--------------------------------------------------
Owner:                  core
Submitted by:           Serge Vakulenko (vak@cronyx.ru)
Sources involved:       isa/ncr5380.c


Sony CDROM driver
-----------------
Owner:                  core
Submitted by:           Mikael Hybsch (micke@dynas.se)
Sources involved:       isa/scd.c


                        Serial Devices

SDL Communications Riscom/8 Serial Board Driver
-----------------------------------------------
Owner:                  Andrey Chernov (ache@FreeBSD.org)
Sources involved:       isa/rc.c isa/rcreg.h


Cyclades Cyclom-y Serial Board Driver
-------------------------------------
Owner:                  Bruce Evans (bde@FreeBSD.org)
Submitted by:           Andrew Werple (andrew@werple.apana.org.au) and
                        Heikki Suonsivu (hsu@cs.hut.fi)
Obtained from:          NetBSD
Sources involved:       isa/cy.c


Cronyx/Sigma sync/async serial driver
-------------------------------------
Owner:                  core
Submitted by:           Serge Vakulenko
Sources involved:       isa/cronyx.c



                        Networking

Diskless booting
----------------
Diskless booting in 2.0.5 is much improved.  The boot-program is in
src/sys/i386/boot/netboot, and can be run from an MSDOS system or
burned into an EPROM.  Local swapping is also possible.  WD, SMC, 3COM
and Novell ethernet cards are currently supported.


DEC DC21140 Fast Ethernet driver
--------------------------------
This driver supports any of the numerous NICs using the DC21140 chipset
including the 100Mb DEC DE-500-XA and SMC 9332.

Owner:                  core
Submitted by:           Matt Thomas (thomas@lkg.dec.com)
Sources involved:       pci/if_de.c pci/dc21040.h


DEC FDDI (DEFPA/DEFEA) driver
-----------------------------
Owner:                  core
Submitted by:           Matt Thomas (thomas@lkg.dec.com)
Sources involved:       pci/if_pdq.c pci/pdq.c pci/pdq_os.h pci/pdqreg.h


3Com 3c505 (Etherlink/+) NIC driver
-----------------------------------
Owner:                  core
Submitted by:           Dean Huxley (dean@fsa.ca)
Obtained from:          NetBSD
Sources involved:       isa/if_eg.c


Fujitsu MB86960A family of NICs driver
-------------------------------------
Owner:                  core
Submitted by:           M.S. (seki@sysrap.cs.fujitsu.co.jp)
Sources involved:       isa/if_fe.c


Intel EtherExpress driver
-------------------------
Owner:                  Rodney W. Grimes (rgrimes@FreeBSD.org)
Sources involved:       isa/if_ix.c isa/if_ixreg.h


3Com 3c589 driver
-----------------
Owner:                  core
Submitted by:           "HOSOKAWA Tatsumi" (hosokawa@mt.cs.keio.ac.jp),
                        Seiji Murata (seiji@mt.cs.keio.ac.jp) and
                        Noriyuki Takahashi (hor@aecl.ntt.jp)
Sources involved:       isa/if_zp.c


IBM Credit Card Adapter driver
------------------------------
Owner:                  core
Submitted by:           "HOSOKAWA Tatsumi" (hosokawa@mt.cs.keio.ac.jp),
Sources involved:       isa/pcic.c isa/pcic.h


EDSS1 and 1TR6 ISDN interface driver
------------------------------------
Owner:                  core
Submitted by:           Dietmar Friede (dfriede@drnhh.neuhaus.de) and
                        Juergen Krause (jkr@saarlink.de)
Sources involved:       gnu/isdn/*


                        Miscellaneous Drivers

Joystick driver
---------------
Owner:                  Jean-Marc Zucconi (jmz@FreeBSD.org)
Sources involved:       isa/joy.c


National Instruments "LabPC" driver
-----------------------------------
Owner:                  Peter Dufault (dufault@hda.com)
Sources involved:       isa/labpc.c


WD7000 driver
-------------
Owner:                  Olof Johansson (offe@ludd.luth.se)


Pcvt Console driver
-------------------
Owner:                  Joerg Wunsch (joerg@FreeBSD.org)
Submitted by:           Hellmuth Michaelis (hm@altona.hamburg.com)
Sources involved:       isa/pcvt/* usr.sbin/pcvt/*


BSD-audio emulator for VAT driver
---------------------------------
Owner:                  Amancio Hasty (ahasty@FreeBSD.org) and
                        Paul Traina (pst@FreeBSD.org)
Sources involved:       isa/sound/vat_audio.c isa/sound/vat_audioio.h


National Instruments AT-GPIB and AT-GPIB/TNT GPIB driver
--------------------------------------------------------
Owner:                  core
Submitted by:           Fred Cawthorne (fcawth@delphi.umd.edu)
Sources involved:       isa/gpib.c isa/gpib.h isa/gpibreg.h


Genius GS-4500 hand scanner driver
----------------------------------
Owner:                  core
Submitted by:           Gunther Schadow (gusw@fub46.zedat.fu-berlin.de)
Sources involved:       isa/gsc.c isa/gscreg.h


CORTEX-I Frame Grabber
----------------------
Owner:                  core
Submitted by:           Paul S. LaFollette, Jr.
Sources involved:       isa/ctx.c isa/ctxreg.h


Video Spigot video capture card
-------------------------------
Owner:                  Jim Lowe



1.2 Experimental features
-------------------------

The unionfs and LFS filesystems are known to be severely broken in
2.0.5.  This is in part due to old bugs that we haven't had time to
resolve yet and the need to update these filesystems to deal with the
new VM system.  We hope to address these issues in a later release of
FreeBSD.

FreeBSD now supports running iBCS2 compatible binaries (currently SCO
UNIX 3.2.2 & 3.2.4 and ISC 2.2 COFF format are supported).  The iBCS2
emulator is in its early stages, but it is functional, we haven't been
able to do exhaustive testing (lack of commercial apps), but almost
all of SCO's 3.2.2 binaries are working, so is an old INFORMIX-2.10
for SCO. Further testing is necessary to complete this project. There
is also work under way for ELF & XOUT loaders, and most of the svr4
syscall wrappers have been written.

FreeBSD also implements enough of its Linux compatibility that we
can now run Linux DOOM!  See the ``xperimnt'' directory (on your local
FTP server or CDROM) for full docs on how to set this up.

Owner:                  Soren Schmidt (sos) & Sean Eric Fagan (sef)
Sources involved:       sys/i386/ibcs2/* + misc kernel changes.


2. Supported Configurations
---------------------------

FreeBSD currently runs on a wide variety of ISA, VLB, EISA and PCI bus
based PC's, ranging from 386sx to Pentium class machines (though the
386sx is not recommended).  Support for generic IDE or ESDI drive
configurations, various SCSI controller, network and serial cards is
also provided.

Following is a list of all disk controllers and ethernet cards currently
known to work with FreeBSD.  Other configurations may very well work, and
we have simply not received any indication of this.


2.1. Disk Controllers
---------------------

WD1003 (any generic MFM/RLL)
WD1007 (any generic IDE/ESDI)
WD7000
IDE
ATA

Adaptec 152x series ISA SCSI controllers
Adaptec 154x series ISA SCSI controllers
Adaptec 174x series EISA SCSI controller in standard and enhanced mode.
Adaptec 274X/284X/2940 (Narrow/Wide/Twin) series ISA/EISA/PCI SCSI controllers
Adaptec AIC-6260 and AIC-6360 based boards, which includes
the AHA-152x and SoundBlaster SCSI cards.

** Note: You cannot boot from the SoundBlaster cards as they have no
   on-board BIOS, which is necessary for mapping the boot device into the
   system BIOS I/O vectors.  They're perfectly usable for external tapes,
   CDROMs, etc, however.  The same goes for any other AIC-6x60 based card
   without a boot ROM.  Some systems DO have a boot ROM, which is generally
   indicated by some sort of message when the system is first powered up
   or reset.  Check your system/board documentation for more details.

[Note that Buslogic was formerly known as "Bustec"]
Buslogic 545S & 545c
Buslogic 445S/445c VLB SCSI controller
Buslogic 742A, 747S, 747c EISA SCSI controller.
Buslogic 946c PCI SCSI controller
Buslogic 956c PCI SCSI controller

NCR 53C810 and 53C825 PCI SCSI controller.
NCR5380/NCR53400 ("ProAudio Spectrum") SCSI controller.

DTC 3290 EISA SCSI controller in 1542 emulation mode.

UltraStor 14F, 24F and 34F SCSI controllers.

Seagate ST01/02 SCSI controllers.

Future Domain 8xx/950 series SCSI controllers.

With all supported SCSI controllers, full support is provided for
SCSI-I & SCSI-II peripherals, including Disks, tape drives (including
DAT) and CD ROM drives.

The following CD-ROM type systems are supported at this time:
(cd)    SCSI (also includes ProAudio Spectrum and SoundBlaster SCSI)
(mcd)   Mitsumi proprietary interface
(matcd) Matsushita/Panasonic (Creative) proprietary interface
(scd)   Sony proprietary interface

Note: CD-Drives with IDE interfaces are not supported at this time.

Some controllers have limitations with the way they deal with >16MB of
memory, due to the fact that the ISA bus only has a DMA address space
of 24 bits.  If you do your arithmetic, you'll see that this makes it
impossible to do direct DMA to any address >16MB.  This limitation is
even true of some EISA controllers (which are normally 32 bit) when
they're configured to emulate an ISA card, which they then do in *all*
respects.  This problem is avoided entirely by IDE controllers (which
do not use DMA), true EISA controllers (like the UltraStor, Adaptec
1742A or Adaptec 2742) and most VLB (local bus) controllers.  In the
cases where it's necessary, the system will use "bounce buffers" to
talk to the controller so that you can still use more than 16Mb of
memory without difficulty.


2.2. Ethernet cards
-------------------

SMC Elite 16 WD8013 ethernet interface, and most other WD8003E,
WD8003EBT, WD8003W, WD8013W, WD8003S, WD8003SBT and WD8013EBT
based clones.  SMC Elite Ultra is also supported.

DEC EtherWORKS III NICs (DE203, DE204, and DE205)
DEC EtherWORKS II NICs (DE200, DE201, DE202, and DE422)
DEC DC21140 based NICs (SMC???? DE???)
DEC FDDI (DEFPA/DEFEA) NICs

Fujitsu MB86960A family of NICs

Intel EtherExpress

Isolan AT 4141-0 (16 bit)
Isolink 4110     (8 bit)

Novell NE1000, NE2000, and NE2100 ethernet interface.

3Com 3C501 cards

3Com 3C503 Etherlink II

3Com 3c505 Etherlink/+

3Com 3C507 Etherlink 16/TP

3Com 3C509, 3C579, 3C589 (PCMCIA) Etherlink III

Toshiba ethernet cards

PCMCIA ethernet cards from IBM and National Semiconductor are also
supported.


2.3. Misc
---------

AST 4 port serial card using shared IRQ.

ARNET 8 port serial card using shared IRQ.

BOCA ATIO66 6 port serial card using shared IRQ.

Cyclades Cyclom-y Serial Board.

STB 4 port card using shared IRQ.

Mitsumi (all models) CDROM interface and drive.

SDL Communications Riscom/8 Serial Board.

SoundBlaster SCSI and ProAudio Spectrum SCSI CDROM interface and drive.

Matsushita/Panasonic (Creative SoundBlaster) CDROM interface and drive.

Adlib, SoundBlaster, SoundBlaster Pro, ProAudioSpectrum, Gravis UltraSound
and Roland MPU-401 sound cards.

FreeBSD currently does NOT support IBM's microchannel (MCA) bus, but
support is apparently close to materializing.  Details will be posted
as the situation develops.


3. Obtaining FreeBSD
--------------------

You may obtain FreeBSD in a variety of ways:

1. FTP/Mail

You can ftp FreeBSD and any or all of its optional packages from
`ftp.FreeBSD.org' - the official FreeBSD release site.

For other locations that mirror the FreeBSD software see the file
MIRROR.SITES.  Please ftp the distribution from the nearest site
to you netwise.

If you do not have access to the internet and electronic mail is your
only recourse, then you may still fetch the files by sending mail to
`ftpmail@decwrl.dec.com' - putting the keyword "help" in your message
to get more information on how to fetch files from ftp.FreeBSD.org.
Note: This approach will end up sending many *tens of megabytes*
through the mail, and should only be employed as an absolute LAST
resort!


2. CDROM

FreeBSD 2.0.5 may be ordered on CDROM from:

        Walnut Creek CDROM
        4041 Pike Lane, Suite D
        Concord CA  94520
        1-800-786-9907, +1-510-674-0783, +1-510-674-0821 (fax)

Or via the internet from orders@cdrom.com or http://www.cdrom.com.
Their current catalog can be obtained via ftp as:
        ftp://ftp.cdrom.com/cdrom/catalog.

Cost per CD is $39.95, or $24.95 with a FreeBSD subscription.  With
a subscription, you will automatically receive updates as they
are released.  Your credit card will be billed when each disk is shipped
and you may cancel your subscription at any time without further obligation.

Walnut Creek CDROM also sells a full line of FreeBSD related merchandise such
as T-shirts ($14.95, available in "child", Large and XL sizes), coffee mugs
($9.95), tattoos ($0.25 each) and posters ($3.00).

Shipping (per order not per disc) is $5 in the US, Canada or
Mexico and $9.00 overseas.  They accept Visa, Mastercard, Discover,
American Express or checks in U.S. Dollars and ship COD within the
United States.  California residents please add 8.25% sales tax.

Should you be dissatisfied for any reason, the CD comes with an
unconditional return policy.


Reporting problems, making suggestions, submitting code
-------------------------------------------------------

Your suggestions, bug reports and contributions of code are always
valued - please do not hesitate to report any problems you may find
(preferably with a fix attached if you can!).

The preferred method to submit bug reports from a machine with
internet mail connectivity is to use the send-pr command.  Bug reports
will be dutifully filed by our faithful bugfiler program and you can
be sure that we'll do our best to respond to all reported bugs as soon
as possible.

If, for some reason, you are unable to use the send-pr command to
submit a bug report, you can try to send it to:

                bugs@FreeBSD.org


Otherwise, for any questions or suggestions, please send mail to:

                questions@FreeBSD.org

Additionally, being a volunteer effort, we are always happy to have
extra hands willing to help - there are already far more enhancements
to be done than we can ever manage to do by ourselves!  To contact us
on technical matters, or with offers of help, you may send mail to:

                hackers@FreeBSD.org

Since these mailing lists can experience significant amounts of
traffic, if you have slow or expensive mail access and you are
only interested in keeping up with significant FreeBSD events, you may
find it preferable to subscribe to:

                announce@FreeBSD.org


All but the freebsd-bugs groups can be freely joined by anyone wishing
to do so.  Send mail to MajorDomo@FreeBSD.org and include the keyword
`help' on a line by itself somewhere in the body of the message.  This
will give you more information on joining the various lists, accessing
archives, etc.  There are a number of mailing lists targeted at
special interest groups not mentioned here, so send mail to majordomo
and ask about them!
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-------------------
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Date: Sat, 10 Jun 1995 13:01:12 -0700


From: “Jordan K. Hubbard” <jkh@freefall.cdrom.com>

To: announce@freefall.cdrom.com, hackers@freefall.cdrom.com

Subject: Announcing FreeBSD 2.0.5 RELEASE!





It is my usual pleasure (and, to a small degree, relief! :) to announce
the release of FreeBSD 2.0.5R - the final release in the 2.0.5 series.


This release provides both what I hope will be an exciting glimpse of
some of the new technologies and directions we have planned for 2.1R and
a stable and much easier-to-install alternative to 2.0R.


Highlights of this release are:



		Multi-lingual documentation files.


		Completely menu driven installation.


		More installation media types.


		Support for a much larger range of PC hardware.


		Easy mounting of DOS partitions and CD devices mounted automatically.


		“Canned” installation types for easy installs.


		Easy post-configuration menu





And many other new features and bug fixes.


The ports and packages collection has also been bundled with 2.0.5R to
prevent synchronization errors. While this does result in a larger
overall distribution, it at least ensures more consistent results when
installing ports and packages.


More information on the release may be found in the RELNOTES and README
files, so I’ll simply leave you all to see for yourself!


The usual locations:



		ftp://ftp.FreeBSD.org/pub/FreeBSD/2.0.5-RELEASE


		ftp://freefall.cdrom.com/pub/FreeBSD/2.0.5-RELEASE





As well as the usual mirrors, once they pick it up.


It is also available on CD from Walnut Creek CDROM, the project’s
principle sponsors. Please see the release notes for ordering
information.


Any feedback should be sent to hackers@FreeBSD.org. I will be leaving
the country shortly (about 3 hours :) and will try to read my email as
often as possible, but for quicker replies please send to the mailing
list.


Thank you!


Jordan





Date: Mon, 12 Jun 1995 00:33:07 -0700


From: Gary Palmer <gpalmer@westhill.cdrom.com>

To: announce@FreeBSD.ORGD

Subject: 2.0.5-RELEASE update





Yes, you have guessed it. As a result of the recent feedback we have had
about the original 2.0.5-RELEASE, we have gone poking and found a couple
of bugs on the original boot.flp image. There is now a
/pub/FreeBSD/2.0.5-RELEASE/UPDATES directory on
ftp.cdrom.com [ftp://ftp.FreeBSD.org/pub/FreeBSD/2.0.5-RELEASE/UPDATES]
and
freefall.cdrom.com [ftp://freefall.cdrom.com/pub/FreeBSD/2.0.5-RELEASE/UPDATES]
with a version of boot.flp which will fix the following problems:



		The kernel was too big to boot on 4Mb machines.


		It was possible to specify the filesystem mount points in such a way
that the program would mount the filesystem before the parent
filesystem was mounted (e.g. it would mount /usr/local and then /usr)





As the CDROM has not gone to replication yet, this updated floppy image
will be appearing on the CDROM.


Sorry to all those who had problems with the first boot floppy set - I
will personally nail Jordan to his chair and nail the chair to the floor
in front of his computer the next time we roll a release!


Gary
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Introduction


The release engineering team utilizes a code freeze to maintain
stability in the period immediately preceding a release. The developers
below have been given explicit approval by re@ to continue conservative
work in a narrowly defined area until the expiration dates below. All
other developers are required to get approval for each individual change
from re@ before committing to the release branch.


General discussions about the release engineering process or quality
assurance issues should be sent to the public
freebsd-qa mailing list.
MFC
requests should be sent to re@FreeBSD.org.





Approval List









		Committer
		Area
		Expiration





		 
		 
		 










Additional Information



		FreeBSD &local.rel; developer todo list.


		FreeBSD Release Engineering website.
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Date: Mon, 08 May 2006 18:40:04 -0700


From: Scott Long <scottl@FreeBSD.org>

To: freebsd-announce@FreeBSD.org

Subject: [FreeBSD-Announce] FreeBSD 6.1 Released





It is my great pleasure and privilege to announce the availability of
FreeBSD 6.1-RELEASE. This release is the next step in the development of
the 6.X branch, delivering several performance improvements, many
bugfixes, and a few new features. These include:



		Addition of a keyboard multiplexer. This allows USB and PS/2
keyboards to coexist without any special options at boot.


		Many fixes for filesystem stability. High load stress tests are now
run successfully on a regular basis as part of the normal FreeBSD QA
process.


		Automatic configuration for many Bluetooth devices, as well as
automatic support for running WiFi access points.


		Addition of drivers for new ethernet and SAS and SATA RAID
controllers.


		BIND updated to 9.3.2


		sendmail updated to 8.13.6





NOTE: It was discovered at the last minute that the errata notes that
got packaged with the release are out of date. For a complete list of
known problems, please see the online errata list, available at:



http://www.FreeBSD.org/releases/6.1R/relnotes.html


http://www.FreeBSD.org/releases/6.1R/errata.html





For more information about FreeBSD release engineering activities,
please see:


http://www.FreeBSD.org/releng



Availability


FreeBSD 6.1-RELEASE supports the i386, pc98, alpha, sparc64, amd64,
powerpc, and ia64 architectures and can be installed directly over the
net using bootable media or copied to a local NFS/FTP server.
Distributions for all architectures are available now.


Please continue to support the FreeBSD Project by purchasing media from
one of our supporting vendors. The following companies will be offering
FreeBSD 6.1 based products:



		FreeBSD Mall, Inc. http://www.freebsdmall.com/


		Daemonnews, Inc. http://www.bsdmall.com/freebsd1.html





If you can’t afford FreeBSD on media, are impatient, or just want to use
it for evangelism purposes, then by all means download the ISO images.
We can’t promise that all the mirror sites will carry the larger ISO
images, but they will at least be available from the following sites.
MD5 and SHA256 checksums for the release images are included at the
bottom of this message.





Bittorrent


The FreeBSD project encourages the use of BitTorrent for distributing
the release ISO images. A collection of torrent files to download the
images is available at:


http://torrents.freebsd.org:8080/





FTP


At the time of this announcement the following FTP sites have FreeBSD
6.1-RELEASE available.



		ftp://ftp.FreeBSD.org/pub/FreeBSD/


		ftp://ftp2.FreeBSD.org/pub/FreeBSD/


		ftp://ftp3.FreeBSD.org/pub/FreeBSD/


		ftp://ftp5.FreeBSD.org/pub/FreeBSD/


		ftp://ftp.at.FreeBSD.org/pub/FreeBSD/


		ftp://ftp2.ch.FreeBSD.org/pub/FreeBSD/


		ftp://ftp.cz.FreeBSD.org/pub/FreeBSD/


		ftp://ftp.ee.FreeBSD.org/pub/FreeBSD/


		ftp://ftp.fi.FreeBSD.org/pub/FreeBSD/


		ftp://ftp.fr.FreeBSD.org/pub/FreeBSD/


		ftp://ftp2.ie.FreeBSD.org/pub/FreeBSD/


		ftp://ftp.is.FreeBSD.org/pub/FreeBSD/


		ftp://ftp1.ru.FreeBSD.org/pub/FreeBSD/


		ftp://ftp.se.FreeBSD.org/pub/FreeBSD/


		ftp://ftp.si.FreeBSD.org/pub/FreeBSD/


		ftp://ftp2.tw.FreeBSD.org/pub/FreeBSD/


		ftp://ftp2.uk.FreeBSD.org/pub/FreeBSD/


		ftp://ftp2.us.FreeBSD.org/pub/FreeBSD/


		ftp://ftp5.us.FreeBSD.org/pub/FreeBSD/





FreeBSD is also available via anonymous FTP from mirror sites in the
following countries: Argentina, Australia, Brazil, Bulgaria, Canada,
China, Czech Republic, Denmark, Estonia, Finland, France, Germany, Hong
Kong, Hungary, Iceland, Ireland, Israel, Japan, Korea, Lithuania,
Amylonia, the Netherlands, New Zealand, Poland, Portugal, Romania,
Russia, Saudi Arabia, South Africa, Slovak Republic, Slovenia, Spain,
Sweden, Taiwan, Thailand, Ukraine, and the United Kingdom.


Before trying the central FTP site, please check your regional mirror(s)
first by going to:


ftp://ftp.<yourdomain>.FreeBSD.org/pub/FreeBSD


Any additional mirror sites will be labeled ftp2, ftp3 and so on.


More information about FreeBSD mirror sites can be found at:


http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/mirrors-ftp.html


For instructions on installing FreeBSD, please see Chapter 2 of The
FreeBSD Handbook. It provides a complete installation walk-through for
users new to FreeBSD, and can be found online at:


http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/install.html
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CD Image Checksums


MD5 (6.1-RELEASE-amd64-bootonly.iso) = b73e8dc202f64aa56606f6e3399bc83f
MD5 (6.1-RELEASE-amd64-disc1.iso) = 2d6fc98a4cd11468f62ea0c7332affff
MD5 (6.1-RELEASE-amd64-disc2.iso) = 6b48c41b5dc774ae727f3f0a8a91c96f

MD5 (6.1-RELEASE-i386-bootonly.iso) = 11bb7fb4d2a781238008945f6bf65a4e
MD5 (6.1-RELEASE-i386-disc1.iso) = cf1ce4ba48d664ce3977108a18ced6b8
MD5 (6.1-RELEASE-i386-disc2.iso) = bc0f4a32a64e00c7cbfb839e6d5772f3

MD5 (6.1-RELEASE-ia64-bootonly.iso) = 94e83e6ba0281b58bd5af4a1004f8079
MD5 (6.1-RELEASE-ia64-disc1.iso) = b3f957ef581f4267fdd2b0400ff492dd
MD5 (6.1-RELEASE-ia64-disc2.iso) = e46c08dd1e46c825048ce5105497f900
MD5 (6.1-RELEASE-ia64-livefs.iso) = 75f70e7c1f5bc295bc00841b19c00b63

MD5 (6.1-RELEASE-pc98-disc1.iso) = 923e86a2307d1dce7dfb3379a67885f4

MD5 (6.1-RELEASE-sparc64-bootonly.iso) = f8e11c6a952f4be8435dc8d56c5bfc8e
MD5 (6.1-RELEASE-sparc64-disc1.iso) = c206054f9cecf629211f6fc2b068e9ff
MD5 (6.1-RELEASE-sparc64-disc2.iso) = b7b4db45c998f682ba57fef62f2b8fdc

SHA256 (6.1-RELEASE-amd64-bootonly.iso) = da885951bfa1b322bad9780766338e9b22f8b1e71c59316c0f182e27522409a9
SHA256 (6.1-RELEASE-amd64-disc1.iso) = 99f596f65f7860f2f7d1be7b926faab7c3a3561d8659527127ca39760afb0e00
SHA256 (6.1-RELEASE-amd64-disc2.iso) = 4359419420b459a256b2d45ee8d5ba4e13373f9a986ceeadfe6778448d72b01d

SHA256 (6.1-RELEASE-i386-bootonly.iso) = cb7ad11198358e2123dc139d7fbab26727524e973c6c02906cc6aca944b064c9
SHA256 (6.1-RELEASE-i386-disc1.iso) = cbc6f9389c85f3130baff5270316ece18d5e324e82f8aa167c61ab49174dd4d1
SHA256 (6.1-RELEASE-i386-disc2.iso) = 7c3a056d18be9e2dccf1f4e7dba22a4760d6288165eb87fe9894abc8c7741ffb

SHA256 (6.1-RELEASE-ia64-bootonly.iso) =  2d1f921f9195f5f1525b437f3bee67e0c02bbfa195a8f9950fba4d471434e837
SHA256 (6.1-RELEASE-ia64-disc1.iso) =  584870eed63617f27a0fc5dc908195504e69f35125d7cf6ef9e6752d14f85c59
SHA256 (6.1-RELEASE-ia64-disc2.iso) =  6076b7c988625cc044c75e3e580542b23ec0acdac3472d61944736731bc263fe
SHA256 (6.1-RELEASE-ia64-livefs.iso) =  6fbdd5f0dc63743e05ff11a688aa6a5de2dcb34a469874c85dd3797de99e97ce

SHA256 (6.1-RELEASE-pc98-disc1.iso) = 859d6978f06d9354713fe76b8ea05268650da943fb9a03e05de3c69426ebbee7

SHA256 (6.1-RELEASE-sparc64-bootonly.iso) = a700069cdcc2d0df71e7023afdbba2b4e2e2b66c23348ac6386c46f5b2ce798e
SHA256 (6.1-RELEASE-sparc64-disc1.iso) = a8e8cf6d82cb8bebe3fa85fe8b2f0c5b6eff866e9314611d36194c01c489474d
SHA256 (6.1-RELEASE-sparc64-disc2.iso) = 062f5e1d0ec254dbd924ed43f44de6f068646edf459ed0e36b98e2ca3f257774
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The installation notes for FreeBSD are customized for different
platforms, as the procedures for installing FreeBSD are highly dependent
on the hardware platform.


Installation notes for FreeBSD 6.1-RELEASE are available for the
following platforms:



		alpha


		amd64


		i386


		ia64


		pc98


		sparc64





A list of all platforms currently under development can be found on the
Supported Platforms page.
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The hardware notes for FreeBSD are customized for different platforms,
as many devices are only supported on (or are only relevant for)
specific processors or architectures.


Hardware notes for FreeBSD 6.1-RELEASE are available for the following
platforms:



		alpha


		amd64


		i386


		ia64


		pc98


		sparc64





A list of all platforms currently under development can be found on the
Supported Platforms page.
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Introduction


Please do not edit this file unless you are on the Release
Engineering Team, or a member of the Release Engineering Team gave you
explicit permission to do so.


This is the release cycle TODO page, outlining items that are
in-progress, issues that must be fixed (release blockers), issues that
need to be fixed but are not blockers, and issues that should be fixed
as an Errata Notice after the release.





Works in Progress









		Pre-Freeze Issues
		Description
		Workaround



		n/a
		n/a
		n/a
















Release Blockers









		Description
		Workaround
		Target Date



		n/a
		n/a
		n/a
















Release Issues









		Description
		Workaround
		Target Date



		n/a
		n/a
		n/a
















Post-Release Errata Items








		Description
		Workaround



		n/a
		n/a
















Additional Information



		FreeBSD Release Engineering website
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The &os; Release Engineering Team is pleased to announce the
availability of &os; &thisrelease;-RELEASE. This is the second release
of the stable/&thisbranch; branch, which improves on the stability of
&os; &lastrelease;-RELEASE and introduces some new features.


Some of the highlights:



		The new console driver, vt(4), has been added.


		Support for FreeBSD/i386 guests has been added to bhyve(4).


		The bhyve(4) hypervisor now supports booting from a zfs(8)
filesystem.


		Support for SMP was added to the armv6 kernels and enabled by
default in the configuration files for all platforms that contain
multi-core CPUs.


		Initial support for UEFI boot has been added for the &os;/amd64
architecture.


		Support has been added to cache geli(8) passphrases during system
boot.


		Support for the UDP-Lite protocol (RFC 3828) has been added to the
IPv4 and IPv6 stacks.


		The new filesystem automount facility, autofs(5), has been added.


		The sshd(8) rc.d(8) startup script now generates ED25519 sshd(8) host
keys if keys do not already exist when ssh_keygen_alg() is
invoked.


		OpenSSH has been updated to version 6.6p1.


		The nc(1) utility has been updated to match the version in OpenBSD
5.5.


		Sendmail has been updated to 8.14.9.


		The unbound(8) caching resolver and ldns have been updated to version
1.4.22.


		OpenPAM has been updated to Ourouparia (20140912).


		OpenSSL has been updated to version 1.0.1j.


		The pkg(8) package management utility has been updated to version
1.3.8.





For a complete list of new features and known problems, please see the
online release notes and errata list, available at:



		https://www.FreeBSD.org/releases/&thisrelease;R/relnotes.html


		https://www.FreeBSD.org/releases/&thisrelease;R/errata.html





For more information about &os; release engineering activities, please
see:



		https://www.FreeBSD.org/releng/






Availability


&os; &thisrelease;-RELEASE is now available for the amd64, i386, ia64,
powerpc, powerpc64, sparc64, and armv6 architectures.


&os; &thisrelease;-RELEASE can be installed from bootable ISO images or
over the network. Some architectures also support installing from a USB
memory stick. The required files can be downloaded via FTP as described
in the section below. While some of the smaller FTP mirrors may not
carry all architectures, they will all generally contain the more common
ones such as amd64 and i386.


SHA256 and MD5 hashes for the release ISO and memory stick images are
included at the bottom of this message.


A PGP-signed version of this announcement is available at:



		https://www.FreeBSD.org/releases/&thisrelease;R/announce.asc





Additional UEFI-capable images are available for the amd64 (x86_64)
architecture.


The purpose of the images provided as part of the release are as
follows:



		dvd1


		This contains everything necessary to install the base &os;
operating system, the documentation, and a small set of pre-built
packages aimed at getting a graphical workstation up and running. It
also supports booting into a “livefs” based rescue mode. This should
be all you need if you can burn and use DVD-sized media.


		disc1


		This contains the base &os; operating system. It also supports
booting into a “livefs” based rescue mode. There are no pre-built
packages.


		bootonly


		This supports booting a machine using the CDROM drive but does not
contain the installation distribution sets for installing &os; from
the CD itself. You would need to perform a network based install
(e.g., from an FTP server) after booting from the CD.


		memstick


		This can be written to an USB memory stick (flash drive) and used to
do an install on machines capable of booting off USB drives. It also
supports booting into a “livefs” based rescue mode. There are no
pre-built packages.


As one example of how to use the memstick image, assuming the USB
drive appears as /dev/da0 on your machine something like this should
work:


# dd if=FreeBSD-&thisrelease;-RELEASE-amd64-memstick.img \
  of=/dev/da0 bs=10240 conv=sync






Be careful to make sure you get the target (of=) correct.





		mini-memstick


		This can be written to an USB memory stick (flash drive) and used to
boot a machine, but does not contain the installation distribution
sets on the medium itself, similar to the bootonly image. It also
supports booting into a “livefs” based rescue mode. There are no
pre-built packages.


As one example of how to use the mini-memstick image, assuming the
USB drive appears as /dev/da0 on your machine something like this
should work:


# dd if=FreeBSD-&thisrelease;-RELEASE-amd64-mini-memstick.img \
  of=/dev/da0 bs=10240 conv=sync






Be careful to make sure you get the target (of=) correct.








&os; &thisrelease;-RELEASE can also be purchased on CD-ROM or DVD from
several vendors. One of the vendors that will be offering
&os; &thisrelease;-based products is:



		&os; Mall, Inc.`` https://www.freebsdmall.com``





Pre-installed virtual machine images are also available for the amd64
(x86_64) and i386 (x86_32) architectures in QCOW2, VHD, and
VMDK disk image formats, as well as raw (unformatted) images.


&os; &thisrelease;-RELEASE is also available on these cloud hosting
platforms:



		Amazon® EC2™
&os;/amd64 [https://aws.amazon.com/marketplace/pp/B00KSS55FY/]


		Microsoft® Azure™
&os;/amd64 [https://vmdepot.msopentech.com/Vhd/Show?vhdId=49971&version=51112],
&os;/i386 [https://vmdepot.msopentech.com/Vhd/Show?vhdId=49972&version=51113]








FTP


&os; &thisrelease;-RELEASE may be downloaded via ftp from the following
site:



		ftp://ftp.freebsd.org/pub/FreeBSD/releases/ISO-IMAGES/&thisrelease;/





However before trying this site, please check your regional mirror(s)
first by going to:



		ftp://ftp.<your_country_code>.FreeBSD.org/pub/FreeBSD





Any additional mirror sites will be labeled ftp2, ftp3 and so on.


More information about &os; mirror sites can be found at:



		https://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/mirrors-ftp.html





&os; &thisrelease;-RELEASE virtual machine images may be downloaded via
ftp from:



		ftp://ftp.freebsd.org/pub/FreeBSD/releases/VM-IMAGES/&thisrelease;-RELEASE/





For instructions on installing &os; or updating an existing machine to
&thisrelease;-RELEASE please see:



		https://www.FreeBSD.org/releases/&thisrelease;R/installation.html








Support


&os; &thisrelease;-RELEASE will be supported until &thiseol;. The
End-of-Life dates can be found at:



		https://www.FreeBSD.org/security/








Other Projects Based on &os;


There are many “third party” Projects based on &os;. The Projects range
from re-packaging &os; into a more “novice friendly” distribution to
making &os; available on Amazon’s EC2 infrastructure. For more
information about these Third Party Projects see:



		https://wiki.FreeBSD.org/3rdPartyProjects
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ISO Image Checksums



amd64 (x86_64):


SHA256 (FreeBSD-10.1-RELEASE-amd64-bootonly.iso) = 018a36681307ec3e3fe63d7c76ffc4cc53a111c36d9053e43c44856b11547d2a
SHA256 (FreeBSD-10.1-RELEASE-amd64-bootonly.iso.xz) = dacc4b752798b282d4f959b241ae87008f0920125f31933425c057b41a08f0bf
SHA256 (FreeBSD-10.1-RELEASE-amd64-disc1.iso) = 0c3d64ce48c3ef761761d0fea07e1935e296f8c045c249118bc91a7faf053a6b
SHA256 (FreeBSD-10.1-RELEASE-amd64-disc1.iso.xz) = b7249a0b5778225876648214c66d3edfcac3fcf08ecd9dac4a8d87da6678a70c
SHA256 (FreeBSD-10.1-RELEASE-amd64-dvd1.iso) = e643b7beb38fe659c255069c883476b5c9e834c66a969dadded801f10cedba37
SHA256 (FreeBSD-10.1-RELEASE-amd64-dvd1.iso.xz) = d3624c7f01a1f99a641d6a1bdc0672bd27bfbf1ffe68670cc8c940b494a85b5b
SHA256 (FreeBSD-10.1-RELEASE-amd64-memstick.img) = 7a071894f12454442cf24ee4f19c2d21e2a8a79d54c83541d2cb7b9f48497b3e
SHA256 (FreeBSD-10.1-RELEASE-amd64-memstick.img.xz) = 5f44ac7afa902d9258df191916e9e18190cb4321f04e17104caff56026653cc5
SHA256 (FreeBSD-10.1-RELEASE-amd64-mini-memstick.img) = 1be2270ddf487f3129b5fc21955d93cac82905ade4afa3039a87aa60b8236b78
SHA256 (FreeBSD-10.1-RELEASE-amd64-mini-memstick.img.xz) = 91d32e7d3ac31a3eef0217a64ef02eac2b5446bb1dcebb6fd3c94b7bbd28c1f7
SHA256 (FreeBSD-10.1-RELEASE-amd64-uefi-bootonly.iso) = 4aacf25cd0aec136da6345d01fa35650b9812b0260e0ce8f6845c4c8b4ca377d
SHA256 (FreeBSD-10.1-RELEASE-amd64-uefi-bootonly.iso.xz) = cd2009d1935e57cb20e993cba013ebc21242878200640bac2332b633302b3c13
SHA256 (FreeBSD-10.1-RELEASE-amd64-uefi-disc1.iso) = a7f606b448683f975597269b3a69783f80e9bdc74230decf182c48abaac222d0
SHA256 (FreeBSD-10.1-RELEASE-amd64-uefi-disc1.iso.xz) = 25c07704003ab8ca0f4b4bc5ad4f7693b5dd402d29dcfd0549a8e0bd58e1c6e9
SHA256 (FreeBSD-10.1-RELEASE-amd64-uefi-dvd1.iso) = 70f039126e430b9f2cc051d38f648eb3c18215c72fe069a67838debe961f6e5e
SHA256 (FreeBSD-10.1-RELEASE-amd64-uefi-dvd1.iso.xz) = 1ac32ee17120269427386dbd84f40c61ce1924536634136b84ce94da5c51b19d
SHA256 (FreeBSD-10.1-RELEASE-amd64-uefi-memstick.img) = a1e4072f07bf7e62499f4a13dbe773f1f07c3f8a0071c05acf7b1924e5bec48f
SHA256 (FreeBSD-10.1-RELEASE-amd64-uefi-memstick.img.xz) = ac5514085b4c4a8c8a6cda992cb9a0b479f4d1ca753cfa3afde45d5ba05b436c
SHA256 (FreeBSD-10.1-RELEASE-amd64-uefi-mini-memstick.img) = 11b871cc6a20a6dcd69c16152c40242b2175f464495df0b545074535642c4fa9
SHA256 (FreeBSD-10.1-RELEASE-amd64-uefi-mini-memstick.img.xz) = 13b66fa82a91a1a4f1f1826536639f8cd5a41fe29bc5a0c62d2df0e8805cc55b






MD5 (FreeBSD-10.1-RELEASE-amd64-bootonly.iso) = 7f761efc051e4f48551f1d47217fc964
MD5 (FreeBSD-10.1-RELEASE-amd64-bootonly.iso.xz) = 07cb631f4a62700abe39398a3849743d
MD5 (FreeBSD-10.1-RELEASE-amd64-disc1.iso) = d0d4553080b88653569e1871d57fc819
MD5 (FreeBSD-10.1-RELEASE-amd64-disc1.iso.xz) = 10f0b54d23f523b4084187d5f2c8198f
MD5 (FreeBSD-10.1-RELEASE-amd64-dvd1.iso) = 843e2ac204fcef35fea4950e546a016c
MD5 (FreeBSD-10.1-RELEASE-amd64-dvd1.iso.xz) = f51c6d612e758de517a96cc2c608a5a4
MD5 (FreeBSD-10.1-RELEASE-amd64-memstick.img) = cc904b8f156931d1036c913ec80b192e
MD5 (FreeBSD-10.1-RELEASE-amd64-memstick.img.xz) = 6b96f5d1f8b75580436ab799b241b4bb
MD5 (FreeBSD-10.1-RELEASE-amd64-mini-memstick.img) = b5cda9ffdeea90d4ec3982529279ccd7
MD5 (FreeBSD-10.1-RELEASE-amd64-mini-memstick.img.xz) = 41272f0fde06735bb148504a721d82cf
MD5 (FreeBSD-10.1-RELEASE-amd64-uefi-bootonly.iso) = 6d9d98daa1a8395bc4c71939a9365fe2
MD5 (FreeBSD-10.1-RELEASE-amd64-uefi-bootonly.iso.xz) = a38f0be1bbd91d076783c94542e78119
MD5 (FreeBSD-10.1-RELEASE-amd64-uefi-disc1.iso) = 82fdb43c7b8a77a8119ac5aa7e0ca3fe
MD5 (FreeBSD-10.1-RELEASE-amd64-uefi-disc1.iso.xz) = 87e60815eee04e012e7129a4ce6881f5
MD5 (FreeBSD-10.1-RELEASE-amd64-uefi-dvd1.iso) = 12a00b38d33d7af0f3833e78f1bcf8b1
MD5 (FreeBSD-10.1-RELEASE-amd64-uefi-dvd1.iso.xz) = 8274be64a7a38f4ac6d88ff76d0c8a31
MD5 (FreeBSD-10.1-RELEASE-amd64-uefi-memstick.img) = bde386862f0746ee3d12248d29ea4c8f
MD5 (FreeBSD-10.1-RELEASE-amd64-uefi-memstick.img.xz) = 1152e3163edd8b91ff0d186c1a246c64
MD5 (FreeBSD-10.1-RELEASE-amd64-uefi-mini-memstick.img) = 45c5246064069d95617bff55d07a572b
MD5 (FreeBSD-10.1-RELEASE-amd64-uefi-mini-memstick.img.xz) = 70da2a99275ce4828ebe8158f4e61491









i386 (x86):


SHA256 (FreeBSD-10.1-RELEASE-i386-bootonly.iso) = 215f11d0cd7a6af7be4129f70ba417af4f239ca2f922277b715a7098bdf8ca38
SHA256 (FreeBSD-10.1-RELEASE-i386-bootonly.iso.xz) = 9ea4681d340e9ea3b049d0e3d00601afa74d95dd6ab3fda73611b83d9f029f50
SHA256 (FreeBSD-10.1-RELEASE-i386-disc1.iso) = fe31790b762b01c99791d33e7fd9ab97323654785ce21f588116c8b4eb381cd0
SHA256 (FreeBSD-10.1-RELEASE-i386-disc1.iso.xz) = b765f92da152c00e3a82dceef61e00a0ccd87d004a81c51630a0907cd986ff4f
SHA256 (FreeBSD-10.1-RELEASE-i386-dvd1.iso) = 838f02c547372e8b36b3dbd46169e3cf18464b64f0196e90efdbbeaa3cb49567
SHA256 (FreeBSD-10.1-RELEASE-i386-dvd1.iso.xz) = 231da3aa96ddb90c43aba523dba3d36e445d3b0e8e81c4d9ceaf32e75fd79a26
SHA256 (FreeBSD-10.1-RELEASE-i386-memstick.img) = 583dedeaa95ff76c4384e6589dc882b701a6a40ffdfd4ee2a80ef60092a7d319
SHA256 (FreeBSD-10.1-RELEASE-i386-memstick.img.xz) = 6b304451b026a93e6dc05724043d9ae4036bf8b670f8a3b275fe9983a96e58b8
SHA256 (FreeBSD-10.1-RELEASE-i386-mini-memstick.img) = 20e8692b047000e4e49af0973a0c48b68da198dc1d6ce6c1e0fd134a6d7c8ecd
SHA256 (FreeBSD-10.1-RELEASE-i386-mini-memstick.img.xz) = e44e22fd6b8d69501dd5607337b7b2abf3304c1c7917d923e4a57c067ece607d






MD5 (FreeBSD-10.1-RELEASE-i386-bootonly.iso) = 369c3dfc8d8bc6161f394953dbe92497
MD5 (FreeBSD-10.1-RELEASE-i386-bootonly.iso.xz) = 93781f084413d19aaeecb0911b458872
MD5 (FreeBSD-10.1-RELEASE-i386-disc1.iso) = 75c7c7ed926e4c01e015a6ea917532ed
MD5 (FreeBSD-10.1-RELEASE-i386-disc1.iso.xz) = a3d223463f7461edfe333b0d6bc3416c
MD5 (FreeBSD-10.1-RELEASE-i386-dvd1.iso) = 55c73545418628e84e3571cc5842b72d
MD5 (FreeBSD-10.1-RELEASE-i386-dvd1.iso.xz) = 14e7a3fe085a74717957aa6ae28d4328
MD5 (FreeBSD-10.1-RELEASE-i386-memstick.img) = 20a8b7a731192f85ab40802ceb2b3927
MD5 (FreeBSD-10.1-RELEASE-i386-memstick.img.xz) = 659f8d731c1eeb766a8048fad1832629
MD5 (FreeBSD-10.1-RELEASE-i386-mini-memstick.img) = 7186991a4c4a7b040e75c1483c94d417
MD5 (FreeBSD-10.1-RELEASE-i386-mini-memstick.img.xz) = c193ff5de9fd91b556ca75f7cf65d316









ia64:


SHA256 (FreeBSD-10.1-RELEASE-ia64-bootonly.iso) = 79ebfa826a412c82c39da4a623e1bc09f846175044ff662b493a313ab8b6ef30
SHA256 (FreeBSD-10.1-RELEASE-ia64-bootonly.iso.xz) = 001fe3f0a7ee8a97c32b6988551ca24386fe893af388cc9ba604141aed84f0be
SHA256 (FreeBSD-10.1-RELEASE-ia64-disc1.iso) = bf5f0d3950d9490522e802acdbce85f28544ccb536029cace73272223a4fc23d
SHA256 (FreeBSD-10.1-RELEASE-ia64-disc1.iso.xz) = 5fbe58dd0b525bd71153db50d7e058ce479c5fb381668ae91c7219bfcb6b3197
SHA256 (FreeBSD-10.1-RELEASE-ia64-memstick.img) = e1e0b8d38dc661e913383e6ceea7b0e424de2219d2e96fbd5069de6a2fad3b29
SHA256 (FreeBSD-10.1-RELEASE-ia64-memstick.img.xz) = 3e68d2ae629814880b6591d6ca00ef5e8f4356dacb4694ed85e5f5d11b545c25
SHA256 (FreeBSD-10.1-RELEASE-ia64-mini-memstick.img) = 05d117e2b5858bba42842b9604efb9462fb2ee7ff58d4449bfd2de89472717ce
SHA256 (FreeBSD-10.1-RELEASE-ia64-mini-memstick.img.xz) = de12e8ea731d6c61339f021bd845618642045eda2a2370231655479c1aa055a8






MD5 (FreeBSD-10.1-RELEASE-ia64-bootonly.iso) = 2f618152831fa9dfdcefd04c575e176a
MD5 (FreeBSD-10.1-RELEASE-ia64-bootonly.iso.xz) = b6b0a1325e3ba3efbbb7441f9689835c
MD5 (FreeBSD-10.1-RELEASE-ia64-disc1.iso) = 65a64d7c65c888af199038995f794b44
MD5 (FreeBSD-10.1-RELEASE-ia64-disc1.iso.xz) = 501d04715c918f047c9a7694990c68ea
MD5 (FreeBSD-10.1-RELEASE-ia64-memstick.img) = e47a348749e33a26ef16847d358b68e3
MD5 (FreeBSD-10.1-RELEASE-ia64-memstick.img.xz) = 10aa6bc0f233f4bed0631faa934a8944
MD5 (FreeBSD-10.1-RELEASE-ia64-mini-memstick.img) = 7b969e5bcf96bc5657453e3ea6439a30
MD5 (FreeBSD-10.1-RELEASE-ia64-mini-memstick.img.xz) = 634ea43a056ee16c70513cd7a9df4274









powerpc:


SHA256 (FreeBSD-10.1-RELEASE-powerpc-bootonly.iso) = 4bfa59ccbe3503c82ae9a53f3e4f1b9984aa9d1a2c3f62a9554e7b2e7e5f7d5d
SHA256 (FreeBSD-10.1-RELEASE-powerpc-bootonly.iso.xz) = ee15a3a8bcbcb8b74253c8b2098b88df9ab47e6916b6c7a879166ff99e919d73
SHA256 (FreeBSD-10.1-RELEASE-powerpc-disc1.iso) = e28732f2023c839ec4157d01efe65e773a267ea195b451fac0c2ca0222b094c6
SHA256 (FreeBSD-10.1-RELEASE-powerpc-disc1.iso.xz) = 875e7492eb78cb105e6aa421fe14290640627a8dfacdee26a5c1ecd1daa9dec2
SHA256 (FreeBSD-10.1-RELEASE-powerpc-memstick.img) = f011296938b30cc3c8f243a6efa1af0337c92a76b71b3e7788772464b93099d0
SHA256 (FreeBSD-10.1-RELEASE-powerpc-memstick.img.xz) = 2eca4233521a9928222289acfc2e035be8868bd269ebd8b9c72fb4faf2fc32f8
SHA256 (FreeBSD-10.1-RELEASE-powerpc-mini-memstick.img) = e32fdefb9db57699cdc8db6ab6dec9d0100a39dabbc22566710f6defffc2cb49
SHA256 (FreeBSD-10.1-RELEASE-powerpc-mini-memstick.img.xz) = 223657c10c76647431c6baab905bc0f49f77262946c77b8856503a378b2533d8






MD5 (FreeBSD-10.1-RELEASE-powerpc-bootonly.iso) = 8a96adf66bbe1f78c11315ffb87a9418
MD5 (FreeBSD-10.1-RELEASE-powerpc-bootonly.iso.xz) = 0733497177c62f853019ebfe8addc03a
MD5 (FreeBSD-10.1-RELEASE-powerpc-disc1.iso) = 00e4236a40ebdd816f821024e9b2ff3f
MD5 (FreeBSD-10.1-RELEASE-powerpc-disc1.iso.xz) = 55820da1566f41e551ad81c4772d3b66
MD5 (FreeBSD-10.1-RELEASE-powerpc-memstick.img) = f0d791af2926c39294597382d2b2347b
MD5 (FreeBSD-10.1-RELEASE-powerpc-memstick.img.xz) = 443dde38177f9ea832f7b6fb39413821
MD5 (FreeBSD-10.1-RELEASE-powerpc-mini-memstick.img) = ceb1747602f47230f6f5ce547f542802
MD5 (FreeBSD-10.1-RELEASE-powerpc-mini-memstick.img.xz) = a312731e45fb2215390bf3ad456a465f









powerpc64:


SHA256 (FreeBSD-10.1-RELEASE-powerpc-powerpc64-bootonly.iso) = 9019c06aa9adc07c1869e2bed9c17a2efd7506e58757dba829df966562d6734f
SHA256 (FreeBSD-10.1-RELEASE-powerpc-powerpc64-bootonly.iso.xz) = a187a73bfbe4d8a5f8367ef81e1bc12b75ecce765d00a86106b34e0a61b17762
SHA256 (FreeBSD-10.1-RELEASE-powerpc-powerpc64-disc1.iso) = b3177b929feee1b1b7e1a11e9de1e853530c5463365e7a8e1c0e8f0b8060a711
SHA256 (FreeBSD-10.1-RELEASE-powerpc-powerpc64-disc1.iso.xz) = 1653cf593867ae097085f26619e47b483621faf9d5e118531f919083a0ac191a
SHA256 (FreeBSD-10.1-RELEASE-powerpc-powerpc64-memstick.img) = 76b7f8d1db4f52a1220f8c0aae03953adce20729b18711e0810ca4400a42f00d
SHA256 (FreeBSD-10.1-RELEASE-powerpc-powerpc64-memstick.img.xz) = dc6c6344d226c35ea4bdd299582d66cb2c173eb02d9efc5ea827d5dc9c1f6a46
SHA256 (FreeBSD-10.1-RELEASE-powerpc-powerpc64-mini-memstick.img) = 3f491270faf03c130ef8a36355c0f3e43d3edbc2b1961172ab286dd0f5326b79
SHA256 (FreeBSD-10.1-RELEASE-powerpc-powerpc64-mini-memstick.img.xz) = 05f4af0621ab829ffc49414951efd6410033f04c1f82cfa3348a0589874e5839






MD5 (FreeBSD-10.1-RELEASE-powerpc-powerpc64-bootonly.iso) = 46edbf7e8206d6790fc0338b157186c6
MD5 (FreeBSD-10.1-RELEASE-powerpc-powerpc64-bootonly.iso.xz) = b2e1b21ed727e1e4897b14fc86ecdd3c
MD5 (FreeBSD-10.1-RELEASE-powerpc-powerpc64-disc1.iso) = 36bc31330c9bb9ddb2f33a740a34b7e3
MD5 (FreeBSD-10.1-RELEASE-powerpc-powerpc64-disc1.iso.xz) = 7596f5a3806bd9c576e912162cd26c49
MD5 (FreeBSD-10.1-RELEASE-powerpc-powerpc64-memstick.img) = dfd219d603897dea212fed589fab0bb7
MD5 (FreeBSD-10.1-RELEASE-powerpc-powerpc64-memstick.img.xz) = 6c29dbe6a50685ac7fa6195989e17a79
MD5 (FreeBSD-10.1-RELEASE-powerpc-powerpc64-mini-memstick.img) = b33e0a4d07a87167a0e761841033169d
MD5 (FreeBSD-10.1-RELEASE-powerpc-powerpc64-mini-memstick.img.xz) = 1d383970297837af1686af41fc0ed3d6









sparc64:


SHA256 (FreeBSD-10.1-RELEASE-sparc64-bootonly.iso) = 1d16052206ddbf934b9335b1f6ac37eebd202d6103690d29b2871cfce24e09b9
SHA256 (FreeBSD-10.1-RELEASE-sparc64-bootonly.iso.xz) = 2eceee7d1169a540953c39f8fff316b488fac9ffdbc7c708a701fc1235d36383
SHA256 (FreeBSD-10.1-RELEASE-sparc64-disc1.iso) = 09fd3898f126446ccd7ab84c1893a0451fe13172cf4e95b0a139f87063d17965
SHA256 (FreeBSD-10.1-RELEASE-sparc64-disc1.iso.xz) = 3b1c060c444e9bb9b8e4dc3e6a7947c74fd4ec7b89f71a1e5cd031109adac613






MD5 (FreeBSD-10.1-RELEASE-sparc64-bootonly.iso) = ec1487a3b45fbd67516df508354ca7e6
MD5 (FreeBSD-10.1-RELEASE-sparc64-bootonly.iso.xz) = 3cadc6891b453842f110051dd65a0deb
MD5 (FreeBSD-10.1-RELEASE-sparc64-disc1.iso) = 29e14724de8706d6035619e90d1fd275
MD5 (FreeBSD-10.1-RELEASE-sparc64-disc1.iso.xz) = b82a65dfd166e749a343d7c5c7fbe534









armv6 (BEAGLEBONE):


SHA256 (FreeBSD-10.1-RELEASE-arm-armv6-BEAGLEBONE.img.bz2) = 20427b94faee5400acdafd26fa59be284323f3ebef463fdae07102036bafa5c2






MD5 (FreeBSD-10.1-RELEASE-arm-armv6-BEAGLEBONE.img.bz2) = 92763ed74756af81205577220f655fb7









armv6 (RPI-B):


SHA256 (FreeBSD-10.1-RELEASE-arm-armv6-RPI-B.img.bz2) = 3afd6fb5f9d4bf52c03c3ce26ebef658505a86979c2f7bdedca726b79509c68f






MD5 (FreeBSD-10.1-RELEASE-arm-armv6-RPI-B.img.bz2) = a9f4130b305a368ec2ceaf1a45e3de31









armv6 (PANDABOARD):


SHA256 (FreeBSD-10.1-RELEASE-arm-armv6-PANDABOARD.img.bz2) = 095d850318c5edb3a89a54313fcfc97b56e9b28e512a46bc3a6c2c47168d0c34






MD5 (FreeBSD-10.1-RELEASE-arm-armv6-PANDABOARD.img.bz2) = c7f98f10436fbfe53a77d1718113a869









armv6 (ZEDBOARD):


SHA256 (FreeBSD-10.1-RELEASE-arm-armv6-ZEDBOARD.img.bz2) = 664a0da6eb7a97b426510e6b894673604156046c99c2056fa50aaff8fd5c2838






MD5 (FreeBSD-10.1-RELEASE-arm-armv6-ZEDBOARD.img.bz2) = 1d7046a8eac902b4aaadec2eb80f4739











Virtual Machine Disk Image Checksums



amd64 (x86_64):


SHA256 (FreeBSD-10.1-RELEASE-amd64.qcow2.xz) = cd7cd17083fc27e61303a4fe958ef7c5d76ff4a5a4dc4e8140f9fcbbe79318aa
SHA256 (FreeBSD-10.1-RELEASE-amd64.raw.xz) = 417dcffa96f011f241d0411c8131ff770055182cd5bfac13a14cf5598f7d1fc9
SHA256 (FreeBSD-10.1-RELEASE-amd64.vhd.xz) = dee50dc8fb4b3fade150bd1c83044752cb924c90f7c956ff028fe96cbb249d89
SHA256 (FreeBSD-10.1-RELEASE-amd64.vmdk.xz) = 62365d4c5cb4c0d2166aa17d3055bd1eb11031197cf0f4a941e82c7052d5bd1a






MD5 (FreeBSD-10.1-RELEASE-amd64.qcow2.xz) = 4ccd43ada573bfe59ae5f55e90625573
MD5 (FreeBSD-10.1-RELEASE-amd64.raw.xz) = b82d3d653acc2d1793576e12373fc2bc
MD5 (FreeBSD-10.1-RELEASE-amd64.vhd.xz) = 4134062704525d377cc9ed9480830723
MD5 (FreeBSD-10.1-RELEASE-amd64.vmdk.xz) = fd35600f0ed161380f1188f575c5a26a









i386 (x86):


SHA256 (FreeBSD-10.1-RELEASE-i386.qcow2.xz) = 7d41f71f33745edc5c89a97cdc242f5ead847a297b77f2e1c9f5d61519928995
SHA256 (FreeBSD-10.1-RELEASE-i386.raw.xz) = 3391847d935efc885268d398031595ad097eb20dd23ceba0a04d4a975e33d941
SHA256 (FreeBSD-10.1-RELEASE-i386.vhd.xz) = f655fa0b1f3527414770f89dcff7b64bc79ad5269c1a23bc33ca4abea3ab8f7c
SHA256 (FreeBSD-10.1-RELEASE-i386.vmdk.xz) = f18217857d59db0b73962d6b28666c40def1cb7d069b3ce657859486755c0422






MD5 (FreeBSD-10.1-RELEASE-i386.qcow2.xz) = a0de99d75c5004aae54e32d60485bd05
MD5 (FreeBSD-10.1-RELEASE-i386.raw.xz) = 430af5f70e24652067ad21345651e3ef
MD5 (FreeBSD-10.1-RELEASE-i386.vhd.xz) = eac51224bfcf81bd14c55266b84d39e1
MD5 (FreeBSD-10.1-RELEASE-i386.vmdk.xz) = 8bc11dadbdb10988d40b583a9167f4c7






Love FreeBSD? Support this and future releases with a
donation [https://www.freebsdfoundation.org/donate/] to The
&os; Foundation!
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Date: Mon, 20 Dec 1999 10:45:47 -0800


From: “Jordan K. Hubbard” <jkh@freebsd.org>

Subject:FreeBSD 3.4-RELEASE is now available.





Just in under the wire for the current millenium, I’m happy to announce
the availability of FreeBSD 3.4-RELEASE, the very latest in 3.x-STABLE
branch technology. Following the release of FreeBSD 3.3 in Sept, 1999, a
lot of new features have been added, many bugs were fixed and even more
important security issues were dealt with. Please see the release
notes for more information.


FreeBSD 3.4-RELEASE is available at
ftp.FreeBSD.org [ftp://ftp.FreeBSD.org/pub/FreeBSD/] and various
FTP mirror sites throughout the world.
It can also be ordered on CD from The FreeBSD
Mall [http://www.FreeBSDMall.com/], from where it will be shipping
soon on a 4 CD set containing installation bits for x86 architecture, as
well as a lot of other material of general interest to programmers and
end-users alike (3.4-RELEASE for the Alpha architecture is available
from the FTP site and will also be available on CDROM several weeks
after the x86 product is released).


NOTE: All of the profits from the sales of this CD set go to support the
FreeBSD Project! We are also continuing our new tradition (started with
3.3-RELEASE) of making disc #1 from Walnut Creek CDROM’s official
distribution available via anonymous FTP. This is the most important CD
of their 4 set, one which will allow users to install the base system
and all of its most important add-ons from a single ISO 9660 image. We
are doing this because the ISO image is rapidly becoming the preferred
format for distributing operating system releases and we’re certainly
not going to go out of our way to make FreeBSD harder to “test drive” if
providing the standard NFS/FTP network installation methods is no longer
enough. This is a fully-bootable ISO 9660 (with RockRidge extensions)
image and can be written as a raw ISO image by most CD creator software.


We can’t promise that all the mirror sites will carry the rather large
installation (660MB) image, but it will at least be available from:


ftp://ftp.FreeBSD.org/pub/FreeBSD/releases/i386/ISO-IMAGES/3.4-install.iso


along with the more traditional 3.4-RELEASE bits. If you can’t afford
the CDs, are impatient, or just want to use it for evangelism purposes,
then by all means download the ISO, otherwise please do continue to
support the FreeBSD project by purchasing one of its official CD
releases from Walnut Creek CDROM.


The official FTP distribution site for FreeBSD is:



ftp://ftp.FreeBSD.org/pub/FreeBSD/



Or via the WEB pages at:




		http://www.FreeBSDMall.com/ and


		http://www.cdrom.com [http://www.cdrom.com/]









And directly from Walnut Creek CDROM:




		Walnut Creek CDROM


		4041 Pike Lane, #F
Concord CA, 94520 USA
Phone: +1 925 674-0783
Fax: +1 925 674-0821
Tech Support: +1 925 603-1234
Email: info@cdrom.com
WWW: http://www.cdrom.com/









Additionally, FreeBSD is available via anonymous FTP from mirror
sites in the following countries:
Argentina, Australia, Brazil, Bulgaria, Canada, the Czech Republic,
Denmark, Estonia, Finland, France, Germany, Hong Kong, Hungary, Iceland,
Ireland, Israel, Japan, Korea, Latvia, Malaysia, the Netherlands,
Poland, Portugal, Rumania, Russia, Slovenia, South Africa, Spain,
Sweden, Taiwan, Thailand, the Ukraine and the United Kingdom (and quite
possibly several others which I’ve never even heard of :).


Before trying the central FTP site, please check your regional mirror(s)
first by going to:


ftp://ftp.<yourdomain>.freebsd.org/pub/FreeBSD


Any additional mirror sites will be labeled ftp2, ftp3 and so on.


The latest versions of export-restricted code for FreeBSD (2.0C or
later) (eBones and secure) are also being made available at the
following locations. If you are outside the U.S. or Canada, please get
secure (DES) and eBones (Kerberos) from one of the following foreign
distribution sites:



		South Africa


		
ftp://ftp.internat.FreeBSD.ORG/pub/FreeBSD


ftp://ftp2.internat.FreeBSD.ORG/pub/FreeBSD








		Brazil


		ftp://ftp.br.FreeBSD.ORG/pub/FreeBSD


		Finland


		ftp://nic.funet.fi/pub/unix/FreeBSD/eurocrypt





Thanks!



		Jordan





Release Home
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Introduction


This is the release schedule for FreeBSD &local.rel;. For more
information about the release engineering process, please see the
Release Engineering section of the web
site.


General discussions about the pending release and known issues should be
sent to the public
freebsd-stable mailing list.
MFC
requests should be sent to re@FreeBSD.org.


β.local.where; &beta2.local.where;





Schedule










		Action
		Expected
		Actual
		Description



		Initial release schedule announcement
		
		






		10 July 2014
		Release Engineers send announcement email to developers with a rough schedule.



		Release schedule reminder
		10 August 2014
		10 August 2014
		Release Engineers send reminder announcement e-mail to developers with updated schedule.



		Code slush begins
		22 August 2014
		22 August 2014
		Release Engineers announce that all further commits to the &local.branch.stable; branch will not require explicit approval, however new features should be avoided.



		Code freeze begins
		5 September 2014
		5 September 2014
		Release Engineers announce that all further commits to the &local.branch.stable; branch will require explicit approval. Certain blanket approvals will be granted for narrow areas of development, documentation improvements, etc.



		BETA1 builds begin
		12 September 2014
		12 September 2014
		First beta test snapshot.



		BETA2 builds begin
		19 September 2014
		19 September 2014
		Second beta test snapshot.



		BETA3 builds begin
		26 September 2014
		26 September 2014
		Third beta test snapshot.



		&local.branch.releng; branch
		3 October 2014
		3 October 2014
		Subversion branch created; future release engineering proceeds on this branch.



		RC1 builds begin
		3 October 2014
		3 October 2014
		First release candidate.



		RC2 builds begin
		10 October 2014
		10 October 2014
		Second release candidate.



		RC3 builds begin
		17 October 2014
		21 October 2014
		Third release candidate.



		RC4 builds begin *
		29 October 2014
		30 October 2014
		Fourth release candidate.



		RELEASE builds begin
		
		[STRIKEOUT:24 October 2014]


		[STRIKEOUT:5 November 2014]
12 November 2014






		11 November 2014
		&local.rel;-RELEASE builds begin.



		RELEASE announcement
		
		[STRIKEOUT:29 October 2014]


		[STRIKEOUT:10 November 2014]
19 November 2014






		14 November 2014
		&local.rel;-RELEASE press release.



		Turn over to the secteam
		
		






		26 November 2014
		&local.branch.releng; branch is handed over to the FreeBSD Security Officer Team in one or two weeks after the announcement.







“*” indicates late additions to the schedule.





Status / TODO


&os; Release Engineering TODO
Page





Additional Information



		FreeBSD Release Engineering website











          

      

      

    


    
        © Copyright 2015, The FreeBSD Project.
      Created using Sphinx 1.3.1.
    

  

htdocs/releases/3.4R/notes.html


    
      Navigation


      
        		
          index


        		FreeBSD 10.1 documentation »

 
      


    


    
      
          
            
  
&title;


]>


                  RELEASE NOTES - FREEBSD 3.4-RELEASE

Welcome to 3.4-RELEASE, a full follow-on to 3.3-RELEASE which was
shipped in October 1999.  In the months since 3.3 was released, many
bug fixes and general enhancements have been made to the system.  Please
see relevant details below.

Any installation failures or crashes should be reported by using the
send-pr command (those preferring a WEB based interface can also see
http://www.FreeBSD.org/send-pr.html).

For information about FreeBSD and the layout of the 3.4-RELEASE
directory (especially if you're installing from floppies!), see
ABOUT.TXT.  For installation instructions, see the INSTALL.TXT and
HARDWARE.TXT files.

Table of contents:
------------------
1. What's new since 3.3-RELEASE
   1.1 KERNEL CHANGES
   1.2 SECURITY FIXES
   1.3 USERLAND CHANGES

2. Supported Configurations
   2.1 Disk Controllers
   2.2 Ethernet cards
   2.3 ATM
   2.4 Misc

3. Obtaining FreeBSD
   3.1 FTP/Mail
   3.2 CDROM

4. Upgrading from previous releases of FreeBSD

5. Reporting problems, making suggestions, submitting code

6. Acknowledgments


1. What's new since 3.3-RELEASE
---------------------------------

1.1. KERNEL CHANGES
-------------------

Support for Adaptec 152x/151x/AIC-6360 SCSI controllers is back.

netgraph(4) has been added.  Netgraph provides a uniform and modular system
for the implementation of kernel objects which perform various networking
functions.  To enable it, ``options NETGRAPH'' must be added to the kernel.

i4b(4) has been upgraded to version 00.83.00, providing increased robustness
and stability, and supporting many new cards (Asuscom ISDNlink 128K,
AVM Fritz!Card PCI, AVM Fritz!Card PnP, ELSA PCC-16, ITK ix1 micro V.3,
Siemens I-Surf 2.0).

RAID-5 support has been added to vinum(8).

Driver support for the Intel PIIX4 and AcerLabs M15x3 power management
controllers has been added.


1.2. SECURITY CHANGES
---------------------

Support has been added for blocking incoming ICMP redirects, outgoing RST
frames and incoming SYN|FIN frames in order to lessen or nullify the
impact of certain kinds of DoS attacks.

Support has been added for forwarding IP datagrams without inspecting or
decreasing the TTL in order to make gateways and firewalls less visible
and therefore less exposed to attacks.

New networking security features include the ability to drop TCP packets with
SYN+FIN (NOTE: this breaks rfc1644 extensions (T/TCP)), restrict emission of
RST, ignore incoming ICMP REDIRECT messages, and also set to log incoming
ICMP REDIRECT messages.  See rc.conf(5) for details on how to utilize these
new features.


1.3. USERLAND CHANGES
---------------------

Inetd has gained built-in support for ident and has a workaround
for accidently blocking while accepting.

ppp(8) now supports PPPoE (PPP over Ethernet) compliments of the pppoe
netgraph node.  It also supports PPP over ISDN, including standard ISDN
link bonding.  ppp(8) now uses the -nat command line argument and the ``nat''
command to control network address translation.  The old [-]alias command
still works, but produces a warning and will soon be removed.  Additionally,
ppp(8) now loads the tun module as required, allows a tun unit specification
on the command line, supports a -foreground command line option, allows
fast-queue configuration, provides a functional ``set autoload'' command
(for on-demand multi-link ppp), allows GRE packet filtering and has had
many bugs fixed.

There's a new pppoed daemon for servicing PPP over Ethernet requests.
Refer to rc.conf(5) and pppoed(8) for details.

2. Supported Configurations
---------------------------
FreeBSD currently runs on a wide variety of ISA, VLB, EISA and PCI bus
based PC's, ranging from 386sx to Pentium class machines (though the
386sx is not recommended).  Support for generic IDE or ESDI drive
configurations, various SCSI controller, network and serial cards is
also provided.

What follows is a list of all peripherals currently known to work with
FreeBSD.  Other configurations may also work, we have simply not as yet
received confirmation of this.


2.1. Disk Controllers
---------------------
WD1003 (any generic MFM/RLL)
WD1007 (any generic IDE/ESDI)
IDE
ATA

Adaptec 1535 ISA SCSI controllers
Adaptec 154x series ISA SCSI controllers
Adaptec 174x series EISA SCSI controller in standard and enhanced mode.
Adaptec 274X/284X/2920C/294x/2950/3940/3950 (Narrow/Wide/Twin) series
EISA/VLB/PCI SCSI controllers.
Adaptec AIC7850, AIC7860, AIC7880, AIC789x, on-board SCSI controllers.
Adaptec 1510 series ISA SCSI controllers (not for bootable devices)
Adaptec 152x series ISA SCSI controllers
Adaptec AIC-6260 and AIC-6360 based boards, which includes the AHA-152x
and SoundBlaster SCSI cards.

AdvanSys SCSI controllers (all models).

BusLogic MultiMaster controllers:

[ Please note that BusLogic/Mylex "Flashpoint" adapters are NOT yet supported ]

BusLogic MultiMaster "W" Series Host Adapters:
    BT-948, BT-958, BT-958D
BusLogic MultiMaster "C" Series Host Adapters:
    BT-946C, BT-956C, BT-956CD, BT-445C, BT-747C, BT-757C, BT-757CD, BT-545C,
    BT-540CF
BusLogic MultiMaster "S" Series Host Adapters:
    BT-445S, BT-747S, BT-747D, BT-757S, BT-757D, BT-545S, BT-542D, BT-742A,
    BT-542B
BusLogic MultiMaster "A" Series Host Adapters:
    BT-742A, BT-542B

AMI FastDisk controllers that are true BusLogic MultiMaster clones are also
supported.

DPT SmartCACHE Plus, SmartCACHE III, SmartRAID III, SmartCACHE IV and
SmartRAID IV SCSI/RAID controllers are supported.  The DPT SmartRAID/CACHE V
is not yet supported.

SymBios (formerly NCR) 53C810, 53C810a, 53C815, 53C820, 53C825a,
53C860, 53C875, 53C875j, 53C885, 53C895 and 53C896 PCI SCSI controllers:
        ASUS SC-200
        Data Technology DTC3130 (all variants)
        Diamond FirePort (all)
        NCR cards (all)
        Symbios cards (all)
        Tekram DC390W, 390U and 390F
        Tyan S1365


QLogic 1020, 1040, 1040B, 1080 and 1240 SCSI Host Adapters.
QLogic 2100 Fibre Channel Adapters (private loop only).

DTC 3290 EISA SCSI controller in 1542 emulation mode.

With all supported SCSI controllers, full support is provided for
SCSI-I & SCSI-II peripherals, including hard disks, optical disks,
tape drives (including DAT and 8mm Exabyte), medium changers, processor
target devices and CDROM drives.  WORM devices that support CDROM commands
are supported for read-only access by the CDROM driver.  WORM/CD-R/CD-RW
writing support is provided by cdrecord, which is in the ports tree.

The following CD-ROM type systems are supported at this time:
(cd)    SCSI interface (also includes ProAudio Spectrum and
        SoundBlaster SCSI)
(matcd) Matsushita/Panasonic (Creative SoundBlaster) proprietary
        interface (562/563 models)
(scd)   Sony proprietary interface (all models)
(wcd)   ATAPI IDE interface

The following drivers were supported under the old SCSI subsystem, but are
NOT YET supported under the new CAM SCSI subsystem:

  NCR5380/NCR53400 ("ProAudio Spectrum") SCSI controller.

  UltraStor 14F, 24F and 34F SCSI controllers.

  Seagate ST01/02 SCSI controllers.

  Future Domain 8xx/950 series SCSI controllers.

  WD7000 SCSI controller.

  [ Note:  There is work-in-progress to port the UltraStor driver to
    the new CAM SCSI framework, but no estimates on when or if it will
    be completed. ]

Unmaintained drivers, they might or might not work for your hardware:

  Floppy tape interface (Colorado/Mountain/Insight)

  (mcd)   Mitsumi proprietary CD-ROM interface (all models)

2.2. Ethernet cards
-------------------

Adaptec Duralink PCI fast Ethernet adapters based on the Adaptec
AIC-6915 fast Ethernet controller chip, including the following:
  ANA-62011 64-bit single port 10/100-BaseTX adapter
  ANA-62022 64-bit dual port 10/100-BaseTX adapter
  ANA-62044 64-bit quad port 10/100-BaseTX adapter
  ANA-69011 32-bit single port 10/100-BaseTX adapter
  ANA-62020 64-bit single port 100-BaseFX adapter

Allied-Telesis AT1700 and RE2000 cards

Alteon Networks PCI gigabit Ethernet NICs based on the Tigon 1 and Tigon 2
chipsets, including the following:
  Alteon AceNIC (Tigon 1 and 2)
  3Com 3c985-SX (Tigon 1 and 2)
  Netgear GA620 (Tigon 2)
  Silicon Graphics Gigabit Ethernet
  DEC/Compaq EtherWORKS 1000
  NEC Gigabit Ethernet

AMD PCnet/PCI (79c970 & 53c974 or 79c974)

SMC Elite 16 WD8013 Ethernet interface, and most other WD8003E,
WD8003EBT, WD8003W, WD8013W, WD8003S, WD8003SBT and WD8013EBT
based clones.  SMC Elite Ultra.  SMC Etherpower II.

RealTek 8129/8139 fast Ethernet NICs including the following:
  Allied Telesyn AT2550
  Allied Telesyn AT2500TX
  Genius GF100TXR (RTL8139)
  NDC Communications NE100TX-E
  OvisLink LEF-8129TX
  OvisLink LEF-8139TX
  Netronix Inc. EA-1210 NetEther 10/100
  KTX-9130TX 10/100 Fast Ethernet
  Accton "Cheetah" EN1027D (MPX 5030/5038; RealTek 8139 clone?)
  SMC EZ Card 10/100 PCI 1211-TX

Lite-On 82c168/82c169 PNIC fast Ethernet NICs including the following:
  LinkSys EtherFast LNE100TX
  NetGear FA310-TX Rev. D1
  Matrox FastNIC 10/100
  Kingston KNE110TX

Macronix 98713, 98713A, 98715, 98715A and 98725 fast Ethernet NICs
  NDC Communications SFA100A (98713A)
  CNet Pro120A (98713 or 98713A)
  CNet Pro120B (98715)
  SVEC PN102TX (98713)

Macronix/Lite-On PNIC II LC82C115 fast Ethernet NICs including the following:
  LinkSys EtherFast LNE100TX Version 2

Winbond W89C840F fast Ethernet NICs including the following:
  Trendware TE100-PCIE

VIA Technologies VT3043 "Rhine I" and VT86C100A "Rhine II" fast Ethernet
NICs including the following:
  Hawking Technologies PN102TX
  D-Link DFE530TX

Silicon Integrated Systems SiS 900 and SiS 7016 PCI fast ethernet NICs.

Sundance Technologies ST201 PCI fast ethernet NICs including
the following:
  D-Link DFE-550TX

SysKonnect SK-984x PCI gigabit Ethernet cards including the following:
  SK-9841 1000baseLX single mode fiber, single port
  SK-9842 1000baseSX multi-mode fiber, single port
  SK-9843 1000baseLX single mode fiber, dual port
  SK-9844 1000baseSX multi-mode fiber, dual port

Texas Instruments ThunderLAN PCI NICs, including the following:
  Compaq Netelligent 10, 10/100, 10/100 Proliant, 10/100 Dual-Port
  Compaq Netelligent 10/100 TX Embedded UTP, 10 T PCI UTP/Coax, 10/100 TX UTP
  Compaq NetFlex 3P, 3P Integrated, 3P w/ BNC
  Olicom OC-2135/2138, OC-2325, OC-2326 10/100 TX UTP
  Racore 8165 10/100-BaseTX
  Racore 8148 10-BaseT/100-BaseTX/100-BaseFX multi-personality

ADMtek Inc. AL981-based PCI fast Ethernet NICs
ADMtek Inc. AN985-based PCI fast Ethernet NICs

ASIX Electronics AX88140A PCI NICs, including the following:
  Alfa Inc. GFC2204
  CNet Pro110B

DEC EtherWORKS III NICs (DE203, DE204, and DE205)
DEC EtherWORKS II NICs (DE200, DE201, DE202, and DE422)
DEC DC21040, DC21041, or DC21140 based NICs (SMC Etherpower 8432T, DE245, etc)
DEC FDDI (DEFPA/DEFEA) NICs

Fujitsu MB86960A/MB86965A

HP PC Lan+ cards (model numbers: 27247B and 27252A).

Intel EtherExpress 16
Intel EtherExpress Pro/10
Intel EtherExpress Pro/100B PCI Fast Ethernet

Isolan AT 4141-0 (16 bit)
Isolink 4110     (8 bit)

Novell NE1000, NE2000, and NE2100 Ethernet interface.

PCI network cards emulating the NE2000: RealTek 8029, NetVin 5000,
Winbond W89C940, Surecom NE-34, VIA VT86C926.

3Com 3C501 cards

3Com 3C503 Etherlink II

3Com 3c505 Etherlink/+

3Com 3C507 Etherlink 16/TP

3Com 3C509, 3C579, 3C589 (PCMCIA), 3C590/592/595/900/905/905B/905C PCI
and EISA (Fast) Etherlink III / (Fast) Etherlink XL

3Com 3c980/3c980B Fast Etherlink XL server adapter

3Com 3cSOHO100-TX OfficeConnect adapter

Toshiba Ethernet cards

Crystal Semiconductor CS89x0-based NICs, including:
  IBM Etherjet ISA

PCMCIA Etherjet cards from IBM and National Semiconductor are also
supported.


2.3 ATM
-------

   o ATM Host Interfaces
        - FORE Systems, Inc. PCA-200E ATM PCI Adapters
        - Efficient Networks, Inc. ENI-155p ATM PCI Adapters

   o ATM Signaling Protocols
        - The ATM Forum UNI 3.1 signaling protocol
        - The ATM Forum UNI 3.0 signaling protocol
        - The ATM Forum ILMI address registration
        - FORE Systems's proprietary SPANS signaling protocol
        - Permanent Virtual Channels (PVCs)

   o IETF "Classical IP and ARP over ATM" model
        - RFC 1483, "Multi-protocol Encapsulation over ATM Adaptation Layer 5"
        - RFC 1577, "Classical IP and ARP over ATM"
        - RFC 1626, "Default IP MTU for use over ATM AAL5"
        - RFC 1755, "ATM Signaling Support for IP over ATM"
        - RFC 2225, "Classical IP and ARP over ATM"
        - RFC 2334, "Server Cache Synchronization Protocol (SCSP)"
        - Internet Draft draft-ietf-ion-scsp-atmarp-00.txt,
                "A Distributed ATMARP Service Using SCSP"

   o ATM Sockets interface

2.4. Misc
---------

AST 4 port serial card using shared IRQ.

ARNET 8 port serial card using shared IRQ.
ARNET (now Digiboard) Sync 570/i high-speed serial.

Boca BB1004 4-Port serial card (Modems NOT supported)
Boca IOAT66 6-Port serial card (Modems supported)
Boca BB1008 8-Port serial card (Modems NOT supported)
Boca BB2016 16-Port serial card (Modems supported)

Comtrol Rocketport card.

Cyclades Cyclom-y Serial Board.

STB 4 port card using shared IRQ.

SDL Communications Riscom/8 Serial Board.
SDL Communications RISCom/N2 and N2pci high-speed sync serial boards.

Stallion multi-port serial boards: EasyIO, EasyConnection 8/32 & 8/64,
ONboard 4/16 and Brumby.

Specialix SI/XIO/SX ISA, EISA and PCI serial expansion cards/modules.

Adlib, SoundBlaster, SoundBlaster Pro, ProAudioSpectrum, Gravis UltraSound
and Roland MPU-401 sound cards. (snd driver)

Most ISA audio codecs manufactured by Crystal Semiconductors, OPTi, Creative
Labs, Avance, Yamaha and ENSONIQ. (pcm driver)

Connectix QuickCam
Matrox Meteor Video frame grabber
Creative Labs Video Spigot frame grabber
Cortex1 frame grabber
Hauppauge Wincast/TV boards (PCI)
STB TV PCI
Intel Smart Video Recorder III
Various Frame grabbers based on Brooktree Bt848 / Bt878 chip.

HP4020, HP6020, Philips CDD2000/CDD2660 and Plasmon CD-R drives.

PS/2 mice

Standard PC Joystick

X-10 power controllers

GPIB and Transputer drivers.

Genius and Mustek hand scanners.

Xilinx XC6200 based reconfigurable hardware cards compatible with
the HOT1 from Virtual Computers (www.vcc.com)

Support for Dave Mills experimental Loran-C receiver.

Lucent Technologies WaveLAN/IEEE 802.11 PCMCIA and ISA standard speed
(2Mbps) and turbo speed (6Mbps) wireless network adapters and work-a-likes
(NCR WaveLAN/IEEE 802.11, Cabletron RoamAbout 802.11 DS). Note: the
ISA versions of these adapters are actually PCMCIA cards combined with
an ISA to PCMCIA bridge card, so both kinds of devices work with
the same driver.

FreeBSD currently does NOT support IBM's microchannel (MCA) bus.

3. Obtaining FreeBSD
--------------------

You may obtain FreeBSD in a variety of ways:

3.1. FTP/Mail
-------------

You can ftp FreeBSD and any or all of its optional packages from
`ftp.FreeBSD.org' - the official FreeBSD release site.

For other locations that mirror the FreeBSD software see the file
MIRROR.SITES.  Please ftp the distribution from the site closest (in
networking terms) to you.  Additional mirror sites are always welcome!
Contact freebsd-admin@FreeBSD.org for more details if you'd like to
become an official mirror site.

If you do not have access to the Internet and electronic mail is your
only recourse, then you may still fetch the files by sending mail to
`ftpmail@ftpmail.vix.com' - putting the keyword "help" in your message
to get more information on how to fetch files using this mechanism.
Please do note, however, that this will end up sending many *tens of
megabytes* through the mail and should only be employed as an absolute
LAST resort!


3.2. CDROM
----------

FreeBSD 3.4-RELEASE CDs may be ordered on CDROM from:

        Walnut Creek CDROM
        4041 Pike Lane, Suite F
        Concord CA  94520
        1-800-786-9907, +1-925-674-0783, +1-925-674-0821 (FAX)

Or via the Internet from orders@cdrom.com or http://www.cdrom.com.
Their current catalog can be obtained via ftp from:

        ftp://ftp.cdrom.com/cdrom/catalog

Cost per -RELEASE CD is $39.95 or $24.95 with a FreeBSD subscription.
FreeBSD SNAPshot CDs, when available, are $39.95 or $14.95 with a
FreeBSD-SNAP subscription (-RELEASE and -SNAP subscriptions are entirely
separate).  With a subscription, you will automatically receive updates as
they are released.  Your credit card will be billed when each disk is
shipped and you may cancel your subscription at any time without further
obligation.

Shipping (per order not per disc) is $5 in the US, Canada or Mexico
and $9.00 overseas.  They accept Visa, Mastercard, Discover, American
Express or checks in U.S. Dollars and ship COD within the United
States.  California residents please add 8.25% sales tax.

Should you be dissatisfied for any reason, the CD comes with an
unconditional return policy.


4. Upgrading from previous releases of FreeBSD
----------------------------------------------

If you're upgrading from a previous release of FreeBSD, most likely
it's 2.2.x or 2.1.x (in some lesser number of cases) and some of the
following issues may affect you, depending of course on your chosen
method of upgrading.  There are two popular ways of upgrading
FreeBSD distributions:

        o Using sources, via /usr/src
        o Using sysinstall's (binary) upgrade option.

In the case of using sources, there are simply two targets you need to
be aware of: The standard ``upgrade'' target, which will upgrade a 2.x
or 3.0 system to 3.4 and the ``world'' target, which will take an
already upgraded system and keep it in sync with whatever changes have
happened since the initial upgrade.

In the case of using the binary upgrade option, the system will go
straight to 3.4/ELF but also populate the /<basepath>/lib/aout
directories for backwards compatibility with older binaries.

In either case, going to ELF will mean that you'll have somewhat
smaller binaries and access to a lot more compiler goodies which have
been already been ported to other ELF environments (our older and
somewhat crufty a.out format being largely unsupported by most other
software projects).  Those who wish to retain access to the older
a.out dynamic executables should be sure and install the compat22
distribution. Notice that the a.out libraries won't be accessible
until the system is rebooted, which may cause trouble with certain
a.out packages.

Also, do not use install disks or sysinstall from previous versions,
as version 3.1 introduced a new bootstrapping procedure, requiring
new boot blocks to be installed (because of elf kernels), and version
3.2 has further modifications to the bootstrapping procedure.

[ other important upgrading notes should go here]


5. Reporting problems, making suggestions, submitting code.
-----------------------------------------------------------
Your suggestions, bug reports and contributions of code are always
valued - please do not hesitate to report any problems you may find
(preferably with a fix attached, if you can!).

The preferred method to submit bug reports from a machine with
Internet mail connectivity is to use the send-pr command or use the CGI
script at http://www.FreeBSD.org/send-pr.html.  Bug reports
will be dutifully filed by our faithful bugfiler program and you can
be sure that we'll do our best to respond to all reported bugs as soon
as possible.  Bugs filed in this way are also visible on our WEB site
in the support section and are therefore valuable both as bug reports
and as "signposts" for other users concerning potential problems to
watch out for.

If, for some reason, you are unable to use the send-pr command to
submit a bug report, you can try to send it to:

                freebsd-bugs@FreeBSD.org

Note that send-pr itself is a shell script that should be easy to move
even onto a totally different system.  We much prefer if you could use
this interface, since it make it easier to keep track of the problem
reports.  However, before submitting, please try to make sure whether
the problem might have already been fixed since.


Otherwise, for any questions or tech support issues, please send mail to:

                freebsd-questions@FreeBSD.org


Additionally, being a volunteer effort, we are always happy to have
extra hands willing to help - there are already far more desired
enhancements than we'll ever be able to manage by ourselves!  To
contact us on technical matters, or with offers of help, please send
mail to:

                freebsd-hackers@FreeBSD.org


Please note that these mailing lists can experience *significant*
amounts of traffic and if you have slow or expensive mail access and
are only interested in keeping up with significant FreeBSD events, you
may find it preferable to subscribe instead to:

                freebsd-announce@FreeBSD.org


All of the mailing lists can be freely joined by anyone wishing
to do so.  Send mail to MajorDomo@FreeBSD.org and include the keyword
`help' on a line by itself somewhere in the body of the message.  This
will give you more information on joining the various lists, accessing
archives, etc.  There are a number of mailing lists targeted at
special interest groups not mentioned here, so send mail to majordomo
and ask about them!
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-------------------

FreeBSD represents the cumulative work of many dozens, if not
hundreds, of individuals from around the world who have worked very
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We sincerely hope you enjoy this release of FreeBSD!
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If you read no other documentation before installing this
version of FreeBSD, you should at least by all means *READ
THE ERRATA* for this release so that you don't stumble over
problems which have already been found and fixed.  This ERRATA.TXT
file is obviously already out of date by definition, but other
copies are kept updated on the net and should be consulted as
the "current errata" for your release.  These other copies of
the errata are located at:

  1. http://www.FreeBSD.org/releases/

  2. ftp://ftp.FreeBSD.org/pub/FreeBSD/releases/<your-release>/ERRATA.TXT
     (and any sites which keep up-to-date mirrors of this location).

Any changes to this file are also automatically emailed to:

        freebsd-stable@FreeBSD.org

For all CERT security advisories, see:

        ftp://ftp.FreeBSD.org/pub/FreeBSD/CERT/

For the latest security incident information.

---- Security Advisories:

Current active security advisories for 3.4:

    FreeBSD-SA-00:01.make

---- System Update Information:

As shipped, the "Custom" installation option in 3.4 is broken
and menu items like Configure don't work

Fix: Both the "Novice" and "Express" install paths still work and
     can be used just as effectively (if not succinctly).  Alternately,
     you can invoke the custom installation from the "Index" menu
     (Installation, Custom) along with the Configuration option.  You
     can also just download a fixed mfsroot.flp floppy image (or boot.flp
     if you need 2.88MB boot media) from the following URL:

  ftp://ftp.FreeBSD.org/pub/FreeBSD/releases/i386/3.4-RELEASE/floppies/updates/

     The 3.4 ISO installation image is also updated to contain fixes
     for all these errata items.

802.1Q VLAN support compilation error: kernel configurations
containing "pseudo-device vlan #" fail to compile

Fix: Update your copy of sys/net/if_vlan.c to the 3-stable branch
     version, where it is fixed, or apply the following patch to the
     sys/net/if_vlan.c distributed with 3.4-RELEASE:

RCS file: /home/ncvs/src/sys/net/if_vlan.c,v
retrieving revision 1.4.2.2
retrieving revision 1.4.2.3
diff -C2 -r1.4.2.2 -r1.4.2.3
*** if_vlan.c   1999/12/13 02:02:23 1.4.2.2
--- if_vlan.c   1999/12/25 03:28:51 1.4.2.3
***************
*** 515,519 ****
            ifv->ifv_p = 0;
            if_down(ifp);
!           ifv->if_flags &= ~(IFF_UP|IFF_RUNNING);
            break;
        }
--- 515,519 ----
            ifv->ifv_p = 0;
            if_down(ifp);
!           ifp->if_flags &= ~(IFF_UP|IFF_RUNNING);
            break;
        }
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Introduction


This is the release schedule for FreeBSD &local.rel;. For more
information about the release engineering process, please see the
Release Engineering section of the web
site.


General discussions about the pending release and known issues should be
sent to the public
freebsd-stable mailing list.
MFC
requests should be sent to re@FreeBSD.org.





Schedule










		Action
		Expected
		Actual
		Description



		Initial release schedule announcement
		
		






		08 October 2010
		Release Engineers send announcement email to developers with a rough schedule.



		Release schedule reminder
		
		






		Weekly
		Release Engineers send reminder announcement e-mail to developers with updated schedule.



		Code freeze begins
		28 November 2010
		29 November 2010
		Release Engineers announce that all further commits to the stable/8 branch will require explicit approval. Certain blanket approvals will be granted for narrow areas of development, documentation improvements, etc.



		BETA1
		03 December 2010
		10 December 2010
		First beta test snapshot.



		releng/8.2 branch
		15 December 2010
		21 December 2010
		Subversion branch created, propagated to CVS; future release engineering proceeds on this branch.



		RC1
		17 December 2010
		26 December 2010
		First release candidate.



		RC2
		07 January 2011
		16 January 2011
		Second release candidate.



		RC3
		28 January 2011
		03 February 2011
		Third release candidate.



		RELEASE build
		21 January 2011
		
		






		8.2-RELEASE built.



		RELEASE announcement
		24 January 2011
		
		






		8.2-RELEASE press release.



		Turn over to the secteam
		31 January 2011
		
		






		RELENG_&local.rel.tag; branch is handed over to the FreeBSD Security Officer Team in one or two weeks after the announcement.










Status / TODO


http://wiki.freebsd.org/Releng/8.2TODO





Additional Information



		FreeBSD 8.2 release engineering wiki
page [http://wiki.freebsd.org/Releng/8.2TODO/], which includes
todo lists, scheduling information, binary compatibility information,
and more.


		FreeBSD Release Engineering website
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The FreeBSD Release Engineering Team is pleased to announce the
availability of FreeBSD 8.2-RELEASE. This is the third release from the
8-STABLE branch which improves on the functionality of FreeBSD 8.1 and
introduces some new features. Some of the highlights:



		Xen HVM support in FreeBSD/amd64 and Xen PV support in FreeBSD/i386
improved


		ZFS on-disk format updated to version 15


		aesni(4) driver for Intel AESNI crypto instruction set


		BIND and OpenSSL updates


		Gnome updated to 2.32.1


		KDE updated to 4.5.5


		Many misc. improvements and bugfixes





For a complete list of new features and known problems, please see the
online release notes and errata list available at:



		http://www.FreeBSD.org/releases/8.2R/relnotes.html


		http://www.FreeBSD.org/releases/8.2R/errata.html





For more information about FreeBSD release engineering activities please
see:



		http://www.FreeBSD.org/releng/






Availability


FreeBSD 8.2-RELEASE is now available for the amd64, i386, ia64, pc98,
powerpc, and sparc64 architectures.


FreeBSD 8.2 can be installed from bootable ISO images or over the
network. Some architectures (currently amd64 and i386) also support
installing from a USB memory stick. The required files can be downloaded
via FTP or BitTorrent as described in the sections below. While some of
the smaller FTP mirrors may not carry all architectures, they will all
generally contain the more common ones such as amd64 and i386.


MD5 and SHA256 hashes for the release ISO images are included at the
bottom of this message.


The purpose of the images provided as part of the release are as
follows:



		dvd1


		This contains everything necessary to install the base FreeBSD
operating system, a collection of pre-built packages, and the
documentation. It also supports booting into a “livefs” based rescue
mode. This should be all you need if you can burn and use DVD-sized
media.


		disc1


		This contains the base FreeBSD operating system and the
documentation packages for CDROM-sized media. There are no other
packages.


		livefs


		This contains support for booting into a “livefs” based rescue mode
but does not support doing an install from the CD itself. It is
meant to help rescue an existing system but could be used to do a
network based install if necessary.


		bootonly


		This supports booting a machine using the CDROM drive but does not
contain the support for installing FreeBSD from the CD itself. You
would need to perform a network based install (e.g. from an FTP
server) after booting from the CD.


		memstick


		This can be written to an USB memory stick (flash drive) and used to
do an install on machines capable of booting off USB drives. It also
supports booting into a “livefs” based rescue mode. The
documentation packages are provided but no other packages.


As one example of how to use the memstick image, assuming the USB
drive appears as /dev/da0 on your machine something like this should
work:


# dd if="FreeBSD"-8.2-RELEASE-amd64-memstick.img of=/dev/da0 bs="10240" conv="sync"






Be careful to make sure you get the target (of=) correct.








FreeBSD 8.2-RELEASE can also be purchased on CD-ROM or DVD from several
vendors. One of the vendors that will be offering FreeBSD 8.2-based
products is:



		FreeBSD Mall, Inc. http://www.freebsdmall.com/








BitTorrent


8.2-RELEASE ISOs are available via BitTorrent. A collection of torrent
files to download the images is available at:



		http://torrents.FreeBSD.org:8080/








FTP


At the time of this announcement the following FTP sites have FreeBSD
8.2-RELEASE available.



		ftp://ftp.freebsd.org/pub/FreeBSD/


		ftp://ftp1.freebsd.org/pub/FreeBSD/


		ftp://ftp5.freebsd.org/pub/FreeBSD/


		ftp://ftp10.freebsd.org/pub/FreeBSD/


		ftp://ftp.cz.freebsd.org/pub/FreeBSD/


		ftp://ftp.dk.freebsd.org/pub/FreeBSD/


		ftp://ftp.fr.freebsd.org/pub/FreeBSD/


		ftp://ftp.jp.freebsd.org/pub/FreeBSD/


		ftp://ftp.ru.freebsd.org/pub/FreeBSD/


		ftp://ftp1.ru.freebsd.org/pub/FreeBSD/


		ftp://ftp.tw.freebsd.org/pub/FreeBSD/


		ftp://ftp4.tw.freebsd.org/pub/FreeBSD/


		ftp://ftp5.us.freebsd.org/pub/FreeBSD/


		ftp://ftp10.us.freebsd.org/pub/FreeBSD/





However before trying these sites please check your regional mirror(s)
first by going to:



		ftp://ftp.<yourdomain>.FreeBSD.org/pub/FreeBSD





Any additional mirror sites will be labeled ftp2, ftp3 and so
on.


More information about FreeBSD mirror sites can be found at:



		http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/mirrors-ftp.html





For instructions on installing FreeBSD, please see Chapter 2 of The
FreeBSD Handbook. It provides a complete installation walk-through for
users new to FreeBSD, and can be found online at:



		http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/install.html








Updates from Source


The procedure for doing a source code based update is described in the
FreeBSD Handbook:



		http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/synching.html


		http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/makeworld.html





The branch tag to use for updating the source is RELENG_8_2 for CVS.
For SVN use releng/8.2.





FreeBSD Update


The freebsd-update(8) utility supports binary upgrades of i386 and amd64
systems running earlier FreeBSD releases. Systems running
7.[01234]-RELEASE, 8.[01]-RELEASE, 8.2-BETA1, or 8.2-RC[123] can upgrade
as follows:


# freebsd-update upgrade -r 8.2-RELEASE






During this process, FreeBSD Update may ask the user to help by merging
some configuration files or by confirming that the automatically
performed merging was done correctly.


# freebsd-update install






The system must be rebooted with the newly installed kernel before
continuing.


# shutdown -r now






After rebooting, freebsd-update needs to be run again to install the new
userland components:


# freebsd-update install






At this point, users of systems being upgraded from FreeBSD 7.4-RELEASE
or earlier will be prompted by freebsd-update to rebuild all third-party
applications (e.g., ports installed from the ports tree) due to updates
in system libraries.


After updating installed third-party applications (and again, only if
freebsd-update printed a message indicating that this was necessary),
run freebsd-update again so that it can delete the old (no longer used)
system libraries:


# freebsd-update install






Finally, reboot into 8.2-RELEASE:


# shutdown -r now









Support


The FreeBSD Security Team currently plans to support FreeBSD 8.2 until
February 29th, 2012. For more information on the Security Team and their
support of the various FreeBSD branches see:



		http://www.FreeBSD.org/security/
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ISO Image Checksums


MD5 (FreeBSD-8.2-RELEASE-amd64-bootonly.iso) = 2587cb3d466ed19a7dc77624540b0f72
MD5 (FreeBSD-8.2-RELEASE-amd64-disc1.iso) = 8f4e41c9957b22413a94507f0ab36b50
MD5 (FreeBSD-8.2-RELEASE-amd64-disc2.iso) = 833194b58ce0f1732b5611c4acbd0705
MD5 (FreeBSD-8.2-RELEASE-amd64-disc3.iso) = d8a0eef926610db639a896142e63d515
MD5 (FreeBSD-8.2-RELEASE-amd64-dvd1.iso) = 287242976c6593f31049ea454c1a82e9
MD5 (FreeBSD-8.2-RELEASE-amd64-livefs.iso) = 5b9f2715b770521fff4d06fa2cd1670e
MD5 (FreeBSD-8.2-RELEASE-amd64-memstick.img) = a080100906400182eaea808873d1d952
MD5 (FreeBSD-8.2-RELEASE-amd64-dvd1.iso.xz) = 9ae527283ba94ef1f437115425bb5410






MD5 (FreeBSD-8.2-RELEASE-i386-bootonly.iso) = 722edaa1b47b5537a0552cdda3666769
MD5 (FreeBSD-8.2-RELEASE-i386-disc1.iso) = ac6b2485e0e8a9e3c5f3a51803a5af32
MD5 (FreeBSD-8.2-RELEASE-i386-disc2.iso) = 7ca69d1302a9219028faee5abeed923c
MD5 (FreeBSD-8.2-RELEASE-i386-disc3.iso) = 849d4d61ed2a74b6eaa290e593267704
MD5 (FreeBSD-8.2-RELEASE-i386-dvd1.iso) = c48054ce994e41de5a60b51aa8b1fed1
MD5 (FreeBSD-8.2-RELEASE-i386-livefs.iso) = ad5ea10cbfdbdf839502ed5ef4abe4d9
MD5 (FreeBSD-8.2-RELEASE-i386-memstick.img) = 79fbbd5155400aa3e1792267853b2c4a
MD5 (FreeBSD-8.2-RELEASE-i386-dvd1.iso.xz) = f5f6d71e3a5dcc53407c73306f915d9b






MD5 (FreeBSD-8.2-RELEASE-ia64-bootonly.iso) = 0d797d07deccf065c32e3e9245c3975b
MD5 (FreeBSD-8.2-RELEASE-ia64-disc1.iso) = 655f58f0c1dd5baeb69e0df454835f73
MD5 (FreeBSD-8.2-RELEASE-ia64-dvd1.iso) = 87f16857b6c26986543a76a57bc2462f
MD5 (FreeBSD-8.2-RELEASE-ia64-livefs.iso) = eb5a7157d4201055678e5ae2b19e8919






MD5 (FreeBSD-8.2-RELEASE-pc98-bootonly.iso) = 09c3181da67394298f9fd0b967958993
MD5 (FreeBSD-8.2-RELEASE-pc98-disc1.iso) = ba57179f881404a0ded74acae6db59f8
MD5 (FreeBSD-8.2-RELEASE-pc98-livefs.iso) = 7fbc438dbbd2ddb97ce19fe25df167da






MD5 (FreeBSD-8.2-RELEASE-powerpc-bootonly.iso) = 2a26a95337693498d39a6ded219e4786
MD5 (FreeBSD-8.2-RELEASE-powerpc-disc1.iso) = 055fa88e2f6e8442dc5d19202abbbe89
MD5 (FreeBSD-8.2-RELEASE-powerpc-livefs.iso) = 52f57bdf6a80a58c762f3579b5acdcaf






MD5 (FreeBSD-8.2-RELEASE-sparc64-bootonly.iso) = e30c932affe6ef7fd94caa5d77850f48
MD5 (FreeBSD-8.2-RELEASE-sparc64-disc1.iso) = 1957a06bc3dacc2d6c9c7eb7136dbb3e
MD5 (FreeBSD-8.2-RELEASE-sparc64-disc2.iso) = 224219b31c9d1743bfe7033b6b2de60e
MD5 (FreeBSD-8.2-RELEASE-sparc64-disc3.iso) = 3c22ed14f8f934832d0e3a881124bcaa
MD5 (FreeBSD-8.2-RELEASE-sparc64-dvd1.iso) = 2fedb6f5fb8e3958e1e0c55e8ed04875
MD5 (FreeBSD-8.2-RELEASE-sparc64-livefs.iso) = 7c1e8a56a7aff8e3ba21fad794c41978






SHA256 (FreeBSD-8.2-RELEASE-amd64-bootonly.iso) = 60f18defd7775efacb8f8461f321bb1f03c970bc16465530e196532ce50d8aae
SHA256 (FreeBSD-8.2-RELEASE-amd64-disc1.iso) = 009938b49e9b989277fe93aae474b054918acaca5f5919fbabdfcb0b04cd8c60
SHA256 (FreeBSD-8.2-RELEASE-amd64-disc2.iso) = 8bacf3839bb6bdec958c493eea7ce28f195b0ab9f4106d53beac887423b77c6c
SHA256 (FreeBSD-8.2-RELEASE-amd64-disc3.iso) = 3aebb842a84d323017d1224203f674de1340064fe38a191dc4578a422a078ccb
SHA256 (FreeBSD-8.2-RELEASE-amd64-dvd1.iso) = 4e2d31e7aa9ce20fd263dec0388469c0d4ae7cdf54508a466637abeef5081c91
SHA256 (FreeBSD-8.2-RELEASE-amd64-livefs.iso) = f72ff7e9043f200651ca6dff3a4b71ec9447319c6efc419a2f6922a921bdfc68
SHA256 (FreeBSD-8.2-RELEASE-amd64-memstick.img) = 684bccb533067a22fe8b20ef77bd897a100fe109d1189367fa085d2b0cdebcfd
SHA256 (FreeBSD-8.2-RELEASE-amd64-dvd1.iso.xz) = 9925e5c1d9b9dd42bba3104526248a2d6fd8ad20b0700da2c95f050e7bc5613e






SHA256 (FreeBSD-8.2-RELEASE-i386-bootonly.iso) = d2945b63a095dafc38f0816e1d795d0b75648d57542eeb4c490058ec31e6f125
SHA256 (FreeBSD-8.2-RELEASE-i386-disc1.iso) = fbfc3950674b3845a6cf0b74bd175b9ba19475b97bdc8bef23b50344bc33866c
SHA256 (FreeBSD-8.2-RELEASE-i386-disc2.iso) = 20856ca93e9c15242b04b77fbb71de5d9f468705ea4431b22ca083704c26b8af
SHA256 (FreeBSD-8.2-RELEASE-i386-disc3.iso) = be98218cf793ec04f2bf849a13ab9ace00be51dd928d06f7e84158cdb1880349
SHA256 (FreeBSD-8.2-RELEASE-i386-dvd1.iso) = d5f03fef978936adf899d3b049dbf2e7122c053f99b235f53ce7585db0a16e3f
SHA256 (FreeBSD-8.2-RELEASE-i386-livefs.iso) = 7caf4a5ea4ddc0add657e015002be9ba628bf8e1e44d37a1a407942b89f92684
SHA256 (FreeBSD-8.2-RELEASE-i386-memstick.img) = 5b00ad9912379f0b71f7093bb82c9bcc260e6edb8cf4bf7dc68c3d7668836fe6
SHA256 (FreeBSD-8.2-RELEASE-i386-dvd1.iso.xz) = 1e65788cab1f5092842cdbebebfd54d81abad5b8af4064086c9a8420fcf2b1ea






SHA256 (FreeBSD-8.2-RELEASE-ia64-bootonly.iso) = 0aea181141923b6b9931940ae5061386f050366e07336b0271a0a7722c34da2f
SHA256 (FreeBSD-8.2-RELEASE-ia64-disc1.iso) = 6bb36b59cd496f8e2df73a08de88a709f78c1da320c2e478895eba1abade80ef
SHA256 (FreeBSD-8.2-RELEASE-ia64-dvd1.iso) = f8185a786aae30e5b5bed2f0175718795ebdaf792e31117786a8953de7c43f16
SHA256 (FreeBSD-8.2-RELEASE-ia64-livefs.iso) = c6c5002071aa670ca18324a625fcece5b6b71581bc9dc7aed67a6bc971442bcd






SHA256 (FreeBSD-8.2-RELEASE-pc98-bootonly.iso) = 726cbad0107d1deaa26d2d6fd36ad49b4c15181d629c7fc37c32f9bfe4ab6706
SHA256 (FreeBSD-8.2-RELEASE-pc98-disc1.iso) = 9cdcf94cd8ac9a331ae0871daa28d89d471a9f80f4c1a5f9662738bc14102f55
SHA256 (FreeBSD-8.2-RELEASE-pc98-livefs.iso) = a1ffc9d23e686124d89890707513f890716e255690fccf55dd8f007cf6814c6e






SHA256 (FreeBSD-8.2-RELEASE-powerpc-bootonly.iso) = 171ac42483e8ab170f3bfa44f1dea82e50d4ccc5e411743990d5e1b7581fa3a7
SHA256 (FreeBSD-8.2-RELEASE-powerpc-disc1.iso) = 0f1c74e25b81acdaea9f592abcd97dff76f7323c4a7a781f1da048b4676dbe1f
SHA256 (FreeBSD-8.2-RELEASE-powerpc-livefs.iso) = d02f65048502ed3a37a36cc7c856f557c25534c486ff17c7644f9e0135c4f0ba






SHA256 (FreeBSD-8.2-RELEASE-sparc64-bootonly.iso) = 0a02b8895f0d8dec7668442742df0a9093cbc2634c6f3acd6dd6b93f19b4e732
SHA256 (FreeBSD-8.2-RELEASE-sparc64-disc1.iso) = 7ccc7dd1a8cc5580757e916ef7887bc9cdb8b47c28de2d24d03f8a57437561d0
SHA256 (FreeBSD-8.2-RELEASE-sparc64-disc2.iso) = 17eeb491fd0614168ad2cc11098de30d06c45da7cbeba08eec06c84938178294
SHA256 (FreeBSD-8.2-RELEASE-sparc64-disc3.iso) = a4dfdad471288f2d85dfa7eca265954d3e28ada4c3d6a2e064aea4c51ddcee6e
SHA256 (FreeBSD-8.2-RELEASE-sparc64-dvd1.iso) = 526754704252d1e2e681bf758d86edee152c16d8e454f080a20bccccbf39238f
SHA256 (FreeBSD-8.2-RELEASE-sparc64-livefs.iso) = d590dfbabb0007fb037d14082f0d7418d7fc6e37e97e8ed402831feedc20119a
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Date: Thu, 3 Apr 2003 21:43:09 -0800


From: “Murray Stokely” <murray@FreeBSD.org>

To: freebsd-announce@FreeBSD.org

Subject: FreeBSD &local.rel;-RELEASE is now available





I am happy to announce the availability of FreeBSD &local.rel;-RELEASE,
the latest release of the FreeBSD -STABLE development branch. Since
FreeBSD 4.7-RELEASE in October 2002, we have made conservative updates
to a number of software programs in the base system, added initial
support for Firewire and other new hardware technologies, and dealt with
known security issues.


For a complete list of new features and known problems, please see the
release notes and errata list, available here:


http://www.FreeBSD.org/releases/&local.rel;R/relnotes.html


http://www.FreeBSD.org/releases/&local.rel;R/errata.html


This release does not include all of the new technologies that were
introduced with FreeBSD 5.0 in January. FreeBSD 4.X releases offer a
more conservative platform than FreeBSD 5.0 at this time. For more
information about the distinctions between FreeBSD 4.X and 5.0, or for
general information about the FreeBSD release engineering activities,
please see :


http://www.FreeBSD.org/releng/



Availability


FreeBSD &local.rel;-RELEASE supports the i386 and alpha architectures
and can be installed directly over the net using the boot floppies or
copied to a local NFS/FTP server. Distributions for the i386 are
available now. As of this writing, the final builds for the alpha
architecture are in progress and will be made available shortly.


Please continue to support the FreeBSD Project by purchasing media from
one of our supporting vendors. The following companies have contributed
substantially to the development of FreeBSD:








		FreeBSD Mall, Inc.
		http://www.freebsdmall.com/



		Daemon News
		http://www.bsdmall.com/freebsd1.html







Each CD or DVD set contains the FreeBSD installation and application
package bits for the i386 (“PC”) architecture. For a set of distfiles
used to build ports in the ports collection, please see the FreeBSD
Toolkit, a 6 CD set containing extra bits which no longer fit on the 4
CD set, or the DVD distribution.


If you can’t afford FreeBSD on media, or just want to use it for
evangelism purposes, then by all means download the ISO images. We can’t
promise that all the mirror sites will carry the larger ISO images, but
they will at least be available from:



		ftp://ftp.FreeBSD.org/pub/FreeBSD/


		ftp://ftp12.FreeBSD.org/pub/FreeBSD/


		ftp://ftp14.FreeBSD.org/pub/FreeBSD/


		ftp://ftp.tw.FreeBSD.org/pub/FreeBSD/


		ftp://ftp6.tw.FreeBSD.org/pub/FreeBSD/


		ftp://ftp{2,4,7}.de.FreeBSD.org/pub/FreeBSD/ [ftp://ftp7.de.FreeBSD.org/pub/FreeBSD/]


		ftp://ftp.es.FreeBSD.org/pub/FreeBSD/


		ftp://ftp.au.FreeBSD.org/pub/FreeBSD/





FreeBSD is also available via anonymous FTP from mirror sites in the
following countries: Argentina, Australia, Brazil, Bulgaria, Canada,
China, Czech Republic, Denmark, Estonia, Finland, France, Germany, Hong
Kong, Hungary, Iceland, Ireland, Japan, Korea, Lithuania, the
Netherlands, New Zealand, Poland, Portugal, Romania, Russia, Saudi
Arabia, South Africa, Slovak Republic, Slovenia, Spain, Sweden, Taiwan,
Thailand, Ukraine, and the United Kingdom.


Before trying the central FTP site, please check your regional mirror(s)
first by going to:


ftp://ftp.<yourdomain>.FreeBSD.org/pub/FreeBSD


Any additional mirror sites will be labeled ftp2, ftp3 and so on.


More information about FreeBSD mirror sites can be found at:


http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/mirrors-ftp.html


For instructions on installing FreeBSD, please see Chapter 2 of The
FreeBSD Handbook. It provides a complete installation walk-through for
users new to FreeBSD, and can be found online at:


http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/install.html
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finance the release engineering activities for FreeBSD &local.rel;
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In addition to myself, the release engineering team for
&local.rel;-RELEASE includes:








		Scott Long <scottl@FreeBSD.org>
		Release Engineering



		Bruce Mah <bmah@FreeBSD.org>
		Release Engineering, Documentation



		Wilko Bulte <wilko@FreeBSD.org>
		Release Engineering, alpha builds
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		Release Engineering, Security



		John Baldwin <jhb@FreeBSD.org>
		Release Engineering



		Ruslan Ermilov <ru@FreeBSD.org>
		Release Engineering



		Kris Kennaway <kris@FreeBSD.org>
		Package Building



		Will Andrews <will@FreeBSD.org>
		Package Building, KDE



		Joe Marcus Clarke <marcus@FreeBSD.org>
		GNOME Integration
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Please join me in thanking them for all the hard work which went into
making this release. Many thanks are also due to the FreeBSD committers
(committers@FreeBSD.org), without whom there would be nothing to
release, and thousands of FreeBSD users world-wide who have contributed
bug fixes, features, and suggestions.


Enjoy!



Murray Stokely


(For the FreeBSD Release Engineering Team)
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Release Highlights


The highlights in the 8.2-RELEASE are the following:



		[amd64] FreeBSD/amd64 now always sets the KVA space as equal to or
larger than physical memory size. This change would help to prevent a
“kmem_map too small” panic which often occurs when using
ZFS.[r214620 [http://svn.freebsd.org/viewvc/base?view=revision&revision=214620]]


		The FreeBSD GENERIC kernel is now compiled with KDB and
KDB_TRACE options. From 8.2-RELEASE the kernel supports
displaying a stack trace on panic by using
stack(9) [http://www.FreeBSD.org/cgi/man.cgi?query=stack&sektion=9&manpath=FreeBSD+8.2-RELEASE]
facility with no debugger backend like
ddb(8) [http://www.FreeBSD.org/cgi/man.cgi?query=ddb&sektion=8&manpath=FreeBSD+8.2-RELEASE].
Note that this does not change the default behaviors of the
GENERIC kernel on
panic.[r214326 [http://svn.freebsd.org/viewvc/base?view=revision&revision=214326]]


		The FreeBSD
crypto(4) [http://www.FreeBSD.org/cgi/man.cgi?query=crypto&sektion=4&manpath=FreeBSD+8.2-RELEASE]
framework (opencrypto) now supports XTS-AES (XEX-TCB-CTS, or
XEX-based Tweaked Code Book mode with CipherText Stealing), which is
defined in IEEE Std.
1619-2007.[r214254 [http://svn.freebsd.org/viewvc/base?view=revision&revision=214254]]


		[amd64] Xen HVM support in FreeBSD/amd64 kernel has been improved.
For more details, see
xen(4) [http://www.FreeBSD.org/cgi/man.cgi?query=xen&sektion=4&manpath=FreeBSD+8.2-RELEASE]
manual
page.[r215788 [http://svn.freebsd.org/viewvc/base?view=revision&revision=215788]]


		FreeBSD now fully supports GPT (GUID Partition Table). Checksums of
primary header and primary partition table are verified properly
now.[r213994 [http://svn.freebsd.org/viewvc/base?view=revision&revision=213994]]


		[amd64, i386] The
aesni(4) [http://www.FreeBSD.org/cgi/man.cgi?query=aesni&sektion=4&manpath=FreeBSD+8.2-RELEASE]
driver has been added. This supports AES accelerator on Intel CPUs
and accelerates AES operations for
crypto(4) [http://www.FreeBSD.org/cgi/man.cgi?query=crypto&sektion=4&manpath=FreeBSD+8.2-RELEASE].[r215633 [http://svn.freebsd.org/viewvc/base?view=revision&revision=215633]]


		[amd64, i386] The
aibs(4) [http://www.FreeBSD.org/cgi/man.cgi?query=aibs&sektion=4&manpath=FreeBSD+8.2-RELEASE]
driver has been added. This supports the hardware sensors in ASUS
motherboards and replaces the
acpi_aiboost(4) [http://www.FreeBSD.org/cgi/man.cgi?query=acpi_aiboost&sektion=4&manpath=FreeBSD+8.2-RELEASE]
driver.[r210476 [http://svn.freebsd.org/viewvc/base?view=revision&revision=210476]]


		The
tpm(4) [http://www.FreeBSD.org/cgi/man.cgi?query=tpm&sektion=4&manpath=FreeBSD+8.2-RELEASE]
driver, which supports Trusted Platform Module has been
added.[r215036 [http://svn.freebsd.org/viewvc/base?view=revision&revision=215036]]


		The xhci(4) driver, which supports Extensible Host Controller
Interface (xHCI) and USB 3.0, has been
added.[r215944 [http://svn.freebsd.org/viewvc/base?view=revision&revision=215944]]


		The FreeBSD Linux emulation subsystem now supports the
video4linux API. This requires native video4linux hardware
drivers such as the ones provided by multimedia/pwcbsd and
multimedia/webcamd.


		The
miibus(4) [http://www.FreeBSD.org/cgi/man.cgi?query=miibus&sektion=4&manpath=FreeBSD+8.2-RELEASE]
has been rewritten for the generic IEEE 802.3 annex 31B full duplex
flow control support. The
alc(4) [http://www.FreeBSD.org/cgi/man.cgi?query=alc&sektion=4&manpath=FreeBSD+8.2-RELEASE],
bge(4) [http://www.FreeBSD.org/cgi/man.cgi?query=bge&sektion=4&manpath=FreeBSD+8.2-RELEASE],
bce(4) [http://www.FreeBSD.org/cgi/man.cgi?query=bce&sektion=4&manpath=FreeBSD+8.2-RELEASE],
cas(4) [http://www.FreeBSD.org/cgi/man.cgi?query=cas&sektion=4&manpath=FreeBSD+8.2-RELEASE],
fxp(4) [http://www.FreeBSD.org/cgi/man.cgi?query=fxp&sektion=4&manpath=FreeBSD+8.2-RELEASE],
gem(4) [http://www.FreeBSD.org/cgi/man.cgi?query=gem&sektion=4&manpath=FreeBSD+8.2-RELEASE],
jme(4) [http://www.FreeBSD.org/cgi/man.cgi?query=jme&sektion=4&manpath=FreeBSD+8.2-RELEASE],
msk(4) [http://www.FreeBSD.org/cgi/man.cgi?query=msk&sektion=4&manpath=FreeBSD+8.2-RELEASE],
nfe(4) [http://www.FreeBSD.org/cgi/man.cgi?query=nfe&sektion=4&manpath=FreeBSD+8.2-RELEASE],
re(4) [http://www.FreeBSD.org/cgi/man.cgi?query=re&sektion=4&manpath=FreeBSD+8.2-RELEASE],
stge(4) [http://www.FreeBSD.org/cgi/man.cgi?query=stge&sektion=4&manpath=FreeBSD+8.2-RELEASE],
and
xl(4) [http://www.FreeBSD.org/cgi/man.cgi?query=xl&sektion=4&manpath=FreeBSD+8.2-RELEASE]
drivers along with atphy(4), bmtphy(4), brgphy(4), e1000phy(4),
gentbi(4), inphy(4), ip1000phy(4), jmphy(4), nsgphy(4), nsphyter(4),
and
rgephy(4) [http://www.FreeBSD.org/cgi/man.cgi?query=rgephy&sektion=4&manpath=FreeBSD+8.2-RELEASE]
have been updated to support flow control via this
facility.[r211379 [http://svn.freebsd.org/viewvc/base?view=revision&revision=211379],
r215881 [http://svn.freebsd.org/viewvc/base?view=revision&revision=215881],
r215890 [http://svn.freebsd.org/viewvc/base?view=revision&revision=215890],
r2105894 [http://svn.freebsd.org/viewvc/base?view=revision&revision=2105894],
r216002 [http://svn.freebsd.org/viewvc/base?view=revision&revision=216002],
r216023 [http://svn.freebsd.org/viewvc/base?view=revision&revision=216023],
r216029 [http://svn.freebsd.org/viewvc/base?view=revision&revision=216029],
r216031 [http://svn.freebsd.org/viewvc/base?view=revision&revision=216031],
r216033 [http://svn.freebsd.org/viewvc/base?view=revision&revision=216033]]


		A new
netgraph(4) [http://www.FreeBSD.org/cgi/man.cgi?query=netgraph&sektion=4&manpath=FreeBSD+8.2-RELEASE]
node
ng_patch(4) [http://www.FreeBSD.org/cgi/man.cgi?query=ng_patch&sektion=4&manpath=FreeBSD+8.2-RELEASE]
has been added. This performs data modification of packets passing
through. Modifications are restricted to a subset of C language
operations on unsigned integers of 8, 16, 32 or 64-bit
size.[r209843 [http://svn.freebsd.org/viewvc/base?view=revision&revision=209843]]


		The FreeBSD TCP reassembly implementation has been improved. A
long-standing accounting bug affecting SMP systems has been fixed and
the net.inet.tcp.reass.maxqlen
sysctl(8) [http://www.FreeBSD.org/cgi/man.cgi?query=sysctl&sektion=8&manpath=FreeBSD+8.2-RELEASE]
variable has been retired in favor of a per-connection dynamic limit
based on the receive socket buffer size. FreeBSD receivers now handle
packet loss (particularly losses caused by queue overflows)
significantly better than before which improves connection
throughput.[r214865 [http://svn.freebsd.org/viewvc/base?view=revision&revision=214865],
r214866 [http://svn.freebsd.org/viewvc/base?view=revision&revision=214866]]


		The
siftr(4) [http://www.FreeBSD.org/cgi/man.cgi?query=siftr&sektion=4&manpath=FreeBSD+8.2-RELEASE],
Statistical Information For TCP Research (SIFTR) kernel module has
been added. This is a facility that logs a range of statistics on
active TCP connections to a log file. It provides the ability to make
highly granular measurements of TCP connection state, aimed at system
administrators, developers and
researchers.[r214859 [http://svn.freebsd.org/viewvc/base?view=revision&revision=214859]]


		The
geli(8) [http://www.FreeBSD.org/cgi/man.cgi?query=geli&sektion=8&manpath=FreeBSD+8.2-RELEASE]
GEOM class now uses XTS-AES mode by
default.[r214405 [http://svn.freebsd.org/viewvc/base?view=revision&revision=214405]]


		The ZFS on-disk format has been updated to version 15 and various
performance improvements for the ZFS have been imported from
OpenSolaris.


		Userland support for the
dtrace(1) [http://www.FreeBSD.org/cgi/man.cgi?query=dtrace&sektion=1&manpath=FreeBSD+8.2-RELEASE]
subsystem has been added. This allows inspection of userland software
itself and its correlation with the kernel, thus allowing a much
better picture of what exactly is going on behind the scenes. The
dtruss(1) [http://www.FreeBSD.org/cgi/man.cgi?query=dtruss&sektion=1&manpath=FreeBSD+8.2-RELEASE]
utility has been added and libproc has been updated to support
the
facility.[r214983 [http://svn.freebsd.org/viewvc/base?view=revision&revision=214983]]


		The
gpart(8) [http://www.FreeBSD.org/cgi/man.cgi?query=gpart&sektion=8&manpath=FreeBSD+8.2-RELEASE]
utility now supports a recover subcommand for GPT partition
tables.


		The
gpart(8) [http://www.FreeBSD.org/cgi/man.cgi?query=gpart&sektion=8&manpath=FreeBSD+8.2-RELEASE]
utility now supports GPT_ENT_ATTR_BOOTME,
GPT_ENT_ATTR_BOOTONCE, and GPT_ENT_ATTR_BOOTFAILED attributes
in GPT. The attribute keywords in the command line are bootme,
bootonce, and bootfailed
respectively.[r213994 [http://svn.freebsd.org/viewvc/base?view=revision&revision=213994]]


		The libarchive library and
tar(1) [http://www.FreeBSD.org/cgi/man.cgi?query=tar&sektion=1&manpath=FreeBSD+8.2-RELEASE]
utility now support LZMA (Lempel-Ziv-Markov chain-Algorithm)
compression
format.[r213667 [http://svn.freebsd.org/viewvc/base?view=revision&revision=213667]]


		The
newsyslog(8) [http://www.FreeBSD.org/cgi/man.cgi?query=newsyslog&sektion=8&manpath=FreeBSD+8.2-RELEASE]
utility now supports an -S pidfile option to override the default
syslogd(8) [http://www.FreeBSD.org/cgi/man.cgi?query=syslogd&sektion=8&manpath=FreeBSD+8.2-RELEASE]
PID
file.[r211699 [http://svn.freebsd.org/viewvc/base?view=revision&revision=211699]]


		The
newsyslog(8) [http://www.FreeBSD.org/cgi/man.cgi?query=newsyslog&sektion=8&manpath=FreeBSD+8.2-RELEASE]
utility now supports a special log file name <include> for
processing file inclusion. Globbing in the file name and circular
dependency detection are supported. For more details, see the
newsyslog.conf(5) [http://www.FreeBSD.org/cgi/man.cgi?query=newsyslog.conf&sektion=5&manpath=FreeBSD+8.2-RELEASE]
manual
page.[r215622 [http://svn.freebsd.org/viewvc/base?view=revision&revision=215622]]


		The
pmcstat(8) [http://www.FreeBSD.org/cgi/man.cgi?query=pmcstat&sektion=8&manpath=FreeBSD+8.2-RELEASE]
utility now supports a file and a network socket as a top source.
This allows top monitoring over TCP on a system with no local
symbols, for
example.[r211098 [http://svn.freebsd.org/viewvc/base?view=revision&revision=211098]]


		The
tftp(1) [http://www.FreeBSD.org/cgi/man.cgi?query=tftp&sektion=1&manpath=FreeBSD+8.2-RELEASE]
and
tftpd(8) [http://www.FreeBSD.org/cgi/man.cgi?query=tftpd&sektion=8&manpath=FreeBSD+8.2-RELEASE]
utilities have been improved for better interoperability and they now
support RFC 1350, 2347, 2348, 2349, and
3617.[r213036 [http://svn.freebsd.org/viewvc/base?view=revision&revision=213036],
r213038 [http://svn.freebsd.org/viewvc/base?view=revision&revision=213038]]


		A periodic script for zfs scrub has been added. For more details,
see the
periodic.conf(5) [http://www.FreeBSD.org/cgi/man.cgi?query=periodic.conf&sektion=5&manpath=FreeBSD+8.2-RELEASE]
manual page.


		A periodic script which can be used to find installed ports’ files
with mismatched checksum has been added. For more details, see the
periodic.conf(5) [http://www.FreeBSD.org/cgi/man.cgi?query=periodic.conf&sektion=5&manpath=FreeBSD+8.2-RELEASE]
manual page.


		The
sysinstall(8) [http://www.FreeBSD.org/cgi/man.cgi?query=sysinstall&sektion=8&manpath=FreeBSD+8.2-RELEASE]
utility now uses the following numbers for default and minimum
partition sizes: 1GB for /, 4GB for /var, and 1GB for
/tmp.[r211007 [http://svn.freebsd.org/viewvc/base?view=revision&revision=211007]]


		The ACPI-CA has been updated to 20101013.


		The
ee(1) [http://www.FreeBSD.org/cgi/man.cgi?query=ee&sektion=1&manpath=FreeBSD+8.2-RELEASE]
program has been updated to version
1.5.2.[r214287 [http://svn.freebsd.org/viewvc/base?view=revision&revision=214287]]


		ISC BIND has been updated to version 9.6-ESV-R3.


		netcat has been updated to version 4.8.


		OpenSSL has been updated to version 0.9.8q.


		The timezone database has been updated to the tzdata2010o
release.


		The xz has been updated from snapshot as of 12 April 2010 to
5.0.0 release


		The supported version of the GNOME desktop environment
(`x11/gnome2 <http://www.FreeBSD.org/cgi/url.cgi?ports/x11/gnome2/pkg-descr>`__)
has been updated to 2.32.1.


		The supported version of the KDE desktop environment
(`x11/kde4 <http://www.FreeBSD.org/cgi/url.cgi?ports/x11/kde4/pkg-descr>`__)
has been updated to 4.5.5.





For more details, please see the Detailed Release
Notes.


A list of all platforms currently under development can be found on the
Supported Platforms page.
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Goals


As part of our on-going effort to improve the release engineering
process, we have identified several areas that need significant quality
assurance testing during the release candidate phase. Below, we’ve
listed the changes in 4.5-PRERELEASE that we feel merit the most
attention due to their involving substantial changes to the system, or
having arrived late in the development cycle leading up to the release.
In general, our goal in the QA process is to attempt to check a number
of things:



		The system has not regressed with respects to stability, correctness,
interoperability, or performance of features present in prior
releases.


		New features result in the desired improvement in stability,
correctness, interoperability, or performance.





To effectively determine this, it’s desirable to test the system in a
diverse set of environments, applying a wide set of workloads, forcing
the system to operate both within and outside its normal specification.
Particular focus should often be placed on the continuing (or new)
capability of the system to perform correctly when used in concert with
systems from other vendors.





Features to explore carefully:



		Recent TCP changes, especially relating to the delayed ACK fix,
congestion response, syncache, syncookies, increased socket buffer
sizes, et al. We’re interested in testing interoperability with as
many platforms as possible, demonstrating continued strong (and
better) scalability and performance, and watching out for quirks
(connection stalls, ...), not to mention crashes. Jonathan Lemon was
responding to a panic report on freebsd-current earlier today
regarding a PCB call, which is something we should keep an eye on. On
the other hand, Yahoo! [http://www.yahoo.com/] is now deploying
this code, and that should help test it a great deal.


		VFS/VM/NFS fixes. We need to continue to test performance,
correctness, and interoperability. In particular, I’d like to see a
lot of inter-platform performance testing (FreeBSD->Solaris, vice
versa, etc). We’d also like careful investigation of low-memory
situations.


		FFS fixes. We had some reports of deadlocks in FFS; it sounds like
Matt Dillon has caught most of them, but combinations I’d particular
like to see tested involve Quotas, Chroot, and NFS, under load, and
involving memory mapping and heavy directory operations.


		NTP 4.1. This is probably reasonable safe, but it doesn’t hurt to do
interop testing, especially on the Alpha platform.


		SMBfs. We need stability testing, mostly, I suspect. Performance is
probably not a large focus. While SMBfs support has been available on
-STABLE through a port previously, determining that the integration
with the base system (especially the boot process) was done correctly
is important. Attempting to use SMBfs in /etc/fstab in a diskless
environment might be one thing to explore, for example.


		Once the man page change goes in (which I think it should) we’ll want
some basic testing of the man command. Update: This change proved
too controversial for introduction this late in the release cycle,
and so it will not be included with FreeBSD 4.5.


		cdboot. Late in the release cycle, a new implementation of the
CD-based boot loader was introduced. This should generally improve
support for booting or installing from CD, but this change requires
testing on a variety of architectures and devices. Update: Thanks
to everyone who helped test this functionality. A number of users
reported problems booting with this new loader, so this will not be
used for FreeBSD 4.5.


		Sysinstall module loading. In order to make room for more devices on
the boot floppy, a number of wireless Ethernet device drivers were
moved over to the MFSROOT floppy in the form of loadable kernel
modules. We would like to see this functionality tested thoroughly
before the final release.


		ATA code. The ATA driver has been updated to support 48bit addressing
and has been tested to work with at least one 160GB IDE drive.
Further testing with very large IDE drives is necessary.


		XFree86. There was at least one problem report with XFree86 4.x sent
to the qa@FreeBSD.org mailing list. Please help us test this
important third party software package to ensure it works well with
FreeBSD 4.5. The FreeBSD Handbook may need to be updated to describe
the recommended procedure for installing XFree86 4.x during a new
installation.


		Linux Compatibility. There was a small change in the Ethernet device
enumeration of the Linux compatibility layer. All Linux applications
should be tested under the new environment. In particular, those
applications that deal with network interfaces should be tested
carefully.





The release notes will always be a good place
to look for things to test. There are a number of new drivers, including
if_em, which would probably benefit from more exposure. Please
report bugs to the qa@FreeBSD.org list, and/or via send-pr with a heads
up to the qa list.





Known Issues


4.5 Release Candidate
3 [ftp://ftp.FreeBSD.org/pub/FreeBSD/releases/i386] was released on
January 23. There will be one final release candidate before the final
release. Please see the postings to qa@FreeBSD.org and
stable@FreeBSD.org for more information.
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The hardware notes for FreeBSD are customized for different platforms,
as many devices are only supported on (or are only relevant for)
specific processors or architectures.


Hardware notes for FreeBSD 6.4-RELEASE are available for the following
platforms:



		alpha


		amd64


		i386


		pc98


		powerpc


		sparc64





A list of all platforms currently under development can be found on the
Supported Platforms page.
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Introduction


This is a specific schedule for the release of FreeBSD &local.rel;. For
more general information about the release engineering process, please
see the Release Engineering section of
the web site.


General discussions about the release engineering process or quality
assurance issues should be sent to the public
freebsd-qa mailing list.
MFC
requests should be sent to re@FreeBSD.org.





Schedule


Action


Expected


Actual


Description


Reminder announcement


–


22 August 2008


Release Engineers send announcement email to developers with a rough
schedule for the FreeBSD &local.rel; release.


Announce the Ports Freeze


–


22 August 2008


Someone from portmgr@ should email freebsd-ports@ to set a date
for the week long ports freeze and tagging of the ports tree.


Code freeze begins


29 August 2008


2 September 2008


After this date, all commits to HEAD must be approved by re@FreeBSD.org.
Certain highly active documentation committers are exempt from this rule
for routine man page / release note updates. Heads-up emails should be
sent to the developers, as well as stable@ and qa@ lists.


Announce doc/ tree slush


TBD


–


Notification of the impending doc/ tree slush should be sent to
doc@.


Ports tree frozen


8 September 2008


8 September 2008


Only approved commits will be permitted to the ports/ tree during
the freeze.


doc/ tree slush


8 September 2008


8 September 2008


Non-essential commits to the en_US.ISO8859-1/ subtree should be
delayed from this point until after the doc/ tree tagging, to give
translation teams time to synchronize their work.


doc/ tree tagged.


15 September 2008


16 September 2008


Version number bumps for doc/ subtree. RELEASE_&local.rel.tag;_0
tag for doc/. doc/ slush ends at this time.


BETA1 builds


1 September 2008


5 September 2008


Begin BETA1 builds.


RELENG_6_4 branch


6 September 2008


2 October 2008


The new release branch is created. Update newvers.sh and
release.ent on various branches involved.


RC1 builds


8 September 2008


5 October 2008


Begin RC1 builds.


Ports tree tagged


15 September 2008


22 September 2008


RELEASE_&local.rel.tag;_0 tag for ports/.


Ports tree unfrozen


15 September 2008


22 September 2008


After the ports/ tree is tagged, the ports/ tree will be
re-opened for commits, but commits made after tagging will not go in
&local.rel;-RELEASE.


Final package build starts


15 September 2008


22 September 2008


The ports cluster and pointyhat [http://pointyhat.FreeBSD.org] build
final packages.


RC2 builds


22 September 2008


2 November 2008


Begin RC2 builds.


RELEASE builds


12 November 2008


26 November 2008


Begin RELEASE builds.


Announcement


[STRIKEOUT:6 October 2008]


28 November 2008


Announcement sent out after a majority of the mirrors have received the
bits.


Turn over to the secteam


TBD


12 December 2008


RELENG_&local.rel.tag; branch is handed over to the FreeBSD Security
Officer Team in one or two weeks after the announcement.





Additional Information



		FreeBSD Release Engineering website
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The installation notes for FreeBSD are customized for different
platforms, as the procedures for installing FreeBSD are highly dependent
on the hardware platform.


Installation notes for FreeBSD 6.4-RELEASE are available for the
following platforms:



		alpha


		amd64


		i386


		pc98


		powerpc


		sparc64





A list of all platforms currently under development can be found on the
Supported Platforms page.
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Date: Tuesday, 29 Jan 2002 20:00:00 -0800


From: “Murray Stokely” <murray@FreeBSD.org>

To: announce@FreeBSD.org

Subject: 4.5-RELEASE is now available





I am very pleased to announce the availability of FreeBSD 4.5-RELEASE,
the very latest release on the FreeBSD -STABLE branch of development.
Since FreeBSD 4.4 was released in September 2001, we have made hundreds
of fixes, updated many system components, made several substantial
performance improvements, and addressed a wide variety of security
issues.


In particular, there have been significant enhancements in the areas of
network communications and filesystems. FreeBSD 4.5 contains
improvements to the TCP stack to provide better throughput. In addition,
TCP performance is aided by larger default buffer sizes. Finally,
FreeBSD 4.5 contains new mechanisms to mitigate the effects of TCP
Denial of Service attacks.


The FFS filesystem benefits from a new directory layout strategy that
has demonstrated significantly better performance for operations
traversing large directory structures. Various bugs were located and
fixed in the FFS and NFS code with the help of a filesystem exercising
program originally developed at Apple Computer, Inc.


Those users doing fresh installations of FreeBSD should note some
changes for newly created filesystems, intended to improve the “out of
the box” performance of FreeBSD. In particular, sysinstall(8) now
enables Soft Updates (a strategy for improving both performance and
reliability of on-disk data structures) for new filesystems it creates
and the newfs(8) program will now, by default, create filesystems with
larger block sizes.


For more information about the most significant changes with this
release of FreeBSD, please see the release section of our web site:


http://www.FreeBSD.org/releases/


There you will find Release
Notes [http://www.FreeBSD.org/releases/4.5R/notes.html], Hardware
Notes [http://www.FreeBSD.org/releases/4.5R/hardware.html], and a
list of Errata [http://www.FreeBSD.org/releases/4.5R/errata.html].



Availability


4.5-RELEASE is available for the i386 and alpha architectures and can be
installed directly over the net using the boot floppies or copied to a
local NFS/FTP server.


We can’t promise that all the mirror sites will carry the larger ISO
images, but they will at least be available from:



		ftp://ftp.FreeBSD.org/pub/FreeBSD/


		http://ftp.au.freebsd.org/pub/FreeBSD/


		ftp://ftp.dk.FreeBSD.org/pub/FreeBSD/


		ftp://freebsd.nctu.edu.tw/pub/FreeBSD/





If you can’t afford the CDs, are impatient, or just want to use it for
evangelism purposes, then by all means download the ISOs, otherwise
please continue to support the FreeBSD project by purchasing media from
one of our supporting vendors. The following companies have contributed
substantially to the development of FreeBSD :








		FreeBSD Mall, Inc.
		http://www.freebsdmall.com



		FreeBSD Services Ltd.
		http://www.freebsd-services.com



		Daemon News
		http://www.bsdmall.com/freebsd1.html







Each CD set contains the FreeBSD installation and application package
bits for the i386 (“PC”) architecture. For a set of distfiles used to
build ports in the ports collection, please see the FreeBSD Toolkit, a 6
CD set containing extra bits which no longer fit on the 4 CD set.


FreeBSD is also available via anonymous FTP from mirror sites in the
following countries: Argentina, Australia, Brazil, Bulgaria, Canada,
China, Czech Republic, Denmark, Estonia, Finland, France, Germany, Hong
Kong, Hungary, Iceland, Ireland, Israel, Japan, Korea, Lithuania,
Latvia, the Netherlands, Poland, Portugal, Romania, Russia, Saudi
Arabia, South Africa, Slovak Republic, Slovenia, Spain, Sweden, Taiwan,
Thailand, the Ukraine and the United Kingdom.


Before trying the central FTP site, please check your regional mirror(s)
first by going to:


ftp://ftp.<yourdomain>.FreeBSD.org/pub/FreeBSD


Any additional mirror sites will be labeled ftp2, ftp3 and so on.


See the FreeBSD
Handbook [http://www.freebsd.org/handbook/mirrors-ftp.html] for
additional information about FreeBSD mirror sites.


The FreeBSD installation instructions have recently been significantly
enhanced. Chapter 2 of The FreeBSD Handbook, available
online [http://www.freebsd.org/handbook/install.html], provides a
complete installation walk-through for users new to FreeBSD.
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Release Highlights


The highlights in the 6.4-RELEASE are the following:



		New and much-improved NFS Lock Manager (NLM) client


		Support for the Camellia cipher


		Boot loader changes allow, among other things, booting from USB
devices and booting from GPT-labeled devices with GPT-enabled BIOSes


		DVD install ISO images for amd64/i386


		KDE updated to 3.5.10, GNOME updated to 2.22.3


		Updates for BIND, sendmail, OpenPAM, and others





For more details, please see the Release Notes below.





Detailed Release Notes


The release notes for FreeBSD are customized for different platforms, as
some of the changes made to FreeBSD apply only to specific processor
architectures.


Release notes for FreeBSD 6.4-RELEASE are available for the following
platforms:



		alpha


		amd64


		i386


		pc98


		powerpc


		sparc64





A list of all platforms currently under development can be found on the
Supported Platforms page.
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The hardware notes for FreeBSD are customized for different platforms,
as some of the changes made to FreeBSD apply only to specific processor
architectures.


Hardware notes for FreeBSD 4.5 are available for the following
platforms:



		i386


		Alpha





A list of all platforms currently under development can be found on the
Supported Platforms page.
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Contents of the FreeBSD Official 4-CDROM set.


The FreeBSD Project now releases the full 4-CDROM set formerly produced
by Walnut Creek CDROM / BSDi. This CDROM set may be replicated by
vendors wishing to sell “Official” copies of FreeBSD.



Contents of Disc 1


4.5-install.iso - This is a bootable CDROM image that contains the
base system, XFree86 3.3.6, a ‘tools’ directory of software for users
performing an installation from other operating systems, and 2,210
third-party software packages. [ file
listing ]





Contents of Disc 2


4.5-disc2.iso - This is a bootable CDROM that may be used as a live
filesystem disc. This disc also contains a compressed copy of the CVS
repository in the CVS-REPO directory, and some commercial software
demos for FreeBSD in the commerce directory. [ file
listing ]





Contents of Discs #3 and #4


4.5-disc3.iso, 4.5-disc4.iso - The remaining two discs contain
the most popular third-party software package that users have requested.
[ Disc 3 listing ] [ Disc 4
listing ]
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The release notes for FreeBSD are customized for different platforms, as
some of the changes made to FreeBSD apply only to specific processor
architectures.


Release notes for FreeBSD 4.5 are available for the following platforms:



		i386


		Alpha





A list of all platforms currently under development can be found on the
Supported Platforms page.
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Introduction


The release engineering team (re@FreeBSD.org) for FreeBSD 4.5 consists
of Murray Stokely, Steve Price, Robert Watson, and John Baldwin.


The x86 build team consists of Murray Stokely and John Baldwin.


The Alpha build team consists of David O’Brien, Wilko Bulte, John
Baldwin, and Murray Stokely.


The third-party packages are handled by Steve Price and the Ports
managers (portmgr@FreeBSD.org).


General discussions about the release engineering process or quality
assurance issues should be sent to the public
freebsd-qa mailing list. MFC
requests should be sent to re@FreeBSD.org.


For an overview of the entire release engineering process, please see
this
document.





Schedule










		Action
		Expected
		Actual
		Description



		Reminder announcement
		01 Dec 2001
		03 Dec 2001
		Release Engineers send announcement email to developers@FreeBSD.org with a rough schedule for the FreeBSD 4.5 release.



		4.5-PRERELEASE
		20 Dec 2001
		20 Dec 2001
		newvers.sh, param.h, and release.ent updated.



		FTP site updated
		20 Dec 2001
		20 Dec 2001
		pkg_add -r works for 4.5-PRERELEASE machines.



		Code freeze begins
		20 Dec 2001
		20 Dec 2001
		After this date, all commits to the RELENG_4 branch must be approved by re@FreeBSD.org. Certain highly active documentation committers are exempt from this rule for routine man page / release note updates. Heads-up emails should be sent to the developers@, stable@, and qa@ lists.



		Commercial software demos updated.
		05 Jan 2002
		24 Jan 2002
		The second disc contains commercial software demos, these demos should be updated to contain the latest versions.



		4.5-RC
		09 Jan 2002
		09 Jan 2002
		newvers.sh and release.ent updated.



		Announce the Ports Freeze
		09 Jan 2002
		09 Jan 2002
		Someone from portmgr should email freebsd-ports@ and CC: developers@ to set a date for the tagging of the ports tree. Will set this date at January 22nd.



		Heads up to hubs
		09 Jan 2002
		09 Jan 2002
		A message should be sent to freebsd-hubs@FreeBSD.org before the release is uploaded. The site administrators have frequently requested advance notice for new ISOs.



		First release candidate
		09 Jan 2002
		09 Jan 2002
		The first release candidate for the x86 and Alpha architecture is released. ISO images should be uploaded to ftp-master.FreeBSD.org and releng4.FreeBSD.org. A network install directory should be uploaded to ftp-master.FreeBSD.org. The packages and XF86336 directories may be symlinked to save space, as long as you’re sure to use relative symlinks.



		Heads up to -stable
		09 Jan 2002
		09 Jan 2002
		A message should be sent to qa@FreeBSD.org and stable@FreeBSD.org after the release is uploaded.



		Second release candidate
		?? Jan 2002
		18 Jan 2002
		Note: the release date of this candidate depends on the user experience with RC1.



		Third release candidate
		23 Jan 2002
		24 Jan 2002
		4.5 RC3 for the x86 and Alpha architectures will be made available from ftp.FreeBSD.org and the mirrors.



		Ports tree frozen.
		22 Jan 2002
		22 Jan 2002
		CVSROOT/avail locks out everyone but the person who does the tagging. It will take approximately 2 hours to tag the entire ports tree with the RELEASE_4_5_0 tag. After this time, the ports/ tree will be re-opened for commits, but commits made after tagging will not go in 4.5-RELEASE.



		Final package build starts
		22 Jan 2002
		22 Jan 2002
		The ports cluster and bento [http://bento.FreeBSD.org] build final packages.



		Package split
		23 Jan 2002
		29 Jan 2002
		The packages must be split so that packages with similar dependencies appear on each of the four discs, with the most popular packages appearing on the first disc.



		doc tree tagged.
		24 Jan 2002
		24 Jan 2002
		RELEASE_4_5_0 tag for docs.



		RELENG_4_5 branch
		25 Jan 2002
		26 Jan 2002
		The release branch is created.



		Note to freebsd-stable@
		25 Jan 2002
		26 Jan 2002
		A note should be sent to the freebsd-stable to let over-anxious users know that the tags have been created but the release still isn’t ready. Tags may be slid before the announcement goes out. Point users to freebsd-qa@ for details.



		Version numbers bumped.
		25 Jan 2002
		25 Jan 2002
		The files listed here are updated to reflect the fact that this is FreeBSD 4.5.



		src tree tagged.
		27 Jan 2002
		27 Jan 2002
		RELEASE_4_5_0_RELEASE tag for src.



		Update man.cgi on the website.
		25 Jan 2002
		–
		Make sure the 4.5 manual pages are being displayed by default for the man->web gateway.



		Archive the errata for FreeBSD 4.4.
		25 Jan 2002
		25 Jan 2002
		The new RELNOTESng errata file should be setup, and the old errata file archived.



		Final builds.
		28 Jan 2002
		28 Jan 2002
		Final builds for x86 and Alpha in a pristine environment.



		Warn hubs@FreeBSD.org
		28 Jan 2002
		28 Jan 2002
		Heads up email to hubs@FreeBSD.org to give admins time to prepare for the load spike to come.



		Upload to ftp-master.
		28 Jan 2002
		28 Jan 2002
		release and packages uploaded to ftp-master.FreeBSD.org



		Announcement
		28 Jan 2002
		29 Jan 2002
		Announcement sent out after a majority of the mirrors have received the bits.







It’s been pointed out that this table is rather boring. Bruce Mah gave a
slightly more interesting rendition of the 12 days of
Code-Freeze [http://docs.FreeBSD.org/cgi/getmsg.cgi?fetch=739618+0+archive/2001/freebsd-chat/20011223.freebsd-chat].
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The FreeBSD Release Engineering Team is pleased to announce the
availability of FreeBSD 6.4-RELEASE. At this time 6.4-RELEASE is
expected to be the last of the 6-STABLE releases. Some of the
highlights:



		New and much-improved NFS Lock Manager (NLM) client


		Support for the Camellia cipher


		boot loader changes allow, among other things, booting from USB
devices and booting from GPT-labeled devices with GPT-enabled BIOSes


		DVD install ISO images for amd64/i386


		KDE updated to 3.5.10, GNOME updated to 2.22.3


		Updates for BIND, sendmail, OpenPAM, and others





For a complete list of new features and known problems, please see the
online release notes and errata list, available at:



		http://www.FreeBSD.org/releases/6.4R/relnotes.html


		http://www.FreeBSD.org/releases/6.4R/errata.html





For more information about FreeBSD release engineering activities,
please see:


http://www.FreeBSD.org/releng/


The FreeBSD Security Team intends to support 6.4-RELEASE until November
30th, 2010.



Availability


FreeBSD 6.4-RELEASE is now available for the amd64, i386, pc98, and
sparc64 architectures. The builds for the alpha architecture have not
completed yet and will be announced later. FreeBSD 6.4-RELEASE can be
installed from bootable ISO images or over the network; the required
files can be downloaded via FTP or BitTorrent as described in the
sections below. While some of the smaller FTP mirrors may not carry all
architectures, they will all generally contain the more common ones,
such as i386 and amd64.


MD5 and SHA256 hashes for the release ISO images are included at the
bottom of this message.


The contents of the ISO images provided as part of the release has
changed for most of the architectures. Using the i386 architecture as an
example, there are ISO images named “bootonly”, “disc1”, “disc2”,
“disc3”, “docs”, and “dvd1”. The “bootonly” image is suitable for
booting a machine to do a network based installation using FTP or NFS.
The “disc1”, “disc2”, and “disc3” images are CDROM-sized (700MB media)
and are used to do a full installation that includes a basic set of
packages and does not require network access to an FTP or NFS server
during the installation. In addition, “disc1” supports booting into a
“live CD-based filesystem” and system rescue mode. The “docs” image has
all of the documentation for all supported languages. The “dvd1” image
is DVD-sized and includes everything that is on the CDROM discs. So
“dvd1” can be used to do a full installation that includes a basic set
of packages, it has all of the documentation for all supported
languages, and it can be used for booting into a “live CD-based
filesystem” and system rescue mode. Most people will find that “disc1”,
“disc2” and “disc3” are all that are needed if their machine does not
have a DVD-capable drive. For people with machines that do have a
DVD-capable drive “dvd1” should be all that is required. If you intend
to install ports from source instead of using the pre-built packages
included with the release only “disc1” is needed.


FreeBSD 6.4-RELEASE can also be purchased on CD-ROM from several
vendors. One of the vendors that will be offering FreeBSD 6.4-based
products is:



		FreeBSD Mall, Inc. http://www.freebsdmall.com/








BitTorrent


6.4-RELEASE ISOs are available via BitTorrent. A collection of torrent
files to download the images is available at:


http://torrents.freebsd.org:8080





FTP


At the time of this announcement the following FTP sites have FreeBSD
6.4-RELEASE available.



		ftp://ftp.freebsd.org/pub/FreeBSD/


		ftp://ftp3.freebsd.org/pub/FreeBSD/


		ftp://ftp7.freebsd.org/pub/FreeBSD/


		ftp://ftp9.freebsd.org/pub/FreeBSD/


		ftp://ftp10.freebsd.org/pub/FreeBSD/


		ftp://ftp12.freebsd.org/pub/FreeBSD/


		ftp://ftp.at.freebsd.org/pub/FreeBSD/


		ftp://ftp.cz.freebsd.org/pub/FreeBSD/


		ftp://ftp.dk.freebsd.org/pub/FreeBSD/


		ftp://ftp.fi.freebsd.org/pub/FreeBSD/


		ftp://ftp.fr.freebsd.org/pub/FreeBSD/


		ftp://ftp2.ie.freebsd.org/pub/FreeBSD/


		ftp://ftp.se.freebsd.org/pub/FreeBSD/


		ftp://ftp.si.freebsd.org/pub/FreeBSD/


		ftp://ftp1.ru.freebsd.org/pub/FreeBSD/


		ftp://ftp2.uk.freebsd.org/pub/FreeBSD/


		ftp://ftp3.us.freebsd.org/pub/FreeBSD/


		ftp://ftp7.us.freebsd.org/pub/FreeBSD/


		ftp://ftp9.us.freebsd.org/pub/FreeBSD/


		ftp://ftp11.us.freebsd.org/pub/FreeBSD/





However before trying these sites you may want to check your regional
mirror(s) first by going to:


ftp://ftp.<yourdomain>.FreeBSD.org/pub/FreeBSD


Any additional mirror sites will be labeled ftp2, ftp3 and so
on.


More information about FreeBSD mirror sites can be found at:


http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/mirrors-ftp.html


For instructions on installing FreeBSD, please see Chapter 2 of The
FreeBSD Handbook. It provides a complete installation walk-through for
users new to FreeBSD, and can be found online at:


http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/install.html





FreeBSD Update


The freebsd-update(8) utility supports binary upgrades of i386 and amd64
systems running earlier FreeBSD releases. Systems running 6.3-RELEASE,
6.4-BETA, 6.4-RC1, or 6.4-RC2 can upgrade as follows:


# freebsd-update upgrade -r 6.4-RELEASE


During this process, FreeBSD Update may ask the user to help by merging
some configuration files or by confirming that the automatically
performed merging was done correctly.


# freebsd-update install


The system must be rebooted with the newly installed kernel before
continuing.


# shutdown -r now


After rebooting, freebsd-update needs to be run again to install the new
userland components, and the system needs to be rebooted again:


# freebsd-update install


# shutdown -r now


Note that FreeBSD Update stores downloaded upgrades in
/var/db/freebsd-update, so at least 400MB should be free in /var before
running freebsd-update; if the /var partition is too small, the -d
option to freebsd-update can be used to indicate that the upgrades
should be stored in a different directory.


For more information, see:


http://www.daemonology.net/blog/2007-11-10-freebsd-minor-version-upgrade.html
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ISO Image Checksums


MD5 (6.4-RELEASE-amd64-bootonly.iso) = 922fa2b990b3fd58bc558e08707dec47
MD5 (6.4-RELEASE-amd64-disc1.iso) = 33e9801d546a9bd379d97c4dc9bf833f
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MD5 (6.4-RELEASE-amd64-dvd1.iso) = efd0dd71c5b13b8464d8a7fce8a90cbc

MD5 (6.4-RELEASE-i386-bootonly.iso) = d3704b309b224fadeba29423511fbcff
MD5 (6.4-RELEASE-i386-disc1.iso) = 3bf0054bf0d650c1c7289e3076f2a24f
MD5 (6.4-RELEASE-i386-disc2.iso) = 2e5c68f0e8e82907e28394248973f2f6
MD5 (6.4-RELEASE-i386-disc3.iso) = 75c4b9ed4bfc836471ca6aad7ff071db
MD5 (6.4-RELEASE-i386-docs.iso) = a7e89a2006b34d5904ce74c907932918
MD5 (6.4-RELEASE-i386-dvd1.iso) = 01d1b4445bbb70e643e7a096562ca4a3

MD5 (6.4-RELEASE-pc98-bootonly.iso) = 6137dac091894d4eb620b02a94e3ddb6
MD5 (6.4-RELEASE-pc98-disc1.iso) = 1ac648575affdb79e6f345b1210fee1b

MD5 (6.4-RELEASE-sparc64-bootonly.iso) = 060cdc6c4fbcc96dcc13a88c09005079
MD5 (6.4-RELEASE-sparc64-disc1.iso) = 2e2f264f9cdbfd73c531943631174dac
MD5 (6.4-RELEASE-sparc64-docs.iso) = 33187d3f0459dbb2d1145aa8a4731497

SHA256 (6.4-RELEASE-amd64-bootonly.iso) = 228cfe8b5d06bdf3131a656972d94919b594371464e5f1c68e068af17b88f382
SHA256 (6.4-RELEASE-amd64-disc1.iso) = 6e8f24e153d78518268129db62e5efd3cd7b75e428a3c22bddf89eb901efa79e
SHA256 (6.4-RELEASE-amd64-disc2.iso) = 33697f3290e9754baada1feeb560f5797a8794f80ea36ecc8b0305c0ab32f07a
SHA256 (6.4-RELEASE-amd64-disc3.iso) = 59905ac81bc49be620e6a1465aba667be78b9276d999d820cca30357b073c263
SHA256 (6.4-RELEASE-amd64-docs.iso) = 1bf1445e2cf19c108adfa973cab26891c3c9ee19664de3650f38fc11c67d9f9e
SHA256 (6.4-RELEASE-amd64-dvd1.iso) = 88a0bd7818ecc2c26a6d304bffa9257f9bd192d6fb3b51ab1b538a5ef0e78130

SHA256 (6.4-RELEASE-i386-bootonly.iso) = 82377be5c922610e7613f70066919da6d39c1e3fc753b6b925eae9bdd22ac946
SHA256 (6.4-RELEASE-i386-disc1.iso) = c4f688013a27632e97caefc71296f59c9597abdb4e724385130d72dbd9abd218
SHA256 (6.4-RELEASE-i386-disc2.iso) = 4936aaede7c55c29f1acb07724a86690ae220f53ba2f67b441f15fa0a4b282e8
SHA256 (6.4-RELEASE-i386-disc3.iso) = 0c0ea48e2a07f2fc78c7d9448ad7cc24ffd224bbe4a9c1f7731358d7ce00d377
SHA256 (6.4-RELEASE-i386-docs.iso) = 13ef3a3fe8799b71130ac2041e63156b30751d292d9d2df68f2b4a4318cbcc98
SHA256 (6.4-RELEASE-i386-dvd1.iso) = 40b70eb8b36a5a13ef012592335d8e53cb9dea129a8b59971a999e84659ec6a8

SHA256 (6.4-RELEASE-pc98-bootonly.iso) = 2d0fc39c377c8bf6e3ff1ab61b8ecd9b94231e3331bc442be7f26b37ed4cf59d
SHA256 (6.4-RELEASE-pc98-disc1.iso) = dd2679fe503f7936fd4f7a6f5aa30e9c699d7eb78d382bef46eb9106dd0ab892

SHA256 (6.4-RELEASE-sparc64-bootonly.iso) = eeabf33aa11cc764f41ea9bb50ae9109817953a60d22ed4af8c6bf61885ed648
SHA256 (6.4-RELEASE-sparc64-disc1.iso) = c20f0a43732d72071cfdc17d788f3e04c1ac33e5ba122ce82fbd705ade482860
SHA256 (6.4-RELEASE-sparc64-docs.iso) = 1728658de8be72e62afbc10bc50243cf07c532b8b4cf7426c5f74f09dc5b8243
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The release notes for FreeBSD are customized for different platforms, as
some of the changes made to FreeBSD apply only to specific processor
architectures.


Release notes for FreeBSD 4.10-RELEASE are available for the following
platforms:



		i386


		Alpha





A list of all platforms currently under development can be found on the
Supported Platforms page.
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Release Highlights


The highlights in the 7.2-RELEASE are the following:



		[amd64, i386] The FreeBSD virtual memory subsystem now supports fully
transparent use of superpages for application memory; application
memory pages are dynamically promoted to or demoted from superpages
without any modification to application code. This change offers the
benefit of large page sizes such as improved virtual memory
efficiency and reduced TLB (translation lookaside buffer) misses
without downsides like application changes and virtual memory
inflexibility. This is disabled by default and can be enabled by
setting a loader tunable vm.pmap.pg_ps_enabled to 1.


		[amd64] The FreeBSD kernel virtual address space has been increased
to 6GB. This allows subsystems to use larger virtual memory space
than before. For example,
zfs(8) [http://www.FreeBSD.org/cgi/man.cgi?query=zfs&sektion=8&manpath=FreeBSD+7.2-RELEASE]
adaptive replacement cache (ARC) requires large kernel memory space
to cache file system data, so it benefits from the increased address
space. Note that the ceiling on the kernel map size is now 60% of the
size rather than an absolute quantity.


		[sparc64] The FreeBSD now supports Ultra SPARC III (Cheetah)
processor family.


		[i386] The
boot(8) [http://www.FreeBSD.org/cgi/man.cgi?query=boot&sektion=8&manpath=FreeBSD+7.2-RELEASE]
BTX loader has been improved. This fixes several boot issues on
recent machines reported for 7.1-RELEASE and before.


		A bug in the
ciss(4) [http://www.FreeBSD.org/cgi/man.cgi?query=ciss&sektion=4&manpath=FreeBSD+7.2-RELEASE]
driver which caused low “max device openings” count and led to poor
performance has been fixed.


		The
sdhci(4) [http://www.FreeBSD.org/cgi/man.cgi?query=sdhci&sektion=4&manpath=FreeBSD+7.2-RELEASE]
driver has been added. This supports PCI devices with class 8 and
subclass 5 according to the SD Host Controller Specification.


		Various network interface drivers have been improved, including
ae(4) [http://www.FreeBSD.org/cgi/man.cgi?query=ae&sektion=4&manpath=FreeBSD+7.2-RELEASE],
ath_hal(4) [http://www.FreeBSD.org/cgi/man.cgi?query=ath_hal&sektion=4&manpath=FreeBSD+7.2-RELEASE],
axe(4) [http://www.FreeBSD.org/cgi/man.cgi?query=axe&sektion=4&manpath=FreeBSD+7.2-RELEASE],
bce(4) [http://www.FreeBSD.org/cgi/man.cgi?query=bce&sektion=4&manpath=FreeBSD+7.2-RELEASE],
cxgb(4) [http://www.FreeBSD.org/cgi/man.cgi?query=cxgb&sektion=4&manpath=FreeBSD+7.2-RELEASE],
fxp(4) [http://www.FreeBSD.org/cgi/man.cgi?query=fxp&sektion=4&manpath=FreeBSD+7.2-RELEASE],
igb(4) [http://www.FreeBSD.org/cgi/man.cgi?query=igb&sektion=4&manpath=FreeBSD+7.2-RELEASE],
jme(4) [http://www.FreeBSD.org/cgi/man.cgi?query=jme&sektion=4&manpath=FreeBSD+7.2-RELEASE],
msk(4) [http://www.FreeBSD.org/cgi/man.cgi?query=msk&sektion=4&manpath=FreeBSD+7.2-RELEASE],
mxge(4) [http://www.FreeBSD.org/cgi/man.cgi?query=mxge&sektion=4&manpath=FreeBSD+7.2-RELEASE],
nfe(4) [http://www.FreeBSD.org/cgi/man.cgi?query=nfe&sektion=4&manpath=FreeBSD+7.2-RELEASE],
re(4) [http://www.FreeBSD.org/cgi/man.cgi?query=re&sektion=4&manpath=FreeBSD+7.2-RELEASE],
rl(4) [http://www.FreeBSD.org/cgi/man.cgi?query=rl&sektion=4&manpath=FreeBSD+7.2-RELEASE],
sis(4) [http://www.FreeBSD.org/cgi/man.cgi?query=sis&sektion=4&manpath=FreeBSD+7.2-RELEASE],
and
txp(4) [http://www.FreeBSD.org/cgi/man.cgi?query=txp&sektion=4&manpath=FreeBSD+7.2-RELEASE].


		The
btpand(8) [http://www.FreeBSD.org/cgi/man.cgi?query=btpand&sektion=8&manpath=FreeBSD+7.2-RELEASE]
daemon from NetBSD has been added. This daemon provides support for
Bluetooth Network Access Point (NAP), Group Ad-hoc Network (GN) and
Personal Area Network User (PANU) profiles.


		The
jail(8) [http://www.FreeBSD.org/cgi/man.cgi?query=jail&sektion=8&manpath=FreeBSD+7.2-RELEASE]
subsystem has been updated. Changes include:
		Multiple addresses of both IPv4 and IPv6 per jail has been
supported. It is even possible to have jails without an IP address
at all, which basically gives one a chrooted environment with
restricted process view and no networking.


		SCTP
(sctp(4) [http://www.FreeBSD.org/cgi/man.cgi?query=sctp&sektion=4&manpath=FreeBSD+7.2-RELEASE])
with IPv6 in jails has been implemented.


		Specific CPU binding by using
cpuset(1) [http://www.FreeBSD.org/cgi/man.cgi?query=cpuset&sektion=1&manpath=FreeBSD+7.2-RELEASE]
has been implemented. Note that the current implementation allows
the superuser inside of the jail to change the CPU bindings
specified. This behavior will be fixed in the next release.


		A
jail(8) [http://www.FreeBSD.org/cgi/man.cgi?query=jail&sektion=8&manpath=FreeBSD+7.2-RELEASE]
can start with a specific route FIB now.


		A show jails subcommand in
ddb(8) [http://www.FreeBSD.org/cgi/man.cgi?query=ddb&sektion=8&manpath=FreeBSD+7.2-RELEASE]
has been added.


		Compatibility support which permits 32-bit jail binaries to be
used on 64-bit systems to manage jails has been added.


		Note that both version numbers of jail and prison in the
jail(8) [http://www.FreeBSD.org/cgi/man.cgi?query=jail&sektion=8&manpath=FreeBSD+7.2-RELEASE]
have been updated for the new features.








		The supported version of the GNOME desktop environment
(`x11/gnome2 <http://www.FreeBSD.org/cgi/url.cgi?ports/x11/gnome2/pkg-descr>`__)
has been updated from 2.22 to 2.26.


		The supported version of the KDE desktop environment has been
updated from 3.5.10
(`x11/kde3 <http://www.FreeBSD.org/cgi/url.cgi?ports/x11/kde3/pkg-descr>`__)
to 4.2.2
(`x11/kde4 <http://www.FreeBSD.org/cgi/url.cgi?ports/x11/kde4/pkg-descr>`__).





For more details, please see the Detailed Release
Notes.


A list of all platforms currently under development can be found on the
Supported Platforms page.
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N/A”>


Done”>


None”>


On schedule, no blockers”>


Blocked”>


In progress”>


Needs testing”>


Not done”>


Unknown”>


Deferred for future release”>


]>


This is a status page for FreeBSD &local.rel;. If you have any updates
for these lists, please e-mail re@FreeBSD.org.



		Overall Status


		Showstoppers


		Feature enhancement






Overall Status for &local.rel;-RELEASE








		Status
		Description





		&status.ok;
		 










Showstoppers for &local.rel;-RELEASE










		Issue
		Status
		Responsible
		Description





		&status.none;
		 
		 
		 










Feature enhancement that may be interesting for &local.rel;-RELEASE


The following is a list of some desired features and enhancements that
could be added to &local.rel;-RELEASE if a developer has the opportunity
to work on. The integrity and the quality of the &local.rel;-RELEASE is
not impacted by these items.










		Feature
		Status
		Responsible
		Description
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The hardware notes for FreeBSD are customized for different platforms,
as many devices are only supported on (or are only relevant for)
specific processors or architectures.


Hardware notes for FreeBSD 5.0-RELEASE are available for the following
platforms:



		alpha


		ia64


		i386


		pc98


		sparc64





A list of all platforms currently under development can be found on the
Supported Platforms page.
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Date: Sun, 19 Jan 2003 10:03:42 -0700


From: scottl@FreeBSD.org (Scott Long)

To: freebsd-announce@FreeBSD.org

Subject: FreeBSD 5.0 Release Available





It is my privilege and pleasure to announce the availability of FreeBSD
5.0-RELEASE. The culmination of nearly three years of work, this release
starts FreeBSD on the path of advanced multiprocessor and application
thread support and introduces support for the sparc64 and ia64
platforms. Among the long list of new and improved features:



		UFS2, the second generation UFS filesystem, shatters the current 1TB
filesystem barrier.


		Background filesystem checking (bgfsck) and filesystem snapshots
eliminate the need for downtime to do filesystem repair and backup
tasks.


		Experimental support for Mandatory Access Controls (MAC) provide an
extensible and flexible means for administrators to define system
security policies.


		Fine-grained locking in the kernel paves the road for much higher
efficiency of multi-processor systems.


		Support for Bluetooth, ACPI, CardBus, IEEE 1394, and experimental
hardware crypto acceleration keeps FreeBSD at the forefront of new
technology.


		The GCC 3.2.1 compiler provides the latest installment of the
ever-improving GNU Compiler Collection.


		GEOM, the extensible and flexible storage framework, and DEVFS, the
device virtual filesystem, simplify storage and device management
while opening the door for new enterprise storage technologies.


		Support for the sparc64 and ia64 platforms expands FreeBSD’s support
of advanced 64-bit computing platforms.





Although FreeBSD 5.0 contains a number of new and exciting features, it
may not be suitable for all users. More conservative users may prefer to
continue using FreeBSD 4.X. Information on the various trade-offs
involved, as well as some notes on future plans for both FreeBSD 4.X and
5.X, can be found in the Early Adopter’s Guide, available here:


http://www.FreeBSD.org/releases/5.0R/early-adopter.html


For a complete list of new features and known problems, please see the
release notes and errata list, available here:


http://www.FreeBSD.org/releases/5.0R/relnotes.html


http://www.FreeBSD.org/releases/5.0R/errata.html


For more information about FreeBSD release engineering activities,
please see:


http://www.FreeBSD.org/releng/


Availability


FreeBSD 5.0-RELEASE supports the i386, pc98, alpha, sparc64, and ia64
architectures and can be installed directly over the net using the boot
floppies or copied to a local NFS/FTP server. Distributions for all
architectures are available now.


Please continue to support the FreeBSD Project by purchasing media from
one of our supporting vendors. The following companies will be offering
FreeBSD 5.0 based products:








		FreeBSD Mall, Inc.
		http://www.freebsdmall.com/



		Daemonnews, Inc.
		http://www.bsdmall.com/freebsd1.html







If you can’t afford FreeBSD on media, are impatient, or just want to use
it for evangelism purposes, then by all means download the ISO images.
We can’t promise that all the mirror sites will carry the larger ISO
images, but they will at least be available from:



		ftp://ftp.FreeBSD.org/pub/FreeBSD/


		ftp://ftp12.FreeBSD.org/pub/FreeBSD/


		ftp://ftp.tw.FreeBSD.org/pub/FreeBSD/


		ftp://ftp2.jp.freebsd.org/pub/FreeBSD/


		ftp://ftp3.jp.freebsd.org/pub/FreeBSD/


		ftp://ftp4.jp.freebsd.org/pub/FreeBSD/


		ftp://ftp5.jp.freebsd.org/pub/FreeBSD/


		ftp://ftp.cz.FreeBSD.org/pub/FreeBSD/


		ftp://ftp7.de.FreeBSD.org/pub/FreeBSD/


		ftp://ftp.lt.FreeBSD.org/pub/FreeBSD/


		ftp://ftp2.za.FreeBSD.org/pub/FreeBSD/


		ftp://ftp.se.FreeBSD.org/pub/FreeBSD/


		ftp://ftp1.ru.FreeBSD.org/pub/FreeBSD/


		ftp://ftp2.ru.FreeBSD.org/pub/FreeBSD/


		ftp://ftp4.ru.FreeBSD.org/pub/FreeBSD/





FreeBSD is also available via anonymous FTP from mirror sites in the
following countries: Argentina, Australia, Brazil, Bulgaria, Canada,
China, Czech Republic, Denmark, Estonia, Finland, France, Germany, Hong
Kong, Hungary, Iceland, Ireland, Japan, Korea, Lithuania, the
Netherlands, New Zealand, Poland, Portugal, Romania, Russia, Saudi
Arabia, South Africa, Slovak Republic, Slovenia, Spain, Sweden, Taiwan,
Thailand, Ukraine, and the United Kingdom.


Before trying the central FTP site, please check your regional mirror(s)
first by going to:


ftp://ftp.<yourdomain>.FreeBSD.org/pub/FreeBSD


Any additional mirror sites will be labeled ftp2, ftp3 and so on.


More information about FreeBSD mirror sites can be found at:


http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/mirrors-ftp.html


For instructions on installing FreeBSD, please see Chapter 2 of The
FreeBSD Handbook. It provides a complete installation walk-through for
users new to FreeBSD, and can be found online at:


http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/install.html
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Open Issues


This is a list of open issues that need to be resolved for FreeBSD 5.0.
If you have any updates for this list, please e-mail re@FreeBSD.org.



Must Resolve Issues for 5.0-RELEASE


Issue


Status


Responsible


Description


None at this time.





Desired Features for 5.0-RELEASE










		Issue
		Status
		Responsible
		Description





		a.out toolchain port
		–
		–
		A.out support in the base system was reduced; the removed build chain components should be made into a port.



		NETNCP and nwfs broken
		–
		–
		NETNCP and nwfs appear to be as-yet unadapted for KSE, and hence not working. The build needs fixing (probably not all that hard) and then it needs to be tested (harder: few people appear to have Netware servers).



		No docs for FAST IPSEC
		–
		–
		The new “fast ipsec” implementation has insufficient documentation (man pages, release notes), and this would be highly desirable to have before 5.0-RELEASE.



		Race conditions in truss
		Errata candidate
		&a.robert;
		Truss appears to contain a race condition during the start-up of debugging, which can result in truss failing to attach to the process before it exits. The symptom is that truss reports that it cannot open the procfs node supporting the process being debugged. A bug also appears to exist where in truss will hang if execve() returns ENOENT. A further race appears to exist in which truss will return “PIOCWAIT: Input/output error” occasionally on startup. The fix for this sufficiently changes process execution handling that we will defer the fix to post-5.0 and consider this errata.



		Documentation rottage: S/Key
		–
		–
		We now use OPIE instead of S/Key. The handbook doesn’t know that yet.



		Documentation wanted: gdbe
		–
		&a.chris;
		5.0 includes GDBE, supporting encryption of swap and storage. It would be nice if that was documented in the handbook.



		iir driver fails to probe disks
		–
		–
		During the install, the iir controller appears to correctly probe, but finds no disk devices. The card in question is an Intel srcu32 RAID controller with 32Mb RAM, Firmware revision 2.33.01. Direct access to real iir hardware for SCSI developers would be very helpful in resolving this problem.



		mly driver hangs during install
		–
		&a.scottl;, &a.jeff;
		Hangs have been reported during the 5.0 snapshot install when installing to mly supported RAID arrays. The same array appears to work fine with 4.7-RELEASE. The card in question is a Mylex AcceleRAID 170, 32 Mb RAM, Firmware revision 7.01-00. This is believed to be the same problem as described in PR 45383.










Areas requiring immediate testing due to 5.0 changes










		Issue
		Status
		Responsible
		Description





		if_ie, if_le, if_wl network device drivers
		–
		&a.sam;
		Changes made to the ethernet driver interfaces required sweeping API changes across all ethernet device drivers. While these changes are largely mechanical, they were not tested for three less frequently used interface drivers: if_ie, if_le, and if_wl. They each require testing (and probably fixing) prior to 5.0-RELEASE. If you have access to devices that use these drivers, please perform local testing and provide feedback to Sam Leffler.



		No console (term) if smbus is enable in the kernel
		–
		–
		There are reports that kernels build with smbus, viapm, and smb devices may not properly probe and support the system console following boot.










Known Issues with 5.0R-RC1 / i386










		Issue
		Status
		Responsible
		Description





		KDE does not install from ISO
		In Progress
		&a.murray;
		The kde meta-package is not included on the ISO, but many of the component kde packages are, so sysinstall gets confused and installs kde-icontheme instead (more correct behavior would be to fall back to kdebase if kde package is not present).
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The installation notes for FreeBSD are customized for different
platforms, as the procedures for installing FreeBSD are highly dependent
on the hardware platform.


Installation notes for FreeBSD 5.0-RELEASE are available for the
following platforms:



		alpha


		i386


		ia64


		pc98


		sparc64





A list of all platforms currently under development can be found on the
Supported Platforms page.
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The release notes for FreeBSD are customized for different platforms, as
some of the changes made to FreeBSD apply only to specific processor
architectures.


Release notes for FreeBSD 5.0-RELEASE are available for the following
platforms:



		alpha


		ia64


		i386


		pc98


		sparc64





A list of all platforms currently under development can be found on the
Supported Platforms page.
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Introduction


This is a specific schedule for the release of FreeBSD 5.0. For more
general information about the release engineering process, please see
the Release Engineering section of the
web site.


General discussions about the release engineering process or quality
assurance issues should be sent to the public
freebsd-qa mailing list.
MFC
requests should be sent to re@FreeBSD.org.


One of the major new features of FreeBSD 5.0 will be completely
re-worked SMP support.


The current release engineering TODO
list is also available. This list is
updated periodically through the release cycle.





Schedule










		Action
		Expected
		Actual
		Description



		releng_5_dp1 branch (Perforce)
		15 Mar 2002
		15 Mar 2002
		Branch created, commits require re@ approval. The branch will be used to allow us time to QA the release, synchronize the release notes with the translation teams, synchronize sysinstall and the package set, etc without disrupting the normal flow of development on -CURRENT.



		Ports Freeze
		2 Apr 2002
		2 Apr 2002
		The ports tree is frozen and tagged for the developer preview.



		Final i386 package build completes
		3 Apr 2002
		4 Apr 2002
		The final package build for the i386 architecture is complete.



		Final Alpha package build completes
		3 Apr 2002
		5 Apr 2002
		The final package build for the Alpha architecture is complete.



		Final sparc64 package build completes
		3 Apr 2002
		7 Apr 2002
		The final package build for the sparc64 architecture is complete.



		Package Split
		3 Apr 2002
		7 Apr 2002
		The packages for the installation CDROM are selected from the results of the final package build.



		FreeBSD 5.0 Developer Preview 1
		5 Apr 2002
		8 Apr 2002
		A full release for the i386, Alpha, and sparc64 architectures. The i386 and Alpha releases at least will contain a full package set and a disc1 ISO image will be made available.



		5.0 Feature List finalized
		16 Jun 2002
		–
		At the FreeBSD Developer Summit at Usenix, we will need to finalize the list of features that will be included with FreeBSD 5.0. Some features will just have to wait for 5.1 to give us ample time to QA the many features that are ready.



		RELENG_5_0_DP2 branch
		17 Jul 2002
		17 Aug 2002
		Branch created in Perforce, commits require re@ approval.



		FreeBSD 5.0 Developer Preview 2
		25 Jul 2002
		18 Nov 2002
		A full release for the i386, Alpha, and sparc64 architectures.



		-CURRENT feature freeze
		1 Oct 2002
		16 Oct 2002
		After this date, significant new features should be discussed with re@ before consideration for 5.0-RELEASE.



		-CURRENT code freeze
		20 Oct 2002
		18 Nov 2002
		The code freeze for 5.0. Commits to HEAD require re@ approval.



		First release candidate
		2 Dec 2002
		9 Dec 2002
		x86, alpha, sparc64, and ia64 images released and uploaded to ftp-master.FreeBSD.org.



		RELENG_5_0 branched
		12 Dec 2002
		12 Dec 2002
		Branch from HEAD for the release. Note: no branch for RELENG_5 will happen a this time.



		src unfrozen
		12 Dec 2002
		12 Dec 2002
		Unfreeze HEAD src. Continue to coordinate significant check-ins with re@FreeBSD.org in order to work towards 5-STABLE.



		Second release candidate
		17 Dec 2002
		21 Dec 2002
		–



		Ports tree tagged
		3 Jan 2003
		1 Jan 2003
		Tentative date of RELEASE_5_0_0 tag for ports.



		Start RC3 builds
		7 Jan 2003
		9 Jan 2003
		Set timestamp and start i386, pc98, sparc64, alpha, and ia64 builds.



		Third release candidate released
		10 Jan 2003
		12 Jan 2003
		–



		Version numbers bumped
		15 Jan 2003
		15 Jan 2003
		The files listed here are updated to reflect FreeBSD 5.0.



		src tree tagged
		15 Jan 2003
		16 Jan 2003
		Tag the RELENG_5_0 branch with RELENG_5_0_0_RELEASE



		doc tree tagged
		15 Jan 2003
		15 Jan 2003
		Tag the doc/ branch with RELEASE_5_0_0



		Final builds
		15 Jan 2003
		16 Jan 2003
		Start x86, alpha, sparc64, ia64, and pc98 builds.



		Warn hubs@FreeBSD.org
		15 Jan 2003
		17 Jan 2003
		Heads up email to hubs@FreeBSD.org to give admins time to prepare for the load spike to come. The site administrators have frequently requested advance notice for new ISOs.



		Upload to ftp-master
		17 Jan 2003
		17 Jan 2003
		Release and packages uploaded to ftp-master.FreeBSD.org



		FreeBSD 5.0 Released
		19 Jan 2003
		19 Jan 2003
		FreeBSD 5.0 is announced to the mailing lists.



		FreeBSD 5.0 Press Release
		19 Jan 2003
		–
		A formal press release statement is in the works and should be released at this time to the www.FreeBSD.org website and various tech publications.
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The hardware notes for FreeBSD are customized for different platforms,
as some of the changes made to FreeBSD apply only to specific processor
architectures.


Hardware notes for FreeBSD 5.0-DP2 are available for the following
platforms:



		alpha


		ia64


		i386


		pc98


		sparc64





A list of all platforms currently under development can be found on the
Supported Platforms page.
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Date: Monday, 18 Nov 2002 16:39:13 -0800


From: bmah@FreeBSD.org (Bruce A. Mah)

To: freebsd-announce@FreeBSD.org

Subject: FreeBSD 5.0 Developer Preview #2 Now Available





The FreeBSD Project is proud to announce the availability of the second
Developer Preview snapshot of FreeBSD 5.0 (5.0-DP2). This snapshot,
intended for widespread testing purposes, is the latest milestone
towards the eventual release of FreeBSD 5.0-RELEASE, currently scheduled
for mid-December 2002.


Since the release of 5.0-DP1, a number of new features have been added
on the CURRENT development branch. A few of these include:



		The GEOM disk geometry module and the GBDE on-disk encryption system.


		A compiler toolchain based on GCC 3.2.


		A new extensible Mandatory Access Control framework, the TrustedBSD
MAC Framework.


		The new UFS2 on-disk format, with support for larger filesystems and
extended file attributes.


		Support for Firewire devices.


		Experimental support for the RAIDframe software RAID disk driver.





Much more information can be found in the release documentation, as
described below.



WARNING


This snapshot is not a supported release, and has not undergone any of
the usual quality assurance checking that is a part of normal FreeBSD
releases. It may include serious software bugs. Do not install this
software on a machine where important data may be put at risk.


The purpose of this snapshot is to get wider exposure to FreeBSD 5.0’s
new features, in advance of the release. As such, we expect that testers
of 5.0-DP2 will follow the technical discussions on the
freebsd-current@ mailing list.





AVAILABILITY


FreeBSD 5.0-DP2 is being released for the alpha, ia64, i386, pc98, and
sparc64 architectures. As of this writing, 5.0-DP2/i386 is available,
with other architectures to follow soon.


The checksums for the two i386 ISO images are as follows:


MD5 (5.0-DP2-disc1.iso) = 997ef9ed5aa3e0721678f5482d2fc664 MD5 (5.0-DP2-disc2.iso) = 425718dbf1b771c8317556b7a13842c6


Before trying the central FTP site, we strongly recommend that you check
FTP mirror sites in your country or region, such as:


ftp://ftp.<yourcountry>.FreeBSD.org/pub/FreeBSD/


Any additional mirror sites will be named ftp2, ftp3, and so forth.
Appendix A of the FreeBSD Handbook has additional information about
FreeBSD mirror sites; it is available on-line at:


http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/mirrors-ftp.html


Some of the mirror sites known to carry 5.0-DP2 (in alphabetical order
by country code) are:



		ftp://ftp.FreeBSD.org/pub/FreeBSD/


		ftp://ftp2.FreeBSD.org/pub/FreeBSD/


		ftp://ftp2.at.FreeBSD.org/pub/FreeBSD/


		ftp://ftp.au.FreeBSD.org/pub/FreeBSD/


		ftp://ftp4.de.FreeBSD.org/pub/FreeBSD/


		ftp://ftp.dk.FreeBSD.org/pub/FreeBSD/





Release documentation is available in the distributions, as well as on
the FreeBSD Web site:



		Release notes: http://www.FreeBSD.org/releases/5.0R/DP2/relnotes.html


		Hardware notes:
http://www.FreeBSD.org/releases/5.0R/DP2/hardware.html


		Errata: http://www.FreeBSD.org/releases/5.0R/DP2/errata.html


		Early Adopter’s Guide:
http://www.FreeBSD.org/releases/5.0R/DP2/early-adopter.html








LATE-BREAKING NEWS


Certain parts of the KDE and GNOME desktop environments did not make it
to the package sets in the i386 ISO images.


The sparc64 and ia64 snapshots may or may not have package sets
associated with them.
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The FreeBSD Project wishes to thank the companies, developers, and users
who continue to make FreeBSD releases possible.


Many companies donated equipment, network access, or person-hours to
finance our ongoing release engineering activities, including The
FreeBSD Mall, Compaq, Yahoo!, Sentex Communications, NTT/Verio, and
Packet Design. We greatly appreciate their contributions.


The release engineering team for 5.0-DP2 includes:








		Murray Stokely <murray@FreeBSD.org>
		Release Engineering Team Lead



		John Baldwin <jhb@FreeBSD.org>
		Release Engineering, alpha and sparc64 Builds



		Scott Long <scottl@FreeBSD.org>
		Developer Communications



		Bruce A. Mah <bmah@FreeBSD.org>
		Release Documentation, i386 Build



		Robert Watson <rwatson@FreeBSD.org>
		Release Engineering, Security



		Marcel Moolenaar <marcel@FreeBSD.org>
		ia64 Build



		TAKAHASHI Yoshihiro <nyan@FreeBSD.org>
		pc98 Build



		Kris Kennaway <kris@FreeBSD.org>
		i386 and alpha Package Builds







FreeBSD 5.0-DP2 is, as with every release, a cooperative effort of all
of the FreeBSD committers <committers@FreeBSD.org>, as well as FreeBSD
users all over the world who have submitted new features, bug fixes, and
suggestions. Please join us in thanking everyone for their hard work in
polishing and improving the state of the FreeBSD -CURRENT development
branch.


We’d like to emphasize once again that this snapshot represents a
work-in-progress. Please help us by testing it now, so that we can make
FreeBSD 5.0-RELEASE as stable and useful as possible.


Thanks!



Bruce A. Mah


(For the FreeBSD Release Engineering Team)
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The hardware notes for FreeBSD are customized for different platforms,
as some of the changes made to FreeBSD apply only to specific processor
architectures.


Hardware notes for FreeBSD 4.8-RELEASE are available for the following
platforms:



		i386


		Alpha





A list of all platforms currently under development can be found on the
Supported Platforms page.
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Introduction


This is a specific schedule for the release of FreeBSD &local.rel;. For
more general information about the release engineering process, please
see the Release Engineering section of
the web site.


General discussions about the release engineering process or quality
assurance issues should be sent to the public
freebsd-qa mailing list.
MFC
requests should be sent to re@FreeBSD.org.





Schedule


Action


Expected


Actual


Description


Reminder announcement


16 Jan 2003


16 Jan 2003


Release Engineers send announcement email to developers@FreeBSD.org
with a rough schedule for the FreeBSD &local.rel; release.


Another Reminder announcement


7 Feb 2003


10 Feb 2003


1 week reminder.


Another Reminder announcement


14 Feb 2003


14 Feb 2003


Final reminder, with exact time that freeze begins.


&local.rel;-PRERELEASE Testing Guide published


15 Feb 2003


2 Mar 2003


A testing guide should be
published with information about recent changes and areas of the system
that should be thoroughly tested during the pre-release/RC period.


&local.rel;-PRERELEASE


15 Feb 2003


15 Feb 2003


newvers.sh, and release.ent updated.


FTP site updated


15 Feb 2003


unnecessary


pkg_add -r works for &local.rel;-PRERELEASE machines.


Code freeze begins


15 Feb 2003


15 Feb 2003


After this date, all commits to the RELENG_4 branch must be approved
by re@FreeBSD.org. Certain highly active documentation committers are
exempt from this rule for routine man page / release note updates.
Heads-up emails should be sent to the developers@, stable@ and
qa@ lists.


&local.rel;-RC


1 Mar 2003


2 Mar 2003


newvers.sh and release.ent updated.


Announce the Ports Freeze


1 Mar 2003


1 Mar 2003


Someone from portmgr@ should email freebsd-ports@ and BCC:
developers@ to set a date for the week long ports freeze and tagging
of the ports tree.


First release candidate


1 Mar 2003


3 Mar 2003


The first release candidate for the x86 and Alpha architecture is
released. ISO images should be uploaded to ftp-master.FreeBSD.org
and releng4.FreeBSD.org. A network install directory should be
uploaded to ftp-master.FreeBSD.org. The packages/ directory
should be a relative symlink, as described in the releng article.


Heads up to -stable


2 Mar 2003


3 Mar 2003


A message should be sent to qa@FreeBSD.org and
stable@FreeBSD.org after the snapshot is uploaded.


Second release candidate


16 Mar 2003


17 Mar 2003


Note: the release date of this candidate depends on the user experience
with RC1.


Third release candidate


–


–


Ports tree frozen


5 Mar 2003


6 Mar 2003


Only approved commits will be permitted to the ports/ tree during
the freeze.


Announce doc/ tree slush


6 Mar 2003


7 Mar 2003


Notification of the impending doc/ tree slush should be sent to
doc@.


doc/ tree slush


10 Mar 2003


10 Mar 2003


Non-essential commits to the en_US.ISO8859-1/ subtree should be
delayed from this point until after the doc/ tree tagging, to give
translation teams time to synchronize their work.


Ports tree tagged


13 Mar 2003


–


RELEASE_4_8_0 tag for ports/.


Ports tree unfrozen


22 Mar 2003


22 Mar 2003


After the ports/ tree is tagged, the ports/ tree will be
re-opened for commits, but commits made after tagging will not go in
&local.rel;-RELEASE.


Final package build starts


20 Mar 2003


–


The ports cluster and bento [http://bento.FreeBSD.org] build final
packages.


doc/ tree tagged.


19 Mar 2003


22 Mar 2003


Version number bumps for doc/ subtree. RELEASE_4_8_0 tag for
doc/. doc/ slush ends at this time.


RELENG_4_8 branch


22 Mar 2003


23 Mar 2003


The release branch is created.


Note to freebsd-stable@


22 Mar 2003


–


A note should be sent to the freebsd-stable@ list to let over-anxious
users know that the tags have been created but the release still isn’t
ready. Tags may be slid before the announcement goes out. Point users to
freebsd-qa@ for details.


Version numbers bumped.


23 Mar 2003


–


The files listed
here
are updated to reflect the fact that this is FreeBSD &local.rel;.


Update man.cgi on the website.


23 Mar 2003


28 Mar 2003


Make sure the &local.rel; manual pages are being displayed by default
for the man->web gateway. Also make sure these man pages are pointed to
by docs.xml.


src tree tagged.


29 Mar 2003


–


RELENG_4_8_0_RELEASE tag for src/.


Final builds.


29 Mar 2003


–


Final builds for x86 and Alpha in a pristine environment.


Warn hubs@FreeBSD.org


29 Mar 2003


–


Heads up email to hubs@FreeBSD.org to give admins time to prepare for
the load spike to come. The site administrators have frequently
requested advance notice for new ISOs.


Upload to ftp-master.


29 Mar 2003


–


Release and packages uploaded to ftp-master.FreeBSD.org


Announcement


30 Mar 2003


–


Announcement sent out after a majority of the mirrors have received the
bits.


Unfreeze the tree


30 Mar 2003


–


Announcement to developers@ explaining that the release is out, and
commits to RELENG_4 no longer require approval. Also note the policy
for commits to the RELENG_4_8 branch.
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The installation notes for FreeBSD are customized for different
platforms, as the procedures for installing FreeBSD are highly dependent
on the hardware platform.


Installation notes for FreeBSD 4.8-RELEASE are available for the
following platforms:



		alpha


		i386





A list of all platforms currently under development can be found on the
Supported Platforms page.
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The release notes for FreeBSD are customized for different platforms, as
some of the changes made to FreeBSD apply only to specific processor
architectures.


Release notes for FreeBSD 4.8-RELEASE are available for the following
platforms:



		i386


		Alpha





A list of all platforms currently under development can be found on the
Supported Platforms page.
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Goals


As part of our on-going effort to improve the release engineering
process, we have identified several areas that need significant quality
assurance testing during the release candidate phase. Below, we’ve
listed the changes in &rel; that we feel merit the most attention due to
their involving substantial changes to the system, or having arrived
late in the development cycle leading up to the release. In general, our
goal in the QA process is to attempt to check a number of things:



		The system has not regressed with respects to stability, correctness,
interoperability, or performance of features present in prior
releases.


		New features result in the desired improvement in stability,
correctness, interoperability, or performance.





To effectively determine this, it’s desirable to test the system in a
diverse set of environments, applying a wide set of workloads, forcing
the system to operate both within and outside its normal specification.
Particular focus should often be placed on the continuing (or new)
capability of the system to perform correctly when used in concert with
systems from other vendors.





Features to explore carefully:



		OpenSSL. OpenSSL was updated to 0.9.7a. Please test any SSL
consumers on your system to make sure there have been no regressions
in functionality.


		IPFilter has recently been updated to version 3.4.31 and has not
yet been thoroughly tested in -STABLE.


		Firewire


		libc_r - A change has been made to fix libc_r in the case when
a non-standard value of KVA_PAGES is used in the kernel. libc_r in
general could use testing with real applications.


		dlinfo() added - test your shared-library heavy ports to make
sure there are no build problems.


		ISC DHCP 3.0.1 RC11 has recently been added to 4.8RC. This
version of the ISC DHCP client was used in 5.0-RELEASE, and should be
well tested, but it was only recently made available to 4.X-STABLE
users so it has not received much testing to date in that
environment.





The release notes will always be a good place
to look for things to test.





Known Issues



		Disks attached to a Mylex controller are not seen by sysinstall.
There is a problem because this module is loaded from the mfsroot
floppy and the equivalent of a “camcontrol rescan” is not performed
to discover disks after the module has loaded. Found by Julian. Fixed
by scottl Mar 28.


		GNOME2 does not work until the user manually runs ‘fc-cache -f’.
marcus@ has committed a fix to the port, murray@ has manually hacked
some packages to test the proposed fixes, and kris@ will rebuild 150+
GNOME ports
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The hardware notes for FreeBSD are customized for different platforms,
as some of the changes made to FreeBSD apply only to specific processor
architectures.


Hardware notes for FreeBSD 4.4 are available for the following
platforms:



		i386


		Alpha





A list of all platforms currently under development can be found on the
Supported Platforms page.
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Date: Thursday, 20 Sep 2001 18:00:00 -0800


From: “Jordan K. Hubbard” <jkh@freebsd.org>

To: announce@FreeBSD.org

Subject: 4.4-RELEASE is now available





I am very pleased to announce the availability of FreeBSD 4.4-RELEASE,
the very very latest in 4.x-STABLE branch technology. Since FreeBSD 4.3
was released in April 2001, we have made hundreds of fixes, updated many
different components and addressed a wide variety of security issues. We
have also substantially revamped the documentation and provided much
more comprehensive release notes. Please see the various HTML (or, at
your option, text) files in the release directory for more information.


4.4-RELEASE is available for the
i386 [ftp://ftp.FreeBSD.org/pub/FreeBSD/releases/i386/4.4-RELEASE]
and
alpha [ftp://ftp.FreeBSD.org/pub/FreeBSD/releases/alpha/4.4-RELEASE]
architectures and can be installed directly over the net using the boot
floppies or copied to a local NFS/ftp server.



ISO (CD) Images


—————





We can’t promise that all the mirror sites will carry the larger ISO
images, but they will at least be available from:



ftp://ftp.FreeBSD.org/pub/FreeBSD/releases/i386/ISO-IMAGES/4.4/


and ftp://ftp.FreeBSD.org/pub/FreeBSD/releases/alpha/ISO-IMAGES/4.4/





Where ${arch} is currently “i386” or “alpha”. If you can’t afford the
CDs, are impatient, or just want to use it for evangelism purposes, then
by all means download the ISOs, otherwise please do continue to support
the FreeBSD project by purchasing one of its official CD releases from
The FreeBSD Mall [http://www.freebsdmall.com]. Each CD sets contains
the FreeBSD installation and application package bits for the x86 (“PC”)
architecture. For a set of distfiles used to build ports in the ports
collection, please see also the FreeBSD Toolkit, a 6 CD set containing
all such extra bits which can no longer fit on the 4 ISO set.


FreeBSD is also available via anonymous FTP from mirror sites in the
following countries: Argentina, Australia, Brazil, Bulgaria, Canada, the
Czech Republic, Denmark, Estonia, Finland, France, Germany, Hong Kong,
Hungary, Iceland, Ireland, Israel, Japan, Korea, Latvia, Malaysia,
Mordor, the Netherlands, Poland, Portugal, Rumania, Russia, Slovenia,
South Africa, Spain, Sweden, Taiwan, Thailand, the Ukraine and the
United Kingdom (and quite possibly several others which I’ve never even
heard of :).


Before trying the central FTP site, please check your regional mirror(s)
first by going to:


ftp://ftp.<yourdomain>.FreeBSD.org/pub/FreeBSD


Any additional mirror sites will be labeled ftp2, ftp3 and so on.


Most releases prior to 4.4-RELEASE have been team efforts, only possible
at all due to the collaboration of many different people. It still bears
noting, however, that 4.4-RELEASE was done completely by a “release
engineering team” rather than “a release engineer” and I think it’s fair
to say that with 4.4-RELEASE, we’ve completed the transition from having
one primary person worry about releases to having many primary people
(re@FreeBSD.org) worry about them. This is a distinct improvement from
any point of view and, I think, an important milestone in FreeBSD’s
progress.


In addition to myself, the release engineering team for 4.4-RELEASE has
been:



Murray Stokely <murray@freebsd.org>
: Release Engineering


Steve Price <steve@FreeBSD.org> : Package collection

Satoshi Asami <asami@FreeBSD.org> : Package collection

Bruce A. Mah <bmah@FreeBSD.org> : Release notes





Please join me in thanking them for all the hard work which went into
making this release. I would also like to thank the FreeBSD Committers
<committers@FreeBSD.org>, without which there would be nothing to
release, and the many thousands of FreeBSD users world-wide who
contributed bug fixes, features and suggestions.



Thanks!




		Jordan
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The FreeBSD Release Engineering Team is pleased to announce the
availability of FreeBSD 7.2-RELEASE. This is the third release from the
7-STABLE branch which improves on the functionality of FreeBSD 7.1 and
introduces some new features. Some of the highlights:



		support for fully transparent use of superpages for application
memory


		support for multiple IPv4 and IPv6 addresses for jails


		csup(1) now supports CVSMode to fetch a complete CVS repository


		Gnome updated to 2.26, KDE updated to 4.2.2


		sparc64 now supports UltraSparc-III processors





For a complete list of new features and known problems, please see the
online release notes and errata list, available at:



		http://www.FreeBSD.org/releases/7.2R/relnotes.html


		http://www.FreeBSD.org/releases/7.2R/errata.html





For more information about FreeBSD release engineering activities,
please see:



		http://www.FreeBSD.org/releng/






Availability


FreeBSD 7.2-RELEASE is now available for the amd64, i386, ia64, pc98,
powerpc, and sparc64 architectures.


FreeBSD 7.2 can be installed from bootable ISO images or over the
network; the required files can be downloaded via FTP or BitTorrent as
described in the sections below. While some of the smaller FTP mirrors
may not carry all architectures, they will all generally contain the
more common ones, such as i386 and amd64.


MD5 and SHA256 hashes for the release ISO images are included at the
bottom of this message.


The purpose of the ISO images provided as part of the release are as
follows:



		dvd1


		This contains everything necessary to install the base FreeBSD
operating system, a collection of pre-built packages, and the
documentation. It also supports booting into a “livefs” based rescue
mode. This should be all you need if you can burn and use DVD-sized
media.


		disc1, disc2, disc3, livefs, docs


		disc1 contains the base FreeBSD operating system and a few
pre-built packages. disc2 and disc3 contain more pre-built
packages. Those three can be burned to CDROM sized media and should
be all you need to do a normal installation. livefs contains
support for booting into a “livefs” based rescue mode but does not
support doing an install from the CD itself. You would need to
perform a network based install. docs contains the
documentation.


		bootonly


		This supports booting a machine using the CDROM drive but does not
contain the support for installing FreeBSD from the CD itself. You
would need to perform a network based install (e.g. from an FTP
server) after booting from the CD.





Note: late in the testing cycle it was discovered some machines do
not recognize the i386 disc1 as bootable (they just fall through to
booting off the next boot device). All affected machines did see the
other discs as bootable. If you have a machine with that problem booting
off either bootonly or livefs and then swapping in disc1 once sysinstall
starts should work.


FreeBSD 7.2-RELEASE can also be purchased on CD-ROM or DVD from several
vendors. One of the vendors that will be offering FreeBSD 7.2-based
products is:



		FreeBSD Mall, Inc. http://www.freebsdmall.com/








BitTorrent


7.2-RELEASE ISOs are available via BitTorrent. A collection of torrent
files to download the images is available at:



		http://torrents.FreeBSD.org:8080/








FTP


At the time of this announcement the following FTP sites have FreeBSD
7.2-RELEASE available.



		ftp://ftp.FreeBSD.org/pub/FreeBSD/


		ftp://ftp1.FreeBSD.org/pub/FreeBSD/


		ftp://ftp5.FreeBSD.org/pub/FreeBSD/


		ftp://ftp10.FreeBSD.org/pub/FreeBSD/


		ftp://ftp12.FreeBSD.org/pub/FreeBSD/


		ftp://ftp13.FreeBSD.org/pub/FreeBSD/


		ftp://ftp14.FreeBSD.org/pub/FreeBSD/


		ftp://ftp.dk.FreeBSD.org/pub/FreeBSD/


		ftp://ftp.gr.FreeBSD.org/pub/FreeBSD/


		ftp://ftp.ru.FreeBSD.org/pub/FreeBSD/


		ftp://ftp1.ru.FreeBSD.org/pub/FreeBSD/


		ftp://ftp.tw.FreeBSD.org/pub/FreeBSD/


		ftp://ftp4.tw.FreeBSD.org/pub/FreeBSD/


		ftp://ftp.uk.FreeBSD.org/pub/FreeBSD/


		ftp://ftp3.us.FreeBSD.org/pub/FreeBSD/


		ftp://ftp7.us.FreeBSD.org/pub/FreeBSD/


		ftp://ftp10.us.FreeBSD.org/pub/FreeBSD/





However before trying these sites please check your regional mirror(s)
first by going to:



		ftp://ftp.<yourdomain>.FreeBSD.org/pub/FreeBSD





Any additional mirror sites will be labeled ftp2, ftp3 and so
on.


More information about FreeBSD mirror sites can be found at:



		http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/mirrors-ftp.html





For instructions on installing FreeBSD, please see Chapter 2 of The
FreeBSD Handbook. It provides a complete installation walk-through for
users new to FreeBSD, and can be found online at:



		http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/install.html








Updates from Source


The procedure for doing a source code based update is described in the
FreeBSD Handbook:



		http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/synching.html


		http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/makeworld.html





The branch tag to use for updating the source is RELENG_7_2.





FreeBSD Update


The freebsd-update(8) utility supports binary upgrades of i386 and amd64
systems running earlier FreeBSD releases. Systems running 7.0-RELEASE,
7.1-RELEASE, 7.2-BETA, 7.2-RC1, or 7.2-RC2 can upgrade as follows:


# freebsd-update upgrade -r 7.2-RELEASE






During this process, FreeBSD Update may ask the user to help by merging
some configuration files or by confirming that the automatically
performed merging was done correctly.


# freebsd-update install






The system must be rebooted with the newly installed kernel before
continuing.


# shutdown -r now






After rebooting, freebsd-update needs to be run again to install the new
userland components, and the system needs to be rebooted again:


# freebsd-update install
# shutdown -r now






Users of earlier FreeBSD releases (FreeBSD 6.x) can also use
freebsd-update to upgrade to FreeBSD 7.2, but will be prompted to
rebuild all third-party applications (e.g., anything installed from the
ports tree) after the second invocation of “freebsd-update install”, in
order to handle differences in the system libraries between FreeBSD 6.x
and FreeBSD 7.x.


For more information about upgrading from FreeBSD 6.x using FreeBSD
Update, see:



		http://www.daemonology.net/blog/2007-11-11-freebsd-major-version-upgrade.html








Support


The FreeBSD Security Team currently plans to support FreeBSD 7.2 until
May 31st, 2010. For more information on the Security Team and their
support of the various FreeBSD branches see:



		http://www.FreeBSD.org/security/
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ISO Image Checksums


MD5 (7.2-RELEASE-amd64-bootonly.iso) = d77d758684d03815be05f90c12085b2f
MD5 (7.2-RELEASE-amd64-disc1.iso) = 3b281f75acef6f6a16d5e405ed003f36
MD5 (7.2-RELEASE-amd64-disc2.iso) = e7d2497054a15906d0e4945d8c91e47f
MD5 (7.2-RELEASE-amd64-disc3.iso) = ba4369f5d39fae3bd11ad537f4c52783
MD5 (7.2-RELEASE-amd64-docs.iso) = 97db6efd21c531b2a325224d9897f287
MD5 (7.2-RELEASE-amd64-dvd1.iso) = b3ac4c645aec087480ddefa827c8553c
MD5 (7.2-RELEASE-amd64-livefs.iso) = 93c4ad283b66f6cb9d1eb1dcace92ce6






MD5 (7.2-RELEASE-i386-bootonly.iso) = aceb5cdbb14780c97924cb4a645d3258
MD5 (7.2-RELEASE-i386-disc1.iso) = b2415294a55ab3e5c1931f4e0fe67e4e
MD5 (7.2-RELEASE-i386-disc2.iso) = b4fd35adea684e6da3a0515b535ece39
MD5 (7.2-RELEASE-i386-disc3.iso) = da2958a3eb6a3ce6237ed7194bdfdd13
MD5 (7.2-RELEASE-i386-docs.iso) = fee5de7fbd8c21e5a7523a1c197c32ae
MD5 (7.2-RELEASE-i386-dvd1.iso) = 1d129a999a1db6aefebc57c2f82cacc0
MD5 (7.2-RELEASE-i386-livefs.iso) = decdd91479b8059e70eed6d8e4eb5c06






MD5 (7.2-RELEASE-ia64-bootonly.iso) = d0a84e0014b042f5369e1644a38c380c
MD5 (7.2-RELEASE-ia64-disc1.iso) = 58eb2db0a7656a05cb6193aad68e150b
MD5 (7.2-RELEASE-ia64-disc2.iso) = bf27c66277e9bea85d9656af154e94ca
MD5 (7.2-RELEASE-ia64-disc3.iso) = 1ab4e7e08fa41b7b4e2370a8bde6dcfb
MD5 (7.2-RELEASE-ia64-docs.iso) = 01de8413d2829c5b1cb6d495b51cf3a0
MD5 (7.2-RELEASE-ia64-livefs.iso) = 02eadf879e203148610d823e7db515ba






MD5 (7.2-RELEASE-pc98-bootonly.iso) = a0eaf2126458fc88ee1ac6d82d1f1c3a
MD5 (7.2-RELEASE-pc98-disc1.iso) = 6555c5c4a8606ee043b5a7fbb7759b32
MD5 (7.2-RELEASE-pc98-livefs.iso) = 0a23c3c4fc94d2961be5d148003e9511






MD5 (7.2-RELEASE-powerpc-bootonly.iso) = 17ddd18ad20aa00dd5b4830e536eabad
MD5 (7.2-RELEASE-powerpc-disc1.iso) = 015869f4f70124c0204ebd111d876142
MD5 (7.2-RELEASE-powerpc-disc2.iso) = 2f6d5139b57e982039fb90f02cf3f508
MD5 (7.2-RELEASE-powerpc-disc3.iso) = 0a6d3b4a5808374bb44f3f8583df38f7
MD5 (7.2-RELEASE-powerpc-docs.iso) = bb30b266f3c0164b512b3b3317f8ab68






MD5 (7.2-RELEASE-sparc64-bootonly.iso) = e3246598de481f7c1b117c81b46acfaa
MD5 (7.2-RELEASE-sparc64-disc1.iso) = 2e767c93f195b69ea83274a1dff4dd5c
MD5 (7.2-RELEASE-sparc64-docs.iso) = 1b3d32f0c82c89e18b6f2a3eeca47ae5






SHA256 (7.2-RELEASE-amd64-bootonly.iso) = fb87f4c7ddf8870e8758191181ebf3730dd44534ecc3654069a66d85c56695d3
SHA256 (7.2-RELEASE-amd64-disc1.iso) = 1ea1f6f652d7c5f5eab7ef9f8edbed50cb664b08ed761850f95f48e86cc71ef5
SHA256 (7.2-RELEASE-amd64-disc2.iso) = 0a951c4eea8891b0d2bf3702eb933037dc6db3530b9a37e5b33d765ba9f67154
SHA256 (7.2-RELEASE-amd64-disc3.iso) = 870eeb94b3f21d0ab603986bc6fecb6b3a4a7529f6220ba34aef6458fc43a8b4
SHA256 (7.2-RELEASE-amd64-docs.iso) = 109b9d048b8ff58e392f002ef85f60e75b33ea72ef658edb610f9f50235508d4
SHA256 (7.2-RELEASE-amd64-dvd1.iso) = 1e13d3b6dfa7034e86f17b9ba379fff56761ffad7e029a23a27e92e9dbde2788
SHA256 (7.2-RELEASE-amd64-livefs.iso) = df3cc7f8795b9b260ada2facbd0d77114f0535c35b933a503ac3e56e05947e33






SHA256 (7.2-RELEASE-i386-bootonly.iso) = 6993e73ad5e012d1605c5cf085942b694ec4fa6fb4be114c7e752a012b8c3a5e
SHA256 (7.2-RELEASE-i386-disc1.iso) = bf4d00102215b07f5a4c8acac80b9d9bd9bf8bd93ac554fe09b21302f0b41380
SHA256 (7.2-RELEASE-i386-disc2.iso) = 573673db5acebd68dfdbca63f620b923a7e68421f1e946fb26a1381e3d7fd9f8
SHA256 (7.2-RELEASE-i386-disc3.iso) = ec5c98c02849c181f405e63875f193e33e121cb087cec0bd2a3e10f533ffc8e7
SHA256 (7.2-RELEASE-i386-docs.iso) = 77beb6e7a7905a2e9aba4adeb2722be5fbdb699bd44bd0a01e3780b4623d2ce9
SHA256 (7.2-RELEASE-i386-dvd1.iso) = de395cc63cb7fa22a0bf116487c13d56aac71762787fc5581746bfb48e66f750
SHA256 (7.2-RELEASE-i386-livefs.iso) = 4faa7b9d78d125f9b28521247e32e1f0bef3b0b0f21b654ba22c6e79ca3301ce






SHA256 (7.2-RELEASE-ia64-bootonly.iso) = 0a2f5fb514f14760b1237059d9ef381e0836fd45579c5264efc2eb49cc57fbb9
SHA256 (7.2-RELEASE-ia64-disc1.iso) = 048850ab672ae6865225b4d3ca324753dd823d526ce93480adf15f602acd96bf
SHA256 (7.2-RELEASE-ia64-disc2.iso) = 5fe326d21f2e7646c63a1b6fb5ae913971da99f1c660f0ffd148de19fc47fb11
SHA256 (7.2-RELEASE-ia64-disc3.iso) = 58c0c94d12ca197593ec48cab2fc5ec619a87caa16ae5421958216773665086d
SHA256 (7.2-RELEASE-ia64-docs.iso) = 106844d5135e56ed2232ecabe0e4dc8c78e54f7e9d43e92be0ee3f741009a2eb
SHA256 (7.2-RELEASE-ia64-livefs.iso) = 70294d2d65e2f483af23d9a4c0d14e1af43da68c086b3e247af31e85050b1247






SHA256 (7.2-RELEASE-pc98-bootonly.iso) = 37f65bb079304353858da6f06936cf12d19cfcdd6f4127aecac91d2a23976db1
SHA256 (7.2-RELEASE-pc98-disc1.iso) = 877845e4dcd3b617f1c23a47b62d27dbe3a5ff6d35075cb20cd038e2b749220f
SHA256 (7.2-RELEASE-pc98-livefs.iso) = 3741eb5a178fa0b97a6f50b57dcc750ee7d9d2e1871a244740a4603b22289491






SHA256 (7.2-RELEASE-powerpc-bootonly.iso) = d933276ab67b6de04144ffb3a15e632f6ac6f0a82237654f9349214e0c0acb9b
SHA256 (7.2-RELEASE-powerpc-disc1.iso) = b366319ce4cfdbff2ef394cca6f460159dd1e4949927da82904ff5c9baa3f4b8
SHA256 (7.2-RELEASE-powerpc-disc2.iso) = 40e4d5e94c543018fd692efe7150bcca482f1a0a3ddc50330bbbd5a320d90d36
SHA256 (7.2-RELEASE-powerpc-disc3.iso) = fc5ed9a503447c68a9e8392b60c4c35650208c42da982c9c6206e349ad327888
SHA256 (7.2-RELEASE-powerpc-docs.iso) = 58e4f348b057608515bca359a713877964fddf638bca921d09000aada899477b






SHA256 (7.2-RELEASE-sparc64-bootonly.iso) = 98aa7492c195df441b4e4699984fd8f38af1db03e7e92cc8d1530089a4d50e11
SHA256 (7.2-RELEASE-sparc64-disc1.iso) = ba7fa45c21d7ca43bacb78fe46c18ef15f73e480e7fe3e6c8ba8c575efe25888
SHA256 (7.2-RELEASE-sparc64-docs.iso) = b67483a4e198e2aeb99bacf9cc826f36a3d9304482fb49c34d05590661d6da76
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The release notes for FreeBSD are customized for different platforms, as
some of the changes made to FreeBSD apply only to specific processor
architectures.


Release notes for FreeBSD 4.4 are available for the following platforms:



		i386


		Alpha





A list of all platforms currently under development can be found on the
Supported Platforms page.
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Introduction


This is a specific schedule for the release of FreeBSD &local.rel;. For
more general information about the release engineering process, please
see the Release Engineering section of
the web site.


General discussions about the pending release and known issues should be
sent to the public
freebsd-stable mailing list.
MFC
requests should be sent to re@FreeBSD.org.





Schedule


Action


Expected


Actual


Description


Reminder announcement


16 March 2009


17 March 2009


Release Engineers send announcement email to developers with a rough
schedule for the FreeBSD &local.rel; release.


Announce the Ports Freeze


3 April 2009


3 April 2009


Someone from portmgr@ should email freebsd-ports@ to set a date
for the week long ports freeze and tagging of the ports tree.


Code freeze begins


23 March 2009


23 March 2009


After this date, all commits to RELENG_7 must be approved by
re@FreeBSD.org. Certain highly active documentation committers are
exempt from this rule for routine man page / release note updates.
Heads-up emails should be sent to the developers, as well as stable@
and qa@ lists.


Announce doc/ tree slush


–


3 April 2009


Notification of the impending doc/ tree slush should be sent to
doc@.


Ports tree frozen


13 April 2009


13 April 2009


Only approved commits will be permitted to the ports/ tree during
the freeze.


doc/ tree slush


10 April 2009


10 April 2009


Non-essential commits to the en_US.ISO8859-1/ subtree should be
delayed from this point until after the doc/ tree tagging, to give
translation teams time to synchronize their work.


doc/ tree tagged.


17 April 2009


17 April 2009


Version number bumps for doc/ subtree. RELEASE_&local.rel.tag;_0
tag for doc/. doc/ slush ends at this time.


BETA1 builds


30 March 2009


31 March 2009


Begin BETA1 builds.


RELENG_7_2 branch


10 April 2009


15 April 2009


The new release branch is created. Update newvers.sh and
release.ent on various branches involved.


RC1 builds


13 April 2009


15 April 2009


Begin RC1 builds.


Ports tree tagged


20 April 2009


21 April 2009


RELEASE_&local.rel.tag;_0 tag for ports/.


Ports tree unfrozen


20 April 2009


21 April 2009


After the ports/ tree is tagged, the ports/ tree will be
re-opened for commits, but commits made after tagging will not go in
&local.rel;-RELEASE.


Final package build starts


20 April 2009


21 April 2009


The ports cluster and pointyhat [http://pointyhat.FreeBSD.org] build
final packages.


RC2 builds


20 April 2009


23 April 2009


Begin RC2 builds.


RELEASE builds


1 May 2009


1 May 2009


Begin RELEASE builds.


Announcement


4 May 2009


4 May 2009


Announcement sent out after a majority of the mirrors have received the
bits.


Turn over to the secteam


TBD


–


RELENG_&local.rel.tag; branch is handed over to the FreeBSD Security
Officer Team in one or two weeks after the announcement.





Additional Information



		FreeBSD Release Engineering website
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This page keeps a record of current hardware transactions taking place
under the donations team. These are only completed or believed to be
completed transactions. If something was offered but never shipped to
anyone, please do not list it here. If you see any mistakes, please send
an email to trhodes@FreeBSD.org so that I may correct it. Feel free to
cc: donations@FreeBSD.org as well.










		FROM
		ITEM
		TO
		STATUS





		nsayer
		4-port Zynx ‘dc’
NIC
		jlemon
		Unknown



		Sebastian Trahm
<inthisdefiance@gm
x.net>
		Packet Engines
G-NICII 1000SX/PCI
		will
		Received



		donxc <donald.cr
eel@verizon.net>
		ATI Rage Pro 128
		anholt
		Shipped



		Stephen Hoover <
shoover@442spot.co
m>
		Pentium III 1GHz
133FSB, 512MB
PC133 RAM, Asus
TUSL2-C
motherboard (815EP
chipset), Intel
82559 (PILA8460B)
10/100 NIC, 52X
CD-ROM, floppy,
case w/250W power
supply w/case fan
		kris
		Received



		
		``Salvatore Denaro


		<sdenaro@speakeas





y.net>``



		512MB DDR ECC DIMM
		obrien
		Received



		
		``Frank Nikolajsen


		<frank@warpspace.





com>``



		Three 533MHz
21164A CPU PC164SX
(AlphaPC)
motherboards
		Ports Cluster
(obrien/peter)
		Received



		``William Gnadt <w
gnadt@rri-usa.org>
``
		PCMCIA CD-ROM
drive (Addonics),
USB 1.1 HD
enclosure w/850MB
HD
		imp, bsd
		CD-ROM shipped to
imp, HD enclosure
shipped to bsd



		``William Gnadt <w
gnadt@rri-usa.org>
``
		Seagate Cheetah
10K RPM 9GB
UW-SCSI HD Model:
ST19101W / 68-pin
connector, new
dual-fan HD cooler
		dannyboy
		Received



		William Gnadt <w
gnadt@goliath.rri-
usa.org>
		Dell Inspiron 3000
laptop (Pentium
266MHz, 64MB RAM,
floppy and CD-ROM
drives, docking
station, PCMCIA
Ethernet/modem
card, extra power
supply – good
condition
		imp
		Received



		William Gnadt <w
gnadt@goliath.rri-
usa.org>
		PCMCIA cards: “New
Media” 28.8 modem
(unknown model #),
Linksys 33.6
LANmodem (model
PCMLM36), Linksys
combo ethernet
card (model EC2T),
3COM 3C905B
Ethernet 10/100B-T
network adapter
(PCI)
		PCMCIA cards to
imp, 3COM nic to
silby
		PCMCIA cards
shipped. 3COM nic
shipped.



		William Gnadt <w
gnadt@goliath.rri-
usa.org>
		2.5” laptop HDs:
Toshiba HDD2714 -
1443MB Toshiba
HDD2731 - 1083MB
		darrenr
		Awaiting Shipment



		William Gnadt <w
gnadt@goliath.rri-
usa.org>
		68-pin M-M SCSI
cable 1 meter
(brand new)
		mwlucas
		Received



		Simon Chang <sch
ang@quantumslipstr
eam.net>
		Dual Pentium Pro
200MHz (both CPUs
and VRMs
included), 128 MB
of RAM 10-GB IDE
hard disk drive,
IDE CD-ROM drive,
one old 3Com
3C509B-TPO network
card
		will
		Received



		gj
		pc164 (Alpha)
		sos
		Received



		Michael Hembo <h
embo@micron.dk>
		4 * 512 MB PC133
SIMM (for
ftp.FreeBSD.org)
		jesper
		Received



		trhodes
		40GB IDE HDD
		rwatson
		Received



		
		``jesper on behalf


		of TDC Tele Danma





rk``



		AlphaStation
255/233
		sos
		Received



		<Aaron.Schroeder
@qg.com>
		384MB RAM for an
AlphaStation 500
		wilko
		Received



		DEC/Compaq
		AS2100 SMP
		trevor
		Received



		
		``wilko, on behalf


		of Compaq``






		DS10
		murray, obrien,
package cluster
		Received



		
		``wilko, on behalf


		of HP``






		AlphaServer 1000A
		markm
		Received



		Rolf Huisman
		Abit BP6 dual CPU
mainboard
		wilko
		Received



		``Stefan Molnar <s
tefan@csudsu.com>
``
		Sun X6540A
dual-channel
Symbios 53C876
SCSI card
(w/FCode)
		jake
		Received



		obrien
		Hitachi ATAPI
CDR-7730 cdrom
drive
		sos
		Received



		obrien
		DEC Alpha PWS 2MB
B-cache module
		gallatin
		Received



		obrien
		fxp(4), xl(4),
pcn(4), dc(4)
NIC’s; Adaptec
AHA-2940UW; Sun
HD/68-pin UW-SCSI
cable
		jake
		Received



		obrien
		KVM Switch
		kris
		Received



		obrien
		several AMD Athlon
Slot-A 8[05]0 MHz
CPUs
		gshapiro,gj,fjoe,w
ilko,mdodd
		all received



		obrien
		AMD Athlon Slot-A
800 MHz CPU +
Gigabyte GA-7IXE
motherboard + 256
MB RAM
		kris
		Received



		obrien
		2x550 MHz
Pentium-III system
with 256MB RAM,
CDROM, multiple
NIC’s
		scottl
		Received



		obrien
		nVidia GeForce2
Pro, GeForce 256,
Riva TNT2, Riva
TNT AGP video
cards. nVidia
GeForce2 MX400,
MX200, TNT2 PCI
video cards.
		mdodd
		Received



		obrien
		two Sun
SPARCengine AXi
“Panther” 300MHz
UltraSparc-IIi
with 256MB RAM,
9GB SCSI UW disk
		FreeBSD.org
cluster, and
scottl
		Received



		obrien
		Sun Ultra-1 with
128MB RAM, CDROM,
2GB SCA disk
		scottl
		Received



		obrien
		two fxp(4), one
pcn(4) Ethernet
cards
		rwatson
		Received



		obrien
		AMD Slot-A 900 MHz
CPU + Gigabyte
GA-7IXE
motherboard +
128MB RAM + 10 GB
and 8 GB IDE disks
+ 3Com 905c-TX +
nVidia GeForce2
GTS 64MB AGP video
card
		jake
		Received



		obrien
		Matrox G400 AGP
dual-head, 2x
Celeron 366 MHz
socket-370 CPUs,
Athlon 900 Slot-A
CPU, PC100 DIMMs
		wilko
		Received



		obrien
		Adaptec 3940UW
		njl
		Received



		obrien
		two Aureal Vortex
2 sound card
		des and petef
		Received



		obrien
		pair of AMD
Opteron 246 CPUs
		kan
		Received



		obrien
		pair of AMD
Opteron 244 CPUs
		phk
		Received



		obrien
		AMD Opteron 244
CPU
		sos
		Received



		obrien
		AMD Athlon64
desktop: 3400+
CPU, 512MB RAM,
IDE hard disk,
3Com 3c905c NIC,
DVD-ROM drive,
nVidia AGP video,
floppy, case,
power supply
		kris
		Received



		obrien
		AMD Athlon64
desktop: 3200+
CPU, 512MB DDR333
RAM, two 60GB IDE
hard disks, 3Com
3c996b gigE NIC,
3Com 3c905c NIC,
DVD-ROM drive,
nVidia GeForce2
GTS AGP video,
floppy, case,
power supply
		bde (shipped thru
peter)
		Received



		obrien
		AMD Athlon XP
2800+ Barton CPU
		bde (shipped thru
peter)
		Received



		obrien
		six 9GB SCSI LVD
disks (2 SCA, 4
68-pin)
		scottl
		Received



		obrien
		DEC Alpha 164SX
motherboard,
PC164SX 533 MHz
CPU, 128MB ECC
PC100 RAM, Adaptec
AHA-2940UW SCSI
controller, Matrox
PCI video card
		ru
		Received
(handcarried to
.nl by marks,
shipped to ru by
wilko)



		obrien
		AMD Opteron 850
CPU, 2 x AMD
Opteron 254 CPU
		ru
		Received



		obrien
		pair of AMD
Athlon-MP 2400+
CPUs, Tyan K7
Thunder
motherboard, power
supply, 1MB DDR266
DIMM
		imp
		Received



		obrien
		AMD Athlon64 3000+
CPU
		murray
		Received



		obrien
		AMD Athlon64 3200+
CPU
		davidxu
		Received



		obrien
		MSI AMD Athlon
Slot-A
motherboard, ATX
form factor
		trhodes
		Received



		obrien
		AMD Opteron 150
CPU, ASUS SK8N
motherboard, 2GB
RAM, DVD-ROM
		krion
		Received



		obrien
		Pair of AMD
Opteron 850 CPUs
		alc
		Received



		gordont
		Sun Ultra-2 SMP
400 MHz with 1GB
RAM, 2x 4GB SCA
disks
		jake
		Received



		gordont
		Sun Ultra-2 200
MHz with 512MB
RAM, 2GB SCA disk
		obrien
		Received



		Nick Jeffrey <ni
ck@jeffrey.com>
		2x 9GB SCA SCSI
disks
		jake
		Received



		kan
		Matrox Millennium
II PCI video card
		nsouch
		Received



		wilko
		Winbond ISDN card
		hm
		Received



		wilko
		21264/550 EV6
Alpha CPU
		obrien
		Received



		wilko
		Athlon 850 Slot-A,
64MB DIMM
		fjoe
		Received



		
		``NcFTP Software /


		Mike Gleason <mgl





eason@ncftp.com>``



		NcFTPd Server site
license for
FreeBSD.org
		jesper
		Received



		Michael Dexter
		Yamaha SCSI CDRW
drive
		wilko
		Received



		wilko
		Cologne Chip
Design PCI ISDN
card and Compaq
ISA ISDN card
		hm
		Received



		``William Gnadt <w
gnadt@rri-usa.org>
``
		IBM Travelstar
DJSA-210 Laptop
Hard Drive,
10.06GB
		jesper
		Received



		mbr
		10 Gigabyte Hard
Disk Drive
		sos
		Awaiting Shipment



		The Open Group
		Single &unix;
Specification
(Version 3) books
and CD-ROMs.
		mike (and
-standards)
		Received



		``William Gnadt <w
gnadt@rri-usa.org>
``
		SoundBlaster 128
PCI
		mike
		Received



		Matt Douhan <mdo
uhan@fruitsalad.or
g>
		Two Sony AIT-1
tape drives
		will
		Received



		``William Gnadt <w
gnadt@rri-usa.org>
``
		Toshiba MK6411MAT,
6495MB
		des
		Received



		
		``wilko, on behalf


		of HP``






		AlphaServer 1000A
		phk
		Received



		brueffer
		SMC Etherpower II
(tx) NIC
		mux
		Received



		Mike Tancsa, Sen
tex
		2 remote machines:


releng4.sentex.c
a:
Intel Celeron CPU
2.00GHz
(2000.35-MHz
686-class CPU)
real memory =
528416768 (516032K
bytes), 19595MB
QUANTUM FIREBALLP
LM20.5 UDMA66


releng5.sentex.c
a:
Intel Pentium
III/Pentium III
Xeon/Celeron
(866.38-MHz
686-class CPU)
real memory =
796852224 (759
MB), 19595MB
QUANTUM FIREBALLP
LM20.5 UDMA66



		FreeBSD Security
Team (nectar)
		In use



		Mike Tancsa <mik
e@sentex.net>
		IBM smart cards
(PCMCIA and serial
port)
		des
		Received



		fenner
		AST FourPort/XN
ISA serial card
		jwd
		Received



		Ryan Petersen <r
petersen@4imprint.
com>
		Sun Microsystems
Sparc Ultra 5
		FreeBSD.org
cluster
		Received



		``Chris Knight <ch
ris@e-easy.com.au>
``
		56K PCMCIA
Data/Fax modem
		trhodes
		Received



		wes
		Dual processor
motherboard for
Intel Celerons
		des
		Received



		Craig Rodrigues
<rodrigc@attbi.com
>
		ATI Graphics
Xpression PCI 2 MB
		nsouch
		Received



		
		``Gregory P. Smith


		<greg@electricrai





n.com>``



		DEC Alpha PC164SX
mobo+CPU, 2x 64MB
ECC DIMM’s, UW
SCSI controller,
10/100 NIC
		wilko
		Received



		gallatin
		Alpha 433au system
		will
		Received



		Brian Cunnie <br
ian@cunnie.com>
		DDS-3 scsi tape
drive (12GB
raw/24GB compr),
SCSI terminator,
SCSI cable (50-pin
hi-density
single-ended), and
several DDS-3
tapes.
		kris
		Received



		unfurl
		Dual Pentium
550MHz system
		rwatson
		Received



		James Pace <jepa
ce@pobox.com>
		HP Omnibook 4000
ct 4/100, and an
HP Omnibook 5000
cts 5/90 model
1200
		imp
		Received



		murray
		Hard copy of
Docbook: The
Definite Guide
		ceri
		Received



		
		``Christoph Franke


		<Franke.Christoph





@gmx.de>``



		1.5GB SyJet
		gj
		Received



		
		``Christoph Franke


		<Franke.Christoph





@gmx.de>``



		IBM DDRS-39130
SCSI LVD/SE
Harddisk
		des
		Received



		
		``Christoph Franke


		<Franke.Christoph





@gmx.de>``



		IBM DDRS-34560
SCSI SE Harddisk,
Plextor PX-20TSi
SCSI CDROM Drive
		ru
		Received



		
		``Christoph Franke


		<Franke.Christoph





@gmx.de>``



		IOMEGA Zip Drive
SCSI 100 MB (incl.
2 Medias)
		phk
		Shipped



		ETEK, Chalmers
		Compaq XP1000:
DECchip 21264A-9
667MHz, 640MB RAM
		obrien
		Received



		ceri
		A well-supported 4
serial port PCI
card
		wilko
		Received



		Mike Ray
		MIPS R4000
Microprocessor
User’s Manual
		jmallett
		Received



		wilko
		3 FC disks
		phk
		Received



		
		``wilko, on behalf


		of HP``






		AlphaServer 4100
		ticso
		Received



		
		``wilko, on behalf


		of HP``






		AlphaStation 200
		ceri
		Received



		Brian Cunnie <br
ian@cunnie.com>
		40+gb IDE drive
		eric
		Received



		Jared_Valentine@
3com.com
		crypto devices
(pci, pcmcia,
cardbus cards,
CPUs with builtin
crypto+support,
3Com 3CR990,
3CRFW102/103 PC
Cards w/ 3DES
		sam
		Shipped?



		Jared_Valentine@
3com.com
		3Com XJack
Wireless PC Card
		imp
		Shipped?



		Jared_Valentine@
3com.com
		A 3Com 3XP
3CR990-TX Typhoon
txp(4) card
		will
		Received



		Jared_Valentine@
3com.com
		A 3com 3CXFE575CT
Cardbus NIC
		arved
		Received



		
		``wilko, on behalf


		of HP``






		AlphaServer 4100
		Fruitsalad.org;
for KDE
development
		Received



		David Leimbach <
leimy2k@mac.com>
		One SATA
controller
		sos
		Shipped?



		David Leimbach <
leimy2k@mac.com>
		G3 (blue and
white) for the PPC
project
		obrien
		Shipped?



		Gavin Atkinson <
gavin.atkinson@ury
.york.ac.uk>
		2 x 8gb IDE drives
		brueffer
		Received



		``Jonathan Drews <
j.e.drews@att.net>
``
		New motherboard,
1GB DDR2100 RAM,
LSI Logic Ultra160
SCSI controller,
and two 18GB
Maxtor 10K III
disks for 2003
edition of
cvsup12.FreeBSD.or
g
		will
		Received



		Jim Dutton <jimd
@siu.edu>
		512MB of DDR2100
RAM
		will
		Received



		www.servercommun
ity.de
		2 IDE 3.5” 40GB
for FreeBSD/alpha
test machines
		wilko
		Received



		Mike Miller
		HP Kayak XU (model
D8430T) dual
Pentium III
450MHz, 512MB RAM,
36GB, 15krpm IBM
OEM SCSI drive,
Matrox G200 video
card, Intel
gigabit and 10/100
NIC, Intel 440BX
chip set
		deischen
		Received



		
		``Linuxtag FreeBSD


		Team``






		Adaptec ANA 62022
NIC
		mux
		Received



		``Robin Brocks <ro
bin.brocks@gmx.de>
``
		Two 256MB
registered ECC
PC133 DIMMs
		tmm
		Received



		Michael Dexter
		serial-port
Towitoko reader,
and three crypto
cards.
		des
		Received



		Michael Dexter
		Sony VAIO
subnotebook
		wilko
		Received



		Michael Dexter
		HPT1540 SATA RAID
controller,
PATA-SATA dongles,
2 ATA controllers
Sil0680 + Promise
		sos
		Received



		www.servercommun
ity.de
		One of each of the
following NICs:
SIS 900, Dec
21143, NatSem
83820
		mbr
		Received



		Intel Corporatio
n
		Commercial Intel
C/C++ compiler
license
		FreeBSD.org
cluster (netchild)
		Received



		wilko
		Fore ATM card
		des
		Received



		www.servercommun
ity.de
		20 Gigabyte IBM
Laptop Hard Drive
		trhodes
		Received



		www.servercommun
ity.de
		Pentium 4, 2,4
GHz, FSB800, 1 GB
RAM Samsung
PC3200, Altec DVD
16x/48x, 80 GB
Maxtor IDE ATA133
(slightly used), 2
* 80 GB Maxtor
SATA as RAID0, ATI
Radeon 9200SE
clone graphic
card, 3,5” TEAC
floppy, 420 Watt
ATX be quit! ultra
low noise power
supply, and Athena
CM03 case.
		netchild
		Received



		Joe Altman
		PCI Sound card
		kris
		Received



		Daniel <DS@praxi
svermittlung24.de>
,          Seuffer
t & Waidmann
		two UltraSparc-II
300MHz (X1191A)
CPU’s
		obrien
		Received



		Daniel <DS@praxi
svermittlung24.de>
,          Seuffer
t & Waidmann
		128MB PC133
Registered ECC
DIMM for Sun Blade
100
		obrien
		Received



		Daniel <DS@praxi
svermittlung24.de>
,          Seuffer
t & Waidmann
		4x 128MB PC100
Registered ECC
DIMM for Alpha
UP2000
		obrien
		Received



		Daniel <DS@praxi
svermittlung24.de>
,          Seuffer
t & Waidmann
		G4Port serial
adapter for Apple
G4
		obrien
		Received



		Daniel <DS@praxi
svermittlung24.de>
,          Seuffer
t & Waidmann
		Sun 13W3(male) to
VGA 15pin(female)
converter
		wilko
		Received



		Daniel <DS@praxi
svermittlung24.de>
,          Seuffer
t & Waidmann
		1 Intel
EtherExpress 100
NIC, bulk, new



1 Seagate



ST380011A, 80 GB
IDE, new



1 50 PIN SCSI




		cable, new


		1 Adaptec 2940


		UW, used, tested


		1 Seagate





Streamer Travan 20
GB, used, tested



1 compu-shack



SSW-503 5 port
switch, 100 Mbit,
new



		lioux
		Received



		Daniel <DS@praxi
svermittlung24.de>
,          Seuffer
t & Waidmann
		8 GBic copper
modules, FDDI
concentrator, and
two cables.
		phk
		8GBic modules are
in transet, others
Received



		Daniel <DS@praxi
svermittlung24.de>
,          Seuffer
t & Waidmann
		SGI 1100
motherboard
replacement
		rwatson
		Received



		Artem Koltsov <e
mail@NOSPAM.onepos
t.net>
		1 PC100 128MB dimm
		njl
		Received



		Artem Koltsov <e
mail@NOSPAM.onepos
t.net>
		ATA100 PCI Card2
IDE ports with IDE
100 Cables,
Ultra100, PROMISE
TECHNOLOGY,
ULTRA100
		petef
		Received



		Artem Koltsov <e
mail@NOSPAM.onepos
t.net>
		SDRAM DIMM 128MB
PC133 CL2, Micron
Technology,
CT16M64S4D7E.16T
SDRAM DIMM 128MB
PC133, SDRAM DIMM
128MB PC100,
Motherboard S1598
Socket 7 with AMD
K6 450MHz + IDE
Cables, Trinity
ATX, Tyan and AMD,
S1598, and an IBM
HDD IDE 9.1GB,
DJNA-370910
		fjoe
		Received



		Artem Koltsov <e
mail@NOSPAM.onepos
t.net>
		A PS2 Mouse 2
Buttons,
M-S34,Compaq,
166861-001 and a
PS2 Mouse 3
Buttons, M-CAC64,
Labtec,
851680-0000
		mikeh
		Received



		Dynacom Tankers
Mgmt LTD
		Sun Ultra 10
		mux
		Received



		Jon <juostaus@ya
hoo.com>
		Samsung 8x8x32
CDRW
		rwatson
		Received



		wilko
		Abit BP6 mainboard
incl. CPUs
		nsouch
		Received



		Daniel <DS@praxi
svermittlung24.de>
,          Seuffer
t & Waidmann
		SUN SPARC Clone
4x400MHz 1GB RAM
36GB RAID System
		krion
		Received



		Sten Spans
		AlphaStation 500
		philip
		Received



		mjacob
		AlphaServer 4100
SMP
		the FreeBSD
cluster at Yahoo!
(via obrien)
		Still in holding
pattern awaiting
placement in
cluster



		trevor
		Sun Ultra 1 and
GDM-17E20
		jmg
		Received



		Daniel <DS@praxi
svermittlung24.de>
,          Seuffer
t & Waidmann
		A 13W3 Female To
DB15HD Male
adapter (Sun
monitor to VGA)
		ceri
		Received



		Daniel <DS@praxi
svermittlung24.de>
,          Seuffer
t & Waidmann
		“XML in a
Nutshell”
(O’Reilly) and a
PCMCIA WLan
Adapter
		josef
		Received



		wilko
		Digital NoName
Alpha mainboard
		ru
		Received



		Daniel <DS@praxi
svermittlung24.de>
,          Seuffer
t & Waidmann
		External SCSI
enclosure, 4 1.2GB
SCSI disks
		le
		Received



		Jon Noack <noack
jr@alumni.rice.edu
>
		Two 32-bit if_em
Intel PRO/1000 MT
Desktop Adapters
		rwatson
		Received



		Remi <MrL0L@char
ter.net>
		Sony VAIO PCG818
		njl (passed to imp
when use has
ended)
		Received by njl



		Daniel <DS@praxi
svermittlung24.de>
,          Seuffer
t & Waidmann
		BT878 PAL TV-card
with a
MSP340x/MSP341x
		alex
		Received



		
		``Christoph Franke


		<christoph@thefra





nke.net>``



		Pentium IV 2.0
GHz, Asus P4B266,
1 GB Ram (Infineon
CL2), Adaptec
29160 SCSI
Controller, Tekram
DC390-U2W SCSI
Controller,
Seagate 36 GB
10.000rpm HDD,
Plextor Ultra-Plex
40 Max SCSI CDROM,
Fujitsu GígaMO
Drive (1,3 GB
capacity incl. 4
media), Adaptec
Duo Connect
Firewire/USB 2.0
Controller, 3Com
905C Ethernet
Card, Turtlebeach
Santa Cruz
Soundcard PCI,
Floppy Drive,
Chieftec Big Tower
Case
(Noise-Controlled)
		mlaier
		Received



		"scottgannon@mai
l.ellijay.com" <sc
ottgannon@ellijay.
com>
		slot1 600MHz P3
CPU
		imp
		Received



		Oliver Fuckner <
Fuckner@strato-rz.
de>
		3Com 3CR990
Typhoon/Sidewinder
(txp(4)) NIC.
		obrien
		Received



		Daniel <DS@praxi
svermittlung24.de>
,          Seuffer
t & Waidmann
		Sun Enterprise
450, 2x250MHz
Ultra Sparc CPUs,
512MB RAM, 2x36GB
(Seagate
ST336705LC 5063)
SCSI disk drives,
1x4GB (Seagate
ST34371W SUN4.2G
7462) SCSI disk
drive and a
Streamer DDS3-DAT
(HP C1537A), Intel
PRO/1000 (em(4))
NIC
		arved
		Received



		Daniel <DS@praxi
svermittlung24.de>
,          Seuffer
t & Waidmann
		256MB Ram (Sun
Original
#501-5691)
		krion
		Received



		Daniel <DS@praxi
svermittlung24.de>
,          Seuffer
t & Waidmann
		1U Rackmount Intel
Celeron 2.6GHz,
533MHz compat.
motherboard, 256MB
PC2100 DDR 266MHz
RAM, Savage8 3D
Video Accelerator,
80GB 7200rpm
ATA100 IDE
Harddrive,
Integrated 10/100
LAN VT8233
		trhodes
		Received



		Daniel <DS@praxi
svermittlung24.de>
,          Seuffer
t & Waidmann
		Athena CM-03 case
silver with be
quiet! 350 Watt
ATX 1.3, Asus
motherboard
A7V600, Athlon XP
2800+ processor
with Artic copper
cooling, 512 MB
Ram Infineon
PC3200, AOpen DVD
1648 silver,
Floppy silver,
Seagate ST380011A
80 GB IDE, xelo
GeForce2 MX400
		josef
		Received



		``“Darrell” <skyki
tty@earthlink.net>
``
		Abit VP6
Motherboard
w/raid, 2 Intel
1ghz CPUs, 1 gig
PC 133 ram, Nvidia
video card, Sound
Blaster PCI sound
card, DVD Player,
CD-RW, Floppy
Drive, Case, Power
Supply
		mikeh
		Received



		Aled Morris <ale
dm@qix.co.uk>
		Netgear GA302T NIC
for testing bge(4)
		yar
		Received



		wilko
		Fore ATM card
		philip
		Received



		Daniel <DS@praxi
svermittlung24.de>
,          Seuffer
t & Waidmann
		Chicago Manual of
Style, 15th
Edition
		ceri
		Received



		Daniel <DS@praxi
svermittlung24.de>
,          Seuffer
t & Waidmann
		Quantum Atlas
10KIII 3,5” 73,4
GB
		brueffer
		Received



		``Chris Knight <ch
ris@easy-e.com.au>
``
		Several books,
Assembly
Step-by-step, TCP
Illustrated Vol.2
and HTTP: The
Definitive Guide.
		hmp
		Received



		Daniel <DS@praxi
svermittlung24.de>
,          Seuffer
t & Waidmann
		Hitachi 5K80
(2,5”, 80 GB),
USB-to-serial
adapter, 5.25”
enclosure with
USB2 and IEEE1394
ports, IEEE1394
PCI card
		netchild
		Received



		Daniel <DS@praxi
svermittlung24.de>
,          Seuffer
t & Waidmann
		External 60 GB
USB2 disk
		le
		Received



		Daniel <DS@praxi
svermittlung24.de>
,          Seuffer
t & Waidmann
		Fee for EuroBSDCon
tutorial
		josef
		Received



		Daniel <DS@praxi
svermittlung24.de>
,          Seuffer
t & Waidmann
		Funds for a laptop
		ceri
		Received



		ceri
		Dual Pentium 3
motherboard plus
processors
		vs
		Received



		Network
Appliance [http://www.netapp.com/]
_
		NetApp F825 filer
with 2 terabytes
of storage
		FreeBSD.org
cluster
		Received



		Daniel <DS@praxi
svermittlung24.de>
,          Seuffer
t & Waidmann
		2 256MB DIMMs for
AlphaStation DS10
		wilko
		Received



		Daniel <DS@praxi
svermittlung24.de>
,          Seuffer
t & Waidmann
		4 256MB DIMMs for
an AlphaPC164sx
		wilko
		Received



		Daniel <DS@praxi
svermittlung24.de>
,          Seuffer
t & Waidmann
		copy of the ANSI
T1.617-1991
standard
		rik
		Received



		Daniel <DS@praxi
svermittlung24.de>
,          Seuffer
t & Waidmann
		3,5” Floppy
Samsung with
cable, CD-Rom
Toshiba , 2 Intel
XEON 1,8 GHz,
socket 603 with
cooler, 2 SCSI-3
68 pin-68 pin
cable extern, 7
SCSI-disks 9,1 GB
Seagate Barracuda
ST319171 WC, 2
SCSI-disks 18,2 GB
Seagate Barracuda
ST318275FC fibre
channel, 3
SCSI-disks 9,1 GB
IBM DNES-309170 ,
1 external
SCSI-enclosure hot
plug Chieftec
CT-1034, 8
SCA-adaptors LVD,
1 QLogic fibre
channel adapter, 1
Intel 1000 Pro MT
NIC, 1 ICP Vortex
SCSI raid
controller
GDT7519RN fibre
channel, 1 Adaptec
39160 dual channel
SCSI controller
64bit LVD, 1
SCSI-LVD 7+1 cable
internal with
terminator, 1
INTEL SHG2 DUAL
XEON mainboard
new, 2x 512MB DDR
SDRAM’s PC1600-CL2
Samsung
M383L6420BT1-CA0
		pjd
		Received



		Daniel <DS@praxi
svermittlung24.de>
,          Seuffer
t & Waidmann
		1 8 port Gigabit
switch Netgear
GS108, 1 new
system: Athlon XP
2800+, 1 GB Ram (2
* 512 GB Infineon
PC 3200), AOpen
DVD 1648, Athena
CM03 case silver,
Floppy, Asrock
motherboard,
GForce 4, 80 GB
Seagate IDE 3,5”,
353 Watt Enermaxx
power supply.
		mux
		Received



		Daniel <DS@praxi
svermittlung24.de>
,          Seuffer
t & Waidmann
		1 NetGear GA302
		jesper
		Shipped



		David <dave@haua
n.org>
		1 Alpha
Motherboard
		kensmith
		Received



		wilko
		Sun Creator3D UPA
graphics card
		trhodes
		Received



		Tunix
B.V. [http://www.tunix.nl/]
		ATX tabletop case
for my AlphaPC
164sx
		wilko
		Received



		Daniel <DS@praxi
svermittlung24.de>
,          Seuffer
t & Waidmann
		16Mb flash for
Cisco
		rik
		Received



		Daniel <DS@praxi
svermittlung24.de>
,          Seuffer
t & Waidmann
		Cisco 2600 (64M
memory/8M flash) +
X.21 cable
		rik
		Received



		Daniel <DS@praxi
svermittlung24.de>
,          Seuffer
t & Waidmann
		Entrance fee for
the EuroBSDCon
2004
		brueffer
		Received



		Gavin Atkinson <
gavin.atkinson at
ury.york.ac.uk>
		Pair of fxp(4)
cards
		ceri
		Received



		Daniel <DS@praxi
svermittlung24.de>
,          Seuffer
t & Waidmann
		NetGear GA302T
bge(4)
		jesper
		Received



		philip
		2x Sun Ultra10
workstation
		will
		Received



		Daniel <DS@praxi
svermittlung24.de>
,          Seuffer
t & Waidmann
		Hardware for
laptop: Pentium
III Mobile 600MHz
CPU, 2 128MB PC100
SODIMM RAM, new
battery, Netgear
WG511T CardBus
adapter


AMD64 desktop:
ASUS SK8N
motherboard, AMD
Opteron 240 CPU,
Arctic Cooling
Silencer 64 Ultra
TC, 2 512MB ECC
RAM (Kingston),
AOpen Combo drive
(COM4824), 4 80GB
IDE PATA, NVIDIA
GeForce4 MX 440
AGP 8X video, 3.5”
floppy, Athena
CM03 case, 350
Watt Be Quiet!
power supply,
S/PDIF out module,
17” LCD monitor
Acer AL1715


Hardware for
Alpha: 4 128MB ECC
RAM (Samsung),
18GB SCSI (Fujitsu
MAA3182SC) with
cable


RTL8139 Ethernet
CardBus adapter, 2
Intel PRO/1000 MT
desktop adapters,
5-port 100Mbps
Ethernet switch


Flight to Germany
and entrance fee
for the EuroBSDCon
2004



		ru
		Received



		Daniel <DS@praxi
svermittlung24.de>
,          Seuffer
t & Waidmann
		2 512MB ECC RAM
(Kingston), 2 80GB
SATA (Maxtor
DiamondMax Plus 9)
for RAID1, 2 80GB
PATA, NVIDIA
GeForce4 MX 440
AGP 8X video, ASUS
SK8N motherboard,
350 Watt Enermax
SLN power supply,
3.5” floppy,
Toshiba DVD-ROM,
Athena CM03 case,
AMD Opteron CPU,
Arctic Cooling
Silencer 64 TC,
set of reserve
coolers
		phantom
		Received



		Daniel <DS@praxi
svermittlung24.de>
,          Seuffer
t & Waidmann
		SPEC JBB2000
benchmarking
software
		phantom
		Received



		Daniel <DS@praxi
svermittlung24.de>
,      Seuffert &
Waidmann
		keyboard with US
layout
		josef
		Received



		Daniel <DS@praxi
svermittlung24.de>
,      Seuffert &
Waidmann
		Adaptec 39160 dual
channel SCSI
controller 64bit
LVD, 36GB SCSI HDD
(HITACHI
DK32EJ36NSUN36G)
		markus
		Received



		philip
		Sun Ultra10
workstation
		thierry
		Received



		Daniel <DS@praxi
svermittlung24.de>
,      Seuffert &
Waidmann
		4 memory DIMMs for
AlphaServer DS10
		wilko
		Received



		wilko
		AlphaStation 500
5/266 workstation
		dinoex
		Received



		philip
		Sun Ultra10
workstation
		brueffer
		Received



		wilko
		2x Seagate
Barracuda 9.1GB
SCA SCSI disk
		philip
		Received



		`Absolight <http:/
/www.absolight.fr/
>`__
		Entrance fee for
the EuroBSDCon
2004
		mat
		Received



		``Daniel <DS@praxi
svermittlung24.de>
,       Seuffert &



Waidmann``




		2x Seagate ST
380011A, 3.5” disk
		clement
		Received



		``Daniel <DS@praxi
svermittlung24.de>
,       Seuffert &



Waidmann``




		8x 64M Sun memory
		philip
		Received



		``Daniel <DS@praxi
svermittlung24.de>
,       Seuffert &



Waidmann``




		Netgear GS608
Gigabit Ethernet
switch
		wilko
		Received



		Sebastian Trahm
<inthisdefiance@gm
x.net>
		Specialix SX RS232
concentrator
		des
		Received



		``Daniel <DS@praxi
svermittlung24.de>
,       Seuffert &



Waidmann``




		Netgear GA302T
Gigabit Ethernet
NIC
		brueffer
		Received



		``Jürgen Dankoweit
``
		Madge Smart MK4
PCI Token Ring
adapter
		philip
		Received



		``Daniel <DS@praxi
svermittlung24.de>
,       Seuffert &



Waidmann``




		Cisco 2600,
NM-16A, 2x octopus
serial cable
		philip
		Received



		``Warren Block <wb
lock@wonkity.com>`
`
		Tecra 8000
		imp
		Received



		Michael Dexter
		Apple Power
Macintosh G4
machine
		gallatin
		Received



		Michael Dexter
		NCD Explora 451
PPC Thin Client
		obrien
		Received



		Juergen Dankowei
t <juergen.dankowe
it@t-online.de>
		Unsupported
CF-Card reader
		josef
		Received



		pav
		Two O’Reilly
security books
		josef
		Received



		ds
		em(4) compatible
gigE card,
1000baseTX
(copper) interface
		wilko
		Received



		keramida
		Copy of “Cascading
Style Sheets: The
Definitive Guide”
(O’Reilly), ISBN
0-596-00525-3.
		ceri
		Received



		``Daniel <DS@praxi
svermittlung24.de>
,       Seuffert &



Waidmann``




		PCMCIA FireWire
controller
		brueffer
		Received



		``Daniel <DS@praxi
svermittlung24.de>
,       Seuffert &



Waidmann``




		IBM Laptop AC
Adapter
		mlaier
		Received



		``Daniel <DS@praxi
svermittlung24.de>
,       Seuffert &



Waidmann``




		75 EUR (for ISP)
		josef
		Received



		``Daniel <DS@praxi
svermittlung24.de>
,       Seuffert &



Waidmann``




		Power Battery for
IBM Thinkpad T20
		glebius
		Received



		``Daniel <DS@praxi
svermittlung24.de>
,       Seuffert &



Waidmann``




		40 Gb notebook HDD
		glebius
		Received



		maxim
		`The Design and
Implementation of
the FreeBSD
Operating
System <http://www
.awprofessional.co
m/title/0201702452
>`__
		glebius
		Received



		``Daniel <DS@praxi
svermittlung24.de>
,       Seuffert &



Waidmann``




		Funds for a laptop
		markus
		Received



		ds
		Funds for a D-Link
DWL-AG530 PCI card
for ath(4) and
wpa_supplicant
testing.
		brooks
		Received



		``Daniel <DS@praxi
svermittlung24.de>
,       Seuffert &



Waidmann``




		UltraSPARC IIi
300MHz CPU, 4.3G
SCA disk, 18.2G
SCA disk.
		philip
		Received



		``Daniel <DS@praxi
svermittlung24.de>
,       Seuffert &



Waidmann``




		Funds for a SATA
HDD.
		ceri
		Received



		``Daniel <DS@praxi
svermittlung24.de>
,       Seuffert &



Waidmann``




		2 Intel 100 MBit
NICs, 1 be quiet!
350 Watt power
supply, 1 DVD
Toshiba SD-1912, 1
floppy TEAC
FD-235HF, 2
Kingston
KVR266X72RC25/512
(1 GB), 1 NVidia
MX 4000 graphic
card, 1 Ultra
Silencer TC
cooler, 1 AMD
Opteron 144 1.8
GHz, 1 Asus SK8N
mobo, 1 Seagate
ST380011A HDD
(80GB ATA).
		clement
		Received



		``Daniel <DS@praxi
svermittlung24.de>
,       Seuffert &



Waidmann``




		1x Sun Ultra60,
768M memory, 2x
SCA disk
		philip
		Received



		Daniel <DS@praxi
svermittlung24.de>
,          Seuffer
t & Waidmann
		AMD64 server :
ASUS SK8N
motherboard, AMD
Opteron 144 1.8Ghz
CPU, Arctic
Cooling Silencer
64 Ultra TC, 2
512MB RAM
(Kingston), 80GB
IDE, ATI Rage 128
PRO ULTRA Video
Controller
		simon
		Received



		obrien
		4x Athlon MP 2400+
CPUs with HSFs
		will
		Received



		obrien
		4x Opteron 844
CPU’s
		alc
		Received



		obrien
		4x Opteron 875
dual-core CPU’s
		alc
		Received



		obrien
		Opteron 275
dual-core Tyan K8W
system
		alc
		Received



		obrien
		2x Opteron 270
dual-core CPU’s,
Athlon64 3200+ CPU
		kan
		Received



		obrien
		2x Opteron 252
CPU’s
		kensmith
		Received



		obrien
		Athlon64 4600+ X2
dual-core and
Athlon64 3800+,
Gigabyte and Asus
PCI-express
motherboards
		scottl
		Received



		obrien
		Quad Opteron 870
dual-core system
		jeffr
		Received



		will
		2x Athlon XP 2200+
CPUs with HSFs, 1
Sun Seagate 20GB
HDD
		obrien
		Received



		marcus
		1 Maxtor Atlas 15K
U320 8C018L0 SCSI
disk for cvsup12
		will
		Received



		Jonathan Drews <
jon.drews@gmail.co
m>
		1 copy of the
“Design and
Implementation of
the FreeBSD
Operating System”
via gift
certificate
		will
		Received



		Daniel <DS@praxi
svermittlung24.de>
,          Seuffer
t & Waidmann
		4x Seagate
ST173404LCV disks
		philip
		Received



		Daniel <DS@praxi
svermittlung24.de>
,      Seuffert &
Waidmann
		1 copy of the “The
AWK Programming
Language” Aho,
Alfred and 1 copy
of the “Compilers”
Aho, Alfred
		krion
		Received



		LF.net [http://www.LF.net]
		Flight to Canada
and accommodation
fee for BSDCan
2005
		krion
		Received



		Daniel <DS@praxi
svermittlung24.de>
,      Seuffert &
Waidmann
		i386 machine :
Athlon XP2800+,
Asus A7V600,
Seagate ST 380011A
IDE, 80 GB, Maxtor
Diamondmax 10 120
GB, NVidia Gforce
2 MX 400, 1 GB Ram
(2 x Infineon 512
MB DDR, PC 2700),
Compushack 100
MBit NIC, RTL 8139
clone.
		krion
		Received



		Daniel <DS@praxi
svermittlung24.de>
,      Seuffert &
Waidmann
		17” monitor LCD
Acer 1715-sn
		krion
		Received



		wilko
		Pentium Pro
processor and
heatsink
		des
		Received



		
		``Denis Kozjak and


		Daniel Seuffert``






		ASUS A7M266-D, 2x
AMD Athlon MP
2000+, 2x CPU Fan,
512 MB RAM, 400W
PSU.
		marks
		Received



		Daniel <DS@praxi
svermittlung24.de>
,      Seuffert &
Waidmann
		Funds for a
notebook
		philip
		Received



		Daniel <DS@praxi
svermittlung24.de>
,      Seuffert &
Waidmann
		Tyan Thunder
SE7500WV2 dual
Xeon board and 2 x
512 MB DDR PC 1600
registered
DDR-ram.
		Peter Holm,
Denmark
		Received



		Daniel <DS@praxi
svermittlung24.de>
,      Seuffert &
Waidmann
		Financial help
with
transportation to
BSDCan.
		mlaier
		Received



		Hartmut Obst <ha
rtmut.obst@gmx.net
>
		Q-Tec 5 Port
Switch
		mlaier
		Received



		Daniel <DS@praxi
svermittlung24.de>
,      Seuffert &
Waidmann
		Netgear WG511T
ath(4) card.
		wilko
		Received



		
		``Brennan Stehling


		<offwhite@gmail.c





om>``



		Four Java books:
The Java Virtual
Machine
Specification,
Java Virtual
Machine,
Programming for
the Java Virtual
Machine and The
Java Native
Interface.
		glewis
		Received



		
		``Frank Seuberth -


		Rentable Hardware
Systeme & Consult





ing     <http://ww
w.rentable-hardwar
e.de/>``



		2x Sun Ultra 2
machines
		philip
		Received



		Gary Jennejohn <
gary@jennejohn.org
>
		Fujitsu-Siemens
Lifebook laptop
with accessories.
		markm
		Received



		Andreas Kohn <an
dreas.kohn@gmx.net
>
		DEC PBXGA “TGA”
card.
		marcel
		Received



		ds
		SMP mainboard with
2x Xeon 1.8GHz
plus RAM
		Peter Holm
		Received



		wilko
		AlphaStation 600
		ticso
		Received



		wilko
		Adaptec AH-2940UW
		mwlucas
		Received



		obrien
		2x AMD Opteron 250
CPU’s
		scottl
		Received



		obrien
		Arima HDAMA dual
processor
motherboard + 2x
AMD Opteron 250
CPU’s
		imp
		Received



		Markus Deubel <m
arcus.deubel@unix-
resource.de>
		Sun Ultra 10 440
		marius
		Received



		``Chris Elsworth <
chris@shagged.org>
``
		Sun Fire v210
		philip
		Received



		ceri
		Apple USB keyboard
(US layout) for my
Mac Mini
		wilko
		Received



		David Boyd
		SCSI enclosure,
lots of hard
drives,
terminators,
cables and
accessories
		mwlucas
		Received



		Mark <markh60@ve
rizon.net>
		Cisco Catalyst
1900 switch
		trhodes
		Received



		
		``Alexis Lê-Quôc


		<alq666@gmail





.com>``



		One copy of “The
Elements of
Typographic Style”
by Robert
Bringhurst,
Hartley & Marks
Publishers; 3rd
edition (2004).
ISBN:
0-88179-206-3.
		blackend
		Received



		Sun W. Kim from
tekgems.com
		Gigabit NIC
		jcamou
		Received



		Mark <markh60@ve
rizon.net>
		CISCO 1900 Series
switch
		trhodes
		Received



		obrien
		2 x AMD Opteron
275 CPU
		mlaier
		Received



		obrien
		AMD64 mainboard
plus Athlon64 3400
CPU
		wilko
		Received



		wilko
		AMD64 mainboard,
Athlon64 3400 CPU,
256MB RAM
		itetcu
		Received



		Joe Altman <fj a
t panix dot com>
		ASUS mainboard
plus P-III CPU and
512M; 2 graphics
cards; various
hard drives
		linimon
		Received



		wilko
		AlphaStation 500
DIMMs
		ticso
		Received



		imp
		Znyx quad dc(4)
NIC
		wilko
		Received



		``Serge Vakulenko
<vak at cronyx dot



ru>``




		Cronyx Tau-PCI/32
		rik
		Received



		Daniel <DS@praxi
svermittlung24.de>
,          Seuffer
t & Waidmann
		Funds for a hard
drive and USB
enclosure
		cperciva
		Received



		Daniel <DS@praxi
svermittlung24.de>
,          Seuffer
t & Waidmann
		Logitech Cordless
Desktop MX5000
Laser
		markus
		Received



		Daniel <DS@praxi
svermittlung24.de>
,          Seuffer
t & Waidmann
		Main server: 1U
rackmount chassis,
Intel Entry Server
Board S845WD1-E,
Pentium 4 2.53 GHz
CPU, 2 512MB RAM,
2 150GB PATA
		FreeBSD Russian
Documentation
Project
		Received



		``Tamouh H. <tamou
h@mediumcube.com>`
`
		PC power supply
		kris
		Received



		``Sten Spans <sten
@blinkenlights.nl>
``
		em(4) GbE card
		wilko
		Received



		Chidananda Jayak
eerti <ajchida@gma
il.com>
		AMD Athlon64
desktop: ECS
Nforce 4
motherboard, AMD
Athlon64 3500+
CPU, 512MB DDR
400, 200GB SATA,
16x DVD-ROM, 8MB
AGP video
		glewis
		Received



		wilko
		AlphaPC164sx,
512MB RAM, 4.5GB
SCSI disk, Qlogic
SCSI HBA
		dunstan
		Received



		trhodes
		USD 500 in cash
for BSDCan trip.
		ru
		Received



		hrs
		UltraSPARC
laptop [http://www.sparc.org]
		ru
		Received



		asdf
		4 SCSI hard drives
		marcel, thompsa,
kan
		Received



		Steve Quirk
		Sun Ultra 10
		jkoshy
		Received



		``Paul Ghering <pg
hering@xs4all.nl>`
`
		Asus AP1400R 1U
server
		wilko
		Received



		remko
		4 Keytronic
Lifetime Designer
Keyboards
		flz
		Received



		Mike Tancsa
		Four fiber em(4)
NICs, two copper
bge(4) NICs
		glebius, oleg,
yar, ru
		Received



		``Paul Ghering <pg
hering@xs4all.nl>`
`
		NatSemi Geode
based Web/TV
appliance
		sos
		Received



		``Paul Ghering <pg
hering@xs4all.nl>`
`
		NatSemi Geode
based Web/TV
appliance
		markm
		Received



		``Paul Ghering <pg
hering@xs4all.nl>`
`
		NatSemi Geode
based Web/TV
appliance
		wilko
		Received



		netchild
		3Com Wireless LAN
54 MBit adapter,
Netgear RangeMax
Wireless USB
WPN111GR 108 MBit
adapter, Anycom
Blue USB-250
adapter
		hselasky
		Received



		Martin Nilsson (
Mullet       Scand
inavia AB)
		Seagate 80GB ATA
disk, Samsung
512MB PC3200 RAM
		joel
		Received



		lawrence
		512MB RAM
		simon
		Received



		Hans Beeksma
		multiple PCMCIA
modems & NICs
		imp
		Shipped



		Paul Ghering <pg
hering@xs4all.nl>
via wilko
		NatSemi Geode
based Web/TV
appliance
		ariff
		Received



		Justin Pessa
		Sun Netra X1
		shaun
		Received



		wilko
		various PCMCIA
cards
		imp
		Received



		Paul Ghering <pg
hering@xs4all.nl>
via wilko
		NatSemi Geode
based Web/TV
appliance for the
FreeNAS project
		Olivier
Cochard-Labbe
<olivier@freenas.o
rg>
		Received



		Joe Altman
		Linksys USB
ethernet adapter
		wilko
		Received



		Uwe Laverenz <uw
e@laverenz.de>
		Ultrabay Slim
battery for IBM
ThinkPad T41p
		markus
		Received



		Andrejs Guba (Wi
MAX)
		FUJITSU DISK DRIVE
2.5-inch 60GB SATA
- MHV2060BH
		matteo
		Received



		Andrejs Guba (Wi
MAX)
		U320 1 channel
SCSI CARD - LSI
Logic LSI20320C-HP
U320 SCSI PCI-X
133MHz
		mjacob
		Received



		Bryan Kaplan
		Dell Managed 2708
8-port gig switch
		glebius
		Received



		Nicole Harringto
n and Picturetail.
com
		Various SCSI
drives, cables,
and cards for
mjacob, Dual P3
motherboard with
chips and RAM for
mpp, 146GB SCSI
disk for glebius,
various other
system components
(network cards,
CPUs, CPU fans)
waiting for other
committers if/when
they need it.
		All components
delivered to
trhodes.
		Received



		netchild
		Pentium 4 2,4GHz
CPU, Heatsink +
CPU Cooler
		joel
		Received



		rink
		2 18GB SCA disks
		xride
		Received



		markus
		Sun 100MBit SBus
NIC
		shaun
		Received



		Holger Jeromin
		D-Link DFE-570TX
NIC
		njl
		Received



		brueffer
		Adaptec ANA-62022
NIC
		danfe
		Received



		Walter Kiel
		ECS ELITEGROUP
915P-A motherboard
+ CPU
		ade
		Received



		Gareth Randall
		Sun Netra t1
		philip
		Received



		Garrett Cooper
		Seagate 73GB SCSI
disk + 2x Adaptec
2940 U2W
controllers and
cables
		rink
		Received



		``Anand S Athreya
& Srinivas Podila



(Juniper)``




		Dell E520 CPU
		jkoshy
		Received



		Chess Griffin
		VIA EPIA-M system
		brueffer
		Received



		Mariusz J. Handk
e
		SCSI disks + DIMMs
		wilko
		Received



		Christoph Haas <
ch@dorsia.de>
		Sun Ultra 60: 2x
450MHz UltraSPARC
II, 2GB RAM, 2x
9GB SCSI drives,
QLogic 2200F FC
controller



Sun StorEdge T3



with 9x 36GB FC
drives



		markus
		Received



		carvay
		hard drive
mounting kit for
Soekris net4801
		arved
		Received



		brueffer
		soekris vpn1401
		simon
		Received



		wilko
		Sun Ultra 5
		rink
		Received



		Daniel Austin <m
e@dan.me.uk>
		DIMMs plus ATA
disks
		wilko
		Received



		Daniel Austin <m
e@dan.me.uk>
		DIMMs plus ATA
disks
		rink
		Received



		Daniel Austin <m
e@dan.me.uk>
		ATA disks
		joel
		Received



		Daniel Austin <m
e@dan.me.uk>
		WinTV PCI Tuner
card
		gavin
		Received



		Edwin Verplanke
<edwin.verplanke@i
ntel.com>
		Intel D3C6132
Software
Development
Platform
		jkoshy
		Received



		``Charles Smeijer`
`
		AMD Opteron 250
CPU
		des
		Received



		wilko
		Asus AP1400R 1U
server
		rink
		Received



		rpaulo
		VIA XinE Firewire
OHCI (PCI)
		mlaier
		Received



		Steve Rikli
		Ultra2 2x400Mhz,
2GB RAM, 2x72GB
disks, CDROM
		linimon
		Received



		
		``Dax Kelson (Guru


		Labs)``






		Nvidia Geforce
6800 GT
		rnoland
		Received



		bms
		Netgear WGT634U
		gonzo
		Received



		Mike Partin
		4 x Dell 2550 dual
P-III 2U servers



1 x Dell 6550



quad Xeon 4U
server



2 x IBM Netfinity



400R dual P-III 1U
servers



		linimon
		Received



		Colin Jensen
		4.4BSD Manuals
from O’Reilly
		marcel
		Received



		``Charles Smeijer`
`
		HP/CPQ Gb NIC
NC7770, PCI-X 133
HP p/n 284685-003
Rev 0G



HP/CPQ Gb NIC



NC7770, PCI-X 133
HP p/n 284685-003
Rev 0E



HP/CPQ Dual port



Gb NIC NC7170,
PCI-X 133 HP p/n
313559-001 Rev 0A



SMC Fast ethernet



USB NIC p/n
98-012084-585



IBM Gb NIC PCI-X




		133 p/n 00P6130


		HP DAT72 data





cartridge 72 GB



		ed
		Received



		brooks
		2 DDR400 256MB
DIMMs
		wilko
		Received



		``Edson Brandi <eb
randi@fugspbr.org>
``
		BrookTree chipset
TV Capture Card
BT878
		lioux
		Received



		``Charles Smeijer`
`
		HP JetDirect 175x
print server
		rpaulo
		Received



		Gateworks Corpor
ation
		Cambria GW2358-4
board
		rpaulo
		Received



		``Alexis Megas <me
gas@alum.rpi.edu>`
`
		Sun Ultra Sparc 60
		glewis
		Received



		bms
		MPLS and Label
Switching Networks
book
		rpaulo
		Received



		bms
		See MIPS Run book
		stas
		Received



		Justin Settle
		Kuma Athlon 7750
		jkim
		Received



		Justin Settle
		HTPC Machine
		wxs
		Received



		Justin Settle
		Soekris 5501
		lstewart
		Received



		gavin
		
		3 Zip 100 drives


		3 3ware cards






		mav
		Received



		Gareth Randall
		HP C1636-00100
SCSI tape drive
		cracauer
		Received



		Ivan Jedek
		2 Sun Fire V65
		miwi (for pkg
build cluster)
		Received



		Gareth Randall
		USB card
		gj
		Received



		Kyle Anderson (t
ummy.com)
		6 SuperMicro
servers
		brd (firewalls and
infrastructure
servers



for the new NYC



FreeBSD
co-location)



		Received



		Garrett Cooper
		Cisco 877WAGN
router
		ehaupt
		Received



		Garrett Cooper
		Linksys WRT160N
wireless router
		dougb
		Received



		grehan
		Apple XServe G5
		portmgr (for pkg
build cluster)
		Received



		Garrett Cooper
		2GB PC6400 DDR2
Corsair RAM module
		fjoe
		Received



		sson
		PowerMac G4
		stas
		Received



		sson
		PowerMac G4
		rnoland
		Received



		Raymond Vetter
		Sun Ultra 5
		gahr
		Received



		jmallett
		Cavium Octeon MIPS
		gonzo
		Received



		Raymond Vetter
		Sitecom CN-500
		itetcu
		received



		Raymond Vetter
		
		3xIDE cables


		FDD cable
VGA cable
serial cable
2xCAT7 ethernet





cable



		romain
		received



		ds
		memory modules and
hard disks
		pgj
		received



		Raymond Vetter
		Netier NetXpress
XL1000
		rink
		received



		Raymond Vetter
		IBM Thinkpad port
replicator
		brueffer
		received



		Andreas Thalau
		512MB PC2700
SO-DIMM RAM module
		brueffer
		received



		Andreas Thalau
		Sharp Zaurus
SL-5500G
		itetcu
		received



		Travis Thaxton
		Dell Optiplex 960
		ade
		received



		Travis Thaxton
		Dell 22” LCD
monitor
		delphij
		received



		Travis Thaxton
		Dell 22” LCD
monitor
		dougb
		received



		Olivier Cochard-
Labbe
		Sun Blade 150
		fjoe
		received



		Andreas Thalau
		Level One
GSW-0502T gigabit
switch
		lme
		received



		Raymond Vetter
		ATI Radeon 9800
		fjoe
		received



		Anton Shterenlik
ht
		1x Asus WL-107g
(Ralink RT2560 +
RT2525, ral(4))



1x MSI CB54G2



(Ralink RT2560 +
RT2525, ral(4))



1x Sitecom WL-112



(Ralink RT2560 +
RT2525, ral(4))



1x Zonet ZEW1500



(PRISM GT/ISL3890,
no driver)



1x Linksys



WPC11v4 (Realtek
RTL8180L, no
driver)



		bschmidt
		received



		Garrett Cooper
		Core2Duo-based
i386 machine
		bf
		received



		Garrett Cooper
		PowerMac G5
		dchagin
		received



		Eimar Koort <eim
ar.koort@gmail.com
>
		Sun Microsystems
Sun Fire V210
		marius
		received



		wilko
		4x 72GB
FibreChannel disk
for the sparc
package building
machine
		marius
		received



		Jean-Michel Pour
e
		Feitian R-301 and
ePass2003
		arved
		received



		``Lyndon Nerenberg
``
		Sun Microsystems
Sun Fire V100
		tabthorpe
		received



		Anton Shterenlik
ht
		Linksys WPC11
ver.3 (no driver)



US Robotics



USR5410 (Texas
Instruments, no
driver)



Cisco Aironet 350




		(no driver)


		Linksys WPC54G





ver3.1 (Broadcom
BCM4318, bwi(4))



NEC CMZ-RT-WP



(NEC CMZ-RT-WP,
wi(4),
unsupported)



Netgear WG111v2



(Realtek RTL8187L,
urtw(4))



		adrian
		received



		Garrett Cooper
		Macbook 2.2GHz
Santa Rosa
		marcel
		received



		Garrett Cooper
		2x 4GB 1333 DDR3
ECC RAM banks
		garga
		received



		Marco Dola
		2x Kingston
KVR1333D3N9/2G RAM
banks
		gavin
		received



		Greg Larkin
		Belkin #F1D066
OmniView PS/2 KVM
Switch




		6 foot VGA










		cables


		
		6 foot











PS/2<->PS/2
keyboard/or mouse
cables



		bf
		received



		Greg Larkin
		Mac G4 Cube 500Mhz
PowerPC
		alfred
		received



		David Boyd <Davi
d.Boyd@insightbb.c
om>
		Digi AccelePort
with fan-out
cables
		marcel
		received



		Tim Kientzle
		Dell PowerEdge
R510 server




		Linksys SFE2010









switch



		sbruno
		received



		Olivier Cochard-
Labbé
		Ubiquiti
RouterStation Pro
		lstewart
		received



		Bob Bishop <rb@g
id.co.uk>
		Power Mac G5
		danfe
		received



		Ben Medina <b.me
dinaclavijo@ventej
uy.es>
		Sunfire v490
		culot
		received



		Roger Ehrlich <r
ehrlich@ryerson.ca
>
		2x IBM Power PC,
POWER4 CHRP Model
7028-6C4; Serial
#108D21C &
108D1EC.



3x Sun V490




		FreeBSD.org
cluster
		received



		``Michael Shirk <s
hirkdog@gmail.com>
``
		Mac G5 Dual
PowerPC
		marcel
		received



		Xin Xu <railwayc
at@gmail.com>
		15 inch MacBook
Pro
		jmg
		received
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Why Choose &os;?


Why would you consider using &os;? We think that there are lots of
reasons. Here is a selection of reasons that some of our existing users
gave for their choice of operating system.



The Community


&os; is a community-driven operating system despite it being sponsored
corporately. &os; has active mailing lists, forums, and IRC channels
where experienced users and developers are always willing to help the
less experienced.


The community is largely driven by technology, not ideology, and is
focused on building the best possible system and making &os; as widely
used as possible, not on pushing any other agendas.


There is no dictator—benevolent or otherwise—for the project. The Core
Team is elected and is nominally responsible for overseeing the goals of
the project, but this is a very light touch. Core mediates disputes
between developers, but rarely needs to take an active role in
development, beyond their separate contributions as individual
developers.





Stability


Stability means many different things. &os; very rarely crashes (and
when it does it is usually due to hardware faults), but while that was a
great boast a decade ago, now it is an expected feature for any
operating system.


Stability in &os; means much more than that. It means that upgrading the
system doesn’t require upgrading the user. Configuration interfaces do
change over time, but only when there is a good reason. If you learned
how to use &os; in 2000, most of your knowledge would still be relevant.


Backwards compatibility is very important to the &os; team, and any
release in a major release series is expected to be able to run any
code—including kernel modules—that ran on an earlier version. The entire
base system is developed together, including the kernel, the core
utilities, and the configuration system, so upgrades are usually
painless. Included tools like mergemaster help update configuration
files with little or no manual intervention.





Early Adoption and Collaboration With Other Projects


&os; has been one of the first adopters of the LLVM infrastructure,
including the clang compiler and the libc++ stack. The entire &os; 9.x
system, including kernel and userspace, can build with clang, and from
&os; 9.1 both clang and the permissively-licensed libc++ are included,
giving a modern, BSD-licensed C++ stack. Several &os; developers are
also active contributors to LLVM, ensuring that both projects thrive
together.


This same collaboration works downstream, with projects like PC-BSD and
pfSense building on top of the &os; base to provide desktop and firewall
oriented distributions, respectively. These projects are not forks, they
base their work on the latest version of &os; and customize the system
for specific uses.





Simple Configuration


&os; service initialization is very simple. Each service, whether part
of the base system or installed from a port, comes with a script that is
responsible for starting and stopping it (and often some other options).
The /etc/rc.conf file contains a list of variables for enabling and
configuring services. Want to enable ssh? Just add sshd_enable=”YES” to
your rc.conf file. This system makes it easy to see at a glance
everything that will be started when your system boots.


The rc system that reads this file understands dependencies between
services and so can automatically launch them in parallel, or wait until
one is finished before starting the things that it needs. You get all of
the benefits of a modern configuration system, without a complex
interface.





Ports


The ports tree contains a large collection of third-party software,
including older versions of some things where the userbase is divided
about the benefits of upgrading, and a lot of niche programs. The
chances are that anything you want to run which works on &os; will be
there.


Unlike some other systems, &os; maintains a clean division between the
base system and third-party ports and packages. All third-party software
goes in /usr/local, so if you want to repurpose a machine then it’s
trivial to simply delete all installed packages and then start
installing the ones that you want.


The pkg tool makes working with binary packages even easier, although
source installs are still supported for people who want the level of
configurability that this implies.





Security


Security is vital in any network-connected machine. &os; provides a
number of tools for ensuring that you can maintain a secure system, such
as:



		Jails, allowing you to run applications or entire systems in a
sandbox that can’t access the rest of the system. With tools like
ezjail and ZFS you can instantly create a new jail with a clone of an
existing system, using a tiny amount of disk space, and run untrusted
code inside it.


		Mandatory Access Control, from the TrustedBSD project, allowing you
to configure access control policies for all operating system
resources.


		Capsicum, from &os; 9 onwards, allows developers to easily implement
privilege separation, reducing the impact of compromised code.


		The VuXML system for publishing vulnerabilities in ports, which
integrates with tools such as pkg, so that your daily security email
tells you about any known vulnerabilities in ported software.


		Security event auditing, using the BSM standard.





And, of course, all of the standard features that you’d expect from a
modern &unix; system including IPSec, SSH, and so on.





ZFS


Cheap snapshots, clones, end-to-end checksums, deduplication,
compression, and no need to decide partition sizes on install. Using ZFS
for a few days makes going back to a more traditional volume manager
painful. If you want to test something with ZFS, then it’s trivial to
just create a snapshot and roll back if it didn’t work.


If you’re using jails, then ZFS lets you clone an existing jail in under
a second, irrespective of how big the jail itself is.





GEOM


Even without ZFS, &os; comes with a rich storage system. GEOM layers
providers and consumers in arbitrary ways, allowing you to use two
networked machines for high-availability storage, use your choice of
RAID level, or add features like compression or encryption.





Working Sound


&os; 4.x introduced in-kernel sound mixing, so that multiple
applications could play sound at the same time even with cheap sound
cards with no hardware mixing support. &os; 5.x automatically allocated
new channels to applications, without any configuration.


Now, &os; has low-latency sound mixing with per-application volume
controls and full support for the OSS 4 APIs out of the box. There’s no
need to configure a userspace sound daemon. The same audio APIs that
were used a decade ago still work on &os;, including some compatibility
modes to allow applications that try to manipulate the global volume to
only change their own. If you want to watch DVDs with 5.1 surround
sound, just install your favourite media player and press play.





My System, How I Want It


&os; gives you an easy-to-use, working, &unix;-like system. This base
system can then be extended easily. If you want to run KDE or GNOME,
then just install the metapackage for the version that you prefer. If
you want a headless server, then it’s equally easy to install the server
tools that you want.


It’s easy to run the &os; installer via a serial port and to configure
the entire system from the terminal. It’s also easy to install and use
an existing desktop environment. The decisions about the kind of system
you want to use are left to you.


If you’re deploying &os; in a corporate environment, then it’s very easy
to customise both the base system and the set of installed packages for
your specific requirements. The build system provides numerous tuneable
variables allowing you to build exactly the base system that meets your
needs.
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The release notes for FreeBSD are customized for different platforms, as
some of the changes made to FreeBSD apply only to specific processor
architectures.


Release notes for FreeBSD 4.9-RELEASE are available for the following
platforms:



		i386


		Alpha





A list of all platforms currently under development can be found on the
Supported Platforms page.
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This is a summary of the information about the change in Daylight
Savings Time rules and how the change affects FreeBSD releases.


In 2005 several countries, including the United States of America and
Canada, passed legislation changing when Daylight Savings Time begins
and ends. That change takes effect in 2007. For the time zones affected
by the change Daylight Savings Time will begin on March 11th (instead of
April 1st) and end on November 4th (instead of October 28th).


FreeBSD uses /etc/localtime to control the conversion of the
system’s internal representation of time (based on UTC) to the format
appropriate for the local time zone. That file gets copied from one of
the files in /usr/share/zoneinfo by the tzsetup(8) command, usually
as part of the initial installation procedure. The change in Daylight
Savings Time rules affects the files in /usr/share/zoneinfo for the
time zones affected by the legislation passed in 2005.


Of the release branches supported by the FreeBSD Security Team as of
February 2007, FreeBSD-6.2 and FreeBSD-5.5 have up to date zoneinfo
files. FreeBSD-6.1 has correct zoneinfo files for time zones in the
United States of America but out of date zoneinfo files for some of the
other countries affected (for example Canada). An Errata Notice will be
released shortly to update the zoneinfo files in FreeBSD-6.1.


For the development branches HEAD, RELENG_6, RELENG_5, and RELENG_4
all have the correct zoneinfo files in them.


NOTE: /etc/localtime currently does not get updated when the
cvsup/buildworld/etc system update procedures are used. If a machine was
installed using one of the releases not listed above it will probably
have an outdated /etc/localtime file. That file can be updated by
running tzsetup(8).


For older systems no longer under support the misc/zoneinfo port can be
installed to update the /usr/share/zoneinfo files, followed by
running tzsetup(8) to update /etc/localtime.
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Goals


As part of our on-going effort to improve the release engineering
process, we have identified several areas that need significant quality
assurance testing during the release candidate phase. Below, we’ve
listed the changes in &rel; that we feel merit the most attention due to
their involving substantial changes to the system, or having arrived
late in the development cycle leading up to the release. In general, our
goal in the QA process is to attempt to check a number of things:



		The system has not regressed with respects to stability, correctness,
interoperability, or performance of features present in prior
releases.


		New features result in the desired improvement in stability,
correctness, interoperability, or performance.





To effectively determine this, it’s desirable to test the system in a
diverse set of environments, applying a wide set of workloads, forcing
the system to operate both within and outside its normal specification.
Particular focus should often be placed on the continuing (or new)
capability of the system to perform correctly when used in concert with
systems from other vendors.





Features to explore carefully:



		A bug affecting IPFW2 “limit” rules was fixed very late in the
release cycle; other ipfw2 features should not be affected. We are
interested in hearing any feedback about IFPW2 in 4.9-RC3.


		The sysinstall(8) utility was updated to support multiple mail
transfer agents (MTAs). As such, the familiar Network Services menu
was modified to expose a new option entitled Mail.


		The xl driver has recently been updated with full busdma support
among other improvements. This driver will now work with large memory
systems with PAE enabled.


		Users with large memory configurations (>4G) should explore the
recently added PAE support in &rel;.





The release notes will always be a good place
to look for things to test.





Known Issues



		The kernel hangs solidly during device configuration when certain
SATA controllers are installed on the system.
(patch [http://people.FreeBSD.org/~jhb/patches/sata.patch])


		4.9-PRE panics reproducibly on a heavily loaded ata(4)-system.
PR [http://www.FreeBSD.org/cgi/query-pr.cgi?pr=kern/57174]
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Monetary FreeBSD Foundation Donations


The &os; Foundation’s fund-raising efforts are essential to keeping &os;
free. As the Project grows, so do the costs.


By donating to the foundation, you are helping us fund and manage
projects, sponsor &os; events, and provide travel grants to &os;
developers. You are also helping us represent the Project in executing
contracts, license agreements, copyrights, trademarks, and other legal
arrangements that require a recognized legal entity.


To make a monetary donation to the &os; Foundation, please visit the
&os; Foundation [http://www.freebsdfoundation.org/donate/] donation
page.





Contents



		Donations Liaison Goals
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Other Donations Links



		FreeBSD Project Want
List [https://wiki.freebsd.org/Donations/WantList]


		List of FreeBSD Donations








Project Goal


As FreeBSD’s userbase has grown, the number of people who want to donate
materials or funds to the Project has grown. The Donations Liaison is
intended to streamline the handling of these donations, and to ensure
that they are handled in a timely and reasonable manner.





Donations Liaison Charter


The purpose of the Donations Liaison Office is to encourage and guide
donations according to a set of community-accepted rules. The DLO has
the following responsibilities.



		to establish and maintain a clear set of procedures for handling
donations.


		to respond to donation offers in a timely manner.


		to maintain a list of equipment and resources desired by the FreeBSD
community.


		to coordinate donation offers with the FreeBSD developer community.


		to shepherd donations through the entire donation process.


		to work with a small team to ensure a timely, informed, and correct
response is available at all times.


		to publicly acknowledge donors and donations when the donation is
complete.


		record the status of all loans to the Project.


		provide open records of all donations to the FreeBSD developer
community.








Donating to the FreeBSD Project


So, you want to donate something to the FreeBSD Project? Great! We
strongly rely upon user donations to accomplish our goals. Please read
below to see how to contact us about your donation.


If you don’t know what you want to give, take a look at our list of
needs [https://wiki.freebsd.org/Donations/WantList]. We would
appreciate any items on this list. If you have equipment you’d like to
donate, read on.



Tax Credit for Donations


The FreeBSD Foundation can act as a charitable organization for tax
purposes. If you live in the United States, your donation can be
deducted from your taxes under certain conditions. If you want a receipt
for tax purposes your contribution, please let us know when you send
information on your donation.


A tax credit is not as easy as it might seem. The donations team must be
informed of the desire for a tax deduction so the foundation may be
notified, and informed when it has been shipped. The Foundation will
also need to know when the item has been received by the intended
individual. The Foundation must then be able to demonstrate that the
donation is in the public good. All of this together means that while
we probably have developers who would be interested in that big box of
ISA cards in your closet, you probably cannot get a tax credit for them;
the total work needed to process, ship, and document them far exceeds
their total value.


The FreeBSD Foundation will provide a receipt for delivery of equipment.
They will not, however, provide a fair-market valuation of the equipment
– in fact, the law forbids them to do so. We recommend checking
elsewhere for valuations of hardware donations. Since many of our
donations are obsolete, making fair market value hard to judge, we
suggest searching on Ebay or other used equipment sites for prices paid
for similar equipment.


To receive a tax receipt for a donation, you will need to complete a
Hardware Donation
Form [http://www.freebsdfoundation.org/documents/Hardware%20Donation%20Form.pdf]
from the FreeBSD Foundation website.





How to Donate


Part of the goal of the Donations Liaison Office is to match donations
with developers who can use them. We don’t accept just any donation; we
only handle those that have a home with a developer who can use them to
improve FreeBSD. This saves time all around, and also helps assure
donors that what their contributions are actually supporting the FreeBSD
Project. The down side is that we need some information about your
donation before accepting it.


Donations generally fall into three categories:



		Financial


		Complete Computers


		Computer Components





If you have something to offer that doesn’t fall into one of these
categories, don’t fret! Just contact us at donations@FreeBSD.org with
your offer. Just because it’s not the run-of-the-mill offer doesn’t mean
that we’re not interested.





Financial Contributions


The FreeBSD Project does not directly accept financial contributions. A
sponsor organization, the FreeBSD
Foundation [http://www.freebsdfoundation.org], accepts financial
contributions for us. Please see their Web site for details on financial
contributions.





Complete Computer Systems


The FreeBSD Project always needs computers. If you have a computer that
you would like to donate to the Project, please contact us with the
following information:



		Hardware specifications: architecture, motherboard, CPU, disk space,
memory.


		Does this system currently run FreeBSD, or is it unsupported? If
possible, please attach a dmesg from a FreeBSD install on this
system.


		Are you willing to ship this system?


		Your physical location. We try to make shipping as easy and
inexpensive as possible.


		Also mention if you want a tax credit for this
system. (Note that not all donations can realistically receive a tax
credit, as the cost of supplying the credit may exceed the value of
the donation.)








Computer Components


If you have hardware that you would like to donate to the Project,
please contact us with the following information:



		The hardware description: model, part number, manufacturer, etc. If
you have an exact link to the manufacturer’s Web page for this
component, that would be helpful.


		Is this hardware currently supported in FreeBSD?


		What documentation do you have? A piece of hardware is not sufficient
to write a driver; driver authors need detailed chipset data from the
manufacturer. (Don’t worry too much if you don’t have this
documentation, as it may be available elsewhere.)


		Are you willing to ship this system?


		Your physical location. We try to make shipping as easy and
inexpensive as possible.


		Also mention if you want a tax credit for this
hardware. (Note that not all donations can realistically receive a
tax credit, as the cost of supplying the credit may exceed the value
of the donation.)








What we Do with this Information


Once we have a description of the donation, the Donations Liaison Office
will contact the developer community and offer the resource to them. If
we have a developer who would like the item, we put the donor and the
recipient in contact and let them work out shipping information. If
there are multiple developers interested in a resource, we try to learn
what each developer would use the resource for and allocate it most
effectively for the Project. If no developer is interested, we turn down
the offer.


Our goal is to place (or decline) all donations within 7 days of receipt
of complete information.










          

      

      

    


    
        © Copyright 2015, The FreeBSD Project.
      Created using Sphinx 1.3.1.
    

  

htdocs/releases/8.3R/schedule.html


    
      Navigation


      
        		
          index


        		FreeBSD 10.1 documentation »

 
      


    


    
      
          
            
  
&title;


]>



Introduction


This is the release schedule for FreeBSD &local.rel;. For more
information about the release engineering process, please see the
Release Engineering section of the web
site.


General discussions about the pending release and known issues should be
sent to the public
freebsd-stable mailing list.





Schedule










		Action
		Expected
		Actual
		Description



		Initial release schedule announcement
		
		






		25 January 2012
		Release Engineers send announcement email to developers with a rough schedule.



		Code freeze begins
		15 February 2012
		15 February 2012
		Release Engineers announce that all further commits to the stable/8 branch will require explicit approval. Certain blanket approvals will be granted for narrow areas of development, documentation improvements, etc.



		BETA1
		17 February 2012
		20 February 2012
		First beta test snapshot.



		releng/&local.rel; branch
		
		






		3 March 2012
		Subversion branch created, propagated to CVS; future release engineering proceeds on this branch.



		RC1
		02 March 2012
		06 March 2012
		First release candidate.



		RC2
		16 March 2012
		2 April 2012
		Second release candidate.



		RELEASE build
		9 April 2012
		9 April 2012
		&local.rel;-RELEASE build.



		RELEASE announcement
		
		






		18 April 2012
		&local.rel;-RELEASE press release.



		Turn over to the secteam
		
		






		
		






		releng/&local.rel; branch is handed over to the FreeBSD Security Officer Team in one or two weeks after the announcement.










Internal Status / TODO


http://wiki.freebsd.org/Releng/8.3TODO
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The Release Engineering Team has the following responsibilities :



		Setting and publishing the release schedule for Official Project
releases of FreeBSD.


		Documenting and formalizing the RE procedures, so that the process
can continually be reviewed and improved. This includes more
documentation about the ports cluster and package split procedures.


		Setting and publishing “Code Freeze” dates, and acting as a
change-review committee to decide which changes may be made to a
branch during a code freeze. This includes freezes for HEAD when
approaching a .0 release as well as the traditional releng/* code
freeze pending a -STABLE release.


		Creation and maintenance of releng/* branches of the src/
tree. This includes final authority over what commits are made (and
remain in) the -STABLE branch prior to the branching of a release
branch.


		Working with core and/or the FreeBSD Foundation to codify a set of
guidelines that vendors must meet if they are to be allowed to call a
product “FreeBSD”, or an “Official FreeBSD release”.


		Testing and integrating required packages from the ports collection
onto the official project release media. Portmgr@ is responsible for
managing the ports/ code freeze and providing a complete package
build of the re-distributable ports. re@ is then responsible for
splitting those packages onto different ISOs as required by the
release media. re@ is ultimately responsible for ensuring that all of
the required packages are available on the FreeBSD release media, but
portmgr@ cooperation is essential.


		Coordinating with the FreeBSD Documentation Project, to ensure that a
consistent set of documentation is provided for the release. This
includes the ability to request that large disruptive changes not be
made to the documentation set in the weeks leading up to a release.


		Coordinating with the security officer team to ensure that pending
FreeBSD releases are not affected by recently disclosed
vulnerabilities. Also, approximately 1 week after a release, change
approval control of release branches (releng/X.Y/) is transfered
from the release engineers to the security-officer team. The exact
transfer date is to be worked out by the two parties once it is clear
that the release was a success. A heads up message should be sent to
developers@ at that time.


		Sending out messages to announce@FreeBSD.org on behalf of the project
to announce new releases of FreeBSD.
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The FreeBSD Release Engineering Team is pleased to announce the
availability of FreeBSD 8.3-RELEASE. This is the fourth release from the
8-STABLE branch which improves on the functionality of FreeBSD 8.2 and
introduces some new features. Some of the highlights:



		usb(4) now supports the USB packet filter


		TCP/IP stack now supports the mod_cc(9) pluggable congestion control
framework


		graid(8) GEOM class added to support various BIOS-based software RAID
controllers (replacement for ataraid(4))


		ZFS subsystem updated to SPA version 28


		Gnome version 2.32.1, KDE version 4.7.4





For a complete list of new features and known problems, please see the
online release notes and errata list available at:



		http://www.FreeBSD.org/releases/8.3R/relnotes-detailed.html


		http://www.FreeBSD.org/releases/8.3R/errata.html





For more information about FreeBSD release engineering activities please
see:



		http://www.FreeBSD.org/releng/






Availability


FreeBSD 8.3-RELEASE is now available for the amd64, i386, pc98, and
sparc64 architectures.


FreeBSD 8.3 can be installed from bootable ISO images or over the
network. Some architectures (currently amd64 and i386) also support
installing from a USB memory stick. The required files can be downloaded
via FTP or BitTorrent as described in the sections below. While some of
the smaller FTP mirrors may not carry all architectures, they will all
generally contain the more common ones such as amd64 and i386.


MD5 and SHA256 hashes for the release ISO images are included at the
bottom of this message.


The purpose of the images provided as part of the release are as
follows:



		dvd1


		This contains everything necessary to install the base FreeBSD
operating system, a collection of pre-built packages, and the
documentation. It also supports booting into a “livefs” based rescue
mode. This should be all you need if you can burn and use DVD-sized
media.


		disc1


		This contains the base FreeBSD operating system and the English
documentation package for CDROM-sized media. There are no other
packages.


		livefs


		This contains support for booting into a “livefs” based rescue mode
but does not support doing an install from the CD itself. It is
meant to help rescue an existing system but could be used to do a
network based install if necessary.


		bootonly


		This supports booting a machine using the CDROM drive but does not
contain the support for installing FreeBSD from the CD itself. You
would need to perform a network based install (e.g. from an FTP
server) after booting from the CD.


		memstick


		This can be written to an USB memory stick (flash drive) and used to
do an install on machines capable of booting off USB drives. It also
supports booting into a “livefs” based rescue mode. The
documentation packages are provided but no other packages.


As one example of how to use the memstick image, assuming the USB
drive appears as /dev/da0 on your machine something like this should
work:


# dd if="FreeBSD"-8.3-RELEASE-amd64-memstick.img of=/dev/da0 bs="10240" conv="sync"






Be careful to make sure you get the target (of=) correct.








FreeBSD 8.3-RELEASE can also be purchased on CD-ROM or DVD from several
vendors. One of the vendors that will be offering FreeBSD 8.3-based
products is:



		FreeBSD Mall, Inc. http://www.freebsdmall.com/








BitTorrent


8.3-RELEASE ISOs are available via BitTorrent. A collection of torrent
files to download the images is available at:



		http://torrents.FreeBSD.org:8080/








FTP


At the time of this announcement the following FTP sites have FreeBSD
8.3-RELEASE available.



		ftp://ftp.freebsd.org/pub/FreeBSD/releases/ISO-IMAGES/8.3/


		ftp://ftp5.freebsd.org/pub/FreeBSD/releases/ISO-IMAGES/8.3/


		ftp://ftp10.freebsd.org/pub/FreeBSD/releases/ISO-IMAGES/8.3/


		ftp://ftp.cn.freebsd.org/pub/FreeBSD/releases/ISO-IMAGES/8.3/


		ftp://ftp.cz.freebsd.org/pub/FreeBSD/releases/ISO-IMAGES/8.3/


		ftp://ftp.dk.freebsd.org/pub/FreeBSD/releases/ISO-IMAGES/8.3/


		ftp://ftp.fr.freebsd.org/pub/FreeBSD/releases/ISO-IMAGES/8.3/


		ftp://ftp.jp.freebsd.org/pub/FreeBSD/releases/ISO-IMAGES/8.3/


		ftp://ftp.ru.freebsd.org/pub/FreeBSD/releases/ISO-IMAGES/8.3/


		ftp://ftp1.ru.freebsd.org/pub/FreeBSD/releases/ISO-IMAGES/8.3/


		ftp://ftp.tw.freebsd.org/pub/FreeBSD/releases/ISO-IMAGES/8.3/


		ftp://ftp4.tw.freebsd.org/pub/FreeBSD/releases/ISO-IMAGES/8.3/


		ftp://ftp5.us.freebsd.org/pub/FreeBSD/releases/ISO-IMAGES/8.3/


		ftp://ftp10.us.freebsd.org/pub/FreeBSD/releases/ISO-IMAGES/8.3/





However before trying these sites please check your regional mirror(s)
first by going to:



		ftp://ftp.<yourdomain>.FreeBSD.org/pub/FreeBSD





Any additional mirror sites will be labeled ftp2, ftp3 and so
on.


More information about FreeBSD mirror sites can be found at:



		http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/mirrors-ftp.html





For instructions on installing FreeBSD or updating an existing machine
to 8.3-RELEASE please see:



		http://www.FreeBSD.org/releases/8.3R/installation.html








Support


The FreeBSD Security Team currently plans to support FreeBSD 8.3 until
April 30, 2014. For more information on the Security Team and their
support of the various FreeBSD branches see:



		http://www.FreeBSD.org/security/
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ISO Image Checksums


MD5 (FreeBSD-8.3-RELEASE-amd64-bootonly.iso) = b1e776a82deabaf66a91293b04107277
MD5 (FreeBSD-8.3-RELEASE-amd64-disc1.iso) = cf4edae9692f560e9cab89c8347886f5
MD5 (FreeBSD-8.3-RELEASE-amd64-dvd1.iso) = 70089656058e74962cbedad1a2181daa
MD5 (FreeBSD-8.3-RELEASE-amd64-livefs.iso) = 24e1a8d3c02c230fe415408179f90dbc
MD5 (FreeBSD-8.3-RELEASE-amd64-memstick.img) = 013612ac4e080028b5f4e2c344250850






MD5 (FreeBSD-8.3-RELEASE-i386-bootonly.iso) = 2fa59569f572abe450fce6b5efddeb04
MD5 (FreeBSD-8.3-RELEASE-i386-disc1.iso) = 00fac17d95d27950e30b22e521c45da9
MD5 (FreeBSD-8.3-RELEASE-i386-dvd1.iso) = 2478c6a7477492c347e80aaf61f48cc1
MD5 (FreeBSD-8.3-RELEASE-i386-livefs.iso) = 147db14848518808deddf3c0b03694c3
MD5 (FreeBSD-8.3-RELEASE-i386-memstick.img) = 5cbbe6f41e53eb98471c3392eb1bb768






MD5 (FreeBSD-8.3-RELEASE-pc98-bootonly.iso) = 91843c5c9dbdf1d1be23eae30b0184b8
MD5 (FreeBSD-8.3-RELEASE-pc98-disc1.iso) = e84f3d26d72a37ae332b617e8122bec4
MD5 (FreeBSD-8.3-RELEASE-pc98-livefs.iso) = 4a441695c30c446308d7ee55d1ead1bc






MD5 (FreeBSD-8.3-RELEASE-sparc64-bootonly.iso) = b94f5c9b07fdc1870cd284e168b557d8
MD5 (FreeBSD-8.3-RELEASE-sparc64-disc1.iso) = 8b748240afe7a3f80cdf531f7d8a1317
MD5 (FreeBSD-8.3-RELEASE-sparc64-dvd1.iso) = 3ea38fd60444193c3d74d2b0beba14a4
MD5 (FreeBSD-8.3-RELEASE-sparc64-livefs.iso) = 317325d88a8605ae5a48447f92c5f919






SHA256 (FreeBSD-8.3-RELEASE-amd64-bootonly.iso) = 2af20d98b02a26ebe9a3ddeb4785f317e2024f9494ca3a177edafdc8ef138b7d
SHA256 (FreeBSD-8.3-RELEASE-amd64-disc1.iso) = 26d4870f3a310a95e488ed14dd8e36eb52e857878f2b238b3b91e65c101eee93
SHA256 (FreeBSD-8.3-RELEASE-amd64-dvd1.iso) = acd9127364c759c4eb38fd02634f52bffe75b845a767a20f7dbf022a1626eed7
SHA256 (FreeBSD-8.3-RELEASE-amd64-livefs.iso) = cb3dcd38ce4e3782059ea6d550a947a69c47bf167c6ae24f1cd58c5b4132697b
SHA256 (FreeBSD-8.3-RELEASE-amd64-memstick.img) = eb598fa93b553744bd79e6b648b87b20f9054f7c131856c09ee2f88f29ccca6d






SHA256 (FreeBSD-8.3-RELEASE-i386-bootonly.iso) = e701dee1458888bee1a399937f1ec525022a225b8b097bd820ed4338e0bf300d
SHA256 (FreeBSD-8.3-RELEASE-i386-disc1.iso) = a83919b5104d8ec4e905693a6bd6b90b88b1c30923029146d1dab62b62a038e9
SHA256 (FreeBSD-8.3-RELEASE-i386-dvd1.iso) = 3f3334a1e4f3d3f62ef274861764d466b44e19cc14549e6cdfdbd555808d78e2
SHA256 (FreeBSD-8.3-RELEASE-i386-livefs.iso) = d45352262d7f9d871d25d01fab3c9a946ef4488f5fbbd104e153f04ca58d5b24
SHA256 (FreeBSD-8.3-RELEASE-i386-memstick.img) = 56f4fc14ebe66dad5691ca63fa846e5d003efb630e5cb0181921ffb8af5a4edd






SHA256 (FreeBSD-8.3-RELEASE-pc98-bootonly.iso) = 664b06c1a68352be8833b90ee455cbc31dfea531b7dd5f648d48659da60e386d
SHA256 (FreeBSD-8.3-RELEASE-pc98-disc1.iso) = 1a54d5cbd6e72d740f7bf6372c58fb8caa5bb49d6c56358e18fe7433103bbb4f
SHA256 (FreeBSD-8.3-RELEASE-pc98-livefs.iso) = 5b8887aee9c80914ece956452fd5e48eb759232d56cb4fff557e7cc60daab58b






SHA256 (FreeBSD-8.3-RELEASE-sparc64-bootonly.iso) = e7ba76bbecff1b92d00caed5e644443b596f6a0fee4d717046aae73c4c5248c2
SHA256 (FreeBSD-8.3-RELEASE-sparc64-disc1.iso) = f5d4087a0a070a05ad2cd9032fdc3a49fff2f716b7485debc25ae6757e29ca90
SHA256 (FreeBSD-8.3-RELEASE-sparc64-dvd1.iso) = a697afe3e47250fa707b54021b5114aa0e286f088a5c89dfb6e1b2f51dd7bb67
SHA256 (FreeBSD-8.3-RELEASE-sparc64-livefs.iso) = a5af66e2ad1042676a157c94f3d63e118761435abd26d8b5dd66e99bdc830526
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This page contains documentation about the FreeBSD release engineering
process.



		Code Freeze Status


		Charter for the Release Engineering
Team


		Release Engineering Documentation


		Current Release Engineering Team


		Old Releases






Upcoming Release Schedule


NOTE: Release dates are approximate and may be subject to schedule
slippage.









		Date
		Event
		Information





		August 2015
		&os; 10.2
		Target Schedule



		July 2016
		&os; 11.0
		Target Schedule










Code-Freeze Status


The following table lists the code freeze status for the major branches
of the src/ subtree of the FreeBSD Subversion repository. Commits to
any branch listed as “frozen” must first be reviewed and approved by the
relevant contact party. The status of other subtrees such as ports/
and doc/, is also provided below.










		Branch
		Status
		Contact
		Notes





		head
		Open
		committers
		Active development branch for 11.0-CURRENT.



		stable/10
		Open
		committers
		Development branch for FreeBSD 10-STABLE.



		releng/10.1
		Frozen
		&contact.so;
		FreeBSD 10.1 supported errata fix branch.



		releng/10.0
		Frozen
		&contact.so;
		FreeBSD 10.0 errata fix branch (not officially supported).



		stable/9
		Open
		committers
		Development branch for FreeBSD 9-STABLE.



		releng/9.3
		Frozen
		&contact.so;
		FreeBSD 9.3 supported errata fix branch.



		releng/9.2
		Frozen
		&contact.so;
		FreeBSD 9.2 errata fix branch (not officially supported).



		releng/9.1
		Frozen
		&contact.so;
		FreeBSD 9.1 errata fix branch (not officially supported).



		releng/9.0
		Frozen
		&contact.so;
		FreeBSD 9.0 errata fix branch (not officially supported).



		stable/8
		Open
		committers
		Development branch for 8-STABLE.



		releng/8.4
		Frozen
		&contact.so;
		FreeBSD 8.4 supported errata fix branch.



		releng/8.3
		Frozen
		&contact.so;
		FreeBSD 8.3 errata fix branch (not officially supported).



		releng/8.2
		Frozen
		&contact.so;
		FreeBSD 8.2 errata fix branch (not officially supported).



		releng/8.1
		Frozen
		&contact.so;
		FreeBSD 8.1 errata fix branch (not officially supported).



		releng/8.0
		Frozen
		&contact.so;
		FreeBSD 8.0 errata fix branch (not officially supported).



		stable/7
		Open
		committers
		Maintenance branch for 7-STABLE (not officially supported).



		releng/7.4
		Frozen
		&contact.so;
		FreeBSD 7.4 errata fix branch (not officially supported).



		releng/7.3
		Frozen
		&contact.so;
		FreeBSD 7.3 errata fix branch (not officially supported).



		releng/7.2
		Frozen
		&contact.so;
		FreeBSD 7.2 errata fix branch (not officially supported).



		releng/7.1
		Frozen
		&contact.so;
		FreeBSD 7.1 errata fix branch (not officially supported).



		releng/7.0
		Frozen
		&contact.so;
		FreeBSD 7.0 errata fix branch (not officially supported).



		stable/6
		Open
		committers
		Maintenance branch for 6-STABLE (not officially supported).



		releng/6.4
		Frozen
		&contact.so;
		FreeBSD 6.4 errata fix branch (not officially supported).



		releng/6.3
		Frozen
		&contact.so;
		FreeBSD 6.3 errata fix branch (not officially supported).



		releng/6.2
		Frozen
		&contact.so;
		FreeBSD 6.2 errata fix branch (not officially supported).



		releng/6.1
		Frozen
		&contact.so;
		FreeBSD 6.1 errata fix branch (not officially supported).



		releng/6.0
		Frozen
		&contact.so;
		FreeBSD 6.0 errata fix branch (not officially supported).



		stable/5
		Open
		committers
		Maintenance branch for 5-STABLE (not officially supported).



		releng/5.5
		Frozen
		&contact.so;
		FreeBSD 5.5 errata fix branch (not officially supported).



		releng/5.4
		Frozen
		&contact.so;
		FreeBSD 5.4 errata fix branch (not officially supported).



		releng/5.3
		Frozen
		&contact.so;
		FreeBSD 5.3 errata fix branch (not officially supported).



		releng/5.2
		Frozen
		&contact.so;
		FreeBSD 5.2 / 5.2.1 security fix branch (not officially supported).



		releng/5.1
		Frozen
		&contact.so;
		FreeBSD 5.1 security fix branch (not officially supported).



		releng/5.0
		Frozen
		&contact.so;
		FreeBSD 5.0 security fix branch (not officially supported).



		stable/4
		Open
		committers
		Maintenance branch for 4-STABLE (not officially supported).



		releng/4.11
		Frozen
		&contact.so;
		FreeBSD 4.11 errata fix branch (not officially supported).



		releng/4.10
		Frozen
		&contact.so;
		FreeBSD 4.10 security fix branch (not officially supported).



		releng/4.9
		Frozen
		&contact.so;
		FreeBSD 4.9 security fix branch (not officially supported).



		releng/4.8
		Frozen
		&contact.so;
		FreeBSD 4.8 security fix branch (not officially supported).



		releng/4.7
		Frozen
		&contact.so;
		FreeBSD 4.7 security fix branch (not officially supported).



		releng/4.6
		Frozen
		&contact.so;
		FreeBSD 4.6 security fix branch (not officially supported).



		releng/4.5
		Frozen
		&contact.so;
		FreeBSD 4.5 security fix branch (not officially supported).



		releng/4.4
		Frozen
		&contact.so;
		FreeBSD 4.4 security fix branch (not officially supported).



		releng/4.3
		Frozen
		&contact.so;
		FreeBSD 4.3 security fix branch (not officially supported).



		stable/3
		Open
		committers
		Maintenance branch for 3-STABLE (not officially supported).



		stable/2.2
		Open
		committers
		Maintenance branch for 2.2-STABLE (not officially supported).



		Subtree
		Status
		Contact
		Notes



		ports/
		Open
		&contact.portmgr;
		FreeBSD Ports Collection.



		doc/
		Open
		&contact.doc;
		SGML/XML based documentation set.










Release Engineering Documentation



		
FreeBSD Release
Engineering


Describes the approach used by the FreeBSD release engineering
team to make production quality releases of the FreeBSD Operating
System. It describes the tools available for those interested in
producing customized FreeBSD releases for corporate rollouts or
commercial productization.








		
FreeBSD Release Engineering for Third Party
Packages


Describes the approach used by the FreeBSD release engineering
team to produce a high quality package set suitable for official
FreeBSD release media. This document is a work in progress, but
eventually it will cover the process used to build a clean package
set on the FreeBSD.org “Ports Cluster”, how to configure any other
set of machines as a ports cluster, how to split up the packages
for the release media, and how to verify that a package set is
consistent.














Release Engineering Team


The primary release engineering team is responsible for approving
MFC
requests during code freezes, setting release schedules, and all of the
other responsibilities laid out in our
charter.


Primary RE Team (re@FreeBSD.org) : &a.re.members; form the primary
release engineering decision-making group.


The builders release engineering team is responsible for building and
packaging FreeBSD releases on the various supported platforms.


Builders REs (re-builders@FreeBSD.org) : &a.re-builders;


The third party packages in the Ports Collection are managed by the
portmgr@ team. Among many other responsibilities, the port managers keep
the ports cluster running smoothly to produce binary packages.


Package Builders (&contact.portmgr;) : &a.portmgr.members;





Old Releases


The &os; Project does not maintain a complete archive of old release ISO
images but many of them are available at
ftp://ftp-archive.FreeBSD.org/pub/FreeBSD-Archive/old-releases/.


If you are unable to find an FTP mirror that still contains the release
you are looking for, then you can email CD-ROM vendors to see if they
have any old releases available.
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Date: Sun, 29 Nov 1998 20:00:25 -0700


From: “Jordan K. Hubbard” <jkh@time.cdrom.com>

Subject:FreeBSD 2.2.8 is now released!





It is, as always, my great pleasure to announce the release of FreeBSD
2.2.8, our latest and final release along the 2.2-stable branch. Those
folks who are still running 2.1.x and wish to upgrade to 2.2 technology
are definitely encouraged to do so now as the 2.2-stable branch has gone
into maintainence mode. A number of problems with 2.2.7 have been fixed
and the release notes should be consulted for more
information.


FreeBSD 2.2.8-RELEASE is available on
ftp.FreeBSD.org [ftp://ftp.FreeBSD.org/pub/FreeBSD] and various FTP
mirror sites throughout the world. It
can also be ordered on CD from Walnut Creek
CDROM [http://www.cdrom.com/], from where it will be shipping shortly
as a 4 CD set containing a lot of extra stuff of interest to programmers
and general users alike.


IMPORTANT NOTE: All of the profits from the sales of this CD set go
to support the FreeBSD Project!


The official FTP distribution site for FreeBSD is:



ftp://ftp.FreeBSD.org/pub/FreeBSD



Or via the WEB page at:



http://www.cdrom.com/pub/FreeBSD



And on CD-ROM from Walnut Creek CDROM:




Walnut Creek CDROM


4041 Pike Lane, #F

Concord CA, 94520 USA

Phone: +1 925 674-0783

Fax: +1 925 674-0821

Tech Support: +1 925 603-1234

Email: info@cdrom.com

WWW: http://www.cdrom.com/









If you are in Japan, please refer to Pacific
HiTech [http://www.pht.co.jp/] for information on ordering a
localized (or the english) version of the 2.2.8 product. Pacific HiTech
is now an affiliate of Walnut Creek CDROM for Japanese sales of FreeBSD.


Additionally, FreeBSD is available via anonymous FTP from mirror
sites in the following countries:
Argentina, Australia, Brazil, Bulgaria, Canada, the Czech Republic,
Denmark, Estonia, Finland, France, Germany, Hong Kong, Hungary, Iceland,
Ireland, Israel, Japan, Korea, Latvia, Malaysia, the Netherlands,
Poland, Portugal, Romania, Russia, Slovenia, South Africa, Spain,
Sweden, Taiwan, Thailand, the Ukraine and the United Kingdom (and quite
possibly several others which I’ve never even heard of :).


Before trying the central FTP site, please check your regional mirror(s)
first by going to:



ftp://ftp.<yourdomain>.FreeBSD.org/pub/FreeBSD



Any additional mirror sites will be labeled ftp2, ftp3 and so on.


The latest versions of export-restricted code for FreeBSD (2.0C or
later) (eBones and secure) are also being made available at the
following locations. If you are outside the U.S. or Canada, please get
secure (DES) and eBones (Kerberos) from one of the following foreign
distribution sites:



		South Africa


		
ftp://ftp.internat.F
reeBSD.ORG/pub/FreeBSD [ftp://ftp.internat.FreeBSD.ORG/pub/FreeBSD]


ftp://ftp2.internat.FreeBS
D.ORG/pub/FreeBSD [ftp://ftp2.internat.FreeBSD.ORG/pub/FreeBSD]








		Brazil


		ftp://ftp.br.FreeBSD.ORG/p
ub/FreeBSD [ftp://ftp.br.FreeBSD.ORG/pub/FreeBSD]


		Finland


		ftp://nic.funet.f
i/pub/unix/FreeBSD/eurocrypt [ftp://nic.funet.fi/pub/unix/FreeBSD/eurocrypt]





Release Home






          

      

      

    


    
        © Copyright 2015, The FreeBSD Project.
      Created using Sphinx 1.3.1.
    

  

htdocs/gnome/screenshots.html


    
      Navigation


      
        		
          index


        		FreeBSD 10.1 documentation »

 
      


    


    
      
          
            
  
&title;


]>


Here are some examples of GNOME running on FreeBSD. Click on the
thumbnails below to see a larger image.



GNOME 2.24 Screenshots



A GNOME 2.24 Desktop showing off the Gimp, the System Monitor
applet, and the multi-byte, fully internationalized power of GNOME.


[image: GNOME 2.24 Screen Shot 1]

Contributed by Denise H. G. <darcsis |at| gmail.com>






GNOME 2.24 within GNOME 2.24! This is a GNOME 2.24 Desktop running
vinagre connected to another GNOME 2.24 Desktop running Epiphany. The
main desktop is also sporting the Anjuta IDE, the new Empathy IM
client, and showing off the SMB network browsing capability along with
the internationalized clock applet.


[image: GNOME 2.24 Screen Shot 2]

Contributed by Joe Marcus Clarke <marcus |at| FreeBSD.org>











          

      

      

    


    
        © Copyright 2015, The FreeBSD Project.
      Created using Sphinx 1.3.1.
    

  

htdocs/releases/8.3R/relnotes.html


    
      Navigation


      
        		
          index


        		FreeBSD 10.1 documentation »

 
      


    


    
      
          
            
  
&title;


]>



		Release Notes


		Hardware Notes


		Errata







 **Important:** All users are encouraged to consult the release
 errata before installing &os; or submitting a problem report. The
 errata document is updated with late-breaking information discovered
 late in the release cycle or after the release. Typically, it
 contains information on known bugs, security advisories, and
 corrections to documentation. An up-to-date copy of the errata for
 &os; 8.3-RELEASE can be found on the &os; Web site.

Other Release Documentation for 8.3-RELEASE



		Release Announcement


		ReadMe


		Installation Instructions





A list of all platforms currently under development can be found on the
Supported Platforms page.
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Contacts


Any questions regarding GNOME on FreeBSD should be addressed to the
&email; mailing list. All FreeBSD GNOME
users, as well as those who wish to help improve and maintain GNOME on
FreeBSD, should feel free to join the mailing
list [http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/eresources.html#ERESOURCES-SUBSCRIBE].
You do not have to subscribe if you just want to report a problem or ask
for help – just send your message to &email;@FreeBSD.org.


All relevant discussion should be carried out in the mailing list,
unless there is a good reason for contacting one of the developers
directly. The people involved in the FreeBSD GNOME Project are:



Alexander Nedotsukov (bland@FreeBSD.org)


IRC (FreeNode): bland





[image: bland]


[image: avl]


Alexander Logvinov (avl@FreeBSD.org)



Jeremy Messenger (mezz@FreeBSD.org)


IRC (FreeNode): mezz7





[image: mezz]


[image: marcus]



Joe Marcus Clarke (marcus@FreeBSD.org)


WWW: www.marcuscom.com [http://www.marcuscom.com/]

AIM: FreeBSDMarcus

IRC (FreeNode): FreeBSDMarcus






Koop Mast (kwm@FreeBSD.org)


IRC (FreeNode): kwm





[image: kwm]


[image: ahze]



Michael Johnson (ahze@FreeBSD.org)


IRC (FreeNode): ahze





FreeBSD GNOME developers can also be found lurking on IRC, in
#freebsd-gnome on FreeNode (irc.freenode.net).


The FreeBSD GNOME team alumni are:



		Adam Weinberger


		Ade Lovett


		Dima Ruban


		Eivind Eklund


		Jean-Yves Lefort


		Jimmy Olgeni


		Justin M. Seger


		Maxim Sobolev


		Pav Lucistnik


		Vanilla I. Shu
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The hardware notes for FreeBSD are customized for different platforms,
as some of the changes made to FreeBSD apply only to specific processor
architectures.


Hardware notes for FreeBSD 4.9-RELEASE are available for the following
platforms:



		i386


		Alpha





A list of all platforms currently under development can be found on the
Supported Platforms page.
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As the BSD projects (DragonFlyBSD, FreeBSD, NetBSD, and OpenBSD) have
grown in size, a number of persistent myths have grown up around them.
Some of these are perpetuated by well meaning but misguided individuals,
others by people pursuing their own agendas.


This page aims to dispel those myths while remaining as dispassionate as
possible.



Note: Throughout this page, ``*BSD’’ refers to all four of
the BSD Projects. Where a myth or response is specific to a
particular project it is indicated as such.


If you are aware of an omission or error on this page, please let
the FreeBSD documentation project mailing
list know.







Index



		*BSD has a closed development model, it’s more ``Cathedral’’ than
``Bazaar’‘


		You can’t make your own distributions or derivative works of
*BSD


		*BSD makes a great server, but a poor desktop


		The *BSD codebase is old, outdated, and dying


		The *BSD projects are at war with one another, splinter groups form
each week


		You can’t cluster *BSD systems (parallel
computing)


		There’s no commercial support for *BSD


		There are no applications for *BSD


		*BSD is better than (some other system)


		(some other system) is better than *BSD








Myths



*BSD has a closed development model, it’s more ``Cathedral’’ than ``Bazaar’‘


Eric Raymond wrote an influential paper, ``The Cathedral and the
Bazaar [http://www.catb.org/~esr/writings/cathedral-bazaar/]‘’ in
which the Linux development model (and the model Eric used for
fetchmail) is held up as an example of how to do ``open’’
development. By contrast, the model employed by *BSD is often
characterized as closed.


The implicit value judgment is that ``bazaar’’ (open) is good, and
``cathedral’’ (closed) is bad.


If anything, *BSD’s development model is probably more akin to the
``bazaar’’ that Eric describes than either Linux or fetchmail.


Consider the following;



		All the *BSD projects: The current, bleeding edge source code
for FreeBSD, NetBSD, and OpenBSD is available for anyone to download
from the Internet, 24 hours a day. You don’t need to wait for someone
else to roll a release.


FreeBSD: An installable snapshot of the current progress is made
weekly. These snapshots can be installed exactly like an ordinary
release, and do not require installation over an existing system.


OpenBSD: Installable snapshots are generated daily and if Theo
thinks they are good enough, he uploads them to the mirrors.


Contrast this with Linux, where new kernel distributions are made
available on an ad-hoc basis, and where the frequency of each Linux
distribution release is at the whim of the individual vendor.


There’s none of the Linux fanfare every time a new kernel is
released, simply because for most *BSD users it is an every day
event.





		Anyone can submit patches, bug reports, documentation, and other
contributions. They can do this by using a web based interface.


Pointers to this system litter the documentation.





		Not everyone can commit code changes to the *BSD code. You need to
be a committer first. Typically, people are offered ``commit
privs’’ after they have made a few well-thought out submissions to
the project using Bugzilla or similar.


This is identical to the Linux mechanism. Only one person is
(notionally) allowed to change the Kernel, Linus. But specific areas
(such as the networking code) are delegated to other people.


Aside: Nik (nik@FreeBSD.org) is a case in point. After making
several submissions to the FreeBSD Documentation Project and web
pages, he was offered ``commit privs’’ so that he did not have to
keep bothering other committers to commit the changes. He never had
to ask for them, they were freely given.













You cannot make your own distributions or derivative works of *BSD


You can. You just need to say in the documentation and source files
where the code is derived from. A bunch of derivative projects exists:



		DragonflyBSD [http://www.dragonflybsd.org/] started as a code
fork from FreeBSD 4.X, but it has since its own user community and
development goals.


		TrustedBSD [http://www.trustedbsd.org/] provides a set of trusted
operating system extensions to the FreeBSD operating system,
targeting the Common Criteria for Information Technology Security
Evaluation (CC). This project is still under development, and much of
the code is destined to make its way back into the base FreeBSD
operating system, but the development takes place separately.


		Hybrid Cluster [http://www.hybrid-cluster.com/] is a web cluster,
based on FreeBSD and ZFS, which provides data redundancy and
automated load balancing of standard LAMP websites and applications.


		Frenzy [http://frenzy.org.ua/eng/] is another live-CD
distribution, but customized for administering tasks. It contains
software for hardware tests, file system checks, security checks,
network setup and analysis.


		PicoBSD [http://www.FreeBSD.org/cgi/man.cgi?query=picobsd] is a
tailored distribution of FreeBSD that fits on a floppy. It is great
for turning diskless 386 PC into a router or a network print server.
It is a part of the FreeBSD source tree, see
/usr/src/release/picobsd.


		NanoBSD is another project to
produce reduced versions of FreeBSD to put it on a Compact Flash card
or other mass storage. It is also a part of the FreeBSD source tree,
see /usr/src/tools/tools/nanobsd.


		TinyBSD [http://code.google.com/p/tinybsd/] is a set of tools
made up of shell scripts designed to allow easy development of
Embedded Systems based on FreeBSD.


		ThinBSD [http://thinbsd.zefyris.com/] is a small FreeBSD based
boot image that allows a standard PC to act as a diskless thin client
for a Microsoft Windows RDP server or an X terminal. It is entirely
configured via DHCP.


		PC-BSD [http://www.pcbsd.org/] is a desktop oriented FreeBSD
derivative. It is intended to be easy to install and well-supported
by its community.


		DesktopBSD [http://www.desktopbsd.net/] is another FreeBSD based
operating system customized for desktop usability.


		Gentoo/FreeBSD [http://www.gentoo.org/proj/en/gentoo-alt/bsd/fbsd/index.xml]
is an effort by the Gentoo Project to port their complete
administration facilities to take advantage of the reliable FreeBSD
kernel and userland. This project is purely incomplete and
experimental.


		Debian GNU/kFreeBSD [https://wiki.debian.org/Debian_GNU/kFreeBSD]
is a port of the Debian GNU userland tools to the &os; kernel. It
takes advantage of the devfs(8) implementation (versus three
discordant Linux interfaces), security features (like jails, ipfw,
and pf), and ZFS, among other things.


		m0n0wall [http://www.m0n0.ch/wall/] is a FreeBSD based firewall
system that has many of the features of expensive firewalls like web
interface, reset to factory defaults, stateful packet filtering,
NAT/PAT redirection, DHCP client and server, caching DNS forwarder
and more.


		pfSense [http://www.pfsense.com] is an open source firewall
derived from the m0n0wall firewall system with several different
goals and features, such as OpenBSD’s Packet Filter (PF), FreeBSD
6.1, ALTQ support for excellent packet queuing and finally an
integrated package management system for extending the environment
with new features.


		The Whistle Interjet: A ``network appliance’’ that acts as a
router, web server, mailhost (and other functionality), and can be
configured using a web browser. The underlying operating system is
FreeBSD, and Whistle have contributed many of their code enhancements
back to the FreeBSD project (while keeping enough of them proprietary
that they can stay in business).





Similarly to DragonflyBSD, OpenBSD was not a standalone project, it
started as a spinoff from the NetBSD project, and has since evolved its
own distinctive approach.







*BSD makes a great server, but a poor (&unix;) desktop


*BSD makes a great server. It also makes a great desktop. Many of the
requirements for a server (responsiveness under load, stability,
effective use of system resources) are the same requirements as for a
desktop machine.


*BSD has access to the same desktop tools (KDE, GNOME, Firefox,
windowmanagers) as Linux. And ``office’’ applications such as
OpenOffice suite work under *BSD too.







The BSD codebase is old, outdated, and dying


While the BSD codebase may be more than 20 years old, it is neither
outdated nor dying. Many professional users like the stability that
years of testing has provided FreeBSD.


Technological enhancements continue to be added
to *BSD.







The *BSD projects are at war with one another, splinter groups form each week


No. While occasional advocacy may get a touch heated, the *BSD flavors
continue to work with one another. FreeBSD’s Alpha port was initially
heavily based on the work done by the NetBSD team. Both NetBSD and
OpenBSD used the FreeBSD ports collection to bootstrap their own port
sets. FreeBSD and NetBSD both integrate security fixes first discovered
by the OpenBSD team.


The FreeBSD and NetBSD projects separated more than ten years ago.
OpenBSD and DragonflyBSD are the only new BSD projects to split off in
the last ten years.


The *BSD projects cooperate in other areas as well. For example, the
monthly publication DaemonNews [http://www.daemonnews.org/] is a
collaborative effort by members of all four projects.







You can’t cluster *BSD systems (parallel computing)


The following URLs should disprove this;



		http://www.epm.ornl.gov/pvm/ The Parallel Virtual Machine is nothing
more than a software package that makes setting up a Cluster simple.
The source code is freely available, and will run on FreeBSD without
much problem.


		http://people.freebsd.org/~brooks/papers/bsdcon2003/fbsdcluster/
Brooks Davis’s paper about the implementation of a FreeBSD cluster
with more than 300 CPU’s


		http://www.openbsd.org/faq/pf/carp.html OpenBSD’s Common Address
Redundancy Protocol (CARP) to build redundant clusters at the level
of the firewall


		http://www.countersiege.com/doc/pfsync-carp A good explanation of
CARP


		http://pf4freebsd.love2party.net/carp.html OpenBSD’s CARP ported to
FreeBSD





Note, that freebsd-cluster
mailing list is available for further discussion about clustering of
FreeBSD.







There’s no commercial support for *BSD


FreeBSD: The FreeBSD Commercial Vendors
Page lists companies that offer
commercial support for FreeBSD.


The FreeBSD Mall [http://www.freebsdmall.com] also offer commercial
support, along with shirts, hats, books, software, and promotional
items.


For training, one might try BSDMall.com [http://www.bsdmall.com/],
but they sell other items too, like shirts, hats, books and software!
Definitely worth a look.


OpenBSD: The OpenBSD Commercial Consulting
Page [http://www.openbsd.org/support.html] lists companies that offer
commercial support for OpenBSD.







There are no applications for *BSD


The free software community started running on predominantly BSD systems
(SunOS and similar). *BSD users can generally compile software written
for these systems without needing to make any changes.


In addition, each *BSD project uses a ``ports’’ system to make the
building of ported software much easier.


FreeBSD: There are currently more than 24,000 applications ready to
download and install in the FreeBSD ports collection. On i386 and AMD64,
the Linux emulation layer will also run the vast majority of Linux
applications. On the AMD64 and Itanium architectures there is a
compatibility layer to run 32-bit FreeBSD binaries.


NetBSD: The Linux emulation layer will run the vast majority of i386
Linux applications, and the majority of SunOS4 applications can be run
on a SPARCStation.


OpenBSD: There are currently more than 3700 applications ready to
download and install in the OpenBSD ports collection. The Linux
emulation layer will also run the vast majority of i386 Linux
applications, and the majority of SunOS4 applications can be run on a
SPARCStation.


Both NetBSD and OpenBSD are able to use applications in FreeBSD’s ports
collection with minimal effort. Their lower number of ported
applications reflects this.


It is true that most companies when porting to PC Unix will choose Linux
first. Fortunately, *BSD’s Linux emulation layer will run these
programs (Acrobat, StarOffice, Mathematica, WordPerfect, Quake, Intel
ICC compiler, Compaq’s Alpha compiler ...) with few, if any, problems.


As a historical note, the first version of Netscape Navigator that ran
on FreeBSD with Java support was the Linux version. Now you can also use
a native FreeBSD version of Mozilla with a native Java plugin, all
compiled conveniently from the ports!







*BSD is better than (insert other system)


This is user opinion only.







(insert some other system) is better than *BSD


This is user opinion only.
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Date: Tue, 28 Oct 2003 23:19:08 -0800


From: “Murray Stokely” <murray@FreeBSD.org>

To: freebsd-announce@FreeBSD.org

Subject: FreeBSD &local.rel;-RELEASE is now available





I am happy to announce the availability of FreeBSD 4.9-RELEASE, the
latest release of the FreeBSD -STABLE development branch. Since FreeBSD
4.8-RELEASE in April 2003, we have made conservative updates to a number
of software programs in the base system, dealt with known security
issues, and merged support for large memory i386 machines with Page
Address Extensions (PAE) from 5.1.


For a complete list of new features and known problems, please see the
release notes and errata list, available here:


http://www.FreeBSD.org/releases/&local.rel;R/relnotes.html


http://www.FreeBSD.org/releases/&local.rel;R/errata.html


This release does not include all of the new technologies that were
introduced with FreeBSD 5.1 in June. Most developer resources are
focused on improving the FreeBSD 5.X branch, and this may very well be
the last major release of FreeBSD 4.X. The security officer team will
continue to actively support the 4.X branch according to the normal
policy. Additional 4.9.X releases may be made available when
necessitated by security vulnerabilities or high-impact bugfixes.


We encourage all our users to evaluate FreeBSD 5.1 and the upcoming 5.2.
Because PAE support has only been a feature in 4.X for a few months, it
has not received wide-spread testing, and our most conservative users
may wish to stay with FreeBSD 4.8 until they choose to migrate to 5.X.


For more information about the distinctions between FreeBSD 4.X and 5.X,
or for general information about the FreeBSD release engineering
activities, please see :


http://www.FreeBSD.org/releng/



Availability


FreeBSD &local.rel;-RELEASE supports the i386 and alpha architectures
and can be installed directly over the net using the boot floppies or
copied to a local NFS/FTP server.


Please continue to support the FreeBSD Project by purchasing media from
one of our supporting vendors. The following companies have contributed
substantially to the development of FreeBSD:








		FreeBSD Mall, Inc.
		http://www.freebsdmall.com/



		Daemon News
		http://www.bsdmall.com/freebsd1.html







Each CD or DVD set contains the FreeBSD installation and application
package bits for the i386 (“PC”) architecture. For a set of distfiles
used to build ports in the ports collection, please see the FreeBSD
Toolkit, a 6 CD set containing extra bits which no longer fit on the 4
CD set, or the DVD distribution.


If you can’t afford FreeBSD on media, or just want to use it for
evangelism purposes, then by all means download the ISO images. We can’t
promise that all the mirror sites will carry the larger ISO images, but
they will at least be available from:



		ftp://ftp.FreeBSD.org/pub/FreeBSD/


		ftp://ftp3.FreeBSD.org/pub/FreeBSD/


		ftp://ftp.tw.FreeBSD.org/pub/FreeBSD/


		ftp://ftp6.tw.FreeBSD.org/pub/FreeBSD/


		ftp://ftp{2,4,7}.de.FreeBSD.org/pub/FreeBSD/ [ftp://ftp7.de.FreeBSD.org/pub/FreeBSD/]


		ftp://ftp.au.FreeBSD.org/pub/FreeBSD/





FreeBSD is also available via anonymous FTP from mirror sites in the
following countries: Argentina, Australia, Brazil, Bulgaria, Canada,
China, Czech Republic, Denmark, Estonia, Finland, France, Germany, Hong
Kong, Hungary, Iceland, Ireland, Japan, Korea, Lithuania, the
Netherlands, New Zealand, Poland, Portugal, Romania, Russia, Saudi
Arabia, South Africa, Slovak Republic, Slovenia, Spain, Sweden, Taiwan,
Thailand, Ukraine, and the United Kingdom.


Before trying the central FTP site, please check your regional mirror(s)
first by going to:


ftp://ftp.<yourdomain>.FreeBSD.org/pub/FreeBSD


Any additional mirror sites will be labeled ftp2, ftp3 and so on.


More information about FreeBSD mirror sites can be found at:


http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/mirrors-ftp.html


For instructions on installing FreeBSD, please see Chapter 2 of The
FreeBSD Handbook. It provides a complete installation walk-through for
users new to FreeBSD, and can be found online at:


http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/install.html





Acknowledgments


Many companies donated equipment, network access, or man-hours to
finance the release engineering activities for FreeBSD &local.rel;
including The FreeBSD Mall, Compaq, Yahoo!, Sentex Communications, and
NTT/Verio.


In addition to myself, the release engineering team for
&local.rel;-RELEASE includes:








		Scott Long <scottl@FreeBSD.org>
		Release Engineering



		Bruce Mah <bmah@FreeBSD.org>
		Release Engineering, Documentation



		Wilko Bulte <wilko@FreeBSD.org>
		Release Engineering, alpha builds



		Robert Watson <rwatson@FreeBSD.org>
		Release Engineering, Security



		John Baldwin <jhb@FreeBSD.org>
		Release Engineering



		Mike Silbersack <silby@silby.com>
		PAE Testing



		Luoqi Chen <luoqi@freebsd.org>
		PAE Merge



		Joe Marcus Clarke <marcus@FreeBSD.org>
		Package Building, GNOME



		Kris Kennaway <kris@FreeBSD.org>
		Package Building



		Will Andrews <will@FreeBSD.org>
		Package Building, KDE







Please join me in thanking them for all the hard work which went into
making this release. Many thanks are also due to the FreeBSD committers
(committers@FreeBSD.org), without whom there would be nothing to
release, and thousands of FreeBSD users world-wide who have contributed
bug fixes, features, and suggestions.


Enjoy!



Murray Stokely


(For the FreeBSD Release Engineering Team)





`` MD5 (4.9-i386-disc1.iso) = 9195be15a4c8c54a6a6a23272ddacaae MD5 (4.9-i386-disc2.iso) = 51d28c35308cc916b9a9bfcacb3146b8 MD5 (4.9-RELEASE-alpha-miniinst.iso) = 51e189a32a5f1bb058adc7627b673ae6 MD5 (4.9-RELEASE-alpha-disc2.iso) = ec316dcfb33ca76ba2a240e50d7c9fce``
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Machines on the market


On this page we try to collect the different machines one can buy now or
could buy in the recent past. Presence here does not mean that FreeBSD
has been validated to run on it. We get to that eventually. If a
particular machine is not listed here, chances are we do not know about
it. Note that the Merced based machines are not listed here, even though
they are supported. The reason for this is simply that they are not
interesting anymore.



Bull









		NovaScale 4020 [http://www.bull.com/novascale/NovaScale4020.html]
		2-way Itanium 2
		Intel E8870 chipset



		NovaScale 4040 [http://www.bull.com/novascale/NovaScale4040.html]
		4-way Itanium 2
		Intel E8870 chipset



		NovaScale 5080 [http://www.bull.com/novascale/NovaScale5080.html]
		8-way Itanium 2
		Intel E8870 chipset



		NovaScale 5160 [http://www.bull.com/novascale/NovaScale5160.html]
		16-way Itanium 2
		Intel E8870 chipset










Fujitsu-Siemens









		PRIMERGY RXi300 [http://www.fujitsu-siemens.com/products/intel_servers/rack/primergy_rxi300.html]
		2-way Itanium 2
		Intel E8870 chipset



		PRIMERGY RXi600 [http://www.fujitsu-siemens.com/products/intel_servers/rack/primergy_rxi600.html]
		4-way Itanium 2
		Intel E8870 chipset










Hewlett-Packard









		Integrity rx1600 [http://www.hp.com/products1/servers/integrity/entry_level/rx1600/index.html]
		2-way Itanium 2
		HP zx1 chipset



		Integrity rx2600 [http://www.hp.com/products1/servers/integrity/entry_level/rx2600/index.html]
		2-way Itanium 2
		HP zx1 chipset



		Integrity rx4640 [http://www.hp.com/products1/servers/integrity/entry_level/rx4640/index.html]
		4-way Itanium 2
		HP zx1 chipset



		Integrity rx5670 [http://www.hp.com/products1/servers/integrity/entry_level/rx5670/index.html]
		4-way Itanium 2
		HP zx1 chipset



		Integrity rx7620 [http://www.hp.com/products1/servers/integrity/mid_range/rx7620/index.html]
		8-way Itanium 2
		HP sx1000 chipset



		Integrity rx8620 [http://www.hp.com/products1/servers/integrity/mid_range/rx8620/index.html]
		16-way Itanium 2
		HP sx1000 chipset



		Integrity Superdome [http://www.hp.com/products1/servers/integrity/superdome_high_end/index.html]
		up to 64-way Itanium 2
		HP sx1000 chipset










IBM









		eserver xSeries 382 [http://www.pc.ibm.com/us/eserver/xseries/x382.html]
		2-way Itanium 2
		IBM XA-64 chipset



		eserver xSeries 450 [http://www.pc.ibm.com/us/eserver/xseries/x450.html]
		4-way Itanium 2
		IBM XA-64 chipset



		eserver xSeries 455 [http://www.pc.ibm.com/us/eserver/xseries/x455.html]
		16-way Itanium 2
		IBM XA-64 chipset










NEC









		Express5800/1000 series [http://www.necsam.com/servers/products/model.cfm?model=10]
		up to 32-way Itanium 2
		unknown










Supermicro









		SuperServer 6113L-8 [http://www.supermicro.com/PRODUCT/SUPERServer/SuperServer6113L-8.htm]
		2-way Itanium 2
		Intel E8870 chipset



		SuperServer 6113M-i [http://www.supermicro.com/PRODUCT/SUPERServer/SuperServer6113M-i.htm]
		2-way Itanium 2
		Intel E8870 chipset










Unisys









		ES7000 Aries 410 [http://www.unisys.com/products/es7000__servers/hardware/aries__410__server.htm]
		8-way Itanium 2
		unknown



		ES7000 Aries 420 [http://www.unisys.com/products/es7000__servers/hardware/aries__420__.htm]
		16-way Itanium 2
		unknown



		ES7000 Orion 430 [http://www.unisys.com/products/es7000__servers/hardware/orion__430.htm]
		2*16-way Itanium 2
		unknown



		ES7000 Orion 560 [http://www.unisys.com/products/es7000__servers/hardware/orion__560.htm]
		2*16-way Itanium 2 + 32-way Xeon
		unknown















          

      

      

    


    
        © Copyright 2015, The FreeBSD Project.
      Created using Sphinx 1.3.1.
    

  

htdocs/releases/4.9R/todo.html


    
      Navigation


      
        		
          index


        		FreeBSD 10.1 documentation »

 
      


    


    
      
          
            
  
&title;


]>



Open Issues


This is a list of open issues that need to be resolved for FreeBSD
&local.rel;. If you have any updates for this list, please e-mail
re@FreeBSD.org.


As many of these open issues involve merging bus_dma driver changes
from -CURRENT, the busdma
project page is also useful.



Must Resolve Issues for &local.rel;-RC3










		Issue
		Status
		Responsible
		Description





		FireWire load failure bug.
		Done
		matusita@
		Reported on stable@. Did this ever work after the initial firewire commit to drivers.conf in April? If not, is there any reason to not just back out that commit and not have firewire supported during the install?










Must Resolve Issues for &local.rel;-RELEASE










		Issue
		Status
		Responsible
		Description





		if_dc
tested/merged to
work with PAE in
4.x
		–
		luoqi
		 



		busdma
infrastructure
merges
		–
		scottl
		It’s unclear if
further bus_dma
infrastructure
changes need to be
merged?



		if_xl
		Done
		silby
		 



		RAID drivers
tested/merged to
work with PAE in
4.x
		–
		scottl
		 



		ACPI merged as
optional component
		In progress
		&a.jhb;
		ACPI will be
provided as an
optional
component, turned
off by default.










Desired Features for &local.rel;-RELEASE










		Issue
		Status
		Responsible
		Description





		USB updated to work with PAE
		In progress
		jmg, joe, luoqi
		USB does not currently work with PAE enabled.



		twe updated for bus_dma/PAE
		–
		ps
		The 3ware twe driver needs to be updated for use with PAE in 4.X.



		ciss updated for bus_dma/PAE
		–
		ps
		The ciss driver needs to be updated for use with PAE in 4.X.










Documentation items that must be resolved for &local.rel;










		Issue
		Status
		Responsible
		Description





		ACPI
		Done
		Murray
		Handbook should be updated to note that ACPI can be enabled on 4.9 systems.



		PAE
		Done
		Murray
		Handbook should be updated to explain the basic PAE functionality.










Testing focuses for &local.rel;


Issue


Status


Responsible


Description


PAE testing


–


More testing should be done with PAE systems to test device
compatibility and performance. In particular, active systems with 12 gig
of ram or more should be thoroughly tested to make sure the various
memory allocation algorithms in the kernel still scale properly. There
were reports of users running out of KVA space in -CURRENT with large
memory machines.
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The installation notes for FreeBSD are customized for different
platforms, as the procedures for installing FreeBSD are highly dependent
on the hardware platform.


Installation notes for FreeBSD 4.9-RELEASE are available for the
following platforms:



		alpha


		i386





A list of all platforms currently under development can be found on the
Supported Platforms page.
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Much of the success which surrounds FreeBSD is due to people advocating
its use to their friends, colleagues, and employers.


This page provides links to more information to help you do this.



Mailing lists



		FreeBSD advocacy mailing
list [http://lists.freebsd.org/mailman/listinfo/freebsd-advocacy]








Web resources



		FreeBSD quarterly status reports


Quarterly status reports detailing activity within and surrounding
FreeBSD.





		Why Use FreeBSD?


Explanations given by existing users as to why FreeBSD should be
used.





		*BSD Myths


Describes and debunks some of the myths that surround the *BSD
projects.





		FreeBSD in the Press


Contains many links to articles that have appeared which mention
FreeBSD.











Sites using FreeBSD



		Hosting Providers
Performance [http://uptime.netcraft.com/perf/reports/Hosters] by
Netcraft is tracking the reliability of major webhosting services,
many of them are using FreeBSD.


		The Open Directory
Project’s [http://dmoz.org/Computers/Software/Operating_Systems/Unix/BSD/FreeBSD/]
goal is to produce the most comprehensive directory of the web by
relying on a vast army of volunteer editors.


		A brief list of sites using &os; is maintained in the
handbook.








FreeBSD conferences



		BSDCan [http://www.bsdcan.org/], the annual BSD Conference held
in Ottawa, Canada.


		EuroBSDCon [http://www.eurobsdcon.org/], the annual BSD
Conference in Europe.


		AsiaBSDCon [http://asiabsdcon.org/], the annual BSD Conference
held in Asia.
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Introduction


This is a specific schedule for the release of FreeBSD &local.rel;. For
more general information about the release engineering process, please
see the Release Engineering section of
the web site.


General discussions about the release engineering process or quality
assurance issues should be sent to the public
freebsd-qa mailing list.
MFC
requests should be sent to re@FreeBSD.org.





Schedule


Action


Expected


Actual


Description


Reminder announcement


28 Jul 2003


28 Jul 2003


Release Engineers send announcement email to developers@FreeBSD.org
with a rough schedule for the FreeBSD &local.rel; release.


Another Reminder announcement


18 Aug 2003


18 Aug 2003


1 week reminder.


Another Reminder announcement


24 Aug 2003


24 Aug 2003


Final reminder, with exact time (GMT) that freeze begins.


&local.rel;-PRERELEASE Testing Guide published


25 Aug 2003


–


A testing guide should be
published with information about recent changes and areas of the system
that should be thoroughly tested during the pre-release/RC period.


&local.rel;-PRERELEASE


25 Aug 2003


25 Aug 2003


newvers.sh, and release.ent updated.


FTP site updated


25 Aug 2003


25 Aug 2003


pkg_add -r works for &local.rel;-PRERELEASE machines.


Code freeze begins


25 Aug 2003


25 Aug 2003


After this date, all commits to the RELENG_4 branch must be approved
by re@FreeBSD.org. Certain highly active documentation committers are
exempt from this rule for routine man page / release note updates.
Heads-up emails should be sent to the developers@, stable@ and
qa@ lists.


&local.rel;-RC


12 Sep 2003


28 Sep 2003


newvers.sh and release.ent updated.


Announce the Ports Freeze


19 Aug 2003


19 Aug 2003


Someone from portmgr@ should email freebsd-ports@ and BCC:
developers@ to set a date for the week long ports freeze and tagging
of the ports tree.


First release candidate


12 Sep 2003


28 Sep 2003


The first release candidate for the x86 and Alpha architecture is
released. ISO images should be uploaded to ftp-master.FreeBSD.org
and releng4.FreeBSD.org. A network install directory should be
uploaded to ftp-master.FreeBSD.org. The packages/ directory
should be a relative symlink, as described in the releng article. Send
a note to mirror-announce@FreeBSD.org saying a “Normal Release Cycle” is
beginning, RC ISOs and install directories will be coming through the
next few weeks.


Heads up to -stable


12 Sep 2003


28 Sep 2003


A message should be sent to qa@FreeBSD.org and
stable@FreeBSD.org after the snapshot is uploaded.


Second release candidate


17 Sep 2003


8 Oct 2003


Note: the release date of this candidate depends on the user experience
with RC1.


Third release candidate


17 Oct 2003


18 Oct 2003


Ports tree frozen


10 Sep 2003


10 Sep 2003


Only approved commits will be permitted to the ports/ tree during
the freeze.


Announce doc/ tree slush


17 Oct 2003


18 Oct 2003


Notification of the impending doc/ tree slush should be sent to
doc@.


doc/ tree slush


18 Oct 2003


18 Oct 2003


Non-essential commits to the en_US.ISO8859-1/ subtree should be
delayed from this point until after the doc/ tree tagging, to give
translation teams time to synchronize their work.


Ports tree tagged


23 Sep 2003


24 Sep 2003


RELEASE_&local.rel.tag;_0 tag for ports/.


Ports tree unfrozen


–


–


After the ports/ tree is tagged, the ports/ tree will be
re-opened for commits, but commits made after tagging will not go in
&local.rel;-RELEASE.


Final package build starts


19 Sep 2003


10 Oct 2003


The ports cluster and bento [http://bento.FreeBSD.org] build final
packages.


doc/ tree tagged.


20 Oct 2003


21 Oct 2003


Version number bumps for doc/ subtree. RELEASE_&local.rel.tag;_0
tag for doc/. doc/ slush ends at this time.


RELENG_&local.rel.tag; branch


18 Oct 2003


22 Oct 2003


The release branch is created.


Note to freebsd-stable@


18 Oct 2003


23 Oct 2003


A note should be sent to the freebsd-stable@ list to let over-anxious
users know that the tags have been created but the release still isn’t
ready. Tags may be slid before the announcement goes out. Point users to
freebsd-qa@ for details.


Version numbers bumped.


18 Oct 2003


–


The files listed
here
are updated to reflect the fact that this is FreeBSD &local.rel;.


Update man.cgi on the website.


18 Oct 2003


19 Oct 2003


Make sure the &local.rel; manual pages are being displayed by default
for the man->web gateway. Also make sure these man pages are pointed to
by docs.xml.


src tree tagged.


21 Oct 2003


–


RELENG_&local.rel.tag;_0_RELEASE tag for src/.


Final builds.


21 Oct 2003


–


Final builds for x86 and Alpha in a pristine environment.


Warn mirror-announce@FreeBSD.org


21 Oct 2003


–


Heads up email to mirror-announce@FreeBSD.org to give admins time to
prepare for the load spike to come. The site administrators have
frequently requested advance notice for new ISOs.


Upload to ftp-master.


21 Oct 2003


–


Release (and packages?) uploaded to ftp-master.FreeBSD.org


Announcement


23 Oct 2003


–


Announcement sent out after a majority of the mirrors have received the
bits.


Unfreeze the tree


23 Oct 2003


–


Announcement to developers@ explaining that the release is out, and
commits to RELENG_4 no longer require approval. Also note the policy
for commits to the RELENG_&local.rel.tag; branch.





Additional Information



		FreeBSD &local.rel; developer todo list.


		FreeBSD &local.rel; Quality Assurance Guide.


		FreeBSD Release Engineering website.


		FreeBSD busdma driver project
page.
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Introduction


This page contains information about the FreeBSD port to the ARM
architecture and hardware. Discussion of the ARM port takes place on the
freebsd-arm [http://lists.freebsd.org/mailman/listinfo/freebsd-arm]
mailing list.





Table Of Contents



		Status


		Hardware List


		What Needs To Be Done


		FreeBSD/ARM Related Links


		Mini-Install Guide


		FreeBSD/ARM mailing list








Status


ARM is officially a Tier
2
architecture, as the FreeBSD project does not provide
official releases or pre-built packages for this platform due to it
primarily targeting the embedded arena. However, FreeBSD/ARM is being
actively developed and maintained, is well supported, and provides an
excellent framework for building ARM-based systems. FreeBSD/arm supports
ARMv4 and ARMv5 processors. FreeBSD/armv6 supports ARMv6 and ARMv7
processors, including SMP on the latter.


64-bit ARM support is in progress.





FreeBSD/ARM Hardware Notes


FreeBSD/arm and FreeBSD/armv6 support a large range of ARM CPUs and
development boards. Not every peripheral is supported on every CPU or
board, though work continues towards this and contributions are always
welcome. Conversely, many CPUs and boards not listed may work with only
minimal changes needed.


Listing all supported devices on all CPUs and boards is impractical
here, however much information can be obtained from the mailing list and
archives, the FreeBSD/arm Wiki
pages [https://wiki.freebsd.org/FreeBSD/arm], and also from the
Kernel Configuration
files [https://svnweb.freebsd.org/base/head/sys/arm/conf/]



Cores Supported



		ARM9E


		Most XScale


		Marvel Feroceon


		Marvel Sheeva


		ARM10E


		ARM11J


		Cortex A5


		Cortex A7


		Cortex A8


		Cortex A9


		Cortex A12


		Cortex A15








SoCs



		Allwinner A10/A20


		Atmel AT91RM92 and AT91SAM9 families


		Broadcom BCM2835 (used in Raspberry Pi)


		Cavium CNS11xx


		Freescale i.MX51, i.MX53, i.MX6 and Vybrid Family


		Intel XSCALE


		Marvell Orion, Kirkwood and Discovery Innovation families of
systems-on-chip


		Marvell Armada 500 (ARMv6) and Armada XP (ARMv7)


		NXP LPC32x0


		Qualcomm Snapdragon


		Rockchip RK3188


		Samsung Exynos5 and S3C24xxx


		Texas Instruments DaVinci Digital Media SoC


		TI OMAP


		Xilinx Zynq7 family





Note that not all peripherals are supported on all CPUs.





Boards



		ArndaleBoard (Samsung Exynos5250)


		Atmel AT91RM9200


		BeagleBoard and BeagleBoard-xM (TI OMAP3)


		BeagleBone


		Colibri VF50 Evaluation Board


		Cubieboard(1,2) (Allwinner A10/A20)


		Device Solutions Quartz


		Gateworks Avila GW2348 and Cambria GW2358


		Genesi Efika MX Smarttop and Smartbook


		Globalscale Technologies OpenRD platform


		Google Chromebook


		Kwikbyte KB9202B (as well as the older KB9202 and KB9202A)


		Linksys NSLU2


		Marvell DB-88F5182, DB-88F5281, DB-88F6281, RD-88F6281, DB-78100


		Marvell DB-88F6781 (ARMv6)


		Marvell DB-78460 (ARMv7)


		Marvell Sheeva Plug and Dream Plug


		Pandaboard (OMAP4)


		Phytec Cosmic Board (Freescale Vybrid Family)


		Raspberry Pi


		Radxa Rock (Work in progress)


		SBC6045 with Atmel at91sam9g45


		Technologic Systems TS-7200 and TS-7800


		Wandboard


		Zedboard (Xilinx Zynq)





Note that not all peripherals are supported on all boards.







What Needs To Be Done



		SATA support needs to be added for boards currently missing it.


		Other devices, such as watchdog, i2c and bus should be merged from
NetBSD.








FreeBSD/ARM Related Links



		Brief history of
ARM [http://esd.et.ntust.edu.tw/downloads/2008_Embedded_Programming/2008_ESW/Embedded_3_ARM.pdf]


		NetBSD Arm projects [http://www.netbsd.org/ports/#ports-by-cpu]








Mini-Install guide


&a.cognet.email; has written a mini-install guide for the current
FreeBSD source. It is available
here [http://people.freebsd.org/~cognet/arm.html].





FreeBSD/ARM mailing list


To subscribe to this list, send mail to
<freebsd-arm-subscribe@FreeBSD.org> or visit mailman
interface [http://lists.FreeBSD.org/mailman/listinfo/freebsd-arm].
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If you read no other documentation before installing this
version of FreeBSD, you should at least by all means *READ
THE ERRATA* for this release so that you don't stumble over
problems which have already been found and fixed.  This ERRATA.TXT
file is obviously already out of date by definition, but other
copies are kept updated on the net and should be consulted as
the "current errata" for your release.  These other copies of
the errata are located at:

  1. http://www.FreeBSD.org/releases/

  2. ftp://ftp.FreeBSD.org/pub/FreeBSD/releases/<your-release>/ERRATA.TXT
     (and any sites which keep up-to-date mirrors of this location).

Any changes to this file are also automatically emailed to:

    freebsd-current@FreeBSD.org

For all FreeBSD security advisories, see:

    http://www.FreeBSD.org/security/

for the latest security incident information.

---- Security Advisories:

The vulnerability documented in security advisory FreeBSD-SA-01:39 was
fixed in FreeBSD 4.3-RELEASE.  The release notes mentioned the fix,
but made no mention of the security advisory.

A vulnerability in the fts(3) routines (used by applications for
recursively traversing a filesystem) could allow a program to operate
on files outside the intended directory hierarchy.  This bug, as well
as a fix, is described in security advisory FreeBSD-SA-01:40.

A flaw allowed some signal handlers to remain in effect in a child
process after being exec-ed from its parent.  This allowed an attacker
to execute arbitrary code in the context of a setuid binary.  More
details, as well as a fix, are described in security advisory
FreeBSD-SA-01:42.

A remote buffer overflow in tcpdump(1) could be triggered by sending
certain packets at a target machine.  More details, as well as a fix,
can be found in security advisory FreeBSD-SA-01:48.

A remote buffer overflow in telnetd(8) could result in arbitrary code
running on a target machine.  More details, as well as a fix, can be
found in security advisory FreeBSD-SA-01:49.

A vulnerability whereby a remote attacker could exhaust a target's
pool of network buffers has been closed.  More details, as well as a
fix, can be found in security advisory FreeBSD-SA-01:52.

A flaw existed in ipfw(8), in which ``me'' filter rules would match
the remote IP address of a point-to-point interface in addition to the
intended local IP address.  More details, as well as a fix, can be
found in security advisory FreeBSD-SA-01:53.

A vulnerability in procfs(5) could allow a process to read sensitive
information from another process's memory space.  For more details, as
well as information on patches, see security advisory
FreeBSD-SA-01:55.

PARANOID hostname checking in tcp_wrappers did not work correctly.
For more details and information on patches, see security advisory
FreeBSD-SA-01:56.

sendmail(8) has a local root vulnerability.  For more details and
patch information, see security advisory FreeBSD-SA-01:57.

lpd(8) contained a remotely-exploitable buffer overflow.  For more
details, and a fix for this problem, see security advisory
FreeBSD-SA-01:58.

rmuser(8) had a race condition that briefly exposed a world-readable
/etc/master.passwd.  For more details, as well as workarounds and
solutions, see security advisory FreeBSD-SA-01:59.

---- System Update Information:

The release note entry for the ESS Maestro-3/Allegro sound driver gave
an incorrect command for loading the driver via /boot/loader.conf.
The correct command is:

    snd_maestro3_load="YES"

ssh(1) is no longer SUID root.  The primary manifestation of this
change is that .shosts authentication may not work "out of the box".
Both temporary and permanent fixes are described in the FAQ at:

    http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/faq/admin.html#SSH-SHOSTS






Release Home
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Introduction


This page contains information about the FreeBSD port to Fujitsu’s
SPARC64® and Oracle’s UltraSPARC® architectures. Discussion of this port
takes place on the
freebsd-sparc [http://lists.freebsd.org/mailman/listinfo/freebsd-sparc64]
mailing list.
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Status


UltraSPARC is a Tier
2
architecture, and as such is not fully supported by the
FreeBSD project. Although fully functional, the port is not
as mature as the existing i386 or amd64 ports.





Hardware List


A summary of supported systems follows. SMP is supported on all
supported systems that contain more than 1 processor. For full details
please see the hardware
notes of the
release you are using.



		Naturetech GENIALstation 777S


		Sun Blade 100


		Sun Blade 150


		Sun Enterprise 150


		Sun Enterprise 220R


		Sun Enterprise 250


		Sun Enterprise 420R


		Sun Enterprise 450


		Sun Fire B100s (support for the on-board NICs first appeared in
8.1-RELEASE)


		Sun Fire V100


		Sun Fire V120


		Sun Netra™ T1 100/105


		Sun Netra T1 AC200/DC200


		Sun Netra t 1100


		Sun Netra t 1120


		Sun Netra t 1125


		Sun Netra t 1400/1405


		Sun Netra 120


		Sun Netra X1


		Sun SPARCEngine® Ultra AX1105


		Sun SPARCEngine Ultra AXe


		Sun SPARCEngine Ultra AXi


		Sun SPARCEngine Ultra AXmp


		Sun SPARCEngine CP1500


		Sun Ultra™ 1


		Sun Ultra 1E


		Sun Ultra 2


		Sun Ultra 5


		Sun Ultra 10


		Sun Ultra 30


		Sun Ultra 60


		Sun Ultra 80


		Sun Ultra 450





The following systems are partially supported by FreeBSD. In particular
the fibre channel controllers in SBus-based systems are not supported.
However, it is possible to use these with a SCSI controller supported by
the esp(4) driver (Sun ESP SCSI, Sun FAS Fast-SCSI and Sun FAS366
Fast-Wide SCSI controllers).



		Sun Enterprise 3500


		Sun Enterprise 4500





Starting with 7.2-RELEASE, sparc64 systems based on Sun UltraSPARC III
and beyond are also supported by FreeBSD, which includes the following
known working systems:



		Sun Blade 1000


		Sun Blade 1500


		Sun Blade 2000


		Sun Blade 2500


		Sun Fire 280R


		Sun Fire V210


		Sun Fire V215 (support first appeared in 7.3-RELEASE and 8.1-RELEASE)


		Sun Fire V240


		Sun Fire V245 (support first appeared in 7.3-RELEASE and 8.1-RELEASE)


		Sun Fire V250


		Sun Fire V440 (support for the on-board NICs first appeared in
7.3-RELEASE and 8.0-RELEASE)


		Sun Fire V480 (501-6780 and 501-6790 centerplanes only, for which
support first appeared in 7.3-RELEASE and 8.1-RELEASE, other
centerplanes might work beginning with 8.3-RELEASE and 9.0-RELEASE)


		Sun Fire V880


		Sun Fire V890 (support first appeared in 7.4-RELEASE and 8.1-RELEASE,
non-mixed Ultrasparc IV/IV+ CPU-configurations only)


		Sun Netra 20/Netra T4





The following Sun UltraSPARC systems are not tested but believed to be
also supported by FreeBSD:



		Sun Fire V125


		Sun Fire V490 (support first appeared in 7.4-RELEASE and 8.1-RELEASE,
non-mixed Ultrasparc IV/IV+ CPU-configurations only)





Starting with 7.4-RELEASE and 8.1-RELEASE, sparc64 systems based on
Fujitsu SPARC64 V are also supported by FreeBSD, which includes the
following known working systems:



		Fujitsu PRIMEPOWER® 250





The following Fujitsu SPARC64 systems are not tested but believed to be
also supported by FreeBSD:



		Fujitsu PRIMEPOWER 450


		Fujitsu PRIMEPOWER 650


		Fujitsu PRIMEPOWER 850





If you have a system that is not listed here please try it, and let
us know about it.





Credits


The following people have been working either in the spotlights or
behind the scenes to get the FreeBSD port off the ground:



		&a.jake.email;


		&a.tmm.email;


		&a.obrien.email;








FreeBSD/sparc64 mailing list


To subscribe to this list, send an email to
<freebsd-sparc64-subscribe@FreeBSD.org> or visit the mailman
interface [http://lists.FreeBSD.org/mailman/listinfo/freebsd-sparc64].





Pointers Of Interest



		SPARC Standards and technical
documents [http://www.sparc.org/technical-documents-test-2/]


		NetBSD/sparc64 [http://www.netbsd.org/Ports/sparc64/]


		OpenBSD/sparc64 [http://www.openbsd.org/sparc64.html]
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Introduction


Here is a list of platforms that FreeBSD currently supports along with
platforms currently being ported to.


If you have comments about a port, or wish to provide feedback to the
developers, send it to the relevant mailing list.


Project Page


Mailing List


Support
Tier [https://www.freebsd.org/doc/en_US.ISO8859-1/articles/committers-guide/archs.html]


FreeBSD/amd64 Project


freebsd-amd64@FreeBSD.org


Tier 1


FreeBSD/ARM Project


freebsd-arm@FreeBSD.org


Tier 2


FreeBSD/i386 Project


freebsd-current@FreeBSD.org


Tier 1


FreeBSD/ia64 Project


freebsd-ia64@FreeBSD.org


Tier 2 through FreeBSD 10. Unsupported after.


FreeBSD/MIPS Project


freebsd-mips@FreeBSD.org


Tier 3


FreeBSD/pc98 Project


re-pc98@FreeBSD.org


Tier 2


FreeBSD/ppc Project


freebsd-ppc@FreeBSD.org


Tier 2


FreeBSD/sparc64 Project


freebsd-sparc@FreeBSD.org


Tier 2


FreeBSD/xbox Project


freebsd-current@FreeBSD.org


N/A


For general architecture questions, mail freebsd-arch@FreeBSD.org
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It is our great pleasure to announce the release of FreeBSD 2.2, the
long-awaited first release of our 2.2 branch technology following
lengthy ALPHA, BETA and GAMMA testing cycles.


FreeBSD 2.2-RELEASE is now available on
ftp.FreeBSD.org [ftp://ftp.FreeBSD.org/pub/FreeBSD] and various FTP
mirror sites throughout the world. It
can also be ordered on CD from Walnut Creek
CDROM [http://www.cdrom.com/], from where it will be shipping
shortly.


FreeBSD 2.2 represents a rather large leap in functionality from the
2.1.x releases, everyone being is strongly encouraged to read the
release notes for a list of new
features.


Release Home
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Introduction


This page contains information about porting FreeBSD to the MIPS®
platform. Discussion of the MIPS port takes place on the
freebsd-mips [http://lists.freebsd.org/mailman/listinfo/freebsd-mips]
mailing list.
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Status


MIPS is a Tier
3
architecture, and as such is currently regarded as experimental. It is
not supported by the FreeBSD project.





FreeBSD/MIPS Hardware Notes


FreeBSD/MIPS is a port of the FreeBSD operating system to platforms
based around MIPS processors. At the moment, several MIPS32 and MIPS64
development boards and embedded platforms are being targeted.


Listing all supported devices on all CPUs and boards is impractical
here, however much information can be obtained from the mailing list and
archives, the FreeBSD/MIPS Wiki
pages [https://wiki.freebsd.org/FreeBSD/MIPS], and also from the
Kernel Configuration
files [https://svnweb.freebsd.org/base/head/sys/mips/conf/]



CPUs


The following non-exhaustive list of CPUs and CPU families are
supported:



		MIPS4Kc


		MIPS24Kc


		MIPS74Kc


		Atheros AR71xx, AR724x, AR91xx, AR933x, AR934x


		Cavium OCTEON


		NetLogic XLR/XLS CPU family


		SRI/Cambridge’s BERI and CHERI open-source FPGA soft-cores





Note that not all peripherals are supported on all CPUs.





Boards


The following boards are supported:



		Ubiquiti Networks Router-Station (AR7130)


		Ubiquiti Networks Router-Station Pro (AR7161)


		Ubiquiti Networks PicoStation M2HP (AR7241)


		Ubiquiti Networks EdgeRouter Lite (OCTEON)


		TP-Link TL-WR1043ND (AR9132)


		Mikrotik RouterBoard RB450G


		Alfa Networks Hornet UB (AR933x)


		D-Link DIR-825 (AR7161)


		Atheros PB44, PB47, AP94, AP96 reference designs (AR7161)


		Atheros DB120 reference design (AR9344)


		8devices Carambola-2 (AR9330)


		Engenius ENH-200 (AR7240+AR9285)


		Buffalo Airstation WZR-300HP B0 A1


		MIPS Malta evaluation board


		Lanner MR-320, MR-730, MR-995 (OCTEON)


		Portwell CAM-0100 (OCTEON)


		Radisys AMC-7211 / ATCA-7220 (OCTEON)


		D-Link DSR-500, DSR-500N, DSR-1000 and DSR-1000N (OCTEON)


		GE Intelligent Platforms WANIC 6354 (OCTEON)


		Cavium development boards CN5860-EVB-NIC4, CN5650-EVB-NIC16,
CN5200-EVB-MB4





Note that not all peripherals are supported on all boards.







FreeBSD/MIPS mailing list


Join the FreeBSD/MIPS mailing list to contribute code or
learn about the status of the project.


To subscribe to this list, send an email to
<freebsd-mips-subscribe@FreeBSD.org> or visit the mailman
interface [http://lists.FreeBSD.org/mailman/listinfo/freebsd-mips].
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                                 RELEASE NOTES
                           FreeBSD 4.3-RELEASE version

Any installation failures or crashes should be reported by using the
send-pr command (those preferring a Web-based interface can also see
http://www.FreeBSD.org/send-pr.html).

For information about FreeBSD and the layout of the 4.3-RELEASE directory
(especially if you're installing from floppies!), see ABOUT.TXT.  For
installation instructions, see the INSTALL.TXT and HARDWARE.TXT files.


Table of contents:
------------------
1. What's new since 4.2-RELEASE
   1.1 KERNEL CHANGES
   1.2 SECURITY FIXES
   1.3 USERLAND CHANGES

2. Supported Configurations
   2.1 Disk Controllers
   2.2 Ethernet cards
   2.3 FDDI
   2.4 ATM
   2.5 Misc

3. Obtaining FreeBSD
   3.1 FTP/Mail
   3.2 CDROM

4. Upgrading from previous releases of FreeBSD

5. Reporting problems, making suggestions, submitting code

6. Acknowledgments


1. What's new since 4.2-RELEASE
-------------------------------

1.1. KERNEL CHANGES
-------------------

Write combining for crashdumps has been implemented.  This feature
is useful when write caching is disabled on both SCSI and IDE disks,
where large memory dumps could take up to an hour to complete.

The pccard driver and pccardc(8) now support multiple "beep types"
upon card insertion and removal.

The twe(4) driver for 3Ware Escalade controllers has been updated.

The an(4) driver for Cisco Aironet cards now supports Wired Equivalent
Privacy (WEP) encryption, settable via ancontrol(8).

The wi(4) and an(4) drivers now default to BSS (infrastructure) mode;
previously the default was ad-hoc mode.

The ray(4) driver, which supports the Webgear Aviator wireless network
cards, has been committed.  The operation of ray(4) interfaces can be
modified by raycontrol(8).

Support for the Adaptec FSA family of PCI-SCSI RAID controllers has
been added, in the form of the aac(4) driver.

Linksys Fast Ethernet PCCARD cards supported by the ed(4) driver now
require the addition of flag 0x80000 to their config line in
pccard.conf(5).  This flag is not optional.  These Linksys cards will
not be recognized without it.

A bug in the ed(4) driver that could cause panics with very short
packets and BPF or bridging active has been fixed.

A bug in FFS that could cause superblock corruption on very large
filesystems has been corrected.

The ISO-9660 filesystem now has a hook that supports a loadable
character conversion routine.  The sysutils/cd9660_unicode port
contains a set of common conversions.

A new NFS hash function (based on the Fowler/Noll/Vo hash algorithm)
has been implemented to improve NFS performance by increasing the
efficiency of the nfsnode hash tables.

The cs(4) driver has been updated.

bridge(4) and dummynet(4) have received some enhancements and bug fixes.

The ahc(4) driver has been updated.  Among various improvements are
improved compatibility with chips in "RAID Port" mode and systems with
AAA and ARO cards installed, as well as performance improvements.
Some bugs were also fixed, including a rare hang on Ultra2/U160
controllers.

The cd(4) driver now has support for write operations.  This allows
writing to DVD-RAM, PD and similar drives that probe as CD devices.
Note that this change affects only random-access writeable devices, not
sequential-only writeable devices such as CD-R drives, which are
supported by cdrecord(1).

The "make buildkernel" procedure has changed slightly.  It now gets
the name of the configuration(s) to build from the KERNCONF variable
(KERNEL is still valid, but deprecated).  The installed kernel name
can be changed with the INSTKERNEL variable.  The NO_KERNELCLEAN
variable prevents cleaning of the kernel build directory (which is now
done via "make clean", rather than "config -r").

kobj functionality has been merged from -CURRENT to better support
sound drivers.

Separate drivers for the SoundBlaster 8 and Soundblaster 16 now
replace an older, unified driver.

A driver for the ESS Maestro-3/Allegro has been added, however due to
licensing restrictions, it cannot be compiled into the kernel.  To use
this driver, add the following line to /boot/loader.conf:

    snd_maestro3_load="YES"

The pcm(4) driver now supports the CMedia CMI8338/CMI8738 sound chips,
as well as the CS4281 sound chip.

When sound modules are built, one can now load all the drivers and
infrastructure by "kldload snd".

The isp(4) driver has been updated.

ipfilter has been updated to 3.4.16.

ipfw(8) has a new feature ("me") that allows for packet matching on
interfaces with dynamically-changing IP addresses.

TCP has received some bug fixes for its delayed ACK behavior.

TCP now supports the NewReno modification to the TCP Fast Recovery
algorithm.  This behavior can be controlled via the
net.inet.tcp.newreno sysctl variable.

TCP now uses a more aggressive timeout for initial SYN segments; this
allows initial connection attempts to be dropped much faster.

ICMP UNREACH_FILTER_PROHIB messages can now RST TCP connections in the
SYN_SENT state if the correct sequence numbers are sent back, as
controlled by the net.inet.tcp.icmp_may_rst sysctl.

A new sysctl net.inet.ip.check_interface, which is off by default,
causes IP to verify that an incoming packet arrives on an interface
that has an address matching the packet's destination address.

The ata(4) driver has been updated.

To provide more flexible configuration, the various options for the
ata(4) driver are now boot loader tunables, rather than kernel
configure-time options.

The ata(4) driver now supports ATA66 and ATA100 mode on Acer Alladin
chipsets.

kqueue(2) has been extended to the device layer, and has also received
some bug fixes.

Some signal-handling fixes for Linux have been added, which improves
compatibility with signal-intensive programs running under Linux
emulation.

The ida disk driver now has crashdump support.

The mly(4) driver has received some changes in queueing, concurrency
improvements, and stability fixes.

Several minor bugs have been fixed in the VLAN networking code.

Vinum has received some bugfixes.

Changes specific to Alpha architecture:

   A bug in the machine-dependent code for the AlphaServer 1000 and 1000A
   has been fixed; it had caused only EV4-equipped AS1000 and EV5-equipped
   AS1000A systems to work.

   The API UP1100 mainboard has been verified to work correctly.

   The API CS20 1U high server has been verified to work correctly.

   AlphaServer 2100A ("Lynx") support has been added.

   The AlphaServer 4000 and 4100 refuse to boot from the FreeBSD install
   floppy or install CDROM.  The workaround is to "dd" the 2.88MB floppy image
   onto a hard disk and boot the installer from it. Once sysinstall(8) is
   running, a normal installation can be performed. Similar problems have
   been observed on the AlphaServer 1200 and 8400.

   For AlphaServer 4100 adapter cards with PCI bridge chips might cause
   trouble. In addition, the capability of booting from an adapter might be
   influenced by the placement of the adapter card on a specific PCI hose.
   Please use 'send-pr' to report any problems you might encounter in this area.


1.2. SECURITY FIXES
-------------------

Some fixes were applied to the Kerberos IV implementation related to
environment variables, a possible buffer overrun, and overwriting
ticket files.

telnet(1) now does a better job of sanitizing its environment.

Several vulnerabilities in procfs(4) were fixed (see security advisory
FreeBSD-SA-00:77).

A bug in ipfw(8) and ip6fw(8) in which inbound TCP segments could
incorrectly be treated as being part of an "established" connection
has been fixed (see security advisory FreeBSD-SA-01:08).

A bug in crontab(8) that could allow users to read any file on the
system in valid crontab(5) syntax has been fixed (see security
advisory FreeBSD-SA-01:09).

A vulnerability in inetd(8) that could allow read-access to the
initial 16 bytes of wheel-accessible files has been fixed (see
security advisory FreeBSD-SA-01:11).

A bug in periodic(8) that used insecure temporary files has been
corrected (see security advisory FreeBSD-SA-01:12).

To fix a remotely-exploitable buffer overflow, BIND has been updated
to 8.2.3 (see security advisory FreeBSD-SA-01:18).

OpenSSH now has code to prevent (instead of just mitigating through
connection limits) an attack that can lead to guessing the server key
(not host key) by regenerating the server key when an RSA failure is
detected (see security advisory FreeBSD-SA-01:24).

A bug in ICMP that could cause an attacker to disrupt TCP and UDP
"sessions" has been corrected.

A bug in timed(8), which caused it to crash if sent certain malformed
packets, has been corrected (see security advisory FreeBSD-SA-01:28).

A bug in rwhod(8), which caused it to crash if sent certain malformed
packets, has been corrected (see security advisory FreeBSD-SA-01:29).

A security hole in FreeBSD's FFS and EXT2FS implementations, which
allowed a race condition that could cause users to have unauthorized
access to data, has been fixed (see security advisory FreeBSD-SA-01:30).

A remotely-exploitable vulnerability in ntpd(8) has been closed (see
security advisory FreeBSD-SA-01:31).

A security hole in IPFilter's fragment cache has been closed (see
security advisory FreeBSD-SA-01:32).

Buffer overflows in glob(3), which could cause arbitrary code to be
run on an FTP server, have been closed.  In addition, to prevent some
forms of DOS attacks, glob(3) now allows specification of a limit on
the number of pathname matches it will return.  ftpd(8) now uses this
feature (see security advisory FreeBSD-SA-01:33).

Initial sequence numbers in TCP are more thoroughly randomized, using
an algorithm obtained from OpenBSD.

A number of programs have had output formatting strings corrected so
as to reduce the risk of vulnerabilities.

A number of programs that use temporary files now do so more securely.


1.3. USERLAND CHANGES
---------------------

newfs(1) now implements write combining, which can make creation of
new filesystems up to seven times faster.

A number of buffer overflows in config(8) have been fixed.

Binutils have been upgraded to 2.10.1.

OpenSSL has been upgraded to 0.9.6.

OpenSSL now has support for machine-dependent ASM optimizations,
activated by the new CPUTYPE/MACHINE_CPU Makefile variables.

file(1) has been contribify-ed, and imported as version 3.33.

groff(1) and its related utilities have been updated to FSF version
1.16.1.

indent(1) has gained some new formatting options.

sysinstall(8) now uses some more intuitive defaults thanks to some new
dialog support functions.

sysinstall(8) now properly preserves /etc/mail during a binary
upgrade.

The default root partition in sysinstall(8) is now 100MB.

libdisk can now do install-time configuration of the i386 boot0 boot
loader.

rm(1) -v now displays the entire pathname of a file being
removed.

lpr(1), lpq(1), and lpd(8) have received a few minor enhancements.

OpenSSH has been upgraded to 2.3.0.  This version adds support for the
Rijndael encryption algorithm.

Kerberos compatability has been added to OpenSSH.

OpenSSH has been modified to be more resistant to traffic analysis by
requiring that "non-echoed" characters are still echoed back in a null
packet, as well as by padding passwords sent so as not to hint at
password lengths.

syslogd(8) now supports a "LOG_CONSOLE" facility (disabled by
default), which can be used to log /dev/console output.

cdcontrol(1) now uses the CDROM environment variable to pick a default
device.

All packages and ports now contain an "origin" directive, which makes
it easier for programs like pkg_version(1) to determine the directory
from which a package was built.

pkg_info(1) can now accept a -g flag for verifying an installed
package against its recorded checksums (to see if it's been modified
post-installation).  Naturally, this mechanism is only as secure as
the contents of /var/db/pkg if it's to be used for auditing
purposes.

pkg_create(1) and pkg_add(1) can now work with packages that have
been compressed using bzip2(1).  pkg_add(1) will use the
PACKAGEROOT environment variable to determine a mirror site for new
packages.

pkg_info(1) now supports globbing against names of installed packages.
The -G option disables this behavior, and the -x option causes regular
expression matching instead of shell globbing.

pkg_sign(1) and pkg_check(1) have been added to digitally sign and
verify the signatures on binary package files.

pkg_update(1), a utility to update installed packages and update their
dependencies, has been added.

pkg_delete(1) now can perform glob/regexp matching of package names.
In addition, it supports the -a option for removing all packages and
the -i option for rm(1)-style interactive confirmation.

pkg_create(1) now records dependencies in dependency order rather than
in the order specified on the command line.  This improves the
functioning of "pkg_add -r".

pkg_version(1) now has a version number comparison routine that
corresponds to the Porters Handbook.  It also has a -t option for
testing address comparisons.

awk has been upgraded from gawk-3.0.4 to gawk-3.0.6.  This fixes a number
of non-critical bugs and includes a few performance tweaks.

Shortly after the receipt of a SIGINFO signal (normally control-T from
the controlling tty), fsck(8) will now output a line indicating the
current phase number and progress information relevant to the current
phase.

pwd(1) can now double as realpath(1), a program to resolve pathnames
to their underlying physical paths.

gcc(1) has been updated to 2.95.3.

gcc(1) now uses a unified libgcc rather than a separate one for threaded
and non-threaded programs.  /usr/lib/libgcc_r.a can be removed.

config(8) is now better about converting various warnings that should
have been errors into actual fatal errors with an exit code.  This
ensures that that "make buildkernel" doesn't quietly ignore them and
build a bogus kernel without a human to read the errors.

In /etc/ssh/sshd_config, the ConnectionsPerPeriod parameter has been
deprecated in favor of MaxStartups.

find(1) now takes the -empty flag, which returns true if a file or
directory is empty.

find(1) now takes the -iname and -ipath primaries for case-insensitive
matches, and the -regexp and -iregexp primaries for regular-expression
matches.  The -E flag now enables extended regular expressions.

ldconfig(8) now checks directory ownerships and permissions for
greater security; these checks can be disabled with the -i
flag.

sendmail(8) and associated utilities upgraded from version 8.11.1 to
version 8.11.3.  See /usr/src/contrib/sendmail/RELEASE_NOTES for more
information.

New make.conf options: SENDMAIL_MC and SENDMAIL_ADDITIONAL_MC.  See
/etc/defaults/make.conf for more information.

The Makefile in /etc/mail now supports: the new SENDMAIL_MC make.conf
option; the ability to build .cf files from .mc files; generalized map
rebuilding; rebuilding the aliases file; and the ability to stop, start,
and restart sendmail.

vidcontrol(1) now accepts a -g parameter to select custom text
geometry in the VESA_800x600 raster text mode.

The rfork_thread(3) library call has been added as a helper function
to rfork(2).  Using this function should avoid the need to implement
complex stack swap code.

The compat3x distribution has been updated to include libraries
present in FreeBSD 3.5.1-RELEASE.

gperf has been updated to 2.7.2.

Catching up with most other network utilities in the base system,
lpr(1), lpd(8), syslogd(8), and logger(1) are now all IPv6-capable.

When requested to delete multiple packages, pkg_delete(1) will now
attempt to remove them in dependency order rather than the order
specified on the command line.

burncd(8) now supports a -m option for multisession mode (the default
behavior now is to close disks as single-session).  A -l option to
take a list of image files from a filename was also added; "-" can be
used as a filename for stdin.

tar(1) now supports the TAR_RSH variable, principally to enable the
use of ssh(1) as a transport.

Bugs in make(1), among which include broken null suffix behavior, bad
assumptions about current directory permissions, and potential buffer
overflows, have been fixed.

The new CPUTYPE make.conf variable controls the compilation of
processor-specific optimizations in various pieces of code such as
OpenSSL.

Boot-time syscons configuration was moved to a machine-independent
rc.syscons.

login(1) now exports environment variables set by PAM modules.

ipfstat(8) now supports the -t option to turn on a top(1)-like
display.

tftpd(8) now takes the -c and -C options, which allow the server to
chroot(2) based on the IP address of the connecting client.  tftp(1)
and tftpd(8) can now transfer files larger than 65535 blocks.

The lastlogin(1) utility, which prints the last login time of each
user, has been imported from NetBSD.

/usr/src/share/examples/BSD_daemon/ now contains a scalable Beastie
graphic.

bc has been updated from 1.04 to 1.06.

savecore(8) now supports a -k option to prevent clearing a crash dump
after saving it.  It also attempts to avoid writing large stretches of
zeros to crash dump files to save space and time.

tcsh has been updated to version 6.10.

The default value for the CVS_RSH variable (used by cvs(1)) is now
ssh, rather than rsh.

disklabel(8) now supports partition sizes expressed in kilobytes,
megabytes, or gigabytes, in addition to sectors.

Kerberos IV has been updated to 1.0.5.

Heimdal has been updated to 0.3e.

dump(8) now supports inheritance of the "nodump" flag down a
hierarchy.

The ISC DHCP client has been updated to 2.0pl5.

stty(1) now has support for an "erase2" control character, so that
both "delete" and "backspace" can be used to erase characters.

split(1) now has the ability to split a file longer than 2GB.

units(1) has received some updates and bugfixes.

netstat(1) now keeps track of input and output packets on a
per-address basis for each interface.

netstat(1) now has a -W flag that tells it not to truncate addresses,
even if they're too long for the column they're printed in.

sockstat(1) now has -c and -l flags for listing connected and
listening sockets, respectively.

Many manual pages were improved, both in terms of their formatting
markup and in their content.

"lprm -" now works for remote printer queues.

mergemaster(8) now sources an /etc/mergemaster.rc file and also
prompts the user to run recommended commands (such as "newaliases") as
needed.

ftpd(8) now supports a -r flag for read-only mode and a -E flag to
disable EPSV.  It also has some fixes to reduce information leakage
and the ability to specify compile-time port ranges.

rc(8) now has an framework for handling dependencies between
rc.conf(5) variables.

The default TCP port range used by libfetch for passive FTP retrievals
has changed; this affects the behavior of fetch(1), which has gained the
-U option to restore the old behavior.

portmap(8) now takes a -h option to indicate the IP addresses to which
it should bind.  This option may be specified multiple times and is
typically necessary for multi-homed hosts.

GNATS has been updated to 3.113.

tail(1) now has the ability to work on files longer than 2GB.


2. Supported Configurations
---------------------------
FreeBSD currently runs on a wide variety of ISA, VLB, EISA, MCA and PCI
bus based PC's, ranging from 386sx to Pentium class machines (though the
386sx is not recommended).  Support for generic IDE drive
configurations, various SCSI controller, network and serial cards is
also provided.

What follows is a list of all peripherals currently known to work with
FreeBSD.  Other configurations may also work, we have simply not as yet
received confirmation of this.


2.1. Disk Controllers
---------------------
IDE
ATA

Adaptec 1535 ISA SCSI controllers
Adaptec 154x series ISA SCSI controllers
Adaptec 164x series MCA SCSI controllers
Adaptec 174x series EISA SCSI controller in standard and enhanced mode.
Adaptec 274X/284X/2920C/294x/2950/3940/3950 (Narrow/Wide/Twin) series
EISA/VLB/PCI SCSI controllers.
Adaptec AIC7850, AIC7860, AIC7880, AIC789x, on-board SCSI controllers.
Adaptec 1510 series ISA SCSI controllers (not for bootable devices)
Adaptec 152x series ISA SCSI controllers
Adaptec AIC-6260 and AIC-6360 based boards, which includes the AHA-152x
and SoundBlaster SCSI cards.

Adaptec 2100S, 2400A, 3200S, and 3400S SCSI RAID controllers.

Adaptec FSA family RAID controllers:
    Adaptec AAC-2622
    Adaptec AAC-364
    Adaptec AAC-3642
    Dell PERC 2/QC
    Dell PERC 2/Si
    Dell PERC 3/Di
    Dell PERC 3/QC
    Dell PERC 3/Si
    HP NetRAID-4M

AdvanSys SCSI controllers (all models).

BusLogic MultiMaster controllers:

[ Please note that BusLogic/Mylex "Flashpoint" adapters are NOT yet supported ]

BusLogic MultiMaster "W" Series Host Adapters:
    BT-948, BT-958, BT-958D
BusLogic MultiMaster "C" Series Host Adapters:
    BT-946C, BT-956C, BT-956CD, BT-445C, BT-747C, BT-757C, BT-757CD, BT-545C,
    BT-540CF
BusLogic MultiMaster "S" Series Host Adapters:
    BT-445S, BT-747S, BT-747D, BT-757S, BT-757D, BT-545S, BT-542D, BT-742A,
    BT-542B
BusLogic MultiMaster "A" Series Host Adapters:
    BT-742A, BT-542B

AMI FastDisk controllers that are true BusLogic MultiMaster clones are also
supported.

The Buslogic/Bustek BT-640 and Storage Dimensions SDC3211B and SDC3211F
Microchannel (MCA) bus adapters are also supported.

DPT SmartCACHE Plus, SmartCACHE III, SmartRAID III, SmartCACHE IV and
SmartRAID IV SCSI/RAID controllers are supported.

DPT SmartRAID V and VI SCSI RAID controllers:
    PM1554, PM2554, PM2654, PM2865, PM2754, PM3755, PM3757

AMI MegaRAID Express and Enterprise family RAID controllers:
    MegaRAID Series 418
    MegaRAID Enterprise 1200 (Series 428)
    MegaRAID Enterprise 1300 (Series 434)
    MegaRAID Enterprise 1400 (Series 438)
    MegaRAID Enterprise 1500 (Series 467)
    MegaRAID Enterprise 1600 (Series 471)
    MegaRAID Elite 1500 (Series 467)
    MegaRAID Elite 1600 (Series 493)
    MegaRAID Express 100 (Series 466WS)
    MegaRAID Express 200 (Series 466)
    MegaRAID Express 300 (Series 490)
    MegaRAID Express 500 (Series 475)
    Dell PERC
    Dell PERC 2/SC
    Dell PERC 2/DC
    Dell PERC 3/DCL
    HP NetRAID-1si
    HP NetRAID-3si
    HP Embedded NetRAID
Booting from these controllers is supported.

Mylex DAC960 and DAC1100 RAID controllers with 2.x, 3.x, 4.x and 5.x
firmware:
    DAC960P
    DAC960PD
    DAC960PDU
    DAC960PL
    DAC960PJ
    DAC960PG
    AcceleRAID 150
    AcceleRAID 250
    eXtremeRAID 1100
Booting from these controllers is supported. EISA adapters are not
supported.

Mylex PCI to SCSI RAID controllers with 6.x firmware:
    AcceleRAID 160
    AcceleRAID 170
    AcceleRAID 352
    eXtremeRAID 2000
    eXtremeRAID 3000
Compatible Mylex controllers not listed should work, but have not been
verified.

3ware Escalade ATA RAID controllers.  All members of the 5000,
6000, and 7000 series are supported.

SymBios (formerly NCR) 53C810, 53C810a, 53C815, 53C820, 53C825a,
53C860, 53C875, 53C875j, 53C885, 53C895 and 53C896 PCI SCSI controllers:
        ASUS SC-200
        Data Technology DTC3130 (all variants)
    Diamond FirePort (all)
        NCR cards (all)
        Symbios cards (all)
        Tekram DC390W, 390U and 390F
        Tyan S1365

NCR 53C500 based PC-Card SCSI host adapters:
    IO DATA PCSC-DV
    KME KXLC002(TAXAN ICD-400PN, etc.), KXLC004
    Macnica Miracle SCSI-II mPS110
    Media Intelligent MSC-110, MSC-200
    NEC PC-9801N-J03R
    New Media Corporation BASICS SCSI
    Qlogic Fast SCSI
    RATOC REX-9530, REX-5572 (as SCSI only)

TMC 18C30, 18C50 based ISA/PC-Card SCSI host adapters:
    Future Domain SCSI2GO
    IBM SCSI PCMCIA Card
    ICM PSC-2401 SCSI
    Melco IFC-SC
    RATOC REX-5536, REX-5536AM, REX-5536M, REX-9836A

Qlogic Controllers and variants:
    Qlogic 1020, 1040 SCSI and Ultra SCSI host adapters
    Qlogic 1240 dual Ultra SCSI controllers
    Qlogic 1080 Ultra2 LVD and 1280 Dual Ultra2 LVD controllers
    Qlogic 12160 Ultra3 LVD controllers
    Qlogic 2100 and Qlogic 2200 Fibre Channel SCSI controllers
    Performance Technology SBS440 ISP1000 variants
    Performance Technology SBS450 ISP1040 variants
    Performance Technology SBS470 ISP2100 variants
    Antares Microsystems P-0033 ISP2100 variants

DTC 3290 EISA SCSI controller in 1542 emulation mode.

Workbit Ninja SCSI-3 based PC-Card SCSI host adapters:
    Alpha-Data AD-PCS201
    IO DATA CBSC16

With all supported SCSI controllers, full support is provided for
SCSI-I & SCSI-II peripherals, including hard disks, optical disks,
tape drives (including DAT and 8mm Exabyte), medium changers, processor
target devices and CDROM drives.  WORM devices that support CDROM commands
are supported for read-only access by the CDROM driver.  WORM/CD-R/CD-RW
writing support is provided by cdrecord, which is in the ports tree.

The following CD-ROM type systems are supported at this time:
(cd)    SCSI interface (also includes ProAudio Spectrum and
        SoundBlaster SCSI)
(matcd) Matsushita/Panasonic (Creative SoundBlaster) proprietary
        interface (562/563 models)
(scd)   Sony proprietary interface (all models)
(acd)   ATAPI IDE interface

The following drivers were supported under the old SCSI subsystem, but are
NOT YET supported under the new CAM SCSI subsystem:

  NCR5380/NCR53400 ("ProAudio Spectrum") SCSI controller.

  UltraStor 14F, 24F and 34F SCSI controllers.

  Seagate ST01/02 SCSI controllers.

  Future Domain 8xx/950 series SCSI controllers.

  WD7000 SCSI controller.

  [ Note:  There is work-in-progress to port the UltraStor driver to
    the new CAM SCSI framework, but no estimates on when or if it will
    be completed. ]

Unmaintained drivers, they might or might not work for your hardware:

  (mcd)   Mitsumi proprietary CD-ROM interface (all models)


2.2. Ethernet cards
-------------------

Adaptec Duralink PCI Fast Ethernet adapters based on the Adaptec
AIC-6915 Fast Ethernet controller chip, including the following:
  ANA-62011 64-bit single port 10/100baseTX adapter
  ANA-62022 64-bit dual port 10/100baseTX adapter
  ANA-62044 64-bit quad port 10/100baseTX adapter
  ANA-69011 32-bit single port 10/100baseTX adapter
  ANA-62020 64-bit single port 100baseFX adapter

Allied-Telesis AT1700 and RE2000 cards

Alteon Networks PCI Gigabit Ethernet NICs based on the Tigon 1 and Tigon 2
chipsets, including the following:
  3Com 3c985-SX (Tigon 1 and 2)
  Alteon AceNIC 1000baseSX (Tigon 1 and 2)
  Alteon AceNIC 1000baseT (Tigon 2)
  DEC/Compaq EtherWORKS 1000
  Farallon PN9000SX
  NEC Gigabit Ethernet
  Netgear GA620 (Tigon 2)
  Netgear GA620T (Tigon 2, 1000baseT)
  Silicon Graphics Gigabit Ethernet

AMD PCnet/PCI (79c970 & 53c974 or 79c974)
AMD PCnet/FAST, PCnet/FAST+, PCnet/FAST III, PCnet/PRO,
PCnet/Home, and HomePNA.

SMC Elite 16 WD8013 Ethernet interface, and most other WD8003E,
WD8003EBT, WD8003W, WD8013W, WD8003S, WD8003SBT and WD8013EBT
based clones.  SMC Elite Ultra.  SMC Etherpower II.

RealTek 8129/8139 Fast Ethernet NICs including the following:
  Allied Telesyn AT2550
  Allied Telesyn AT2500TX
  Genius GF100TXR (RTL8139)
  NDC Communications NE100TX-E
  OvisLink LEF-8129TX
  OvisLink LEF-8139TX
  Netronix Inc. EA-1210 NetEther 10/100
  KTX-9130TX 10/100 Fast Ethernet
  Accton "Cheetah" EN1207D (MPX 5030/5038; RealTek 8139 clone)
  SMC EZ Card 10/100 PCI 1211-TX

Lite-On 82c168/82c169 PNIC Fast Ethernet NICs including the following:
  LinkSys EtherFast LNE100TX
  NetGear FA310-TX Rev. D1
  Matrox FastNIC 10/100
  Kingston KNE110TX

Macronix 98713, 98713A, 98715, 98715A and 98725 Fast Ethernet NICs
  Accton EN1217 (98715A)
  Adico AE310TX (98715A)
  Compex RL100-TX
  CNet Pro120A (98713 or 98713A)
  CNet Pro120B (98715)
  NDC Communications SFA100A (98713A)
  SVEC PN102TX (98713)

Macronix/Lite-On PNIC II LC82C115 Fast Ethernet NICs including the following:
  LinkSys EtherFast LNE100TX Version 2

Winbond W89C840F Fast Ethernet NICs including the following:
  Trendware TE100-PCIE

VIA Technologies VT3043 "Rhine I" and VT86C100A "Rhine II" Fast Ethernet
NICs including the following:
  Hawking Technologies PN102TX
  D-Link DFE-530TX
  AOpen/Acer ALN-320

Silicon Integrated Systems SiS 900 and SiS 7016 PCI Fast Ethernet NICs

Sundance Technologies ST201 PCI Fast Ethernet NICs including
the following:
  D-Link DFE-550TX

SysKonnect SK-984x PCI Gigabit Ethernet cards including the following:
  SK-9841 1000baseLX single mode fiber, single port
  SK-9842 1000baseSX multimode fiber, single port
  SK-9843 1000baseLX single mode fiber, dual port
  SK-9844 1000baseSX multimode fiber, dual port

Texas Instruments ThunderLAN PCI NICs, including the following:
  Compaq Netelligent 10, 10/100, 10/100 Proliant, 10/100 Dual-Port
  Compaq Netelligent 10/100 TX Embedded UTP, 10 T PCI UTP/Coax, 10/100 TX UTP
  Compaq NetFlex 3P, 3P Integrated, 3P w/ BNC
  Olicom OC-2135/2138, OC-2325, OC-2326 10/100 TX UTP
  Racore 8165 10/100baseTX
  Racore 8148 10baseT/100baseTX/100baseFX multi-personality

ADMtek Inc. AL981-based PCI Fast Ethernet NICs
ADMtek Inc. AN985-based PCI Fast Ethernet NICs
ADMtek Inc. AN986-based USB Ethernet NICs including the following:
  LinkSys USB100TX
  Billionton USB100
  Melco Inc. LUA-TX
  D-Link DSB-650TX
  SMC 2202USB

CATC USB-EL1210A-based USB Ethernet NICs including the following:
  CATC Netmate
  CATC Netmate II
  Belkin F5U111

Kawasaki LSI KU5KUSB101B-based USB Ethernet NICs including
the following:
  LinkSys USB10T
  Entrega NET-USB-E45
  Peracom USB Ethernet Adapter
  3Com 3c19250
  ADS Technologies USB-10BT
  ATen UC10T
  Netgear EA101
  D-Link DSB-650
  SMC 2102USB
  SMC 2104USB
  Corega USB-T

ASIX Electronics AX88140A PCI NICs, including the following:
  Alfa Inc. GFC2204
  CNet Pro110B

DEC DC21040, DC21041, or DC21140 based NICs (SMC Etherpower 8432T, DE245, etc)

DEC/Intel 21143 based Fast Ethernet NICs, including the following:
  DEC DE500-BA
  Compaq Presario 7900 series built-in Ethernet
  D-Link DFE-570TX
  Kingston KNE100TX
  LinkSys EtherFast 10/100 Instant GigaDrive built-in Ethernet

Davicom DM9100 and DM9102 PCI Fast Ethernet NICs, including the
following:
  Jaton Corporation XpressNet

Fujitsu MB86960A/MB86965A, including the following:
  CONTEC C-NET(PC)C Ethernet
  Eiger Labs EPX-10BT
  Fujitsu FMV-J182, FMV-J182A, MBH10302, MBH10303 Ethernet PCMCIA
  Fujitsu Towa LA501 Ethernet
  HITACHI HT-4840-11
  NextCom J Link NC5310
  RATOC REX-5588, REX-9822, REX-4886, REX-R280
  TDK LAK-CD021, LAK-CD021A, LAK-CD021BX

HP PC Lan+ cards (model numbers: 27247B and 27252A).

Intel EtherExpress 16
Intel EtherExpress Pro/10
Intel EtherExpress Pro/100B PCI Fast Ethernet
Intel InBusiness 10/100 PCI Network Adapter
Intel PRO/100+ Management Adapter

Isolan AT 4141-0 (16 bit)
Isolink 4110     (8 bit)

Novell NE1000, NE2000, and NE2100 Ethernet interface.

PCI network cards emulating the NE2000: RealTek 8029, NetVin 5000,
Winbond W89C940, Surecom NE-34, VIA VT86C926.

3Com 3C501 cards

3Com 3C503 Etherlink II

3Com 3c505 Etherlink/+

3Com 3C507 Etherlink 16/TP

3Com 3C509, 3C529 (MCA), 3C579,
3C589/589B/589C/589D/589E/XE589ET/574TX/574B (PC-card/PCMCIA),
3C590/592/595/900/905/905B/905C PCI,
3C556/556B MiniPCI,
and EISA (Fast) Etherlink III / (Fast) Etherlink XL

3Com 3c980/3c980B Fast Etherlink XL server adapter

3Com 3cSOHO100-TX OfficeConnect adapter

Crystal Semiconductor CS89x0-based NICs, including:
  IBM Etherjet ISA

NE2000 compatible PC-Card (PCMCIA) Ethernet/FastEthernet cards,
including the following:
  AR-P500 Ethernet card
  Accton EN2212/EN2216/UE2216(OEM)
  Allied Telesis CentreCOM LA100-PCM_V2
  AmbiCom 10BaseT card
  BayNetworks NETGEAR FA410TXC Fast Ethernet
  CNet BC40 adapter
  COREGA Ether PCC-T/EtherII PCC-T/FEther PCC-TXF/PCC-TXD
  Compex Net-A adapter
  CyQ've ELA-010
  D-Link DE-650/660
  Danpex EN-6200P2
  ELECOM Laneed LD-CDL/TX
  IO DATA PCLA/TE, PCET/TX, PCET/TX-R
  IBM Creditcard Ethernet I/II
  IC-CARD Ethernet/IC-CARD+ Ethernet
  Linksys EC2T/PCMPC100,EtherFast 10/100 PC Card (PCMPC100,V2,V3)
  Melco LPC-T/LPC2-T/LPC2-TX/LPC3-TX/LPC3-CLX
  NDC Ethernet Instant-Link
  National Semiconductor InfoMover NE4100
  Network Everywhere Ethernet 10BaseT PC Card
  Planex FNW-3600-T
  Socket LP-E
  Surecom EtherPerfect EP-427
  TDK LAK-CD031,Grey Cell GCS2000 Ethernet Card
  Telecom Device SuperSocket RE450T

Megahertz X-Jack Ethernet PC-Card CC-10BT

Xircom CreditCard adapters(16bit) and workalikes
    Accton EN2226/Fast EtherCard (16-bit verison)
    Compaq Netelligent 10/100 PC Card
    Intel EtherExpress PRO/100 Mobile Adapter (16-bit verison)
    Xircom 10/100 Network PC Card adapter
    Xircom Realport card + modem(Ethernet part)
    Xircom CreditCard Ethernet 10/100
    Xircom CreditCard 10Base-T "CreditCard Ethernet Adaptor IIps" (PS-CE2-10)
    Xircom CreditCard Ethernet 10/100 + modem (Ethernet part)

National Semiconductor DP8393X (SONIC) Ethernet cards
    NEC PC-9801-83, -84, -103, and -104
    NEC PC-9801N-25 and -J02R


2.3. FDDI
---------

DEC FDDI (DEFPA/DEFEA) NICs


2.4. ATM
--------

   o ATM Host Interfaces
        - FORE Systems, Inc. PCA-200E ATM PCI Adapters
        - Efficient Networks, Inc. ENI-155p ATM PCI Adapters

   o ATM Signaling Protocols
        - The ATM Forum UNI 3.1 signaling protocol
        - The ATM Forum UNI 3.0 signaling protocol
        - The ATM Forum ILMI address registration
        - FORE Systems' proprietary SPANS signaling protocol
        - Permanent Virtual Channels (PVCs)

   o IETF "Classical IP and ARP over ATM" model
        - RFC 1483, "Multiprotocol Encapsulation over ATM Adaptation Layer 5"
        - RFC 1577, "Classical IP and ARP over ATM"
        - RFC 1626, "Default IP MTU for use over ATM AAL5"
        - RFC 1755, "ATM Signaling Support for IP over ATM"
        - RFC 2225, "Classical IP and ARP over ATM"
        - RFC 2334, "Server Cache Synchronization Protocol (SCSP)"
        - Internet Draft draft-ietf-ion-scsp-atmarp-00.txt,
                "A Distributed ATMARP Service Using SCSP"

   o ATM Sockets interface


2.5. Misc
---------

AST 4 port serial card using shared IRQ.

ARNET 8 port serial card using shared IRQ.
ARNET (now Digiboard) Sync 570/i high-speed serial.

Boca BB1004 4-Port serial card (Modems NOT supported)
Boca IOAT66 6-Port serial card (Modems supported)
Boca BB1008 8-Port serial card (Modems NOT supported)
Boca BB2016 16-Port serial card (Modems supported)

Comtrol Rocketport card.

Cyclades Cyclom-y Serial Board.

STB 4 port card using shared IRQ.

SDL Communications Riscom/8 Serial Board.
SDL Communications RISCom/N2 and N2pci high-speed sync serial boards.

Stallion multiport serial boards: EasyIO, EasyConnection 8/32 & 8/64,
ONboard 4/16 and Brumby.

Specialix SI/XIO/SX ISA, EISA and PCI serial expansion cards/modules.

Adlib, SoundBlaster, SoundBlaster Pro, ProAudioSpectrum, Gravis UltraSound
and Roland MPU-401 sound cards. (snd driver)

Advance Asound 100, 110 and Logic ALS120
C-Media CMI-8x38
Crystal Semiconductor CS461x/462x/428x
Crystal Semiconductor CS4281
ENSONIQ AudioPCI ES1370/1371
ESS ES1868, ES1869, ES1879 and ES1888
ESS Maestro-1, Maestro-2, and Maestro-2E
ESS Maestro-3/Allegro
ForteMedia fm801
Gravis UltraSound MAX/PnP
MSS/WSS Compatible DSPs
NeoMagic 256AV/ZX
OPTi 931/82C931
SoundBlaster, Soundblaster Pro, Soundblaster AWE-32, Soundblaster AWE-64
Trident 4DWave DX/NX
VIA Technologies VT82C686A
Yamaha DS1 and DS1e
(newpcm driver)

Connectix QuickCam
Matrox Meteor Video frame grabber
Creative Labs Video Spigot frame grabber
Cortex1 frame grabber
Hauppauge Wincast/TV boards (PCI)
STB TV PCI
Intel Smart Video Recorder III
Various Frame grabbers based on Brooktree Bt848 / Bt878 chip.

HP4020, HP6020, Philips CDD2000/CDD2660 and Plasmon CD-R drives.

PS/2 mice

Standard PC Joystick

X-10 power controllers

GPIB and Transputer drivers.

Genius and Mustek hand scanners.

Xilinx XC6200 based reconfigurable hardware cards compatible with
the HOT1 from Virtual Computers (www.vcc.com)

Support for Dave Mills experimental Loran-C receiver.

Lucent Technologies WaveLAN/IEEE 802.11 PCMCIA and ISA standard speed
(2Mbps) and turbo speed (6Mbps) wireless network adapters and workalikes
3COM 3crwe737A AirConnect Wireless LAN PC Card
Cabletron RoamAbout 802.11 DS
Compaq WL100
Corega KK Wireless LAN PCC-11, PCCA-11
Laneed Wireless card
ELECOM Air@Hawk/LD-WL11/PCC
Farallon Skyline 11Mbps Wireless
ICOM SL-1100
Intel PRO/Wireless 2011 LAN PC Card
IO Data WN-B11/PCM
Melco Airconnect WLI-PCM-L11
NCR WaveLAN/IEEE 802.11
NEC Wireless Card CMZ-RT-WP, PC-WL/11C, PK-WL001
PLANEX GeoWave/GW-NS110
TDK LAK-CD011WL
Note: the ISA versions of these adapters are actually PCMCIA cards
combined with an ISA to PCMCIA bridge card, so both kinds of devices
work with the same driver.

Aironet 4500/4800 series 802.11 wireless adapters. The PCMCIA,
PCI and ISA adapters are all supported.
Cisco Systems Aironet 340 Series (includes 340, 341, and 342 models)
11Mbps 802.11 wireless NIC

Webgear Aviator 2.4GHz wireless adapters.

Toshiba Mobile HDD MEHDD20A (Type II)

Panasonic Flash ATA BN-040ABP3

Hewlett Packard M820e (CD-writer)

3. Obtaining FreeBSD
--------------------

You may obtain FreeBSD in a variety of ways:


3.1. FTP/Mail
-------------

You can ftp FreeBSD and any or all of its optional packages from
`ftp.FreeBSD.org' - the official FreeBSD release site.

For other locations that mirror the FreeBSD software see the file
MIRROR.SITES.  Please ftp the distribution from the site closest (in
networking terms) to you.  Additional mirror sites are always welcome!
Contact freebsd-admin@FreeBSD.org for more details if you'd like to
become an official mirror site.

If you do not have access to the Internet and electronic mail is your
only recourse, then you may still fetch the files by sending mail to
`ftpmail@ftpmail.vix.com' - putting the keyword "help" in your message
to get more information on how to fetch files using this mechanism.
Please do note, however, that this will end up sending many *tens of
megabytes* through the mail and should only be employed as an absolute
LAST resort!


3.2. CDROM
----------

FreeBSD 4.x-RELEASE CDs may be ordered on CDROM from:

        BSDi / Walnut Creek CDROM
        4041 Pike Lane, Suite D
        Concord CA  94520
        USA
        +1-800-786-9907, +1-925-674-0783, +1-925-674-0821 (FAX)

Or via the Internet from orders@cdrom.com or http://www.cdrom.com.
Their current catalog can be obtained via ftp from:

        ftp://ftp.cdrom.com/cdrom/catalog

Cost per -RELEASE CD is $39.95 or $24.95 with a FreeBSD subscription.
FreeBSD SNAPshot CDs, when available, are $39.95 or $14.95 with a
FreeBSD-SNAP subscription (-RELEASE and -SNAP subscriptions are entirely
separate).  With a subscription, you will automatically receive updates as
they are released.  Your credit card will be billed when each disk is
shipped and you may cancel your subscription at any time without further
obligation.

Shipping (per order not per disc) is $5 in the US, Canada or Mexico
and $9.00 overseas.  They accept Visa, Mastercard, Discover, American
Express or checks in U.S. Dollars and ship COD within the United
States.  California residents please add 8.25% sales tax.

Should you be dissatisfied for any reason, the CD comes with an
unconditional return policy.


4. Upgrading from previous releases of FreeBSD
----------------------------------------------

If you're upgrading from a previous release of FreeBSD, most likely
it's 3.0 and there may be some issues affecting you, depending
of course on your chosen method of upgrading.  There are two popular
ways of upgrading FreeBSD distributions:

        o Using sources, via /usr/src
        o Using sysinstall's (binary) upgrade option.

Please read the UPGRADE.TXT file for more information, preferably
before beginning an upgrade.


5. Reporting problems, making suggestions, submitting code.
-----------------------------------------------------------
Your suggestions, bug reports and contributions of code are always
valued - please do not hesitate to report any problems you may find
(preferably with a fix attached, if you can!).

The preferred method to submit bug reports from a machine with
Internet mail connectivity is to use the send-pr command or use the CGI
script at http://www.FreeBSD.org/send-pr.html.  Bug reports
will be dutifully filed by our faithful bugfiler program and you can
be sure that we'll do our best to respond to all reported bugs as soon
as possible.  Bugs filed in this way are also visible on our WEB site
in the support section and are therefore valuable both as bug reports
and as "signposts" for other users concerning potential problems to
watch out for.

If, for some reason, you are unable to use the send-pr command to
submit a bug report, you can try to send it to:

                freebsd-bugs@FreeBSD.org

Note that send-pr itself is a shell script that should be easy to move
even onto a totally different system.  We much prefer if you could use
this interface, since it make it easier to keep track of the problem
reports.  However, before submitting, please try to make sure whether
the problem might have already been fixed since.


Otherwise, for any questions or tech support issues, please send mail to:

                freebsd-questions@FreeBSD.org


If you're tracking the -stable development efforts, you should
definitely join the -stable mailing list, in order to keep abreast
of recent developments and changes that may affect the way you
use and maintain the system:

        freebsd-stable@FreeBSD.org


Additionally, being a volunteer effort, we are always happy to have
extra hands willing to help - there are already far more desired
enhancements than we'll ever be able to manage by ourselves!  To
contact us on technical matters, or with offers of help, please send
mail to:

                freebsd-hackers@FreeBSD.org


Please note that these mailing lists can experience *significant*
amounts of traffic and if you have slow or expensive mail access and
are only interested in keeping up with significant FreeBSD events, you
may find it preferable to subscribe instead to:

                freebsd-announce@FreeBSD.org


All of the mailing lists can be freely joined by anyone wishing
to do so.  Send mail to MajorDomo@FreeBSD.org and include the keyword
`help' on a line by itself somewhere in the body of the message.  This
will give you more information on joining the various lists, accessing
archives, etc.  There are a number of mailing lists targeted at
special interest groups not mentioned here, so send mail to majordomo
and ask about them!


6. Acknowledgments
------------------

FreeBSD represents the cumulative work of many hundreds, if not
thousands, of individuals from around the world who have worked very
hard to bring you this release.  For a complete list of FreeBSD
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        http://www.FreeBSD.org/handbook/staff.html
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This page contains information of the FreeBSD port to
AMD’s [http://www.amd.com/] AMD64 and Intel®
64 [http://www.intel.com/info/em64t] architecture, often also known
as “x86-64” or “x64”. &os;/amd64 is suitable for almost all recent AMD
and Intel CPUs.


The AMD64 architecture was previously known as “Hammer”. The Intel 64
architecture was previously known as Yamhill, Clackamas Technology (CT),
IA-32e, and EM64T (Extended Memory 64-bit Technology).


Newer AMD Sempron™, the AMD Opteron™, AMD Athlon™ 64, AMD Turion™ and
AMD Phenom™ processors, and processors with AMD “Bulldozer” and “Bobcat”
cores all use the AMD64 architecture.


The Intel vPro™, Intel Celeron D (some models since “Prescott”), Intel
Centrino® Duo, Intel Centrino® Pro, Intel Viiv™, Intel Core™2 Extreme,
Intel Core™2 Quad, Intel Core™2 Duo, Intel Xeon (3000-sequence,
5000-sequence, and 7000-sequence), and the Intel Core™ i range of
processors use the Intel® 64 architecture.



Status


FreeBSD/amd64 runs in 64-bit multiuser mode, in both Uniprocessor and
Multiprocessor mode.


The AMD64 platform is a Tier
1
FreeBSD platform.





FreeBSD/amd64 Specific Resources



		FreeBSD/amd64 mailing
list [http://lists.freebsd.org/mailman/listinfo/freebsd-amd64]








Other Links of Interest



AMD64 Documentation



		AMD x86-64 Architecture
Specification [http://support.amd.com/us/Processor_TechDocs/32200.pdf]


		AMD64 Architecture Application Programmer’s
Manual [http://support.amd.com/us/Processor_TechDocs/24592_APM_v1.pdf]


		AMD64 Architecture System Programmer’s
Manual [http://support.amd.com/us/Processor_TechDocs/24593_APM_v2.pdf]


		AMD x86-64 DRAFT Processor-specific Application Binary Interface
Specification [http://www.x86-64.org/documentation/abi.pdf]








Software Tools



		Bochs and Simics Simulators and
Tools [http://www.x86-64.org/downloads.html]








Related Projects



		Linux / AMD64 [http://www.amd64.org/]


		NetBSD/amd64 [http://www.NetBSD.org/Ports/amd64/]
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                                 RELEASE NOTES
                              FreeBSD 2.2-RELEASE

1. What's new since 2.1.7
-------------------------

Lots of installation bugs fixed, more pc98 changes syncronized, geeze,
what else?

gdb 4.16 has been merged from -current, most of the third-party source
now lives under /usr/src/contrib.

Updated support for the DEC DEFPA/DEFEA FDDI hardware.

The old ``HAVE_FPU'' Makefile option is now finally gone, the selection
between the math library using the floating point emulator, and the
version using the co-processor is now fully automatic.  This will speed
up floating-point using programs on sites that didn't like to recompile
their `libm' previously.

Javier Martin Rueda's `ex' driver has been merged, bringing support
for the Intel EtherExpress Pro/10 network cards.

The `de' driver now recognizes cards using the DE21140A chip, like the
popular SMC9332BDT (10/100 Mbit/s) one.

There's now a workaround for the brokeness of the frequently used
CMD640 PCI IDE chip in the sources, albeit still disabled by default
in 2.2.

The number of EISA slots to probe is now a fully supported option,
including the ability to save the value from a UserConfig session
with
dset(8).
This helps owners of HP NetServer LC machines to
install the system on their hardware.

Support for the SDL RISCom N2pci sync serial card.

Support for Cyclades Cyclom-Y (multi-port async serial) PCI adaptors
as well as multiple controllers and the 32-Y (if you are currently using
the Cyclades serial adapter, you should re-make your /dev entries and
remove the old ones).

Updated support for ethernet adaptors which use the DEC DC21X4X chipset.

Update to gcc 2.7.2.1 & add support for weak symbols.

Many things moved/brought into /usr/src/contrib, updating and
cleaning up the source tree accordingly.

Support for compiled-in shared library ld paths.

Update sgmlfmt to `instant'.

Support for SNMP-style interface MIBs, including full RFC
1650-compliant MIBs for the `de' (DEC 21x4x) and `ed' (SMC/WD/Novell)
drivers.

/stand/sysinstall moved even more towards becoming a more general
system management tool.

The syscons and psm drivers now have a new underlying shared keyboard
driver, eliminating many of the previously existing problems with
their mutual interaction.

Syscons now supports cut & paste in textmode using the
moused(8)
utility.

2.2 is the first release that includes full CD-R support for the
Plasmon RF41xx, HP4020i, HP6020i, and Philips CDD2000 drives.  The
driver is still under development (in particular to extend its
usability for other devices), but it has been proved to be stable
by now.

Support for NFSv3 clients and servers went into the 2.2 sources
shortly after branching off the 2.0.5/2.1.X tree.  There are also
other options available with NFS, like the ability to turn an NFSv2
server into asynchronous write mode (which is in violation of the
specs, but has precedents e.g. in SGI Irix).

Poul-Henning Kamp's phkmalloc replaced the old and blatant BSD
malloc implementation.  This usually saves a lot of virtual memory
for the clients, and offers some neat features like aborting the
program on detected malloc abuses, or filling the malloced and/or
freed area with junk in order to detect semantical problems in
programs that use malloc.

The `netatalk' implementation of AppleTalk has been integrated into
the sources, most of the integration work courtesy Wistle Communic-
ations Corp.

The mount option `async' allows asynchronous metadata updates on UFS
filesystems, something that is the default e.g. on Linux' ext2fs.
This speeds up many i-node intensive filesystem operations (like
rm -r) at the cost of an increased risk in case of a system crash.
The installation itself makes use of this feature, and could be
drastically accelerated by this.  (A bindist-only installation from a
SCSI CD-ROM can now complete in less than 5 minutes on a fast
machine!)

The ATAPI CD-ROM support is now reported to work for quite an
impressive number of drives.  In other words, all the drives that
basically adhere to the ATAPI standard are likely to work.

There are many new drivers available in the kernel, too many to keep
them in mind.  Tekram supplied a driver for their DC390 and DC390T
controllers.  These controllers are based on the AMD 53c974, and the
driver is also able to handle other SCSI controllers based on that
chip.  Of course, with Tekram being generous enough to support the
FreeBSD project with their driver, we'd like to encourage you to buy
their product.  The `ed' and `lnc' drivers now support auto-config-
uration for the respective PCI ethernet cards, including many NE2000
clones and the AMD PCnet chips.  The SDL RISCom N2 support is new, as
well as the PCI version of the Cyclades driver.

The Linux emulation is now fully functional, including ELF support.
To make its use easier, there are even ports for the required shared
libraries, and for the Slackware development environment.

Along the same lines, the SysV COFF emulation (aka. SCO emulation) is
reported to be working well now.

FreeBSD also supports native ELF binaries, although it hasn't been
decided yet whether, when, and how we might use this as the default
binary format some day.

A `brandelf' utility has been added to allow `branding' of non-shared
linked ELF binaries where the kernel cannot guess which image activator
(FreeBSD, Linux, maybe SysV some day) should be used.  This works around
one major flaw in the ELF object format, the missing field to mark the
ABI it belongs to.

Support for APM BIOSes is now in a much better shape.

The manual section 9 has been started, describing `official' kernel
programming interfaces.  We are still seeking volunteers to document
interfaces here!

The kernel configuration option handling has been largely moved away
from the old -D Makefile kludges, towards a system of "opt_foo.h"
kernel include files, allowing Makefile dependencies to work again.
We expect the old hack that blows the entire compile directory away
on each run of
config(8)
to go away anytime soon.  Unless you're changing
weird options, you might now consider using the -n option to
config(8),
or setting the env variable NO_CONFIG_CLOBBER, if CPU time is costly for
you.  See also the comments in the handbook about how it works.


2. Supported Configurations
---------------------------

FreeBSD currently runs on a wide variety of ISA, VLB, EISA and PCI bus
based PC's, ranging from 386sx to Pentium class machines (though the
386sx is not recommended).  Support for generic IDE or ESDI drive
configurations, various SCSI controller, network and serial cards is
also provided.

What follows is a list of all peripherals currently known to work with
FreeBSD.  Other configurations may also work, we have simply not as yet
received confirmation of this.


2.1. Disk Controllers
---------------------

WD1003 (any generic MFM/RLL)
WD1007 (any generic IDE/ESDI)
IDE
ATA

Adaptec 1510 series ISA SCSI controllers (not for bootable devices)
Adaptec 152x series ISA SCSI controllers
Adaptec 1535 ISA SCSI controllers
Adaptec 154x series ISA SCSI controllers
Adaptec 174x series EISA SCSI controller in standard and enhanced mode.
Adaptec 274X/284X/2940/3940 (Narrow/Wide/Twin) series ISA/EISA/PCI SCSI
controllers.
Adaptec AIC7850 on-board SCSI controllers.

Adaptec AIC-6260 and AIC-6360 based boards, which includes the AHA-152x
and SoundBlaster SCSI cards.

** Note: You cannot boot from the SoundBlaster cards as they have no
   on-board BIOS, such being necessary for mapping the boot device into the
   system BIOS I/O vectors.  They're perfectly usable for external tapes,
   CDROMs, etc, however.  The same goes for any other AIC-6x60 based card
   without a boot ROM.  Some systems DO have a boot ROM, which is generally
   indicated by some sort of message when the system is first powered up
   or reset, and in such cases you *will* also be able to boot from them.
   Check your system/board documentation for more details.

Buslogic 545S & 545c
Buslogic 445S/445c VLB SCSI controller
Buslogic 742A, 747S, 747c EISA SCSI controller.
Buslogic 946c PCI SCSI controller
Buslogic 956c PCI SCSI controller

SymBios (formerly NCR) 53C810, 53C825, 53c860 and 53c875 PCI SCSI
controllers:
    ASUS SC-200
    Data Technology DTC3130 (all variants)
    NCR cards (all)
    Symbios cards (all)
    Tekram DC390W, 390U and 390F
    Tyan S1365

Tekram DC390 and DC390T controllers (maybe other cards based on the
AMD 53c974 as well).

NCR5380/NCR53400 ("ProAudio Spectrum") SCSI controller.

DTC 3290 EISA SCSI controller in 1542 emulation mode.

UltraStor 14F, 24F and 34F SCSI controllers.

Seagate ST01/02 SCSI controllers.

Future Domain 8xx/950 series SCSI controllers.

WD7000 SCSI controller.

With all supported SCSI controllers, full support is provided for
SCSI-I & SCSI-II peripherals, including Disks, tape drives (including
DAT and 8mm Exabyte) and CD ROM drives.

The following CD-ROM type systems are supported at this time:
(cd)    SCSI interface (also includes ProAudio Spectrum and
        SoundBlaster SCSI)
(mcd)   Mitsumi proprietary interface (all models)
(matcd) Matsushita/Panasonic (Creative SoundBlaster) proprietary
        interface (562/563 models)
(scd)   Sony proprietary interface (all models)
(wcd)   ATAPI IDE interface (experimental and should be considered ALPHA
        quality!).


2.2. Ethernet cards
-------------------

Allied-Telesis AT1700 and RE2000 cards

AMD PCnet/PCI (79c970 & 53c974 or 79c974)

SMC Elite 16 WD8013 ethernet interface, and most other WD8003E,
WD8003EBT, WD8003W, WD8013W, WD8003S, WD8003SBT and WD8013EBT
based clones.  SMC Elite Ultra is also supported.

DEC EtherWORKS III NICs (DE203, DE204, and DE205)
DEC EtherWORKS II NICs (DE200, DE201, DE202, and DE422)
DEC DC21040, DC21041, or DC21140 based NICs (SMC Etherpower 8432T, DE245, etc)
DEC FDDI (DEFPA/DEFEA) NICs

Fujitsu MB86960A/MB86965A

HP PC Lan+ cards (model numbers: 27247B and 27252A).

Intel EtherExpress (not recommended due to driver instability)
Intel EtherExpress Pro/10
Intel EtherExpress Pro/100B PCI Fast Ethernet

Isolan AT 4141-0 (16 bit)
Isolink 4110     (8 bit)

Novell NE1000, NE2000, and NE2100 ethernet interface.

3Com 3C501 cards

3Com 3C503 Etherlink II

3Com 3c505 Etherlink/+

3Com 3C507 Etherlink 16/TP

3Com 3C509, 3C579, 3C589 (PCMCIA), 3C590/592/595/900/905 PCI and EISA
(Fast) Etherlink III / (Fast) Etherlink XL

Toshiba ethernet cards

PCMCIA ethernet cards from IBM and National Semiconductor are also
supported.

Note that NO token ring cards are supported at this time as we're
still waiting for someone to donate a driver for one of them.  Any
takers?


2.3. Misc
---------

AST 4 port serial card using shared IRQ.

ARNET 8 port serial card using shared IRQ.
ARNET (now Digiboard) Sync 570/i high-speed serial.

Boca BB1004 4-Port serial card (Modems NOT supported)
Boca IOAT66 6-Port serial card (Modems supported)
Boca BB1008 8-Port serial card (Modems NOT supported)
Boca BB2016 16-Port serial card (Modems supported)

Cyclades Cyclom-y Serial Board.

STB 4 port card using shared IRQ.

SDL Communications Riscom/8 Serial Board.
SDL Communications RISCom/N2 and N2pci high-speed sync serial boards.

Stallion multiport serial boards: EasyIO, EasyConnection 8/32 & 8/64,
ONboard 4/16 and Brumby.

Adlib, SoundBlaster, SoundBlaster Pro, ProAudioSpectrum, Gravis UltraSound
and Roland MPU-401 sound cards.

Connectix QuickCam
Matrox Meteor Video frame grabber
Creative Labs Video Spigot frame grabber
Cortex1 frame grabber

HP4020i, Philips CDD2000 and PLASMON WORM (CDR) drives.

PS/2 mice

Standard PC Joystick

X-10 power controllers

GPIB and Transputer drivers.

Genius and Mustek hand scanners.


FreeBSD currently does NOT support IBM's microchannel (MCA) bus.


3. Obtaining FreeBSD
--------------------

You may obtain FreeBSD in a variety of ways:

3.1. FTP/Mail
-------------

You can ftp FreeBSD and any or all of its optional packages from
`ftp.FreeBSD.org' - the official FreeBSD release site.

For other locations that mirror the FreeBSD software see the file
MIRROR.SITES.  Please ftp the distribution from the site closest (in
networking terms) to you.  Additional mirror sites are always welcome!
Contact freebsd-admin@FreeBSD.org for more details if you'd like to
become an official mirror site.

If you do not have access to the Internet and electronic mail is your
only recourse, then you may still fetch the files by sending mail to
`ftpmail@decwrl.dec.com' - putting the keyword "help" in your message
to get more information on how to fetch files using this mechanism.
Please do note, however, that this will end up sending many *tens of
megabytes* through the mail and should only be employed as an absolute
LAST resort!


3.2. CDROM
----------

FreeBSD 2.1.7-RELEASE and 2.2-RELEASE CDs may be ordered on CDROM from:

        Walnut Creek CDROM
        4041 Pike Lane, Suite D
        Concord CA  94520
        1-800-786-9907, +1-510-674-0783, +1-510-674-0821 (fax)

Or via the Internet from orders@cdrom.com or http://www.cdrom.com.
Their current catalog can be obtained via ftp from:
        ftp://ftp.cdrom.com/cdrom/catalog.

Cost per -RELEASE CD is $39.95 or $24.95 with a FreeBSD subscription.
FreeBSD 3.0-SNAP CDs are $29.95 or $14.95 with a FreeBSD-SNAP subscription
(-RELEASE and -SNAP subscriptions are entirely separate).  With a
subscription, you will automatically receive updates as they are released.
Your credit card will be billed when each disk is shipped and you may cancel
your subscription at any time without further obligation.

Shipping (per order not per disc) is $5 in the US, Canada or Mexico
and $9.00 overseas.  They accept Visa, Mastercard, Discover, American
Express or checks in U.S. Dollars and ship COD within the United
States.  California residents please add 8.25% sales tax.

Should you be dissatisfied for any reason, the CD comes with an
unconditional return policy.


4. Reporting problems, making suggestions, submitting code.
-----------------------------------------------------------

Your suggestions, bug reports and contributions of code are always
valued - please do not hesitate to report any problems you may find
(preferably with a fix attached, if you can!).

The preferred method to submit bug reports from a machine with
Internet mail connectivity is to use the send-pr command or use the CGI
script at http://www.FreeBSD.org/send-pr.html.  Bug reports
will be dutifully filed by our faithful bugfiler program and you can
be sure that we'll do our best to respond to all reported bugs as soon
as possible.  Bugs filed in this way are also visible on our WEB site
in the support section and are therefore valuable both as bug reports
and as "signposts" for other users concerning potential problems to
watch out for.

If, for some reason, you are unable to use the send-pr command to
submit a bug report, you can try to send it to:

                freebsd-bugs@FreeBSD.org

Note that send-pr itself is a shell script that should be easy to move
even onto a totally different system.  We much prefer if you could use
this interface, since it make it easier to keep track of the problem
reports.  However, before submitting, please try to make sure whether
the problem might have already been fixed since.


Otherwise, for any questions or suggestions, please send mail to:

                freebsd-questions@FreeBSD.org


Additionally, being a volunteer effort, we are always happy to have
extra hands willing to help - there are already far more desired
enhancements than we'll ever be able to manage by ourselves!  To
contact us on technical matters, or with offers of help, please send
mail to:

                freebsd-hackers@FreeBSD.org


Please note that these mailing lists can experience *significant*
amounts of traffic and if you have slow or expensive mail access and
are only interested in keeping up with significant FreeBSD events, you
may find it preferable to subscribe instead to:

                freebsd-announce@FreeBSD.org


All but the freebsd-bugs groups can be freely joined by anyone wishing
to do so.  Send mail to MajorDomo@FreeBSD.org and include the keyword
`help' on a line by itself somewhere in the body of the message.  This
will give you more information on joining the various lists, accessing
archives, etc.  There are a number of mailing lists targeted at
special interest groups not mentioned here, so send mail to majordomo
and ask about them!
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Introduction


The FreeBSD/ia64 project pages contain information about the FreeBSD
port to Intel’s IA-64 architecture; officially known as the Intel
Itanium® Processor Family (IPF). As with the port itself, these pages
are still mostly a work in progress.





Current status


The ia64 port is considered a tier 2 platform through FreeBSD 10. After
this it will no longer be supported.
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From `jkh <mailto:jkh@FreeBSD.org>`__:


2.2-RELEASE will not support installation of machines with 4MB of memory
or 1.2MB floppy drives - that is to say, only > 5MB memory & 1.44MB
floppy drive systems are supported. In truth, 8MB of memory is the
recommended minimum.


Those who have such limitations on their configuration and can’t
upgrade, for whatever reason, are therefore urged to stay with
2.1.6-RELEASE, which has provisions for both types of installation and
will probably be more than functional for as long as one might
conceivably wish to continue operating such a system.


We regret any inconvenience this may cause some of our users, but we
have also been pressed for space on the installation media for some time
now, and this was more or less inevitable. We’ve talked about killing
the 4MB installation and 1.2MB floppies for over a year, and it’s only
through some of the most arcane trickery (you don’t want to know) that
we’ve managed to keep it all on a single floppy at all. Now that we’ve
made the leap to 1.44MB/>6MB class machines, we’ve at least bought
ourselves some room for future enhancements while still remaining on one
floppy.


Note that you can still build kernels which will run quite comfortably
in a 4MB system, you just can’t *install* with only 4MB in the
machine. If you’re trying to build a custom box with 4MB and a tiny
configuration, for example, you might simply build its disk on a
different machine set up specifically for that purpose.


Release Home
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Release Highlights


The highlights in the 8.1-RELEASE are the following:



		[powerpc] FreeBSD now supports SMP in PowerPC G5 systems. Note that
SMP support on FreeBSD/powerpc is disabled by default in GENERIC
kernel.


		[sparc64] FreeBSD now supports UltraSPARC IV, IV+, and SPARC64 V
CPUs.


		The ZFS zpool version has been updated to 14. The zfsloader has
been added. This is a separate
zfs(8) [http://www.FreeBSD.org/cgi/man.cgi?query=zfs&sektion=8&manpath=FreeBSD+8.1-RELEASE]
enabled loader. Note that a ZFS bootcode (zfsboot or
gptzfsboot) need to be installed to use this new loader.


		The
bwn(4) [http://www.FreeBSD.org/cgi/man.cgi?query=bwn&sektion=4&manpath=FreeBSD+8.1-RELEASE]
driver for Broadcom BCM43xx chipsets has been added.


		The
run(4) [http://www.FreeBSD.org/cgi/man.cgi?query=run&sektion=4&manpath=FreeBSD+8.1-RELEASE]
driver for Ralink RT2700U/RT2800U/RT3000U USB 802.11agn devices has
been added.


		The sge(4) driver for Silicon Integrated Systems SiS190/191
Fast/Gigabit Ethernet has been added. This supports TSO and TSO over
VLAN.


		The
uhso(4) [http://www.FreeBSD.org/cgi/man.cgi?query=uhso&sektion=4&manpath=FreeBSD+8.1-RELEASE]
driver for Option HSDPA USB devices has been added. A new
uhsoctl(1) [http://www.FreeBSD.org/cgi/man.cgi?query=uhsoctl&sektion=1&manpath=FreeBSD+8.1-RELEASE]
userland utility can be used to initiate and close the WAN
connection.


		The
urtw(4) [http://www.FreeBSD.org/cgi/man.cgi?query=urtw&sektion=4&manpath=FreeBSD+8.1-RELEASE]
driver has been improved and now supports RTL8187B-based devices.


		The
ipfw(4) [http://www.FreeBSD.org/cgi/man.cgi?query=ipfw&sektion=4&manpath=FreeBSD+8.1-RELEASE]
subsystem including
dummynet(4) [http://www.FreeBSD.org/cgi/man.cgi?query=dummynet&sektion=4&manpath=FreeBSD+8.1-RELEASE]
has been improved.


		The
pfil(9) [http://www.FreeBSD.org/cgi/man.cgi?query=pfil&sektion=9&manpath=FreeBSD+8.1-RELEASE]
framework for packet filtering in FreeBSD kernel now supports
separate packet filtering instances like
ipfw(4) [http://www.FreeBSD.org/cgi/man.cgi?query=ipfw&sektion=4&manpath=FreeBSD+8.1-RELEASE]
for each VIMAGE jail.


		The
vlan(4) [http://www.FreeBSD.org/cgi/man.cgi?query=vlan&sektion=4&manpath=FreeBSD+8.1-RELEASE]
pseudo interface now supports TSO (TCP Segmentation Offloading). The
capability flag is named as IFCAP_VLAN_HWTSO and it is separated
from IFCAP_VLAN_HWTAGGING. The
age(4) [http://www.FreeBSD.org/cgi/man.cgi?query=age&sektion=4&manpath=FreeBSD+8.1-RELEASE],
alc(4) [http://www.FreeBSD.org/cgi/man.cgi?query=alc&sektion=4&manpath=FreeBSD+8.1-RELEASE],
ale(4) [http://www.FreeBSD.org/cgi/man.cgi?query=ale&sektion=4&manpath=FreeBSD+8.1-RELEASE],
bce(4) [http://www.FreeBSD.org/cgi/man.cgi?query=bce&sektion=4&manpath=FreeBSD+8.1-RELEASE],
bge(4) [http://www.FreeBSD.org/cgi/man.cgi?query=bge&sektion=4&manpath=FreeBSD+8.1-RELEASE],
cxgb(4) [http://www.FreeBSD.org/cgi/man.cgi?query=cxgb&sektion=4&manpath=FreeBSD+8.1-RELEASE],
jme(4) [http://www.FreeBSD.org/cgi/man.cgi?query=jme&sektion=4&manpath=FreeBSD+8.1-RELEASE],
re(4) [http://www.FreeBSD.org/cgi/man.cgi?query=re&sektion=4&manpath=FreeBSD+8.1-RELEASE],
and
mxge(4) [http://www.FreeBSD.org/cgi/man.cgi?query=mxge&sektion=4&manpath=FreeBSD+8.1-RELEASE]
driver support this feature.


		The
vlan(4) [http://www.FreeBSD.org/cgi/man.cgi?query=vlan&sektion=4&manpath=FreeBSD+8.1-RELEASE]
pseudo interface for IEEE 802.1Q VLAN now ignore renaming of the
parent’s interface name. The configured VLAN interfaces continue to
work with the new name while previously the configurations were
removed as the renaming happens.


		The HAST (Highly Available STorage) framework has been added. This is
a framework to allow transparently storing data on two physically
separated machines connected over the TCP/IP network. HAST works in
Primary-Secondary (Master-Backup, Master-Slave) configuration, which
means that only one of the cluster nodes can be active at any given
time. Only Primary node is able to handle I/O requests to
HAST-managed devices. Currently HAST is limited to two cluster nodes
in total.


		FreeBSD
cam(3) [http://www.FreeBSD.org/cgi/man.cgi?query=cam&sektion=3&manpath=FreeBSD+8.1-RELEASE]
SCSI framework has been improved and a new kernel option
option ATA_CAM has been added. This turns
ata(4) [http://www.FreeBSD.org/cgi/man.cgi?query=ata&sektion=4&manpath=FreeBSD+8.1-RELEASE]
controller drivers into
cam(4) [http://www.FreeBSD.org/cgi/man.cgi?query=cam&sektion=4&manpath=FreeBSD+8.1-RELEASE]
interface modules. When enabled, this option deprecates all
ata(4) [http://www.FreeBSD.org/cgi/man.cgi?query=ata&sektion=4&manpath=FreeBSD+8.1-RELEASE]
peripheral drivers and interfaces such as ad and acd, and
allows
cam(4) [http://www.FreeBSD.org/cgi/man.cgi?query=cam&sektion=4&manpath=FreeBSD+8.1-RELEASE]
drivers ada, and cd and interfaces to be natively used
instead. Note that this is not enabled by default in the GENERIC
kernel.


		The
mvs(4) [http://www.FreeBSD.org/cgi/man.cgi?query=mvs&sektion=4&manpath=FreeBSD+8.1-RELEASE]
CAM ATA driver for Marvell 88SX50XX/88SX60XX/88SX70XX/SoC SATA
controllers has been added. This driver supports same hardware as the
ata(4) [http://www.FreeBSD.org/cgi/man.cgi?query=ata&sektion=4&manpath=FreeBSD+8.1-RELEASE]
driver does, but provides many additional features, such as NCQ and
PMP.


		The liblzma library for LZMA2 lossless data compression algorithm
and the userland utilities
xz(1) [http://www.FreeBSD.org/cgi/man.cgi?query=xz&sektion=1&manpath=FreeBSD+8.1-RELEASE],
xzdec(1) [http://www.FreeBSD.org/cgi/man.cgi?query=xzdec&sektion=1&manpath=FreeBSD+8.1-RELEASE],
lzma(1) [http://www.FreeBSD.org/cgi/man.cgi?query=lzma&sektion=1&manpath=FreeBSD+8.1-RELEASE],
and
lzmainfo(1) [http://www.FreeBSD.org/cgi/man.cgi?query=lzmainfo&sektion=1&manpath=FreeBSD+8.1-RELEASE].
has been imported.


		The ACPI-CA has been updated to 20100304.


		ISC BIND has been updated to version 9.6.2-P2.


		OpenSSH has been updated from version 5.1p1 to version 5.4p1.


		OpenSSL has been updated to version 0.9.8n.


		sendmail has been updated to version 8.14.4.


		The supported version of the GNOME desktop environment
(`x11/gnome2 <http://www.FreeBSD.org/cgi/url.cgi?ports/x11/gnome2/pkg-descr>`__)
has been updated to 2.28.2.


		The supported version of the KDE desktop environment
(`x11/kde4 <http://www.FreeBSD.org/cgi/url.cgi?ports/x11/kde4/pkg-descr>`__)
has been updated to 4.4.3.





For more details, please see the Detailed Release
Notes.


A list of all platforms currently under development can be found on the
Supported Platforms page.








          

      

      

    


    
        © Copyright 2015, The FreeBSD Project.
      Created using Sphinx 1.3.1.
    

  

htdocs/platforms/alpha.html


    
      Navigation


      
        		
          index


        		FreeBSD 10.1 documentation »

 
      


    


    
      
          
            
  
&title;


]>


This page contains information about the FreeBSD port to HP/Compaq Alpha
systems.



Status


As of FreeBSD 7.0, support for the Alpha platform has been removed. The
development of new Alpha systems has been discontinued by the hardware
vendor; this combined with the widespread deployment of more mainstream
64-bit platforms, such as the AMD64 and Intel EM64T architectures, has
resulted in significantly reduced user and developer community interest.





FreeBSD/alpha mailing list


Because of the dropped support for the Alpha plattform the mailing list
freebsd-alpha has been closed. Although it is no longer possible to
send messages to this mailing list, the archives can still be
searched [http://www.freebsd.org/search/search.html#mailinglists] or
browsed [http://docs.freebsd.org/mail/archive/freebsd-alpha.html].





Other Links of Interest



Hardware



		HP AlphaServer [http://h18002.www1.hp.com/alphaserver/]


		HP
AlphaStation [http://h18002.www1.hp.com/alphaserver/workstations.html]








Projects



		NetBSD/alpha [http://www.NetBSD.org/ports/alpha/]


		OpenBSD/alpha [http://www.OpenBSD.org/alpha.html]
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Kernel Debugging





Obtaining a Kernel Crash Dump


When running a development kernel (e.g., OS.CURRENT), such as a kernel
under extreme conditions (e.g., very high load averages, tens of
thousands of connections, exceedingly high number of concurrent users,
hundreds of MAN.JAIL.8s, etc.), or using a new feature or device driver
on OS.STABLE (e.g., PAE), sometimes a kernel will panic. In the event
that it does, this chapter will demonstrate how to extract useful
information out of a crash.


A system reboot is inevitable once a kernel panics. Once a system is
rebooted, the contents of a system’s physical memory (RAM) is lost, as
well as any bits that are on the swap device before the panic. To
preserve the bits in physical memory, the kernel makes use of the swap
device as a temporary place to store the bits that are in RAM across a
reboot after a crash. In doing this, when OS boots after a crash, a
kernel image can now be extracted and debugging can take place.



Note


A swap device that has been configured as a dump device still acts
as a swap device. Dumps to non-swap devices (such as tapes or CDRWs,
for example) are not supported at this time. A “swap device” is
synonymous with a “swap partition.”






Several types of kernel crash dumps are available: full memory dumps,
which hold the complete contents of physical memory, minidumps, which
hold only memory pages in use by the kernel (OS  6.2 and higher), and
textdumps, which hold captured scripted or interactive debugger output
(OS 7.1 and higher). Minidumps are the default dump type as of OS 7.0,
and in most cases will capture all necessary information present in a
full memory dump, as most problems can be isolated only using kernel
state.



Configuring the Dump Device


Before the kernel will dump the contents of its physical memory to a
dump device, a dump device must be configured. A dump device is
specified by using the MAN.DUMPON.8 command to tell the kernel where to
save kernel crash dumps. The MAN.DUMPON.8 program must be called after
the swap partition has been configured with MAN.SWAPON.8. This is
normally handled by setting the dumpdev variable in MAN.RC.CONF.5 to
the path of the swap device (the recommended way to extract a kernel
dump) or AUTO to use the first configured swap device. The default
for dumpdev is AUTO in HEAD, and changed to NO on RELENG_*
branches (except for RELENG_7, which was left set to AUTO). On
OS 9.0-RELEASE and later versions, bsdinstall will ask whether crash
dumps should be enabled on the target system during the install process.



Tip


Check /etc/fstab or MAN.SWAPINFO.8 for a list of swap devices.


Important


Make sure the dumpdir specified in MAN.RC.CONF.5 exists before a
kernel crash!


PROMPT.ROOT mkdir /var/crash
PROMPT.ROOT chmod 700 /var/crash






Also, remember that the contents of /var/crash is sensitive and
very likely contains confidential information such as passwords.









Extracting a Kernel Dump


Once a dump has been written to a dump device, the dump must be
extracted before the swap device is mounted. To extract a dump from a
dump device, use the MAN.SAVECORE.8 program. If dumpdev has been set
in MAN.RC.CONF.5, MAN.SAVECORE.8 will be called automatically on the
first multi-user boot after the crash and before the swap device is
mounted. The location of the extracted core is placed in the
MAN.RC.CONF.5 value dumpdir, by default /var/crash and will be
named vmcore.0.


In the event that there is already a file called vmcore.0 in
/var/crash (or whatever dumpdir is set to), the kernel will
increment the trailing number for every crash to avoid overwriting an
existing vmcore (e.g., vmcore.1). While debugging, it is highly
likely that you will want to use the highest version vmcore in
/var/crash when searching for the right vmcore.



Tip


If you are testing a new kernel but need to boot a different one in
order to get your system up and running again, boot it only into
single user mode using the -s flag at the boot prompt, and then
perform the following steps:


PROMPT.ROOT fsck -p
PROMPT.ROOT mount -a -t ufs       # make sure /var/crash is writable
PROMPT.ROOT savecore /var/crash /dev/ad0s1b
PROMPT.ROOT exit                  # exit to multi-user






This instructs MAN.SAVECORE.8 to extract a kernel dump from
/dev/ad0s1b and place the contents in /var/crash. Do not
forget to make sure the destination directory /var/crash has
enough space for the dump. Also, do not forget to specify the
correct path to your swap device as it is likely different than
/dev/ad0s1b!











Debugging a Kernel Crash Dump with kgdb



Note


This section covers MAN.KGDB.1 as found in OS 5.3 and later. In
previous versions, one must use gdb -k to read a core dump file.






Once a dump has been obtained, getting useful information out of the
dump is relatively easy for simple problems. Before launching into the
internals of MAN.KGDB.1 to debug the crash dump, locate the debug
version of your kernel (normally called kernel.debug) and the path
to the source files used to build your kernel (normally
/usr/obj/usr/src/sys/KERNCONF, where KERNCONF is the ident
specified in a kernel MAN.CONFIG.5). With those two pieces of info, let
the debugging commence!


To enter into the debugger and begin getting information from the dump,
the following steps are required at a minimum:


PROMPT.ROOT cd /usr/obj/usr/src/sys/KERNCONF
PROMPT.ROOT kgdb kernel.debug /var/crash/vmcore.0






You can debug the crash dump using the kernel sources just like you can
for any other program.


This first dump is from a 5.2-BETA kernel and the crash comes from deep
within the kernel. The output below has been modified to include line
numbers on the left. This first trace inspects the instruction pointer
and obtains a back trace. The address that is used on line 41 for the
list command is the instruction pointer and can be found on line 17.
Most developers will request having at least this information sent to
them if you are unable to debug the problem yourself. If, however, you
do solve the problem, make sure that your patch winds its way into the
source tree via a problem report, mailing lists, or by being able to
commit it!


 1:PROMPT.ROOT cd /usr/obj/usr/src/sys/KERNCONF
 2:PROMPT.ROOT kgdb kernel.debug /var/crash/vmcore.0
 3:GNU gdb 5.2.1 (FreeBSD)
 4:Copyright 2002 Free Software Foundation, Inc.
 5:GDB is free software, covered by the GNU General Public License, and you are
 6:welcome to change it and/or distribute copies of it under certain conditions.
 7:Type "show copying" to see the conditions.
 8:There is absolutely no warranty for GDB.  Type "show warranty" for details.
 9:This GDB was configured as "i386-undermydesk-freebsd"...
10:panic: page fault
11:panic messages:
12:---
13:Fatal trap 12: page fault while in kernel mode
14:cpuid = 0; apic id = 00
15:fault virtual address   = 0x300
16:fault code:             = supervisor read, page not present
17:instruction pointer     = 0x8:0xc0713860
18:stack pointer           = 0x10:0xdc1d0b70
19:frame pointer           = 0x10:0xdc1d0b7c
20:code segment            = base 0x0, limit 0xfffff, type 0x1b
21:                        = DPL 0, pres 1, def32 1, gran 1
22:processor eflags        = resume, IOPL = 0
23:current process         = 14394 (uname)
24:trap number             = 12
25:panic: page fault
26      cpuid = 0;
27:Stack backtrace:
28
29:syncing disks, buffers remaining... 2199 2199 panic: mi_switch: switch in a critical section
30:cpuid = 0;
31:Uptime: 2h43m19s
32:Dumping 255 MB
33: 16 32 48 64 80 96 112 128 144 160 176 192 208 224 240
34:---
35:Reading symbols from /boot/kernel/snd_maestro3.ko...done.
36:Loaded symbols for /boot/kernel/snd_maestro3.ko
37:Reading symbols from /boot/kernel/snd_pcm.ko...done.
38:Loaded symbols for /boot/kernel/snd_pcm.ko
39:#0  doadump () at /usr/src/sys/kern/kern_shutdown.c:240
40:240             dumping++;
41:(kgdb) list *0xc0713860
42:0xc0713860 is in lapic_ipi_wait (/usr/src/sys/i386/i386/local_apic.c:663).
43:658                     incr = 0;
44:659                     delay = 1;
45:660             } else
46:661                     incr = 1;
47:662             for (x = 0; x < delay; x += incr) {
48:663                     if ((lapic->icr_lo & APIC_DELSTAT_MASK) == APIC_DELSTAT_IDLE)
49:664                             return (1);
50:665                     ia32_pause();
51:666             }
52:667             return (0);
53:(kgdb) backtrace
54:#0  doadump () at /usr/src/sys/kern/kern_shutdown.c:240
55:#1  0xc055fd9b in boot (howto=260) at /usr/src/sys/kern/kern_shutdown.c:372
56:#2  0xc056019d in panic () at /usr/src/sys/kern/kern_shutdown.c:550
57:#3  0xc0567ef5 in mi_switch () at /usr/src/sys/kern/kern_synch.c:470
58:#4  0xc055fa87 in boot (howto=256) at /usr/src/sys/kern/kern_shutdown.c:312
59:#5  0xc056019d in panic () at /usr/src/sys/kern/kern_shutdown.c:550
60:#6  0xc0720c66 in trap_fatal (frame=0xdc1d0b30, eva=0)
61:    at /usr/src/sys/i386/i386/trap.c:821
62:#7  0xc07202b3 in trap (frame=
63:      {tf_fs = -1065484264, tf_es = -1065484272, tf_ds = -1065484272, tf_edi = 1, tf_esi = 0, tf_ebp = -602076292, tf_isp = -602076324, tf_ebx = 0, tf_edx = 0, tf_ecx = 1000000, tf_eax = 243, tf_trapno = 12, tf_err = 0, tf_eip = -1066321824, tf_cs = 8, tf_eflags = 65671, tf_esp = 243, tf_ss = 0})
64:    at /usr/src/sys/i386/i386/trap.c:250
65:#8  0xc070c9f8 in calltrap () at {standard input}:94
66:#9  0xc07139f3 in lapic_ipi_vectored (vector=0, dest=0)
67:    at /usr/src/sys/i386/i386/local_apic.c:733
68:#10 0xc0718b23 in ipi_selected (cpus=1, ipi=1)
69:    at /usr/src/sys/i386/i386/mp_machdep.c:1115
70:#11 0xc057473e in kseq_notify (ke=0xcc05e360, cpu=0)
71:    at /usr/src/sys/kern/sched_ule.c:520
72:#12 0xc0575cad in sched_add (td=0xcbcf5c80)
73:    at /usr/src/sys/kern/sched_ule.c:1366
74:#13 0xc05666c6 in setrunqueue (td=0xcc05e360)
75:    at /usr/src/sys/kern/kern_switch.c:422
76:#14 0xc05752f4 in sched_wakeup (td=0xcbcf5c80)
77:    at /usr/src/sys/kern/sched_ule.c:999
78:#15 0xc056816c in setrunnable (td=0xcbcf5c80)
79:    at /usr/src/sys/kern/kern_synch.c:570
80:#16 0xc0567d53 in wakeup (ident=0xcbcf5c80)
81:    at /usr/src/sys/kern/kern_synch.c:411
82:#17 0xc05490a8 in exit1 (td=0xcbcf5b40, rv=0)
83:    at /usr/src/sys/kern/kern_exit.c:509
84:#18 0xc0548011 in sys_exit () at /usr/src/sys/kern/kern_exit.c:102
85:#19 0xc0720fd0 in syscall (frame=
86:      {tf_fs = 47, tf_es = 47, tf_ds = 47, tf_edi = 0, tf_esi = -1, tf_ebp = -1077940712, tf_isp = -602075788, tf_ebx = 672411944, tf_edx = 10, tf_ecx = 672411600, tf_eax = 1, tf_trapno = 12, tf_err = 2, tf_eip = 671899563, tf_cs = 31, tf_eflags = 642, tf_esp = -1077940740, tf_ss = 47})
87:    at /usr/src/sys/i386/i386/trap.c:1010
88:#20 0xc070ca4d in Xint0x80_syscall () at {standard input}:136
89:---Can't read userspace from dump, or kernel process---
90:(kgdb) quit






This next trace is an older dump from the FreeBSD 2 time frame, but is
more involved and demonstrates more of the features of gdb. Long
lines have been folded to improve readability, and the lines are
numbered for reference. Despite this, it is a real-world error trace
taken during the development of the pcvt console driver.


 1:Script started on Fri Dec 30 23:15:22 1994
 2:PROMPT.ROOT cd /sys/compile/URIAH
 3:PROMPT.ROOT gdb -k kernel /var/crash/vmcore.1
 4:Reading symbol data from /usr/src/sys/compile/URIAH/kernel
...done.
 5:IdlePTD 1f3000
 6:panic: because you said to!
 7:current pcb at 1e3f70
 8:Reading in symbols for ../../i386/i386/machdep.c...done.
 9:(kgdb) backtrace
10:#0  boot (arghowto=256) (../../i386/i386/machdep.c line 767)
11:#1  0xf0115159 in panic ()
12:#2  0xf01955bd in diediedie () (../../i386/i386/machdep.c line 698)
13:#3  0xf010185e in db_fncall ()
14:#4  0xf0101586 in db_command (-266509132, -266509516, -267381073)
15:#5  0xf0101711 in db_command_loop ()
16:#6  0xf01040a0 in db_trap ()
17:#7  0xf0192976 in kdb_trap (12, 0, -272630436, -266743723)
18:#8  0xf019d2eb in trap_fatal (...)
19:#9  0xf019ce60 in trap_pfault (...)
20:#10 0xf019cb2f in trap (...)
21:#11 0xf01932a1 in exception:calltrap ()
22:#12 0xf0191503 in cnopen (...)
23:#13 0xf0132c34 in spec_open ()
24:#14 0xf012d014 in vn_open ()
25:#15 0xf012a183 in open ()
26:#16 0xf019d4eb in syscall (...)
27:(kgdb) up 10
28:Reading in symbols for ../../i386/i386/trap.c...done.
29:#10 0xf019cb2f in trap (frame={tf_es = -260440048, tf_ds = 16, tf_\
30:edi = 3072, tf_esi = -266445372, tf_ebp = -272630356, tf_isp = -27\
31:2630396, tf_ebx = -266427884, tf_edx = 12, tf_ecx = -266427884, tf\
32:_eax = 64772224, tf_trapno = 12, tf_err = -272695296, tf_eip = -26\
33:6672343, tf_cs = -266469368, tf_eflags = 66066, tf_esp = 3072, tf_\
34:ss = -266427884}) (../../i386/i386/trap.c line 283)
35:283                             (void) trap_pfault(&frame, FALSE);
36:(kgdb) frame frame->tf_ebp frame->tf_eip
37:Reading in symbols for ../../i386/isa/pcvt/pcvt_drv.c...done.
38:#0  0xf01ae729 in pcopen (dev=3072, flag=3, mode=8192, p=(struct p\
39:roc *) 0xf07c0c00) (../../i386/isa/pcvt/pcvt_drv.c line 403)
40:403             return ((*linesw[tp->t_line].l_open)(dev, tp));
41:(kgdb) list
42:398
43:399             tp->t_state |= TS_CARR_ON;
44:400             tp->t_cflag |= CLOCAL;  /* cannot be a modem (:-) */
45:401
46:402     #if PCVT_NETBSD || (PCVT_FREEBSD >= 200)
47:403             return ((*linesw[tp->t_line].l_open)(dev, tp));
48:404     #else
49:405             return ((*linesw[tp->t_line].l_open)(dev, tp, flag));
50:406     #endif /* PCVT_NETBSD || (PCVT_FREEBSD >= 200) */
51:407     }
52:(kgdb) print tp
53:Reading in symbols for ../../i386/i386/cons.c...done.
54:$1 = (struct tty *) 0x1bae
55:(kgdb) print tp->t_line
56:$2 = 1767990816
57:(kgdb) up
58:#1  0xf0191503 in cnopen (dev=0x00000000, flag=3, mode=8192, p=(st\
59:ruct proc *) 0xf07c0c00) (../../i386/i386/cons.c line 126)
60:       return ((*cdevsw[major(dev)].d_open)(dev, flag, mode, p));
61:(kgdb) up
62:#2  0xf0132c34 in spec_open ()
63:(kgdb) up
64:#3  0xf012d014 in vn_open ()
65:(kgdb) up
66:#4  0xf012a183 in open ()
67:(kgdb) up
68:#5  0xf019d4eb in syscall (frame={tf_es = 39, tf_ds = 39, tf_edi =\
69: 2158592, tf_esi = 0, tf_ebp = -272638436, tf_isp = -272629788, tf\
70:_ebx = 7086, tf_edx = 1, tf_ecx = 0, tf_eax = 5, tf_trapno = 582, \
71:tf_err = 582, tf_eip = 75749, tf_cs = 31, tf_eflags = 582, tf_esp \
72:= -272638456, tf_ss = 39}) (../../i386/i386/trap.c line 673)
73:673             error = (*callp->sy_call)(p, args, rval);
74:(kgdb) up
75:Initial frame selected; you cannot go up.
76:(kgdb) quit






Comments to the above script:



		line 6:


		This is a dump taken from within DDB (see below), hence the panic
comment “because you said to!”, and a rather long stack trace; the
initial reason for going into DDB has been a page fault trap though.


		line 20:


		This is the location of function trap() in the stack trace.


		line 36:


		Force usage of a new stack frame; this is no longer necessary. The
stack frames are supposed to point to the right locations now, even
in case of a trap. From looking at the code in source line 403,
there is a high probability that either the pointer access for “tp”
was messed up, or the array access was out of bounds.


		line 52:


		The pointer looks suspicious, but happens to be a valid address.


		line 56:


		However, it obviously points to garbage, so we have found our error!
(For those unfamiliar with that particular piece of code:
tp->t_line refers to the line discipline of the console device
here, which must be a rather small integer number.)


Tip


If your system is crashing regularly and you are running out of disk
space, deleting old vmcore files in /var/crash could save a
considerable amount of disk space!











Debugging a Crash Dump with DDD


Examining a kernel crash dump with a graphical debugger like ddd is
also possible (you will need to install the devel/ddd port in order to
use the ddd debugger). Add the -k option to the ddd command
line you would use normally. For example;


PROMPT.ROOT ddd --debugger kgdb kernel.debug /var/crash/vmcore.0






You should then be able to go about looking at the crash dump using
ddd‘s graphical interface.





On-Line Kernel Debugging Using DDB


While kgdb as an off-line debugger provides a very high level of
user interface, there are some things it cannot do. The most important
ones being breakpointing and single-stepping kernel code.


If you need to do low-level debugging on your kernel, there is an
on-line debugger available called DDB. It allows setting of breakpoints,
single-stepping kernel functions, examining and changing kernel
variables, etc. However, it cannot access kernel source files, and only
has access to the global and static symbols, not to the full debug
information like gdb does.


To configure your kernel to include DDB, add the options


options KDB






options DDB






to your config file, and rebuild. (See The FreeBSD
Handbook for details on configuring
the FreeBSD kernel).



Note


If you have an older version of the boot blocks, your debugger
symbols might not be loaded at all. Update the boot blocks; the
recent ones load the DDB symbols automatically.






Once your DDB kernel is running, there are several ways to enter DDB.
The first, and earliest way is to type the boot flag -d right at the
boot prompt. The kernel will start up in debug mode and enter DDB prior
to any device probing. Hence you can even debug the device probe/attach
functions. Users of OS.CURRENT will need to use the boot menu option,
six, to escape to a command prompt.


The second scenario is to drop to the debugger once the system has
booted. There are two simple ways to accomplish this. If you would like
to break to the debugger from the command prompt, simply type the
command:


PROMPT.ROOT sysctl debug.kdb.enter=1

**Note**

To force a panic on the fly, issue the following command:

::

    PROMPT.ROOT sysctl debug.kdb.panic=1






Alternatively, if you are at the system console, you may use a hot-key
on the keyboard. The default break-to-debugger sequence is Ctrl+
+Alt+ESC. For syscons, this sequence can be remapped and some of the
distributed maps out there do this, so check to make sure you know the
right sequence to use. There is an option available for serial consoles
that allows the use of a serial line BREAK on the console line to enter
DDB (options BREAK_TO_DEBUGGER in the kernel config file). It is not
the default since there are a lot of serial adapters around that
gratuitously generate a BREAK condition, for example when pulling the
cable.


The third way is that any panic condition will branch to DDB if the
kernel is configured to use it. For this reason, it is not wise to
configure a kernel with DDB for a machine running unattended.


To obtain the unattended functionality, add:


options KDB_UNATTENDED






to the kernel configuration file and rebuild/reinstall.


The DDB commands roughly resemble some gdb commands. The first thing
you probably need to do is to set a breakpoint:


break function-name address






Numbers are taken hexadecimal by default, but to make them distinct from
symbol names; hexadecimal numbers starting with the letters a-f need
to be preceded with 0x (this is optional for other numbers). Simple
expressions are allowed, for example: function-name + 0x103.


To exit the debugger and continue execution, type:


continue






To get a stack trace, use:


trace

**Note**

Note that when entering DDB via a hot-key, the kernel is currently
servicing an interrupt, so the stack trace might be not of much use
to you.






If you want to remove a breakpoint, use


del
del address-expression






The first form will be accepted immediately after a breakpoint hit, and
deletes the current breakpoint. The second form can remove any
breakpoint, but you need to specify the exact address; this can be
obtained from:


show b






or:


show break






To single-step the kernel, try:


s






This will step into functions, but you can make DDB trace them until the
matching return statement is reached by:


n

**Note**

This is different from ``gdb``'s ``next`` statement; it is like
``gdb``'s ``finish``. Pressing n more than once will cause a
continue.






To examine data from memory, use (for example):


x/wx 0xf0133fe0,40
x/hd db_symtab_space
x/bc termbuf,10
x/s stringbuf






for word/halfword/byte access, and hexadecimal/decimal/character/ string
display. The number after the comma is the object count. To display the
next 0x10 items, simply use:


x ,10






Similarly, use


x/ia foofunc,10






to disassemble the first 0x10 instructions of foofunc, and display
them along with their offset from the beginning of foofunc.


To modify memory, use the write command:


w/b termbuf 0xa 0xb 0
w/w 0xf0010030 0 0






The command modifier (b/h/w) specifies the size of the data
to be written, the first following expression is the address to write to
and the remainder is interpreted as data to write to successive memory
locations.


If you need to know the current registers, use:


show reg






Alternatively, you can display a single register value by e.g.


p $eax






and modify it by:


set $eax new-value






Should you need to call some kernel functions from DDB, simply say:


call func(arg1, arg2, ...)






The return value will be printed.


For a MAN.PS.1 style summary of all running processes, use:


ps






Now you have examined why your kernel failed, and you wish to reboot.
Remember that, depending on the severity of previous malfunctioning, not
all parts of the kernel might still be working as expected. Perform one
of the following actions to shut down and reboot your system:


panic






This will cause your kernel to dump core and reboot, so you can later
analyze the core on a higher level with gdb. This command usually
must be followed by another continue statement.


call boot(0)






Might be a good way to cleanly shut down the running system, sync()
all disks, and finally, in some cases, reboot. As long as the disk and
filesystem interfaces of the kernel are not damaged, this could be a
good way for an almost clean shutdown.


call cpu_reset()






This is the final way out of disaster and almost the same as hitting the
Big Red Button.


If you need a short command summary, simply type:


help






It is highly recommended to have a printed copy of the MAN.DDB.4 manual
page ready for a debugging session. Remember that it is hard to read the
on-line manual while single-stepping the kernel.





On-Line Kernel Debugging Using Remote GDB


This feature has been supported since FreeBSD 2.2, and it is actually a
very neat one.


GDB has already supported remote debugging for a long time. This is
done using a very simple protocol along a serial line. Unlike the other
methods described above, you will need two machines for doing this. One
is the host providing the debugging environment, including all the
sources, and a copy of the kernel binary with all the symbols in it, and
the other one is the target machine that simply runs a similar copy of
the very same kernel (but stripped of the debugging information).



		You should configure the kernel in question with ``config


		-g`` if building the “traditional” way. If building the “new” way,





make sure that makeoptions DEBUG=-g is in the configuration. In both
cases, include DDB in the configuration, and compile it as usual.
This gives a large binary, due to the debugging information. Copy this
kernel to the target machine, strip the debugging symbols off with
strip -x, and boot it using the -d boot option. Connect the
serial line of the target machine that has “flags 080” set on its uart
device to any serial line of the debugging host. See MAN.UART.4 for
information on how to set the flags on an uart device. Now, on the
debugging machine, go to the compile directory of the target kernel, and
start gdb:


PROMPT.USER kgdb kernel
GDB is free software and you are welcome to distribute copies of it
 under certain conditions; type "show copying" to see the conditions.
There is absolutely no warranty for GDB; type "show warranty" for details.
GDB 4.16 (i386-unknown-freebsd),
Copyright 1996 Free Software Foundation, Inc...
(kgdb)






Initialize the remote debugging session (assuming the first serial port
is being used) by:


(kgdb) target remote /dev/cuau0






Now, on the target host (the one that entered DDB right before even
starting the device probe), type:


Debugger("Boot flags requested debugger")
Stopped at Debugger+0x35: movb  $0, edata+0x51bc
db> gdb






DDB will respond with:


Next trap will enter GDB remote protocol mode






Every time you type gdb, the mode will be toggled between remote GDB
and local DDB. In order to force a next trap immediately, simply type
s (step). Your hosting GDB will now gain control over the target
kernel:


Remote debugging using /dev/cuau0
Debugger (msg=0xf01b0383 "Boot flags requested debugger")
    at ../../i386/i386/db_interface.c:257
(kgdb)






You can use this session almost as any other GDB session, including full
access to the source, running it in gud-mode inside an Emacs window
(which gives you an automatic source code display in another Emacs
window), etc.





Debugging a Console Driver


Since you need a console driver to run DDB on, things are more
complicated if the console driver itself is failing. You might remember
the use of a serial console (either with modified boot blocks, or by
specifying -h at the Boot: prompt), and hook up a standard
terminal onto your first serial port. DDB works on any configured
console driver, including a serial console.





Debugging Deadlocks


You may experience so called deadlocks, a situation where a system stops
doing useful work. To provide a helpful bug report in this situation,
use MAN.DDB.4 as described in the previous section. Include the output
of ps and trace for suspected processes in the report.


If possible, consider doing further investigation. The recipe below is
especially useful if you suspect that a deadlock occurs in the VFS
layer. Add these options to the kernel configuration file.


makeoptions     DEBUG=-g
options     INVARIANTS
options     INVARIANT_SUPPORT
options     WITNESS
options     WITNESS_SKIPSPIN
options     DEBUG_LOCKS
options     DEBUG_VFS_LOCKS
options     DIAGNOSTIC






When a deadlock occurs, in addition to the output of the ps command,
provide information from the show pcpu, show allpcpu,
show locks, show alllocks, show lockedvnods and
alltrace.


To obtain meaningful backtraces for threaded processes, use
thread thread-id to switch to the thread stack, and do a backtrace
with where.





Kernel debugging with Dcons


MAN.DCONS.4 is a very simple console driver that is not directly
connected with any physical devices. It just reads and writes characters
from and to a buffer in a kernel or loader. Due to its simple nature, it
is very useful for kernel debugging, especially with a FIREWIRE device.
Currently, OS provides two ways to interact with the buffer from outside
of the kernel using MAN.DCONSCHAT.8.



Dcons over FIREWIRE


Most FIREWIRE (IEEE1394) host controllers are based on the OHCI
specification that supports physical access to the host memory. This
means that once the host controller is initialized, we can access the
host memory without the help of software (kernel). We can exploit this
facility for interaction with MAN.DCONS.4. MAN.DCONS.4 provides similar
functionality as a serial console. It emulates two serial ports, one for
the console and DDB, the other for GDB. Because remote memory access is
fully handled by the hardware, the MAN.DCONS.4 buffer is accessible even
when the system crashes.


FIREWIRE devices are not limited to those integrated into motherboards.
PCI cards exist for desktops, and a cardbus interface can be purchased
for laptops.



Enabling FIREWIRE and Dcons support on the target machine


To enable FIREWIRE and Dcons support in the kernel of the target
machine:



		Make sure your kernel supports dcons, dcons_crom and
firewire. Dcons should be statically linked with the kernel.
For dcons_crom and firewire, modules should be OK.


		Make sure physical DMA is enabled. You may need to add
hw.firewire.phydma_enable=1 to /boot/loader.conf.


		Add options for debugging.


		Add dcons_gdb=1 in /boot/loader.conf if you use GDB over
FIREWIRE.


		Enable dcons in /etc/ttys.


		Optionally, to force dcons to be the high-level console, add
hw.firewire.dcons_crom.force_console=1 to loader.conf.





To enable FIREWIRE and Dcons support in MAN.LOADER.8 on i386 or amd64:


Add LOADER_FIREWIRE_SUPPORT=YES in /etc/make.conf and rebuild
MAN.LOADER.8:


PROMPT.ROOT cd /sys/boot/i386 && make clean && make && make install






To enable MAN.DCONS.4 as an active low-level console, add
boot_multicons="YES" to /boot/loader.conf.


Here are a few configuration examples. A sample kernel configuration
file would contain:


device dcons
device dcons_crom
options KDB
options DDB
options GDB
options ALT_BREAK_TO_DEBUGGER






And a sample /boot/loader.conf would contain:


dcons_crom_load="YES"
dcons_gdb=1
boot_multicons="YES"
hw.firewire.phydma_enable=1
hw.firewire.dcons_crom.force_console=1









Enabling FIREWIRE and Dcons support on the host machine


To enable FIREWIRE support in the kernel on the host machine:


PROMPT.ROOT kldload firewire






Find out the EUI64 (the unique 64 bit identifier) of the FIREWIRE host
controller, and use MAN.FWCONTROL.8 or dmesg to find the EUI64 of
the target machine.


Run MAN.DCONSCHAT.8, with:


PROMPT.ROOT dconschat -e \# -br -G 12345 -t 00-11-22-33-44-55-66-77






The following key combinations can be used once MAN.DCONSCHAT.8 is
running:








		+~+ +.+
		Disconnect



		+~+ + +Ctrl+ +B+ +
		ALT BREAK



		+~+ + +Ctrl+ +R+ +
		RESET target



		+~+ + +Ctrl+ +Z+ +
		Suspend dconschat







Attach remote GDB by starting MAN.KGDB.1 with a remote debugging
session:


kgdb -r :12345 kernel









Some general tips


Here are some general tips:


To take full advantage of the speed of FIREWIRE, disable other slow
console drivers:


PROMPT.ROOT conscontrol delete ttyd0       # serial console
PROMPT.ROOT conscontrol delete consolectl # video/keyboard






There exists a GDB mode for MAN.EMACS.1; this is what you will need to
add to your .emacs:


(setq gud-gdba-command-name "kgdb -a -a -a -r :12345")
(setq gdb-many-windows t)
(xterm-mouse-mode 1)
M-x gdba






And for DDD (devel/ddd):


# remote serial protocol
LANG=C ddd --debugger kgdb -r :12345 kernel
# live core debug
LANG=C ddd --debugger kgdb kernel /dev/fwmem0.2











Dcons with KVM


We can directly read the MAN.DCONS.4 buffer via /dev/mem for live
systems, and in the core dump for crashed systems. These give you
similar output to dmesg -a, but the MAN.DCONS.4 buffer includes more
information.



Using Dcons with KVM


To use MAN.DCONS.4 with KVM:


Dump a MAN.DCONS.4 buffer of a live system:


PROMPT.ROOT dconschat -1






Dump a MAN.DCONS.4 buffer of a crash dump:


PROMPT.ROOT dconschat -1 -M vmcore.XX






Live core debugging can be done via:


PROMPT.ROOT fwcontrol -m target_eui64
PROMPT.ROOT kgdb kernel /dev/fwmem0.2













Glossary of Kernel Options for Debugging


This section provides a brief glossary of compile-time kernel options
used for debugging:



		options KDB: compiles in the kernel debugger framework. Required
for options DDB and options GDB. Little or no performance
overhead. By default, the debugger will be entered on panic instead
of an automatic reboot.





		options KDB_UNATTENDED: change the default value of the
debug.debugger_on_panic sysctl to 0, which controls whether the
debugger is entered on panic. When options KDB is not compiled
into the kernel, the behavior is to automatically reboot on panic;
when it is compiled into the kernel, the default behavior is to drop
into the debugger unless options KDB_UNATTENDED is compiled in.
If you want to leave the kernel debugger compiled into the kernel but
want the system to come back up unless you’re on-hand to use the
debugger for diagnostics, use this option.





		options KDB_TRACE: change the default value of the
debug.trace_on_panic sysctl to 1, which controls whether the
debugger automatically prints a stack trace on panic. Especially if
running with ``options



KDB_UNATTENDED``, this can be helpful to gather basic debugging






information on the serial or firewire console while still rebooting
to recover.





		options DDB: compile in support for the console debugger, DDB.
This interactive debugger runs on whatever the active low-level
console of the system is, which includes the video console, serial
console, or firewire console. It provides basic integrated debugging
facilities, such as stack tracing, process and thread listing,
dumping of lock state, VM state, file system state, and kernel memory
management. DDB does not require software running on a second machine
or being able to generate a core dump or full debugging kernel
symbols, and provides detailed diagnostics of the kernel at run-time.
Many bugs can be fully diagnosed using only DDB output. This option
depends on options KDB.





		options GDB: compile in support for the remote debugger, GDB,
which can operate over serial cable or firewire. When the debugger is
entered, GDB may be attached to inspect structure contents, generate
stack traces, etc. Some kernel state is more awkward to access than
in DDB, which is able to generate useful summaries of kernel state
automatically, such as automatically walking lock debugging or kernel
memory management structures, and a second machine running the
debugger is required. On the other hand, GDB combines information
from the kernel source and full debugging symbols, and is aware of
full data structure definitions, local variables, and is scriptable.
This option is not required to run GDB on a kernel core dump. This
option depends on options KDB.





		
		options BREAK_TO_DEBUGGER, ``options


		ALT_BREAK_TO_DEBUGGER``: allow a break signal or alternative








signal on the console to enter the debugger. If the system hangs
without a panic, this is a useful way to reach the debugger. Due to
the current kernel locking, a break signal generated on a serial
console is significantly more reliable at getting into the debugger,
and is generally recommended. This option has little or no
performance impact.





		options INVARIANTS: compile into the kernel a large number of
run-time assertion checks and tests, which constantly test the
integrity of kernel data structures and the invariants of kernel
algorithms. These tests can be expensive, so are not compiled in by
default, but help provide useful “fail stop” behavior, in which
certain classes of undesired behavior enter the debugger before
kernel data corruption occurs, making them easier to debug. Tests
include memory scrubbing and use-after-free testing, which is one of
the more significant sources of overhead. This option depends on
options INVARIANT_SUPPORT.





		options INVARIANT_SUPPORT: many of the tests present in
options INVARIANTS require modified data structures or additional
kernel symbols to be defined.





		options WITNESS: this option enables run-time lock order tracking
and verification, and is an invaluable tool for deadlock diagnosis.
WITNESS maintains a graph of acquired lock orders by lock type, and
checks the graph at each acquire for cycles (implicit or explicit).
If a cycle is detected, a warning and stack trace are generated to
the console, indicating that a potential deadlock might have
occurred. WITNESS is required in order to use the show locks,
``show



witness`` and show alllocks DDB commands. This debug option






has significant performance overhead, which may be somewhat mitigated
through the use of ``options



WITNESS_SKIPSPIN``. Detailed documentation may be found in






MAN.WITNESS.4.





		options WITNESS_SKIPSPIN: disable run-time checking of spinlock
lock order with WITNESS. As spin locks are acquired most frequently
in the scheduler, and scheduler events occur often, this option can
significantly speed up systems running with WITNESS. This option
depends on ``options



WITNESS``.









		options WITNESS_KDB: change the default value of the
debug.witness.kdb sysctl to 1, which causes WITNESS to enter the
debugger when a lock order violation is detected, rather than simply
printing a warning. This option depends on options WITNESS.





		options SOCKBUF_DEBUG: perform extensive run-time consistency
checking on socket buffers, which can be useful for debugging both
socket bugs and race conditions in protocols and device drivers that
interact with sockets. This option significantly impacts network
performance, and may change the timing in device driver races.





		options DEBUG_VFS_LOCKS: track lock acquisition points for
lockmgr/vnode locks, expanding the amount of information displayed by
show lockedvnods in DDB. This option has a measurable performance
impact.





		options DEBUG_MEMGUARD: a replacement for the MAN.MALLOC.9 kernel
memory allocator that uses the VM system to detect reads or writes
from allocated memory after free. Details may be found in
MAN.MEMGUARD.9. This option has a significant performance impact, but
can be very helpful in debugging kernel memory corruption bugs.





		options DIAGNOSTIC: enable additional, more expensive diagnostic
tests along the lines of ``options



INVARIANTS``.
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Introduction


This is the release schedule for FreeBSD &local.rel;. For more
information about the release engineering process, please see the
Release Engineering section of the web
site.


General discussions about the pending release and known issues should be
sent to the public
freebsd-current mailing list.
MFC
requests should be sent to re@FreeBSD.org.





Schedule










		Action
		Expected
		Actual
		Description



		Initial release schedule announcement
		
		






		01 April 2010
		Release Engineers send announcement email to developers with a rough schedule.



		Release schedule reminder
		
		






		Weekly
		Release Engineers send reminder announcement e-mail to developers with updated schedule.



		Code freeze begins
		24 May 2010
		25 May 2010
		Release Engineers announce that all further commits to the stable/8 branch will require explicit approval. Certain blanket approvals will be granted for narrow areas of development, documentation improvements, etc.



		BETA1
		28 May 2010
		27 May 2010
		First beta test snapshot.



		releng/8.1 branch
		10 June 2010
		14 June 2010
		Subversion branch created, propagated to CVS; future release engineering proceeds on this branch.



		RC1
		11 June 2010
		14 June 2010
		First release candidate.



		RC2
		25 June 2010
		26 June 2010
		Second release candidate.



		RELEASE build
		09 July 2010
		17 July 2010
		8.1-RELEASE built.



		RELEASE announcement
		TBD
		23 July 2010
		8.1-RELEASE press release.



		Turn over to the secteam
		TBD
		30 July 2010
		RELENG_&local.rel.tag; branch is handed over to the FreeBSD Security Officer Team in one or two weeks after the announcement.










Status / TODO


http://wiki.freebsd.org/Releng/8.1TODO





Additional Information



		FreeBSD 8.1 release engineering wiki
page [http://wiki.freebsd.org/Releng/8.1TODO/], which includes
todo lists, scheduling information, binary compatibility information,
and more.


		FreeBSD Release Engineering website
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Introduction


This page contains information about the FreeBSD port to Oracle’s sun4v
architecture.





Table Of Contents



		Status


		FreeBSD/sun4v mailing list


		Points of Interest








Status


The Oracle sun4v architecture is currently not supported by the
FreeBSD project.





FreeBSD/sun4v mailing list


To subscribe to this list, send an email to
<freebsd-sun4v-subscribe@FreeBSD.org> or visit the mailman
interface [http://lists.FreeBSD.org/mailman/listinfo/freebsd-sun4v].





Pointers Of Interest



		OpenSPARC web site [http://www.opensparc.net/]
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Sockets





Synopsis


BSD sockets take interprocess communications to a new level. It is no
longer necessary for the communicating processes to run on the same
machine. They still can, but they do not have to.


Not only do these processes not have to run on the same machine, they do
not have to run under the same operating system. Thanks to BSD sockets,
your FreeBSD software can smoothly cooperate with a program running on a
MACINTOSH, another one running on a SUN workstation, yet another one
running under WINDOWS 2000, all connected with an Ethernet-based local
area network.


But your software can equally well cooperate with processes running in
another building, or on another continent, inside a submarine, or a
space shuttle.


It can also cooperate with processes that are not part of a computer (at
least not in the strict sense of the word), but of such devices as
printers, digital cameras, medical equipment. Just about anything
capable of digital communications.





Networking and Diversity


We have already hinted on the diversity of networking. Many different
systems have to talk to each other. And they have to speak the same
language. They also have to understand the same language the same way.


People often think that body language is universal. But it is not.
Back in my early teens, my father took me to Bulgaria. We were sitting
at a table in a park in Sofia, when a vendor approached us trying to
sell us some roasted almonds.


I had not learned much Bulgarian by then, so, instead of saying no, I
shook my head from side to side, the “universal” body language for no.
The vendor quickly started serving us some almonds.


I then remembered I had been told that in Bulgaria shaking your head
sideways meant yes. Quickly, I started nodding my head up and down.
The vendor noticed, took his almonds, and walked away. To an uninformed
observer, I did not change the body language: I continued using the
language of shaking and nodding my head. What changed was the meaning
of the body language. At first, the vendor and I interpreted the same
language as having completely different meaning. I had to adjust my own
interpretation of that language so the vendor would understand.


It is the same with computers: The same symbols may have different, even
outright opposite meaning. Therefore, for two computers to understand
each other, they must not only agree on the same language, but on the
same interpretation of the language.





Protocols


While various programming languages tend to have complex syntax and use
a number of multi-letter reserved words (which makes them easy for the
human programmer to understand), the languages of data communications
tend to be very terse. Instead of multi-byte words, they often use
individual bits. There is a very convincing reason for it: While data
travels inside your computer at speeds approaching the speed of light,
it often travels considerably slower between two computers.


Because the languages used in data communications are so terse, we
usually refer to them as protocols rather than languages.


As data travels from one computer to another, it always uses more than
one protocol. These protocols are layered. The data can be compared to
the inside of an onion: You have to peel off several layers of “skin” to
get to the data. This is best illustrated with a picture:



+—————-+ | Ethernet | |+————–+| || IP ||



||+————+|| ||| TCP ||| |||+———-+|||
|||| HTTP |||| ||||+——–+|||| ||||| PNG
||||| |||||+——+||||| |||||| Data ||||||
|||||+——+||||| ||||+——–+||||
|||+———-+||| ||+————+|| |+————–+|
+—————-+ |


In this example, we are trying to get an image from a web page we are
connected to via an Ethernet.


The image consists of raw data, which is simply a sequence of RGB values
that our software can process, i.e., convert into an image and display
on our monitor.


Alas, our software has no way of knowing how the raw data is organized:
Is it a sequence of RGB values, or a sequence of grayscale intensities,
or perhaps of CMYK encoded colors? Is the data represented by 8-bit
quanta, or are they 16 bits in size, or perhaps 4 bits? How many rows
and columns does the image consist of? Should certain pixels be
transparent?


I think you get the picture...


To inform our software how to handle the raw data, it is encoded as a
PNG file. It could be a GIF, or a JPEG, but it is a PNG.


And PNG is a protocol.


At this point, I can hear some of you yelling, “No, it is not! It is a
file format!”


Well, of course it is a file format. But from the perspective of data
communications, a file format is a protocol: The file structure is a
language, a terse one at that, communicating to our process how the
data is organized. Ergo, it is a protocol.


Alas, if all we received was the PNG file, our software would be facing
a serious problem: How is it supposed to know the data is representing
an image, as opposed to some text, or perhaps a sound, or what not?
Secondly, how is it supposed to know the image is in the PNG format as
opposed to GIF, or JPEG, or some other image format?


To obtain that information, we are using another protocol: HTTP. This
protocol can tell us exactly that the data represents an image, and that
it uses the PNG protocol. It can also tell us some other things, but let
us stay focused on protocol layers here.


So, now we have some data wrapped in the PNG protocol, wrapped in the
HTTP protocol. How did we get it from the server?


By using TCP/IP over Ethernet, that is how. Indeed, that is three more
protocols. Instead of continuing inside out, I am now going to talk
about Ethernet, simply because it is easier to explain the rest that
way.


Ethernet is an interesting system of connecting computers in a local
area network (LAN). Each computer has a network interface card (NIC),
which has a unique 48-bit ID called its address. No two Ethernet NICs
in the world have the same address.


These NICs are all connected with each other. Whenever one computer
wants to communicate with another in the same Ethernet LAN, it sends a
message over the network. Every NIC sees the message. But as part of the
Ethernet protocol, the data contains the address of the destination
NIC (among other things). So, only one of all the network interface
cards will pay attention to it, the rest will ignore it.


But not all computers are connected to the same network. Just because we
have received the data over our Ethernet does not mean it originated in
our own local area network. It could have come to us from some other
network (which may not even be Ethernet based) connected with our own
network via the Internet.


All data is transferred over the Internet using IP, which stands for
Internet Protocol. Its basic role is to let us know where in the world
the data has arrived from, and where it is supposed to go to. It does
not guarantee we will receive the data, only that we will know where
it came from if we do receive it.


Even if we do receive the data, IP does not guarantee we will receive
various chunks of data in the same order the other computer has sent it
to us. So, we can receive the center of our image before we receive the
upper left corner and after the lower right, for example.


It is TCP (Transmission Control Protocol) that asks the sender to
resend any lost data and that places it all into the proper order.


All in all, it took five different protocols for one computer to
communicate to another what an image looks like. We received the data
wrapped into the PNG protocol, which was wrapped into the HTTP protocol,
which was wrapped into the TCP protocol, which was wrapped into the IP
protocol, which was wrapped into the Ethernet protocol.


Oh, and by the way, there probably were several other protocols involved
somewhere on the way. For example, if our LAN was connected to the
Internet through a dial-up call, it used the PPP protocol over the modem
which used one (or several) of the various modem protocols, et cetera,
et cetera, et cetera...


As a developer you should be asking by now, “How am I supposed to
handle it all?”


Luckily for you, you are not supposed to handle it all. You are
supposed to handle some of it, but not all of it. Specifically, you need
not worry about the physical connection (in our case Ethernet and
possibly PPP, etc). Nor do you need to handle the Internet Protocol, or
the Transmission Control Protocol.


In other words, you do not have to do anything to receive the data from
the other computer. Well, you do have to ask for it, but that is
almost as simple as opening a file.


Once you have received the data, it is up to you to figure out what to
do with it. In our case, you would need to understand the HTTP protocol
and the PNG file structure.


To use an analogy, all the internetworking protocols become a gray area:
Not so much because we do not understand how it works, but because we
are no longer concerned about it. The sockets interface takes care of
this gray area for us:



+—————-+ |xxxxEthernetxxxx| |+————–+|



||xxxxxxIPxxxxxx|| ||+————+|| |||xxxxxTCPxxxx|||
|||+———-+||| |||| HTTP ||||
||||+——–+|||| ||||| PNG |||||
|||||+——+||||| |||||| Data ||||||
|||||+——+||||| ||||+——–+||||
|||+———-+||| ||+————+|| |+————–+|
+—————-+ |


We only need to understand any protocols that tell us how to interpret
the data, not how to receive it from another process, nor how to
send it to another process.





The Sockets Model


BSD sockets are built on the basic UNIX model: Everything is a file.
In our example, then, sockets would let us receive an HTTP file, so to
speak. It would then be up to us to extract the PNG file from it.


Because of the complexity of internetworking, we cannot just use the
open system call, or the open() C function. Instead, we need to
take several steps to “opening” a socket.


Once we do, however, we can start treating the socket the same way we
treat any file descriptor: We can read from it, write to it,
pipe it, and, eventually, close it.





Essential Socket Functions


While FreeBSD offers different functions to work with sockets, we only
need four to “open” a socket. And in some cases we only need two.



The Client-Server Difference


Typically, one of the ends of a socket-based data communication is a
server, the other is a client.



The Common Elements



socket


The one function used by both, clients and servers, is MAN.SOCKET.2. It
is declared this way:


int socket(int domain, int type, int protocol);






The return value is of the same type as that of open, an integer.
FreeBSD allocates its value from the same pool as that of file handles.
That is what allows sockets to be treated the same way as files.


The domain argument tells the system what protocol family you want
it to use. Many of them exist, some are vendor specific, others are very
common. They are declared in sys/socket.h.


Use PF_INET for UDP, TCP and other Internet protocols (IPv4).


Five values are defined for the type argument, again, in
sys/socket.h. All of them start with “SOCK_”. The most common
one is SOCK_STREAM, which tells the system you are asking for a
reliable stream delivery service (which is TCP when used with
PF_INET).


If you asked for SOCK_DGRAM, you would be requesting a
connectionless datagram delivery service (in our case, UDP).


If you wanted to be in charge of the low-level protocols (such as IP),
or even network interfaces (e.g., the Ethernet), you would need to
specify SOCK_RAW.


Finally, the protocol argument depends on the previous two
arguments, and is not always meaningful. In that case, use 0 for its
value.



Note


Nowhere, in the socket function have we specified to what other
system we should be connected. Our newly created socket remains
unconnected.


This is on purpose: To use a telephone analogy, we have just
attached a modem to the phone line. We have neither told the modem
to make a call, nor to answer if the phone rings.









sockaddr


Various functions of the sockets family expect the address of (or
pointer to, to use C terminology) a small area of the memory. The
various C declarations in the sys/socket.h refer to it as
struct sockaddr. This structure is declared in the same file:


/*
 * Structure used by kernel to store most
 * addresses.
 */
struct sockaddr {
    unsigned char   sa_len;     /* total length */
    sa_family_t sa_family;  /* address family */
    char        sa_data[14];    /* actually longer; address value */
};
#define SOCK_MAXADDRLEN 255     /* longest possible addresses */






Please note the vagueness with which the sa_data field is
declared, just as an array of 14 bytes, with the comment hinting
there can be more than 14 of them.


This vagueness is quite deliberate. Sockets is a very powerful
interface. While most people perhaps think of it as nothing more than
the Internet interface—and most applications probably use it for that
nowadays—sockets can be used for just about any kind of interprocess
communications, of which the Internet (or, more precisely, IP) is only
one.


The sys/socket.h refers to the various types of protocols sockets
will handle as address families, and lists them right before the
definition of sockaddr:


/*
 * Address families.
 */
#define AF_UNSPEC   0       /* unspecified */
#define AF_LOCAL    1       /* local to host (pipes, portals) */
#define AF_UNIX     AF_LOCAL    /* backward compatibility */
#define AF_INET     2       /* internetwork: UDP, TCP, etc. */
#define AF_IMPLINK  3       /* arpanet imp addresses */
#define AF_PUP      4       /* pup protocols: e.g. BSP */
#define AF_CHAOS    5       /* mit CHAOS protocols */
#define AF_NS       6       /* XEROX NS protocols */
#define AF_ISO      7       /* ISO protocols */
#define AF_OSI      AF_ISO
#define AF_ECMA     8       /* European computer manufacturers */
#define AF_DATAKIT  9       /* datakit protocols */
#define AF_CCITT    10      /* CCITT protocols, X.25 etc */
#define AF_SNA      11      /* IBM SNA */
#define AF_DECnet   12      /* DECnet */
#define AF_DLI      13      /* DEC Direct data link interface */
#define AF_LAT      14      /* LAT */
#define AF_HYLINK   15      /* NSC Hyperchannel */
#define AF_APPLETALK    16      /* Apple Talk */
#define AF_ROUTE    17      /* Internal Routing Protocol */
#define AF_LINK     18      /* Link layer interface */
#define pseudo_AF_XTP   19      /* eXpress Transfer Protocol (no AF) */
#define AF_COIP     20      /* connection-oriented IP, aka ST II */
#define AF_CNT      21      /* Computer Network Technology */
#define pseudo_AF_RTIP  22      /* Help Identify RTIP packets */
#define AF_IPX      23      /* Novell Internet Protocol */
#define AF_SIP      24      /* Simple Internet Protocol */
#define pseudo_AF_PIP   25      /* Help Identify PIP packets */
#define AF_ISDN     26      /* Integrated Services Digital Network*/
#define AF_E164     AF_ISDN     /* CCITT E.164 recommendation */
#define pseudo_AF_KEY   27      /* Internal key-management function */
#define AF_INET6    28      /* IPv6 */
#define AF_NATM     29      /* native ATM access */
#define AF_ATM      30      /* ATM */
#define pseudo_AF_HDRCMPLT 31       /* Used by BPF to not rewrite headers
                     * in interface output routine
                     */
#define AF_NETGRAPH 32      /* Netgraph sockets */
#define AF_SLOW     33      /* 802.3ad slow protocol */
#define AF_SCLUSTER 34      /* Sitara cluster protocol */
#define AF_ARP      35
#define AF_BLUETOOTH    36      /* Bluetooth sockets */
#define AF_MAX      37






The one used for IP is AF_INET. It is a symbol for the constant
2.


It is the address family listed in the sa_family field of
sockaddr that decides how exactly the vaguely named bytes of
sa_data will be used.


Specifically, whenever the address family is AF_INET, we can use
struct sockaddr_in found in netinet/in.h, wherever sockaddr
is expected:


/*
 * Socket address, internet style.
 */
struct sockaddr_in {
    uint8_t     sin_len;
    sa_family_t sin_family;
    in_port_t   sin_port;
    struct  in_addr sin_addr;
    char    sin_zero[8];
};






We can visualize its organization this way:



0 1 2 3 +——–+——–+—————–+ 0 | 0 | Family | Port



| +——–+——–+—————–+ 4 | IP Address |
+———————————–+ 8 | 0 |
+———————————–+ 12 | 0 |
+———————————–+ |


The three important fields are sin_family, which is byte 1 of the
structure, sin_port, a 16-bit value found in bytes 2 and 3, and
sin_addr, a 32-bit integer representation of the IP address, stored
in bytes 4-7.


Now, let us try to fill it out. Let us assume we are trying to write a
client for the daytime protocol, which simply states that its server
will write a text string representing the current date and time to port
13. We want to use TCP/IP, so we need to specify AF_INET in the
address family field. AF_INET is defined as 2. Let us use the IP
address of 192.43.244.18, which is the time server of US federal
government (time.nist.gov).



0 1 2 3 +——–+——–+—————–+ 0 | 0 | 2 | 13 |



+—————–+—————–+ 4 | 192.43.244.18 |
+———————————–+ 8 | 0 |
+———————————–+ 12 | 0 |
+———————————–+ |


By the way the sin_addr field is declared as being of the
struct in_addr type, which is defined in netinet/in.h:


/*
 * Internet address (a structure for historical reasons)
 */
struct in_addr {
    in_addr_t s_addr;
};






In addition, in_addr_t is a 32-bit integer.


The 192.43.244.18 is just a convenient notation of expressing a 32-bit
integer by listing all of its 8-bit bytes, starting with the most
significant one.


So far, we have viewed sockaddr as an abstraction. Our computer does
not store short integers as a single 16-bit entity, but as a
sequence of 2 bytes. Similarly, it stores 32-bit integers as a sequence
of 4 bytes.


Suppose we coded something like this:


sa.sin_family      = AF_INET;
sa.sin_port        = 13;
sa.sin_addr.s_addr = (((((192 << 8) | 43) << 8) | 244) << 8) | 18;






What would the result look like?


Well, that depends, of course. On a PENTIUM, or other x86, based
computer, it would look like this:



0 1 2 3 +——–+——–+——–+——–+ 0 | 0 | 2 | 13 | 0



| +——–+——–+——–+——–+ 4 | 18 | 244 | 43 | 192 |
+———————————–+ 8 | 0 |
+———————————–+ 12 | 0 |
+———————————–+ |


On a different system, it might look like this:



0 1 2 3 +——–+——–+——–+——–+ 0 | 0 | 2 | 0 | 13



| +——–+——–+——–+——–+ 4 | 192 | 43 | 244 | 18 |
+———————————–+ 8 | 0 |
+———————————–+ 12 | 0 |
+———————————–+ |


And on a PDP it might look different yet. But the above two are the most
common ways in use today.


Ordinarily, wanting to write portable code, programmers pretend that
these differences do not exist. And they get away with it (except when
they code in assembly language). Alas, you cannot get away with it that
easily when coding for sockets.


Why?


Because when communicating with another computer, you usually do not
know whether it stores data most significant byte (MSB) or least
significant byte (LSB) first.


You might be wondering, “So, will sockets not handle it for me?”


It will not.


While that answer may surprise you at first, remember that the general
sockets interface only understands the sa_len and sa_family
fields of the sockaddr structure. You do not have to worry about the
byte order there (of course, on FreeBSD sa_family is only 1 byte
anyway, but many other UNIX systems do not have sa_len and use 2
bytes for sa_family, and expect the data in whatever order is native
to the computer).


But the rest of the data is just sa_data[14] as far as sockets goes.
Depending on the address family, sockets just forwards that data to
its destination.


Indeed, when we enter a port number, it is because we want the other
computer to know what service we are asking for. And, when we are the
server, we read the port number so we know what service the other
computer is expecting from us. Either way, sockets only has to forward
the port number as data. It does not interpret it in any way.


Similarly, we enter the IP address to tell everyone on the way where to
send our data to. Sockets, again, only forwards it as data.


That is why, we (the programmers, not the sockets) have to
distinguish between the byte order used by our computer and a
conventional byte order to send the data in to the other computer.


We will call the byte order our computer uses the host byte order, or
just the host order.


There is a convention of sending the multi-byte data over IP MSB
first. This, we will refer to as the network byte order, or simply
the network order.


Now, if we compiled the above code for an Intel based computer, our
host byte order would produce:



0 1 2 3 +——–+——–+——–+——–+ 0 | 0 | 2 | 13 | 0



| +——–+——–+——–+——–+ 4 | 18 | 244 | 43 | 192 |
+———————————–+ 8 | 0 |
+———————————–+ 12 | 0 |
+———————————–+ |


But the network byte order requires that we store the data MSB first:



0 1 2 3 +——–+——–+——–+——–+ 0 | 0 | 2 | 0 | 13



| +——–+——–+——–+——–+ 4 | 192 | 43 | 244 | 18 |
+———————————–+ 8 | 0 |
+———————————–+ 12 | 0 |
+———————————–+ |


Unfortunately, our host order is the exact opposite of the network
order.


We have several ways of dealing with it. One would be to reverse the
values in our code:


sa.sin_family      = AF_INET;
sa.sin_port        = 13 << 8;
sa.sin_addr.s_addr = (((((18 << 8) | 244) << 8) | 43) << 8) | 192;






This will trick our compiler into storing the data in the network
byte order. In some cases, this is exactly the way to do it (e.g., when
programming in assembly language). In most cases, however, it can cause
a problem.


Suppose, you wrote a sockets-based program in C. You know it is going to
run on a PENTIUM, so you enter all your constants in reverse and force
them to the network byte order. It works well.


Then, some day, your trusted old PENTIUM becomes a rusty old PENTIUM.
You replace it with a system whose host order is the same as the
network order. You need to recompile all your software. All of your
software continues to perform well, except the one program you wrote.


You have since forgotten that you had forced all of your constants to
the opposite of the host order. You spend some quality time tearing
out your hair, calling the names of all gods you ever heard of (and some
you made up), hitting your monitor with a nerf bat, and performing all
the other traditional ceremonies of trying to figure out why something
that has worked so well is suddenly not working at all.


Eventually, you figure it out, say a couple of swear words, and start
rewriting your code.


Luckily, you are not the first one to face the problem. Someone else has
created the MAN.HTONS.3 and MAN.HTONL.3 C functions to convert a
short and long respectively from the host byte order to the
network byte order, and the MAN.NTOHS.3 and MAN.NTOHL.3 C functions to
go the other way.


On MSB-first systems these functions do nothing. On LSB-first
systems they convert values to the proper order.


So, regardless of what system your software is compiled on, your data
will end up in the correct order if you use these functions.







Client Functions


Typically, the client initiates the connection to the server. The client
knows which server it is about to call: It knows its IP address, and it
knows the port the server resides at. It is akin to you picking up the
phone and dialing the number (the address), then, after someone
answers, asking for the person in charge of wingdings (the port).



connect


Once a client has created a socket, it needs to connect it to a specific
port on a remote system. It uses MAN.CONNECT.2:


int connect(int s, const struct sockaddr *name, socklen_t namelen);






The s argument is the socket, i.e., the value returned by the
socket function. The name is a pointer to sockaddr, the
structure we have talked about extensively. Finally, namelen informs
the system how many bytes are in our sockaddr structure.


If connect is successful, it returns 0. Otherwise it returns
-1 and stores the error code in errno.


There are many reasons why connect may fail. For example, with an
attempt to an Internet connection, the IP address may not exist, or it
may be down, or just too busy, or it may not have a server listening at
the specified port. Or it may outright refuse any request for specific
code.





Our First Client


We now know enough to write a very simple client, one that will get
current time from 192.43.244.18 and print it to stdout.


/*
 * daytime.c
 *
 * Programmed by G. Adam Stanislav
 */
#include <stdio.h>
#include <string.h>
#include <sys/types.h>
#include <sys/socket.h>
#include <netinet/in.h>

int main() {
  register int s;
  register int bytes;
  struct sockaddr_in sa;
  char buffer[BUFSIZ+1];

  if ((s = socket(PF_INET, SOCK_STREAM, 0)) < 0) {
    perror("socket");
    return 1;
  }

  bzero(&sa, sizeof sa);

  sa.sin_family = AF_INET;
  sa.sin_port = htons(13);
  sa.sin_addr.s_addr = htonl((((((192 << 8) | 43) << 8) | 244) << 8) | 18);
  if (connect(s, (struct sockaddr *)&sa, sizeof sa) < 0) {
    perror("connect");
    close(s);
    return 2;
  }

  while ((bytes = read(s, buffer, BUFSIZ)) > 0)
    write(1, buffer, bytes);

  close(s);
  return 0;
}






Go ahead, enter it in your editor, save it as daytime.c, then
compile and run it:


PROMPT.USER cc -O3 -o daytime daytime.c
PROMPT.USER ./daytime

52079 01-06-19 02:29:25 50 0 1 543.9 UTC(NIST) *
PROMPT.USER






In this case, the date was June 19, 2001, the time was 02:29:25 UTC.
Naturally, your results will vary.







Server Functions


The typical server does not initiate the connection. Instead, it waits
for a client to call it and request services. It does not know when the
client will call, nor how many clients will call. It may be just sitting
there, waiting patiently, one moment, The next moment, it can find
itself swamped with requests from a number of clients, all calling in at
the same time.


The sockets interface offers three basic functions to handle this.



bind


Ports are like extensions to a phone line: After you dial a number, you
dial the extension to get to a specific person or department.


There are 65535 IP ports, but a server usually processes requests that
come in on only one of them. It is like telling the phone room operator
that we are now at work and available to answer the phone at a specific
extension. We use MAN.BIND.2 to tell sockets which port we want to
serve.


int bind(int s, const struct sockaddr *addr, socklen_t addrlen);






Beside specifying the port in addr, the server may include its IP
address. However, it can just use the symbolic constant INADDR_ANY
to indicate it will serve all requests to the specified port regardless
of what its IP address is. This symbol, along with several similar ones,
is declared in netinet/in.h


#define INADDR_ANY      (u_int32_t)0x00000000






Suppose we were writing a server for the daytime protocol over TCP/IP.
Recall that it uses port 13. Our sockaddr_in structure would look
like this:



0 1 2 3 +——–+——–+——–+——–+ 0 | 0 | 2 | 0 | 13



| +——–+——–+——–+——–+ 4 | 0 |
+———————————–+ 8 | 0 |
+———————————–+ 12 | 0 |
+———————————–+ |





listen


To continue our office phone analogy, after you have told the phone
central operator what extension you will be at, you now walk into your
office, and make sure your own phone is plugged in and the ringer is
turned on. Plus, you make sure your call waiting is activated, so you
can hear the phone ring even while you are talking to someone.


The server ensures all of that with the MAN.LISTEN.2 function.


int listen(int s, int backlog);






In here, the backlog variable tells sockets how many incoming
requests to accept while you are busy processing the last request. In
other words, it determines the maximum size of the queue of pending
connections.





accept


After you hear the phone ringing, you accept the call by answering the
call. You have now established a connection with your client. This
connection remains active until either you or your client hang up.


The server accepts the connection by using the MAN.ACCEPT.2 function.


int accept(int s, struct sockaddr *addr, socklen_t *addrlen);






Note that this time addrlen is a pointer. This is necessary because
in this case it is the socket that fills out addr, the
sockaddr_in structure.


The return value is an integer. Indeed, the accept returns a new
socket. You will use this new socket to communicate with the client.


What happens to the old socket? It continues to listen for more requests
(remember the backlog variable we passed to listen?) until we
close it.


Now, the new socket is meant only for communications. It is fully
connected. We cannot pass it to listen again, trying to accept
additional connections.





Our First Server


Our first server will be somewhat more complex than our first client
was: Not only do we have more sockets functions to use, but we need to
write it as a daemon.


This is best achieved by creating a child process after binding the
port. The main process then exits and returns control to the shell (or
whatever program invoked it).


The child calls listen, then starts an endless loop, which accepts a
connection, serves it, and eventually closes its socket.


/*
 * daytimed - a port 13 server
 *
 * Programmed by G. Adam Stanislav
 * June 19, 2001
 */
#include <stdio.h>
#include <string.h>
#include <time.h>
#include <unistd.h>
#include <sys/types.h>
#include <sys/socket.h>
#include <netinet/in.h>

#define BACKLOG 4

int main() {
    register int s, c;
    int b;
    struct sockaddr_in sa;
    time_t t;
    struct tm *tm;
    FILE *client;

    if ((s = socket(PF_INET, SOCK_STREAM, 0)) < 0) {
        perror("socket");
        return 1;
    }

    bzero(&sa, sizeof sa);

    sa.sin_family = AF_INET;
    sa.sin_port   = htons(13);

    if (INADDR_ANY)
        sa.sin_addr.s_addr = htonl(INADDR_ANY);

    if (bind(s, (struct sockaddr *)&sa, sizeof sa) < 0) {
        perror("bind");
        return 2;
    }

    switch (fork()) {
        case -1:
            perror("fork");
            return 3;
            break;
        default:
            close(s);
            return 0;
            break;
        case 0:
            break;
    }

    listen(s, BACKLOG);

    for (;;) {
        b = sizeof sa;

        if ((c = accept(s, (struct sockaddr *)&sa, &b)) < 0) {
            perror("daytimed accept");
            return 4;
        }

        if ((client = fdopen(c, "w")) == NULL) {
            perror("daytimed fdopen");
            return 5;
        }

        if ((t = time(NULL)) < 0) {
            perror("daytimed time");

            return 6;
        }

        tm = gmtime(&t);
        fprintf(client, "%.4i-%.2i-%.2iT%.2i:%.2i:%.2iZ\n",
            tm->tm_year + 1900,
            tm->tm_mon + 1,
            tm->tm_mday,
            tm->tm_hour,
            tm->tm_min,
            tm->tm_sec);

        fclose(client);
    }
}






We start by creating a socket. Then we fill out the sockaddr_in
structure in sa. Note the conditional use of INADDR_ANY:


if (INADDR_ANY)
    sa.sin_addr.s_addr = htonl(INADDR_ANY);






Its value is 0. Since we have just used bzero on the entire
structure, it would be redundant to set it to 0 again. But if we
port our code to some other system where INADDR_ANY is perhaps not a
zero, we need to assign it to sa.sin_addr.s_addr. Most modern C
compilers are clever enough to notice that INADDR_ANY is a constant.
As long as it is a zero, they will optimize the entire conditional
statement out of the code.


After we have called bind successfully, we are ready to become a
daemon: We use fork to create a child process. In both, the parent
and the child, the s variable is our socket. The parent process will
not need it, so it calls close, then it returns 0 to inform its
own parent it had terminated successfully.


Meanwhile, the child process continues working in the background. It
calls listen and sets its backlog to 4. It does not need a large
value here because daytime is not a protocol many clients request all
the time, and because it can process each request instantly anyway.


Finally, the daemon starts an endless loop, which performs the following
steps:


Call accept. It waits here until a client contacts it. At that
point, it receives a new socket, c, which it can use to communicate
with this particular client.


It uses the C function fdopen to turn the socket from a low-level
file descriptor to a C-style FILE pointer. This will allow the use
of fprintf later on.


It checks the time, and prints it in the ISO 8601 format to the
client “file”. It then uses fclose to close the file. That will
automatically close the socket as well.


We can generalize this, and use it as a model for many other servers:



+—————–+ | Create Socket | +—————–+ |



+—————–+ | Bind Port | Daemon Process +—————–+
| +——–+ +————-+–>| Init | | | +——–+
+—————–+ | | | Exit | | +——–+ +—————–+
| | Listen | | +——–+ | | | +——–+ | | Accept | |
+——–+ | | | +——–+ | | Serve | | +——–+ | | |
+——–+ | | Close | |<——–+ |


This flowchart is good for sequential servers, i.e., servers that can
serve one client at a time, just as we were able to with our daytime
server. This is only possible whenever there is no real “conversation”
going on between the client and the server: As soon as the server
detects a connection to the client, it sends out some data and closes
the connection. The entire operation may take nanoseconds, and it is
finished.


The advantage of this flowchart is that, except for the brief moment
after the parent forks and before it exits, there is always only
one process active: Our server does not take up much memory and other
system resources.


Note that we have added initialize daemon in our flowchart. We did not
need to initialize our own daemon, but this is a good place in the flow
of the program to set up any signal handlers, open any files we may
need, etc.


Just about everything in the flow chart can be used literally on many
different servers. The serve entry is the exception. We think of it as
a “black box”, i.e., something you design specifically for your own
server, and just “plug it into the rest.”


Not all protocols are that simple. Many receive a request from the
client, reply to it, then receive another request from the same client.
Because of that, they do not know in advance how long they will be
serving the client. Such servers usually start a new process for each
client. While the new process is serving its client, the daemon can
continue listening for more connections.


Now, go ahead, save the above source code as daytimed.c (it is
customary to end the names of daemons with the letter d). After you
have compiled it, try running it:


PROMPT.USER ./daytimed
bind: Permission denied
PROMPT.USER






What happened here? As you will recall, the daytime protocol uses port
13. But all ports below 1024 are reserved to the superuser (otherwise,
anyone could start a daemon pretending to serve a commonly used port,
while causing a security breach).


Try again, this time as the superuser:


PROMPT.ROOT ./daytimed
PROMPT.ROOT






What... Nothing? Let us try again:


PROMPT.ROOT ./daytimed

bind: Address already in use
PROMPT.ROOT






Every port can only be bound by one program at a time. Our first attempt
was indeed successful: It started the child daemon and returned quietly.
It is still running and will continue to run until you either kill it,
or any of its system calls fail, or you reboot the system.


Fine, we know it is running in the background. But is it working? How do
we know it is a proper daytime server? Simple:


PROMPT.USER telnet localhost 13

Trying ::1...
telnet: connect to address ::1: Connection refused
Trying 127.0.0.1...
Connected to localhost.
Escape character is '^]'.
2001-06-19T21:04:42Z
Connection closed by foreign host.
PROMPT.USER






telnet tried the new IPv6, and failed. It retried with IPv4 and
succeeded. The daemon works.


If you have access to another UNIX system via telnet, you can use it to
test accessing the server remotely. My computer does not have a static
IP address, so this is what I did:


PROMPT.USER who

whizkid          ttyp0   Jun 19 16:59   (216.127.220.143)
xxx              ttyp1   Jun 19 16:06   (xx.xx.xx.xx)
PROMPT.USER telnet 216.127.220.143 13

Trying 216.127.220.143...
Connected to r47.bfm.org.
Escape character is '^]'.
2001-06-19T21:31:11Z
Connection closed by foreign host.
PROMPT.USER






Again, it worked. Will it work using the domain name?


PROMPT.USER telnet r47.bfm.org 13

Trying 216.127.220.143...
Connected to r47.bfm.org.
Escape character is '^]'.
2001-06-19T21:31:40Z
Connection closed by foreign host.
PROMPT.USER






By the way, telnet prints the Connection closed by foreign host
message after our daemon has closed the socket. This shows us that,
indeed, using fclose(client); in our code works as advertised.











Helper Functions


FreeBSD C library contains many helper functions for sockets
programming. For example, in our sample client we hard coded the
time.nist.gov IP address. But we do not always know the IP address. Even
if we do, our software is more flexible if it allows the user to enter
the IP address, or even the domain name.



gethostbyname


While there is no way to pass the domain name directly to any of the
sockets functions, the FreeBSD C library comes with the
MAN.GETHOSTBYNAME.3 and MAN.GETHOSTBYNAME2.3 functions, declared in
netdb.h.


struct hostent * gethostbyname(const char *name);
struct hostent * gethostbyname2(const char *name, int af);






Both return a pointer to the hostent structure, with much
information about the domain. For our purposes, the h_addr_list[0]
field of the structure points at h_length bytes of the correct
address, already stored in the network byte order.


This allows us to create a much more flexible—and much more
useful—version of our daytime program:


/*
 * daytime.c
 *
 * Programmed by G. Adam Stanislav
 * 19 June 2001
 */
#include <stdio.h>
#include <string.h>
#include <sys/types.h>
#include <sys/socket.h>
#include <netinet/in.h>
#include <netdb.h>

int main(int argc, char *argv[]) {
  register int s;
  register int bytes;
  struct sockaddr_in sa;
  struct hostent *he;
  char buf[BUFSIZ+1];
  char *host;

  if ((s = socket(PF_INET, SOCK_STREAM, 0)) < 0) {
    perror("socket");
    return 1;
  }

  bzero(&sa, sizeof sa);

  sa.sin_family = AF_INET;
  sa.sin_port = htons(13);

  host = (argc > 1) ? (char *)argv[1] : "time.nist.gov";

  if ((he = gethostbyname(host)) == NULL) {
    herror(host);
    return 2;
  }

  bcopy(he->h_addr_list[0],&sa.sin_addr, he->h_length);

  if (connect(s, (struct sockaddr *)&sa, sizeof sa) < 0) {
    perror("connect");
    return 3;
  }

  while ((bytes = read(s, buf, BUFSIZ)) > 0)
    write(1, buf, bytes);

  close(s);
  return 0;
}






We now can type a domain name (or an IP address, it works both ways) on
the command line, and the program will try to connect to its daytime
server. Otherwise, it will still default to time.nist.gov. However, even
in this case we will use gethostbyname rather than hard coding
192.43.244.18. That way, even if its IP address changes in the future,
we will still find it.


Since it takes virtually no time to get the time from your local server,
you could run daytime twice in a row: First to get the time from
time.nist.gov, the second time from your own system. You can then
compare the results and see how exact your system clock is:


PROMPT.USER daytime ; daytime localhost


52080 01-06-20 04:02:33 50 0 0 390.2 UTC(NIST) *
2001-06-20T04:02:35Z
PROMPT.USER






As you can see, my system was two seconds ahead of the NIST time.





getservbyname


Sometimes you may not be sure what port a certain service uses. The
MAN.GETSERVBYNAME.3 function, also declared in netdb.h comes in very
handy in those cases:


struct servent * getservbyname(const char *name, const char *proto);






The servent structure contains the s_port, which contains the
proper port, already in network byte order.


Had we not known the correct port for the daytime service, we could
have found it this way:


struct servent *se;
...
if ((se = getservbyname("daytime", "tcp")) == NULL {
  fprintf(stderr, "Cannot determine which port to use.\n");
  return 7;
}
sa.sin_port = se->s_port;






You usually do know the port. But if you are developing a new protocol,
you may be testing it on an unofficial port. Some day, you will register
the protocol and its port (if nowhere else, at least in your
/etc/services, which is where getservbyname looks). Instead of
returning an error in the above code, you just use the temporary port
number. Once you have listed the protocol in /etc/services, your
software will find its port without you having to rewrite the code.







Concurrent Servers


Unlike a sequential server, a concurrent server has to be able to
serve more than one client at a time. For example, a chat server may
be serving a specific client for hours—it cannot wait till it stops
serving a client before it serves the next one.


This requires a significant change in our flowchart:



+—————–+ | Create Socket | +—————–+ |



+—————–+ | Bind Port | Daemon Process +—————–+
| +——–+ +————-+–>| Init | | | +——–+
+—————–+ | | | Exit | | +——–+ +—————–+
| | Listen | | +——–+ | | | +——–+ | | Accept | |
+——–+ | | +——————+ | +——>| Close Top Socket |
| | +——————+ | +——–+ | | | Close |
+——————+ | +——–+ | Serve | | |
+——————+ |<——–+ | +——————+ | Close Acc
Socket | +——–+ +——————+ | Signal | | +——–+
+——————+ | Exit | +——————+ |


We moved the serve from the daemon process to its own server
process. However, because each child process inherits all open files
(and a socket is treated just like a file), the new process inherits not
only the “accepted handle,” i.e., the socket returned by the
accept call, but also the top socket, i.e., the one opened by the
top process right at the beginning.


However, the server process does not need this socket and should
close it immediately. Similarly, the daemon process no longer
needs the accepted socket, and not only should, but must close
it—otherwise, it will run out of available file descriptors sooner or
later.


After the server process is done serving, it should close the
accepted socket. Instead of returning to accept, it now exits.


Under UNIX, a process does not really exit. Instead, it returns to
its parent. Typically, a parent process waits for its child
process, and obtains a return value. However, our daemon process
cannot simply stop and wait. That would defeat the whole purpose of
creating additional processes. But if it never does wait, its
children will become zombies—no longer functional but still roaming
around.


For that reason, the daemon process needs to set signal handlers in
its initialize daemon phase. At least a SIGCHLD signal has to be
processed, so the daemon can remove the zombie return values from the
system and release the system resources they are taking up.


That is why our flowchart now contains a process signals box, which is
not connected to any other box. By the way, many servers also process
SIGHUP, and typically interpret as the signal from the superuser
that they should reread their configuration files. This allows us to
change settings without having to kill and restart these servers.
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Introduction


This is the release schedule for FreeBSD &local.rel;. For more
information about the release engineering process, please see the
Release Engineering section of the web
site.


General discussions about the pending release and known issues should be
sent to the public
freebsd-stable mailing list.
MFC
requests should be sent to re@FreeBSD.org.





Schedule










		Action
		Expected
		Actual
		Description



		Initial release schedule announcement
		
		






		23 June 2013
		Release Engineers send announcement email to developers with a rough schedule.



		Release schedule reminder
		1 July 2013
		4 July 2013
		Release Engineers send reminder announcement e-mail to developers with updated schedule.



		Code slush begins
		6 July 2013
		6 July 2013
		Release Engineers announce that all further commits to the &local.branch.stable; branch will not require explicit approval, however new features should be avoided.



		Code freeze begins
		12 July 2013
		12 July 2013
		Release Engineers announce that all further commits to the &local.branch.stable; branch will require explicit approval. Certain blanket approvals will be granted for narrow areas of development, documentation improvements, etc.



		BETA1 builds begin
		19 July 2013
		19 July 2013
		First beta test snapshot.



		BETA2 builds begin
		26 July 2013
		26 July 2013
		Second beta test snapshot.



		&local.branch.releng; branch
		1 August 2013
		3 August 2013
		Subversion branch created; future release engineering proceeds on this branch.



		RC1 builds begin
		2 August 2013
		3 August 2013
		First release candidate.



		RC2 builds begin
		9 August 2013
		15 August 2013
		Second release candidate.



		RC3 builds begin
		16 August 2013
		24 August 2013
		Third release candidate.



		RC4 builds begin
		31 August 2013
		11 September 2013
		Fourth release candidate.



		RELEASE builds begin
		
		[STRIKEOUT:23 August 2013]


		6 September 2013






		26 September 2013
		9.2-RELEASE built.



		RELEASE announcement
		
		[STRIKEOUT:31 August 2013]


		14 September 2013






		30 September 2013
		9.2-RELEASE press release.



		Turn over to the secteam
		
		






		15 October 2013
		&local.branch.releng; branch is handed over to the FreeBSD Security Officer Team in one or two weeks after the announcement.










Additional Information



		FreeBSD Release Engineering website
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Introduction


This page contains information about the FreeBSD/i386 platform.
FreeBSD/i386 should support any CPU compatible with the Intel™ 80486 or
better in 32-bit mode, although almost every recent AMD™ and Intel™ CPU
will also be capable of running in 64-bit mode using the
FreeBSD/amd64 port.


FreeBSD/i386 supports up to 4GiB of RAM by default. Machines with more
RAM will either need to run
FreeBSD/amd64 or run with Physical
Address Extension
(PAE)
enabled in order to make use of any memory above the 4GiB boundary.





Status


FreeBSD/i386 runs in 32-bit multiuser mode, in both Uniprocessor and
Multiprocessor mode.


The i386 platform is a Tier
1
FreeBSD platform.
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The FreeBSD Release Engineering Team is pleased to announce the
availability of FreeBSD 9.2-RELEASE. This is the second release from the
stable/9 branch, which improves on the stability of FreeBSD 9.1 and
introduces some new features. Some of the highlights:



		The ZFS filesystem now supports TRIM when used on solid state drives.


		The virtio(4) drivers have been added to the GENERIC kernel
configuration for amd64 and i386 architectures.


		The ZFS filesystem now supports lz4 compression.


		OpenSSL has been updated to version 0.9.8y.


		DTrace hooks have been enabled by default in the GENERIC kernel.


		DTrace has been updated to version 1.9.0.


		Sendmail has been updated to version 8.14.7.


		OpenSSH has been updated to version 6.2p2.


		Import unmapped I/O support from head/.





For a complete list of new features and known problems, please see the
online release notes and errata list, available at:



		http://www.FreeBSD.org/releases/9.2R/relnotes.html





For more information about FreeBSD release engineering activities,
please see:



		http://www.FreeBSD.org/releng/






Availability


FreeBSD 9.2-RELEASE is now available for the amd64, i386, ia64, powerpc,
powerpc64, and sparc64 architectures.


FreeBSD 9.2 can be installed from bootable ISO images or over the
network. Some architectures also support installing from a USB memory
stick. The required files can be downloaded via FTP as described in the
section below. While some of the smaller FTP mirrors may not carry all
architectures, they will all generally contain the more common ones such
as amd64 and i386.


MD5 and SHA256 hashes for the release ISO and memory stick images are
included at the bottom of this message.


The purpose of the images provided as part of the release are as
follows:



		dvd1


		This contains everything necessary to install the base FreeBSD
operating system, the documentation, and a small set of pre-built
packages aimed at getting a graphical workstation up and running. It
also supports booting into a “livefs” based rescue mode. This should
be all you need if you can burn and use DVD-sized media.


		disc1


		This contains the base FreeBSD operating system. It also supports
booting into a “livefs” based rescue mode. There are no pre-built
packages.


		bootonly


		This supports booting a machine using the CDROM drive but does not
contain the support for installing FreeBSD from the CD itself. You
would need to perform a network based install (e.g. from an FTP
server) after booting from the CD.


		memstick


		This can be written to an USB memory stick (flash drive) and used to
do an install on machines capable of booting off USB drives. It also
supports booting into a “livefs” based rescue mode. There are no
pre-built packages.


As one example of how to use the memstick image, assuming the USB
drive appears as /dev/da0 on your machine something like this should
work:


# dd if=FreeBSD-9.2-RELEASE-amd64-memstick.img of=/dev/da0 bs=10240 conv=sync






Be careful to make sure you get the target (of=) correct.








FreeBSD 9.2-RELEASE can also be purchased on CD-ROM or DVD from several
vendors. One of the vendors that will be offering FreeBSD 9.2-based
products is:



		FreeBSD Mall, Inc.http://www.freebsdmall.com








FTP


At the time of this announcement the following FTP sites have FreeBSD
9.2-RELEASE available.



		ftp://ftp.freebsd.org/pub/FreeBSD/releases/ISO-IMAGES/9.2/





However before trying these sites please check your regional mirror(s)
first by going to:



		ftp://ftp.<yourdomain>.FreeBSD.org/pub/FreeBSD





Any additional mirror sites will be labeled ftp2, ftp3 and so on.


More information about FreeBSD mirror sites can be found at:



		http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/mirrors-ftp.html





For instructions on installing FreeBSD or updating an existing machine
to 9.2-RELEASE please see:



		http://www.FreeBSD.org/releases/9.2R/installation.html








Support


FreeBSD 9.2-RELEASE will be supported until 2014-09-30. The End-of-Life
dates can be found at:



		http://www.FreeBSD.org/security/








Other Projects Based on FreeBSD


There are many “third party” Projects based on FreeBSD. The Projects
range from re-packaging FreeBSD into a more “novice friendly”
distribution to making FreeBSD available on Amazon’s EC2 infrastructure.
For more information about these Third Party Projects see:



		http://wiki.FreeBSD.org/3rdPartyProjects
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The FreeBSD x86-64 port has been renamed
amd64. You should be automatically
redirected to the new project page in a few seconds. If not, please
follow the link and update your bookmarks.


We apologize for the inconvenience.
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Date: Friday, 20 Apr 2001 21:00:00 -0800


From: “Jordan K. Hubbard” <jkh@freebsd.org>

To: announce@FreeBSD.org

Subject: 4.3-RELEASE is now available





It gives me great pleasure to announce what is probably the finest
release produced from the 4.x-STABLE branch to date, FreeBSD
4.3-RELEASE. Following the release of FreeBSD 4.2 in November, 2000,
many bugs were fixed, important security issues dealt with, and a
reasonable number of new features added. Please see the release notes
for more information.


4.3-RELEASE is available for the
i386 [ftp://ftp.FreeBSD.org/pub/FreeBSD/releases/i386/4.3-RELEASE]
and
alpha [ftp://ftp.FreeBSD.org/pub/FreeBSD/releases/alpha/4.3-RELEASE]
architectures and can be installed directly over the net using the boot
floppies or copied to a local NFS/ftp server.



ISO (CD) Images


—————





We can’t promise that all the mirror sites will carry the larger ISO
images, but they will at least be available from:



ftp://ftp.FreeBSD.org/pub/FreeBSD/releases/i386/ISO-IMAGES/4.3-install.iso


and
ftp://ftp.FreeBSD.org/pub/FreeBSD/releases/alpha/ISO-IMAGES/4.3-install.iso





If you can’t afford the CDs, are impatient, or just want to use it for
evangelism purposes, then by all means download the ISOs, otherwise
please do continue to support the FreeBSD project by purchasing one of
its official CD releases from BSDi. FreeBSD 4.3-RELEASE can be ordered
as a 4 CD set from The FreeBSD Mall [http://www.freebsdmall.com]
from where it will soon be shipping. Each CD sets contains the FreeBSD
installation and application package bits for either the x86 or the
alpha architecture (each architecture has its own CD set). For a set of
distfiles used to build ports in the ports collection, please see also
the FreeBSD Toolkit, a 6 CD set containing all such extra bits which we
can no longer fit on the 4 CD sets. You can also order by phone, postal
mail, FAX or email at:


BSDi
4041 Pike Lane, #F
Concord CA, 94520 USA
Phone: +1 925 674-0783
Fax: +1 925 674-0821
Tech Support: +1 925 603-1234
Email: orders@wccdrom.com
WWW: http://www.freebsdmall.com/






Note: Despite the recent acquisition of BSDi’s software assets by
Wind River, the above information still holds true for the forseeable
future and will not change for at least the life-cycle of the FreeBSD
4.3 product. Any changes in the FreeBSD product sales infrastructure
will be announced if and as they occur.


FreeBSD is also available via anonymous FTP from mirror sites in the
following countries: Argentina, Australia, Austria, Brazil, Bulgaria,
Canada, the Czech Republic, Denmark, Estonia, Finland, France, Germany,
Hong Kong, Hungary, Iceland, Ireland, Israel, Japan, Korea, Latvia,
Malaysia, the Netherlands, Poland, Portugal, Rumania, Russia, Slovenia,
South Africa, Spain, Sweden, Taiwan, Thailand, Elbonia, the Ukraine and
the United Kingdom, among others.


Before trying the central FTP site, please check your regional mirror(s)
first by going to:


ftp://ftp.<yourdomain>.FreeBSD.org/pub/FreeBSD


Any additional mirror sites will be labeled ftp2, ftp3 and so on.


Thanks! - Jordan
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Release Highlights


The highlights in the &release.version; include the following.



		Support for &man.rarpd.8; added to &man.vlan.4;.
[r245076]


		&man.xz.1; updated to version 5.0.4.
[r245128]


		The ZFS filesystem now supports TRIM when used on solid state drives.
ZFS TRIM support is enabled by default.
[r251419] The following tunables have been
added:
		vfs.zfs.trim.enabled: Enable ZFS TRIM


		vfs.zfs.trim.max_interval: Maximum interval in seconds between
TRIM queue processing


		vfs.zfs.trim.timeout: Delay TRIMs by up to this many seconds


		vfs.zfs.trim.txg_delay: Delay TRIMs by up to this many TXGs








		The &man.firewire.4; drivers have been removed from the GENERIC
kernel configuration for all architectures.
[r246321]


		&man.awk.1; has been updated to version 20121220.
[r246373]


		The &man.virtio.4; drivers have been added to the GENERIC kernel
configuration for amd64 and i386 architectures.
[r247306]


		The ZFS filesystem now supports lz4 compression.
[r247309]


		The &man.oce.4; has been updated to version 4.6.95.0.
[r248062]


		OpenSSL has been updated to version 0.9.8y.
[r248272]


		The &man.bsdinstall.8; installer now supports installation over HTTP.
[r248313]


		DTrace hooks have been enabled by default in the GENERIC kernel.
[r249549]


		DTrace has been updated to version 1.9.0.
[r249856]


		Sendmail has been updated to version 8.14.7.
[r249865, r249866,
r249867, r249875]


		OpenSSH has been updated to version 6.2p2.
[r251135]


		&man.less.1; has been updated to version 458.
[r251154]


		Add ATA pass-through support to &man.cam.4;.
[r251302]


		Implement new &man.rc.conf.5; syntax for &man.hostapd.8;. The new
format is: ifconfig_wlanX="HOSTAP", where X represents the
&man.wlan.4; interface. [r252748]


		Import unmapped I/O support from head/.
[r251897]


		Merge &man.nvme.4; from head/. [r252222]


		Add support for the Chelsio 40G T5. [r252495]


		Add a tunable to increase the initial TCP congestion window from 4
segments to 10 segments. This tunable can be enabled by adding
net.inet.tcp.experimental.initcwnd10=1 to &man.sysctl.conf.5;.
This tunable is turned off by default in &os; &release.version;.
[r252789]


		Update the &man.ixgbe.4; driver. [r252898]


		Update the Intel e1000 driver. [r252899]


		Add support for the HighPoint DC Series Data Center HBA (DC7280 and
R750). [r252903]


		Add service-specific &man.setfib.1; support. This is enabled by
setting: <name>_fib in
&man.rc.conf.5;.[r253233]


		Update devices supported by &man.cxgbe.4;.
[r253776]


		Remove &man.ctl.4; from the GENERIC kernel configuration.
[r253860]
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		What is new in GNOME &gnomever;?


Although the canonical summary of new features can be found at
http://library.gnome.org/misc/release-notes/&gnomever;/, some of the
most exciting new features of GNOME &gnomever; are:



		Evolution MAPI support has been added to the FreeBSD port to
provide a richer experience for users of Microsoft Exchange
servers.


		Epiphany now uses WebKit as its HTML/JavaScript rendering engine.


		Hal has been updated to fix some issues with volume probing, and
to support volume names (labels) that contain spaces.


		A preview of the GNOME Shell environment has been added to the
ports tree (x11/gnome-shell). This environment is being slated
to make its official appearance in GNOME 3.0.








		How do I upgrade to GNOME &gnomever;?


The answer is relatively simple:



		To build GNOME &gnomever;, you need to obtain the latest ports
tree skeleton. This is most easily accomplished with
portsnap(8) or
CVSup [http://www.freebsd.org/doc/en_US.ISO8859-1/books/handbook/cvsup.html].
Simply obtain the latest ports tree, and you are ready to go. Then
do the following:


# pkgdb -Ff
(resolve all moved or deleted ports)

# portupgrade -aW






NOTE: it is recommended to run portupgrade -a to make sure
you get all the necessary ports. The -W option simply makes things
a bit faster by not doing a make clean after each port build.


If you are a portmaster(8) user, make sure you have least 1.9
version. Then do the following:


# portmaster -a















		The upgrade failed; what do I do?


Unfortunately, this is not only possible, it is highly probable.
There are many possible valid GNOME configurations, and even more
invalid starting points. If the script fails, follow the instructions
in the error message to let the FreeBSD GNOME team know about the
failure.


The majority of build failures will be dependency-related issues. One
simple way to resolve the problem is to remove the offending port,
re-run portupgrade or portmaster, and then reinstall the port
when the upgrade process is complete.





		List of GNOME &gnomever; problems and their solutions


Although GNOME &gnomever; is certainly the best release to date (of
course), there are a couple regressions that slipped in, both in the
GNOME code and in its implementation within FreeBSD. Some of the more
visible issues are:



		HAL can not unmount and reset the da[0-9] devices associated
with USB disks when you manually detach them from the system.
Manually removing a USB umass device while it is mounted can
result in a panic. This is a known bug in FreeBSD. See
kern/103258 [http://www.freebsd.org/cgi/query-pr.cgi?pr=kern/103258]
and
kern/89102 [http://www.freebsd.org/cgi/query-pr.cgi?pr=kern/89102]
for more details.


		Epiphany no longer saves passwords. This should be fixed in an
upcoming release, but may get postponed until GNOME 2.30.


		Epiphany has problems rendering certain compressed web sites (most
notably http://www.freebsd.org/cgi/cvsweb.cgi/). The page will
appear as compressed binary garbage. This is being wored on, and
should be fixed in an upcoming release of libsoup.








		I have found a bug; whom should I alert?


Please read the FreeBSD GNOME Project’s documentation on reporting
bugs [http://www.FreeBSD.org/gnome/docs/bugging.html].





		I want the fame and glory of being part of the FreeBSD GNOME team!
What can I do to participate?


Please read our list of ways to get
involved [http://www.FreeBSD.org/gnome/docs/volunteer.html]!
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		What are development versions of GNOME all about?


The development versions are the packages released by the GNOME
project that will eventually become the stable (release) versions.
There are three working branches of GNOME development:



		STABLE - The applications and libraries in the stable branch
are considered “release quality,” and are the versions that appear
in the &os; ports tree. The current stable version is GNOME
&gnomever;.


		DEVELOPMENT - In between stable releases are development
releases. Traditionally, GNOME development releases have odd minor
numbers (e.g. 2.3, &gnomedevelver;, 3.(n*2)-1). Development
releases will become stable releases, and move from alpha to beta
quality during their lifecycle. The development releases need
testing by &os; users to minimize the number of surprises when the
new stable versions are committed to the &os; SVN tree. This
document is about the development branch. At any time the
development branch for &os; might be based of a stable GNOME
release. However it will be tagged “development” here if it is the
version that is work in progress by the &os; GNOME team. The
current development branch for &os; is GNOME &gnomedevelver;.


		GIT - Often newer-than-new, the GIT master versions of GNOME
applications and libraries are alpha quality, or often completely
unbuildable. The &os; GNOME project pays attention to, but does
not track the alpha quality code.








		Should I track GNOME development versions?


If you are looking for a stable environment, absolutely not. Please
only track the GNOME &gnomedevelver; branch if you wish to help
identify bug and improve the &os; GNOME project. You will find little
sympathy if a development-quality GNOME application eats your
homework.





		How do I obtain the development versions of GNOME stuff?


Marcus maintains a SVN repository
where all the development versions of the GNOME components for &os;
are housed. Instructions for how to check out the development ports
module and how to merge it into the &os; ports tree reside on the
entrance page to his SVN repository. Please read carefully the
instructions at
http://www.marcuscom.com/viewvc/viewvc.cgi/marcuscom/.


During the development cycle, FreeBSD-specific caveats and other
useful information will be sent to marcuscom-devel@marcuscom.com. If
you are tracking the GNOME development branch, you must
subscribe [http://www.marcuscom.com/mailman/listinfo/marcuscom-devel]
to this list. You should also consider
subscribing [http://lists.freebsd.org/mailman/listinfo/freebsd-gnome]
to &email;@FreeBSD.org.


In order to help with bug reports, be sure to add the following to
/etc/make.conf so that gdb back traces contain useful
information:


WITH_DEBUG="yes"






GNOME has an excellent guide for getting useful back
traces [https://wiki.gnome.org/GettingTraces].





		How do I keep everything up-to-date and in sync?


The short answer is that you need to use the marcusmerge script
to merge the development tree with the &os; ports tree. The
marcusmerge script is available
here [http://www.marcuscom.com/downloads/marcusmerge], and a man
page on using the script is available
here [http://www.marcuscom.com/marcusmerge.8.html]. This script
will merge the development ports tree into your main ports tree. From
there, you can use portupgrade or portmaster to upgrade from
&gnomever; to &gnomedevelver; and stay up-to-date afterwards.


The long answer is that keeping up-to-date with the GNOME development
branch is complicated. Sometimes components change in a way that
makes portupgrade or portmaster fail, or causes strange end
results. If you plan to track the development branch, it is a good
idea to join the
freebsd-gnome [http://lists.FreeBSD.org/mailman/listinfo/freebsd-gnome]
mailing list, as well as to join the #freebsd-gnome IRC channel on
FreeNode (irc.freenode.net).


If all of this sounds scary, or you need a desktop that “Just Works,”
you should stick with the &gnomever; version that is available in the
&os; ports tree.





		What should I do when something does not work?


It depends. If you think the problem is truly a bug with the GNOME
component, you can report a bug using bug-buddy or the GNOME
Bugzilla [http://bugzilla.gnome.org] interface. If you think the
problem lies in a &os; port, or is FreeBSD-specific, send email to
&email;@FreeBSD.org, or report the problem on the #freebsd-gnome
IRC channel on FreeNode.


Please forward all relevant bug IDs to &email;@FreeBSD.org so we can
keep track of known issues. Thanks!





		How can I help with the development versions?


Now that work on &gnomedevelver; has started, we need people to
install it, and test things. If you are compiling &gnomedevelver; by
hand, be sure to build debugging
symbols. Package users will have
these symbols already.





		What is the current state of development GNOME on &os;?


&gnomever; is the latest version that was merged into the &os; ports
tree. Work is currently underway to make &gnomedevelver; stable.
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The release notes for FreeBSD are customized for different platforms, as
some of the changes made to FreeBSD apply only to specific processor
architectures.


Release notes for FreeBSD 5.2.1-RELEASE are available for the following
platforms:



		alpha


		amd64


		i386


		ia64


		pc98


		sparc64





A list of all platforms currently under development can be found on the
Supported Platforms page.






          

      

      

    


    
        © Copyright 2015, The FreeBSD Project.
      Created using Sphinx 1.3.1.
    

  

htdocs/gnome/docs/gnome1_porting.html


    
      Navigation


      
        		
          index


        		FreeBSD 10.1 documentation »

 
      


    


    
      
          
            
  
&title;


]>


To see how to utilize these components, please examine the example
Makefile.









		COMPONENT
		ASSOCIATED PROGRAM
		IMPLIED COMPONENTS





		bonobo
		devel/bonobo
		oaf gnomeprint



		gal
		x11-toolkits/gal
		libglade



		gconf
		devel/gconf
		oaf



		gdkpixbuf
		graphics/gdk-pixbuf
		gtk12



		glib12
		devel/glib12
		pkgconfig



		gnomecanvas
		graphics/gnomecanvas
		gnomelibs gdkpixbuf



		gnomedb
		databases/gnome-db
		libgda



		gnomelibs
		x11/gnome-libs
		esound imlib libxml orbit



		gnomeprint
		print/gnome-print
		gnomelibs gnomecanvas



		gnomevfs
		devel/gnome-vfs1
		gnomemimedata gconf gnomelibs



		gtk12
		x11-toolkits/gtk12
		glib12



		imlib
		graphics/imlib
		gtk12



		libgda
		databases/libgda
		gconf bonobo



		libghttp
		www/libghttp
		 



		libglade
		devel/libglade
		gnomedb



		libxml
		textproc/libxml
		glib12



		oaf
		devel/oaf
		orbit libxml



		orbit
		devel/ORBit
		glib12



		pygtk
		x11-toolkits/py-gtk
		gnomelibs gdkpixbuf libglade







If you still need help with your port, have a look at some of the
existing ports for examples. The freebsd-gnome
mailing list is also there for you.






          

      

      

    


    
        © Copyright 2015, The FreeBSD Project.
      Created using Sphinx 1.3.1.
    

  

htdocs/releases/5.2.1R/installation.html


    
      Navigation


      
        		
          index


        		FreeBSD 10.1 documentation »

 
      


    


    
      
          
            
  
&title;


]>


The installation notes for FreeBSD are customized for different
platforms, as the procedures for installing FreeBSD are highly dependent
on the hardware platform.


Installation notes for FreeBSD 5.2.1-RELEASE are available for the
following platforms:



		alpha


		amd64


		i386


		ia64


		pc98


		sparc64





A list of all platforms currently under development can be found on the
Supported Platforms page.
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Full Text



		What is new in GNOME &gnomever;?


Although the canonical summary of new features can be found at
http://www.gnome.org/start/2.8/notes/rnwhatsnew.html, some of the
most exciting new features of GNOME &gnomever; are:



		Spatial Nautilus interface, designed to better reflect the logical
organization of folders


		Open/Save dialog box now has the features one would expect in an
open/save dialog box


		Intuitive application to change keyboard layouts


		Sleek desktop background selector


		Many new applications, applets, and UI enhancements


		Extensive list of stability and speed increases








		How do I upgrade to GNOME &gnomever;?


*NOTE: Do not run ``portupgrade(1)`` to upgrade to GNOME
&gnomever;!*


The simple answer is this:



		CVSup your ports
tree [http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/cvsup.html].


		Download the FreeBSD GNOME Project’s upgrade
script [http://www.FreeBSD.org/gnome/gnome_upgrade.sh].


		Run the script as root. Read a good-sized book.





More detailed instructions are as follows:



		CVSup your ports tree.


To build GNOME &gnomever;, you need to obtain the &gnomever; ports
tree skeleton. This is most easily accomplished with CVSup. Simply
obtain the latest ports tree, and you are ready to go. After you
have obtained the latest ports tree, do not run a typical
portupgrade(1).





		Obtain the upgrade script.


It is not possible to upgrade from GNOME &gnomeoldver; to GNOME
&gnomever; by simply running portupgrade(1). There are new
dependencies, and ports will build out-of-order, eventually
causing the build to fail. Additionally, GTK+-2 cannot install
when there are input methods installed which were linked against
older GTK+-2 versions.


To work around these problems, and to provide an update mechanism
as simple as portupgrade(1), the FreeBSD GNOME team has
produced a comprehensive upgrade script. The script can be
downloaded from:



http://www.FreeBSD.org/gnome/gnome_upgrade.sh






Simply download that script, and save it to disk.





		Run the script.


Once you have the script downloaded, run, as root:


# sh ./gnome_upgrade.sh






Hit ENTER to begin, answer any questions that pop up, and go
watch an entire Monty Python anthology. Right after hitting
ENTER at the beginning, you will be given the path to a
logfile. By running:


$ tail -f /path/to/logfile






you can watch the entire upgrade process as it unfolds. It is
hypnotic!











		Oops! I ran ``portupgrade(1)``! What do I do?


Do not worry; hope is not lost. Running portupgrade(1) will cause
the build to fail, but it will not cause any lasting damage to your
ports tree, unless you have done something exceptionally creative.
Simply download the gnome_upgrade.sh script and run it, and
pretend that you ran it in the first place. Nobody needs to know that
you did not read the directions first!





		The upgrade failed; what do I do?


Unfortunately, this is not only possible, it is highly probable.
There are many possible valid GNOME configurations, and even more
invalid starting points. If the script fails, follow the instructions
in the error message to let the FreeBSD GNOME team know about the
failure.


The majority of build failures will be dependency-related issues. One
simple way to resolve the problem is to remove the offending port,
re-run gnome_upgrade.sh, and then reinstall the port when the
upgrade process is complete. In order to avoid having to build
everything again, you can pass the -restart flag to
gnome_upgrade.sh to resume a failed build.





		List of GNOME &gnomever; problems and their solutions


Although GNOME &gnomever; is certainly the best release to date (of
course), there are a couple regressions that slipped in, both in the
GNOME code and in its implementation within FreeBSD. Some of the more
visible issues are:



		#137388 [http://bugzilla.gnome.org/show_bug.cgi?id=137388]:
[gnome-terminal] gnome-terminal has a problem with the dynamic
title and vim (UPDATE: See this
email [http://lists.freebsd.org/pipermail/freebsd-gnome/2004-May/006689.html]
for a workaround to this problem)


		GnomeVFS-2 now has native support for sftp methods. Fully
non-interactive publickey authentication works on all versions of
FreeBSD, but FreeBSD 5.X is required for password or passphrase
authentication.








		I have found a bug; whom should I alert?


Please read the FreeBSD GNOME Project’s documentation on reporting
bugs [http://www.FreeBSD.org/gnome/docs/bugging.html].





		I want the fame and glory of the FreeBSD GNOME team! What can I do
to participate?


Please read our list of ways to get
involved [http://www.FreeBSD.org/gnome/docs/volunteer.html]!
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The hardware notes for FreeBSD are customized for different platforms,
as some of the changes made to FreeBSD apply only to specific processor
architectures.


Hardware notes for FreeBSD 4.10-RELEASE are available for the following
platforms:



		i386


		Alpha





A list of all platforms currently under development can be found on the
Supported Platforms page.
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		What is new in GNOME &gnomever;?


Although the canonical summary of new features can be found at
http://www.gnome.org/start/2.18/notes/en/, some of the most exciting
new features of GNOME &gnomever; are:



		Seahorse has been added to integrate OpenPGP with the Desktop.


		Improved system monitoring with a cleaned up FreeBSD backend for
libgtop.


		Two new games: gnome-sudoku and glChess.


		Network support for many GNOME games.


		Lots of stability and performance improvements.








		How do I upgrade to GNOME &gnomever;?


The answer is much simpler than it has been in the past:



		To build GNOME &gnomever;, you need to obtain the latest ports
tree skeleton. This is most easily accomplished with
portsnap(8) or
CVSup [http://www.freebsd.org/doc/en_US.ISO8859-1/books/handbook/cvsup.html].
Simply obtain the latest ports tree, and you are ready to go. Then
do the following:


# pkgdb -Ff
# portupgrade -a






Then you can run portupgrade(8) as you normally would.
NOTE: it is recommended to run portupgrade -a to make sure
you get all the necessary ports.


If you are a portmaster(8) user, make sure you have least 1.9
version. Then do the following:


# portmaster -a






Then run portmaster normally.











		The upgrade failed; what do I do?


Unfortunately, this is not only possible, it is highly probable.
There are many possible valid GNOME configurations, and even more
invalid starting points. If the script fails, follow the instructions
in the error message to let the FreeBSD GNOME team know about the
failure.


The majority of build failures will be dependency-related issues. One
simple way to resolve the problem is to remove the offending port,
re-run portupgrade or portmaster, and then reinstall the port
when the upgrade process is complete.





		List of GNOME &gnomever; problems and their solutions


Although GNOME &gnomever; is certainly the best release to date (of
course), there are a couple regressions that slipped in, both in the
GNOME code and in its implementation within FreeBSD. Some of the more
visible issues are:



		hald-addon-storage consumes file descriptors until it crashes.
This is a known bug in FreeBSD, and only affects 6.0 and earlier
and 5.5 and earlier. Users on those releases are encouraged to
upgrade to FreeBSD 6.1 or later.


		HAL can not unmount and reset the da[0-9] devices associated
with USB disks when you manually detach them from the system.
Manually removing a USB umass device while it is mounted can
result in a panic. This is a known bug in FreeBSD. See
kern/103258 [http://www.freebsd.org/cgi/query-pr.cgi?pr=kern/103258]
and
kern/89102 [http://www.freebsd.org/cgi/query-pr.cgi?pr=kern/89102]
for more details.








		I have found a bug; whom should I alert?


Please read the FreeBSD GNOME Project’s documentation on reporting
bugs [http://www.FreeBSD.org/gnome/docs/bugging.html].





		I want the fame and glory of being part of the FreeBSD GNOME team!
What can I do to participate?


Please read our list of ways to get
involved [http://www.FreeBSD.org/gnome/docs/volunteer.html]!
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Date: Thu, 27 May 2004 01:35:03 -0400


From: Ken Smith <kensmith@FreeBSD.org>

To: freebsd-announce@FreeBSD.org

Subject: FreeBSD &local.rel;-RELEASE is now available





I am happy to announce the availability of FreeBSD &local.rel;-RELEASE,
the latest release of the FreeBSD -STABLE development branch. Since
FreeBSD 4.9-RELEASE in October 2003 we have made conservative updates to
a number of software programs in the base system, dealt with known
security issues, and made many bugfixes.


For a complete list of new features, known problems, and late-breaking
news, please see the release notes and errata list, available here:


http://www.FreeBSD.org/releases/&local.rel;R/relnotes.html


http://www.FreeBSD.org/releases/&local.rel;R/errata.html


FreeBSD &local.rel; will become the first “Errata Branch”. Release
branches for previous versions of FreeBSD would only have critical
security fixes applied. With FreeBSD &local.rel; the scope of fixes will
be expanded to include local Denial of Service fixes as well as other
significant and well-tested fixes that may not represent security
issues.


The current plans are for one more FreeBSD 4.X release which will be
FreeBSD 4.11-RELEASE. It is expected the upcoming FreeBSD 5.3 release
will have reached the maturity level most users will be able to migrate
to 5.X. Most developer resources continue to be devoted to the 5.X
branch.


For more information about FreeBSD release engineering activities,
please see:


http://www.FreeBSD.org/releng/



Availability


FreeBSD &local.rel;-RELEASE supports the i386 and alpha architectures
and can be installed directly over the net, using bootable media, or
copied to a local NFS/FTP server. Distributions for both architectures
are available now.


Please continue to support the FreeBSD Project by purchasing media from
one of our supporting vendors. The following companies will be offering
FreeBSD &local.rel; based products:








		FreeBSD Mall, Inc.
		http://www.freebsdmall.com/



		Daemon News
		http://www.bsdmall.com/freebsd1.html







If you can not afford FreeBSD on media, are impatient, or just want to
use it for evangelism purposes, then by all means download the ISO
images. We can not promise that all the mirror sites will carry the
larger ISO images, but they will at least be available from the
following sites. MD5 checksums for the release images are included at
the bottom of this message.



		ftp://ftp.FreeBSD.org/pub/FreeBSD/


		ftp://ftp3.FreeBSD.org/pub/FreeBSD/


		ftp://ftp5.FreeBSD.org/pub/FreeBSD/


		ftp://ftp10.FreeBSD.org/pub/FreeBSD/


		ftp://ftp.au.FreeBSD.org/pub/FreeBSD/


		ftp://ftp2.au.FreeBSD.org/pub/FreeBSD/


		ftp://ftp.cz.FreeBSD.org/pub/FreeBSD/


		ftp://ftp.dk.FreeBSD.org/pub/FreeBSD/


		ftp://ftp.fr.FreeBSD.org/pub/FreeBSD/


		ftp://ftp.kr.FreeBSD.org/pub/FreeBSD/


		ftp://ftp2.jp.FreeBSD.org/pub/FreeBSD/


		ftp://ftp1.ru.FreeBSD.org/pub/FreeBSD/


		ftp://ftp2.ru.FreeBSD.org/pub/FreeBSD/


		ftp://ftp2.tw.FreeBSD.org/pub/FreeBSD/


		ftp://ftp.uk.FreeBSD.org/pub/FreeBSD/


		ftp://ftp3.us.FreeBSD.org/pub/FreeBSD/


		ftp://ftp10.us.FreeBSD.org/pub/FreeBSD/


		ftp://ftp11.us.FreeBSD.org/pub/FreeBSD/


		ftp://ftp15.us.FreeBSD.org/pub/FreeBSD/





FreeBSD is also available via anonymous FTP from mirror sites in the
following countries: Argentina, Australia, Austria, Brazil, Canada,
China, Croatia, Czech Republic, Denmark, Estonia, Finland, France,
Germany, Greece, Hong Kong, Hungary, Iceland, Ireland, Italy, Japan,
Korea, Lithuania, Netherlands, Norway, Poland, Portugal, Romania,
Russia, Saudi Arabia, Singapore, Slovak Republic, Slovenia, South
Africa, Spain, Sweden, Switzerland, Taiwan, Turkey, Ukraine, United
Kingdom, and the United States.


Before trying the central FTP site, please check your regional mirror(s)
first by going to:


ftp://ftp.<yourdomain>.FreeBSD.org/pub/FreeBSD


Any additional mirror sites will be labeled ftp2, ftp3 and so on.


More information about FreeBSD mirror sites can be found at:


http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/mirrors-ftp.html


For instructions on installing FreeBSD, please see Chapter 2 of The
FreeBSD Handbook. It provides a complete installation walk-through for
users new to FreeBSD, and can be found online at:


http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/install.html
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CD Image Checksums



For i386:


``     MD5 (4.10-RELEASE-i386-disc1.iso) = acdfe766794b0b5fbb2e5997af6e78dd     MD5 (4.10-RELEASE-i386-disc2.iso) = 502c14e2e2d62c15d302da51ea36c199     MD5 (4.10-RELEASE-i386-miniinst.iso) = 3214c17137439ad422f53606d5626cad       ``





For Alpha:


``     MD5 (4.10-RELEASE-alpha-disc1.iso) = 529fe8669a3fb5e127b5affc48b4c669     MD5 (4.10-RELEASE-alpha-disc2.iso) = b0d0293bfa7e6764800cb29dd22ebf45     MD5 (4.10-RELEASE-alpha-miniinst.iso) = c7c5d3149e32f88cfaef0759dfee2c55     ``
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		What is new in GNOME &gnomever;?


Although the canonical summary of new features can be found at
http://library.gnome.org/misc/release-notes/&gnomever;/, some of the
most exciting new features of GNOME &gnomever; are:



		Initial PackageKit support. For updating from the GNOME.


		Upower replaces the power managment part of hal got ported.


		Cheese and hal got updated to work with cuse4bsd and webcamd.


		Evolution will load much faster now.


		A preview of the GNOME Shell environment has been added to the
ports tree (x11/gnome-shell). This environment is being slated
to make its official appearance in GNOME 3.0.








		How do I upgrade to GNOME &gnomever;?


The answer is relatively simple:



		To build GNOME &gnomever;, you need to obtain the latest ports
tree skeleton. This is most easily accomplished with
portsnap(8) or
CVSup [http://www.freebsd.org/doc/en_US.ISO8859-1/books/handbook/cvsup.html].
Simply obtain the latest ports tree, and you are ready to go. Then
do the following:


# pkgdb -Ff
(resolve all moved or deleted ports)

# portupgrade -R -x gnome-keyring -x libgnome-keyring gnome-keyring
# pkg_deinstall -fO gnome-keyring
# portinstall security/gnome-keyring

# portupgrade -aW






NOTE: it is recommended to run portupgrade -a to make sure
you get all the necessary ports. The -W option simply makes things
a bit faster by not doing a make clean after each port build.


If you are a portmaster(8) user, make sure you have least 1.9
version. Then do the following:


# pkg_delete -f "gnome-keyring-*"
# portmaster security/gnome-keyring
# portmaster -a















		The upgrade failed; what do I do?


Unfortunately, this is not only possible, it is highly probable.
There are many possible valid GNOME configurations, and even more
invalid starting points. If the script fails, follow the instructions
in the error message to let the FreeBSD GNOME team know about the
failure.


The majority of build failures will be dependency-related issues. One
simple way to resolve the problem is to remove the offending port,
re-run portupgrade or portmaster, and then reinstall the port
when the upgrade process is complete.





		List of GNOME &gnomever; problems and their solutions


Although GNOME &gnomever; is certainly the best release to date (of
course), there are a couple regressions that slipped in, both in the
GNOME code and in its implementation within FreeBSD. Some of the more
visible issues are:



		Clutter based applications like mutter and a number of
gnome-games, will crash when using Software Rasterizer rendering.
You can check it with glxinfo | grep render. A solution is
being worked on.


		Brasero has a bug that it crashes when creating new burn projects.
Premade iso burning works as expected.


		PackageKit where ported to FreeBSD. It does have some rough edges
still.








		I have found a bug; whom should I alert?


Please read the FreeBSD GNOME Project’s documentation on reporting
bugs [http://www.FreeBSD.org/gnome/docs/bugging.html].





		I want the fame and glory of being part of the FreeBSD GNOME team!
What can I do to participate?


Please read our list of ways to get
involved [http://www.FreeBSD.org/gnome/docs/volunteer.html]!
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Open Issues


This is a list of open issues that need to be resolved for FreeBSD
&local.rel;. If you have any updates for this list, please e-mail
re@FreeBSD.org.


As many of these open issues involve merging bus_dma driver changes
from -CURRENT, the busdma
project page is also useful.



Must Resolve Issues for &local.rel;-RC3










		Issue
		Status
		Responsible
		Description





		 
		 
		 
		 










Must Resolve Issues for &local.rel;-RELEASE










		Issue
		Status
		Responsible
		Description





		 
		 
		 
		 










Desired Features for &local.rel;-RELEASE










		Issue
		Status
		Responsible
		Description





		 
		 
		 
		 










Documentation items that must be resolved for &local.rel;










		Issue
		Status
		Responsible
		Description





		 
		 
		 
		 










Testing focuses for &local.rel;










		Issue
		Status
		Responsible
		Description





		twe(4) stability problem
		&status.untested;
		–
		The twe(4) driver has a stability problem when a lot of rapid sequential small file inserts into a new directory tree. A set of patches for the problem has been committed just before 4.10-RC3.



		vmspace leak
		&status.untested;
		–
		Copying vm_exitingcnt to the new vmspace in vmspace_exec() can make it very high values and never drop to 0 and be freed. This can cause a system crash. A patch for the problem has been committed just before 4.10-RC3.



		twa(4) fails in sysinstall
		&status.untested;
		–
		When a twa(4) device in a system with no SCSI controller is detected, sysinstall in 4.10-RC2 does not recognize the disks attached. It seems that this problem may involve inconsistency between the CAM device rescanning and the kernel module loading. A patch for the problem has been committed just before 4.10-RC3.
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To see how to utilize these components, please examine the example
Makefile.









		COMPONENT
		ASSOCIATED PROGRAM
		IMPLIED COMPONENTS





		atk
		accessibility/atk
		glib20



		atspi
		accessibility/at-spi
		gtk20 libbonobo



		desktopfileutils
		devel/desktop-file-utils
		glib20



		eel2
		x11-toolkits/eel
		gnomedesktop



		evolutiondataserver
		databases/evolution-data-server
		libgnomeui



		gal2
		x11-toolkits/gal2
		gnomeui libgnomeprintui



		gconf2
		devel/gconf2
		orbit2 libxml2 gtk20



		_glib20
		devel/glib20
		pkgconfig



		glib20
		devel/gio-fam-backend
		_glib20



		gnomecontrolcenter2
		sysutils/gnome-control-center
		metacity gnomemenus desktopfileutils               libgnomekbd gnomedesktop librsvg2



		gnomedesktop
		x11/gnome-desktop
		gconf2 gnomedocutils pygtk2



		gnomedesktopsharp20
		x11-toolkits/gnome-desktop-sharp20
		gnomesharp20



		gnomedocutils
		textproc/gnome-doc-utils
		libxslt



		gnomemenus
		x11/gnome-menus
		glib20



		gnomepanel
		x11/gnome-panel
		gnomedesktop libwnck gnomemenus               gnomedocutils librsvg2 libgnomeui



		gnomesharp20
		x11-toolkits/gnome-sharp20
		gnomepanel gtkhtml3 gtksharp20                 librsvg2 vte



		gnomespeech
		accessibility/gnome-speech
		libbonobo



		gnomevfs2
		devel/gnome-vfs
		gconf2 gnomemimedata



		gtk20
		x11-toolkits/gtk20
		intltool atk pango



		gtkhtml3
		www/gtkhtml3
		libgnomeui



		gtksharp10
		x11-toolkits/gtk-sharp10
		gtk20



		gtksharp20
		x11-toolkits/gtk-sharp20
		gtk20



		gtksourceview
		x11-toolkits/gtksourceview
		libgnome libgnomeprintui



		gtksourceview2
		x11-toolkits/gtksourceview2
		gtk20 libxml2



		gvfs
		devel/gvfs
		glib20 gconf2



		libartlgpl2
		graphics/libart_lgpl
		pkgconfig



		libbonobo
		devel/libbonobo
		libxml2 orbit2



		libbonoboui
		x11-toolkits/libbonoboui
		libgnomecanvas libgnome



		libgailgnome
		x11-toolkits/libgail-gnome
		libgnomeui atspi



		libgda2
		databases/libgda2
		glib20 libxslt



		libgda3
		databases/libgda3
		glib20 libxslt



		libgda4
		databases/libgda4
		glib20 libxslt



		libglade2
		devel/libglade2
		libxml2 gtk20



		libgnome
		x11/libgnome
		gnomevfs2 esound libbonobo



		libgnomecanvas
		graphics/libgnomecanvas
		libglade2 libartlgpl2



		libgnomedb
		databases/libgnomedb
		libgnomeui libgda3



		libgnomekbd
		x11/libgnomekbd
		gconf2



		libgnomeprint
		print/libgnomeprint
		libbonobo libartlgpl2 gtk20



		libgnomeprintui
		x11-toolkits/libgnomeprintui
		libgnomeprint libgnomecanvas



		libgnomeui
		x11-toolkits/libgnomeui
		libbonoboui



		libgsf
		devel/libgsf
		gconf2 glib20 libxml2



		libgsf_gnome
		devel/libgsf-gnome
		libgsf gnomevfs2



		libgtkhtml
		www/libgtkhtml
		libxslt gnomevfs2



		libidl
		devel/libIDL
		glib20



		librsvg2
		graphics/librsvg2
		libgsf gtk20



		libwnck
		x11-toolkits/libwnck
		gtk20



		libxml2
		textproc/libxml2
		pkgconfig



		libxslt
		textproc/libxslt
		libxml2



		libzvt
		x11-toolkits/libzvt
		gtk20



		linc
		net/linc
		glib20



		metacity
		x11-wm/metacity
		gconf2



		nautilus2
		x11-fm/nautilus
		librsvg2 gnomedesktop                 desktopfileutils gvfs



		nautiluscdburner
		sysutils/nautilus-cd-burner
		nautilus2 eel2 desktopfileutils



		orbit2
		devel/ORBit2
		libidl



		pango
		x11-toolkits/pango
		glib20



		pygnome2
		x11-toolkits/py-gnome2
		libgnomeui pygtk2



		pygnomedesktop
		x11-toolkits/py-gnome-desktop
		pygnome2 libgnomeprintui                 gtksourceview gnomepanel libwnck                 nautilus2 metacity



		pygnomeextras
		x11-toolkits/py-gnome-extras
		pygnome2 libgtkhtml



		pygtk2
		x11-toolkits/py-gtk2
		libglade2



		pygtksourceview
		x11-toolkits/py-gtksourceview
		gtksourceview2 pygtk2



		vte
		x11-toolkits/vte
		gtk20







If you still need help with your port, have a look at some of the
existing ports for examples. The freebsd-gnome
mailing list is also there for you.
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The installation notes for FreeBSD are customized for different
platforms, as the procedures for installing FreeBSD are highly dependent
on the hardware platform.


Installation notes for FreeBSD 4.10-RELEASE are available for the
following platforms:



		alpha


		i386





A list of all platforms currently under development can be found on the
Supported Platforms page.
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		What is new in GNOME &gnomever;?


Although the canonical summary of new features can be found at
http://www.gnome.org/start/2.12/notes/en/, some of the most exciting
new features of GNOME &gnomever; are:



		Sexy new default theme, Clearlooks


		More usable and powerful Nautilus file manager


		Desktop-wide clipboard that can save your paste buffer even after
you have closed the application from which you copied


		Enhanced multimedia support


		Extensive list of stability and speed increases








		How do I upgrade to GNOME &gnomever;?


*NOTE: Do not run ``portupgrade(1)`` to upgrade to GNOME
&gnomever;!*


The simple answer is this:



		To build GNOME &gnomever;, you need to obtain the latest ports
tree skeleton. This is most easily accomplished with
portsnap(8) or
cvsup [http://www.freebsd.org/doc/en_US.ISO8859-1/books/handbook/cvsup.html]CVSup.
Simply obtain the latest ports tree, and you are ready to go.
After you have obtained the latest ports tree, do not run a
typical portupgrade(1).


		Download the FreeBSD GNOME Project’s upgrade
script [http://www.FreeBSD.org/gnome/gnome_upgrade.sh].


		Run the script as root. Read a good-sized book.





More detailed instructions are as follows:



		CVSup your ports tree.


To build GNOME &gnomever;, you need to obtain the &gnomever; ports
tree skeleton. This is most easily accomplished with CVSup. Simply
obtain the latest ports tree, and you are ready to go. After you
have obtained the latest ports tree, do not run a typical
portupgrade(1).





		Obtain the upgrade script.


It is not possible to upgrade from GNOME &gnomeoldver; to GNOME
&gnomever; by simply running portupgrade(1). There are new
dependencies, and ports will build out-of-order, eventually
causing the build to fail.


To work around these problems, and to provide an update mechanism
as simple as portupgrade(1), the FreeBSD GNOME team has
produced a comprehensive upgrade script. The script can be
downloaded from:



http://www.FreeBSD.org/gnome/gnome_upgrade.sh






Simply download that script, and save it to disk.





		Run the script.


Once you have the script downloaded, run, as root:


# sh ./gnome_upgrade.sh






Hit ENTER to begin, answer any questions that pop up, and go
watch an entire Monty Python anthology. Right after hitting
ENTER at the beginning, you will be given the path to a
logfile. By running:


$ tail -f /path/to/logfile






you can watch the entire upgrade process as it unfolds. It is
hypnotic!











		Oops! I ran ``portupgrade(1)``! What do I do?


Do not worry; hope is not lost. Running portupgrade(1) will cause
the build to fail, but it will not cause any lasting damage to your
ports tree, unless you have done something exceptionally creative.
Simply download the gnome_upgrade.sh script and run it, and
pretend that you ran it in the first place. Nobody needs to know that
you did not read the directions first!





		The upgrade failed; what do I do?


Unfortunately, this is not only possible, it is highly probable.
There are many possible valid GNOME configurations, and even more
invalid starting points. If the script fails, follow the instructions
in the error message to let the FreeBSD GNOME team know about the
failure.


The majority of build failures will be dependency-related issues. One
simple way to resolve the problem is to remove the offending port,
re-run gnome_upgrade.sh, and then reinstall the port when the
upgrade process is complete. In order to avoid having to build
everything again, you can pass the -restart flag to
gnome_upgrade.sh to resume a failed build.





		List of GNOME &gnomever; problems and their solutions


Although GNOME &gnomever; is certainly the best release to date (of
course), there are a couple regressions that slipped in, both in the
GNOME code and in its implementation within FreeBSD. Some of the more
visible issues are:


There are currently no known FreeBSD-specific issues with &gnomever;.
See http://www.gnome.org/start/2.12/notes/en/rnknownissues.html for
the general list of GNOME &gnomever; known issues.





		I have found a bug; whom should I alert?


Please read the FreeBSD GNOME Project’s documentation on reporting
bugs [http://www.FreeBSD.org/gnome/docs/bugging.html].





		I want the fame and glory of being part of the FreeBSD GNOME team!
What can I do to participate?


Please read our list of ways to get
involved [http://www.FreeBSD.org/gnome/docs/volunteer.html]!
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Goals


As part of our on-going effort to improve the release engineering
process, we have identified several areas that need significant quality
assurance testing during the release candidate phase. Below, we’ve
listed the changes in &rel; that we feel merit the most attention due to
their involving substantial changes to the system, or having arrived
late in the development cycle leading up to the release. In general, our
goal in the QA process is to attempt to check a number of things:



		The system has not regressed with respects to stability, correctness,
interoperability, or performance of features present in prior
releases.


		New features result in the desired improvement in stability,
correctness, interoperability, or performance.





To effectively determine this, it’s desirable to test the system in a
diverse set of environments, applying a wide set of workloads, forcing
the system to operate both within and outside its normal specification.
Particular focus should often be placed on the continuing (or new)
capability of the system to perform correctly when used in concert with
systems from other vendors.





Features to explore carefully:



		There was a large merge of the USB code from RELENG_5 into
RELENG_4. This requires as much testing as possible to make sure
that no devices have regressed in stability or functionality.





The release notes will always be a good place
to look for things to test.





Known Issues



		No known issues at this time.
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		What is new in GNOME &gnomever;?


Although the canonical summary of new features can be found at
http://library.gnome.org/misc/release-notes/&gnomever;/, some of the
most exciting new features of GNOME &gnomever; are:



		A FreeBSD port of libxul-1.9 has been added as an alternative
Gecko provider to Firefox 2. This can be used by setting
WITH_GECKO="libxul" in /etc/make.conf.


		The Brasero disc burning application has been added to the Desktop
to replace nautilus-cd-buner.


		The pulseaudio sound system has been made part of the Desktop to
replace ESounD. This provides more comprehensive sound support.


		Personal file sharing (WebDAV) has been added.








		How do I upgrade to GNOME &gnomever;?


The answer is relatively simple:



		To build GNOME &gnomever;, you need to obtain the latest ports
tree skeleton. This is most easily accomplished with
portsnap(8) or
CVSup [http://www.freebsd.org/doc/en_US.ISO8859-1/books/handbook/cvsup.html].
Simply obtain the latest ports tree, and you are ready to go. Then
do the following:


# pkgdb -Ff
(Remove gnome-volume-manager.)

# portupgrade -aOW
# portupgrade -f gnome-media gnome-settings-daemon gnome-control-center






NOTE: it is recommended to run portupgrade -a to make sure
you get all the necessary ports.


If you are a portmaster(8) user, make sure you have least 1.9
version. Then do the following:


# portmaster -a
# portmaster gnome-media gnome-settings-daemon gnome-control-center















		The upgrade failed; what do I do?


Unfortunately, this is not only possible, it is highly probable.
There are many possible valid GNOME configurations, and even more
invalid starting points. If the script fails, follow the instructions
in the error message to let the FreeBSD GNOME team know about the
failure.


The majority of build failures will be dependency-related issues. One
simple way to resolve the problem is to remove the offending port,
re-run portupgrade or portmaster, and then reinstall the port
when the upgrade process is complete.





		List of GNOME &gnomever; problems and their solutions


Although GNOME &gnomever; is certainly the best release to date (of
course), there are a couple regressions that slipped in, both in the
GNOME code and in its implementation within FreeBSD. Some of the more
visible issues are:



		HAL can not unmount and reset the da[0-9] devices associated
with USB disks when you manually detach them from the system.
Manually removing a USB umass device while it is mounted can
result in a panic. This is a known bug in FreeBSD. See
kern/103258 [http://www.freebsd.org/cgi/query-pr.cgi?pr=kern/103258]
and
kern/89102 [http://www.freebsd.org/cgi/query-pr.cgi?pr=kern/89102]
for more details.








		I have found a bug; whom should I alert?


Please read the FreeBSD GNOME Project’s documentation on reporting
bugs [http://www.FreeBSD.org/gnome/docs/bugging.html].





		I want the fame and glory of being part of the FreeBSD GNOME team!
What can I do to participate?


Please read our list of ways to get
involved [http://www.FreeBSD.org/gnome/docs/volunteer.html]!
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Introduction


This is a specific schedule for the release of FreeBSD &local.rel;. For
more general information about the release engineering process, please
see the Release Engineering section of
the web site.


General discussions about the release engineering process or quality
assurance issues should be sent to the public
freebsd-qa mailing list.
MFC
requests should be sent to re@FreeBSD.org.





Schedule


Action


Expected


Actual


Description


Reminder announcement


30 Mar 2004


30 Mar 2004


Release Engineers send announcement email to developers@FreeBSD.org
with a rough schedule for the FreeBSD &local.rel; release.


&local.rel;-BETA Testing Guide published


30 Mar 2004


30 Mar 2004


A testing guide should be
published with information about recent changes and areas of the system
that should be thoroughly tested during the pre-release/RC period.


Announce the Ports Freeze


03 Apr 2004


03 Apr 2004


Someone from portmgr@ should email freebsd-ports@ and BCC:
developers@ to set a date for the week long ports freeze and tagging
of the ports tree.


&local.rel;-BETA


7 Apr 2004


10 Apr 2004


newvers.sh, and release.ent updated.


Code freeze begins


7 Apr 2004


7 Apr 2004


After this date, all commits to the RELENG_4 branch must be approved
by re@FreeBSD.org. Certain highly active documentation committers are
exempt from this rule for routine man page / release note updates.
Heads-up emails should be sent to the developers@, stable@ and
qa@ lists.


RELENG_&local.rel.tag; branch


20 Apr 2004


21 Apr 2004


The release branch is created.


Unfreeze the tree


20 Apr 2004


22 Apr 2004


Announcement to developers@ explaining that commits to RELENG_4
no longer require approval. Also note the policy for commits to the
RELENG_&local.rel.tag; branch.


&local.rel;-RC


20 Apr 2004


24 Apr 2004


newvers.sh and release.ent updated.


First release candidate


21 Apr 2004


22 Apr 2004


The first release candidate for the x86 and Alpha architecture is
released. ISO images should be uploaded to ftp-master.FreeBSD.org. A
network install directory should be uploaded to
ftp-master.FreeBSD.org. The packages/ directory should be a
relative symlink, as described in the releng article. When the builds
begin send a note to mirror-announce@FreeBSD.org saying a “Normal
Release Cycle” is beginning, RC ISOs and install directories will be
coming through the next few weeks.


Heads up to -stable


21 Apr 2004


23 Apr 2004


A message should be sent to qa@FreeBSD.org and
stable@FreeBSD.org after the first snapshot is uploaded.


Second release candidate


27 Apr 2004


2 May 2004


Note: the release date of this candidate depends on the user experience
with RC1.


Heads up to -stable


28 Apr 2004


3 May 2004


A message should be sent to qa@FreeBSD.org and
stable@FreeBSD.org after the second snapshot is uploaded.


Third release candidate


–


17 May 2004


Note: the release date of this candidate depends on the user experience
with RC2.


Heads up to -stable


–


17 May 2004


A message should be sent to qa@FreeBSD.org and
stable@FreeBSD.org after the third snapshot is uploaded.


Ports tree frozen


20 Apr 2004


20 Apr 2004


Only approved commits will be permitted to the ports/ tree during
the freeze.


Announce doc/ tree slush


–


12 Apr 2004


Notification of the impending doc/ tree slush should be sent to
doc@.


doc/ tree slush


17 Apr 2004


17 Apr 2004


Non-essential commits to the en_US.ISO8859-1/ subtree should be
delayed from this point until after the doc/ tree tagging, to give
translation teams time to synchronize their work.


Ports tree tagged


27 Apr 2004


28 Apr 2004


RELEASE_&local.rel.tag;_0 tag for ports/.


Ports tree unfrozen


27 Apr 2004


28 Apr 2004


After the ports/ tree is tagged, the ports/ tree will be
re-opened for commits, but commits made after tagging will not go in
&local.rel;-RELEASE.


Final package build starts


–


–


The ports cluster and bento [http://bento.FreeBSD.org] build final
packages.


doc/ tree tagged.


24 Apr 2004


24 Apr 2004


Version number bumps for doc/ subtree. RELEASE_&local.rel.tag;_0
tag for doc/. doc/ slush ends at this time.


Version numbers bumped.



[STRIKEOUT:4 May 2004]


22 May 2004





24 May 2004


The files listed
here
are updated to reflect the fact that this is FreeBSD &local.rel;.


Update man.cgi on the website.



[STRIKEOUT:4 May 2004]


22 May 2004





25 May 2004


Make sure the &local.rel; manual pages are being displayed by default
for the man->web gateway. Also make sure these man pages are pointed to
by docs.xml.


src tree tagged.



[STRIKEOUT:4 May 2004]


22 May 2004





25 May 2004


RELENG_&local.rel.tag;_0_RELEASE tag for src/.


Final builds.



[STRIKEOUT:4 May 2004]


22 May 2004





26 May 2004


Final builds for x86 and Alpha in a pristine environment.


Warn mirror-announce@FreeBSD.org



[STRIKEOUT:4 May 2004]


23 May 2004





25 May 2004


Heads up email to mirror-announce@FreeBSD.org to give admins time to
prepare for the load spike to come. The site administrators have
frequently requested advance notice for new ISOs.


Upload to ftp-master.



[STRIKEOUT:4 May 2004]


23 May 2004





26 May 2004


Release uploaded to ftp-master.FreeBSD.org (packages should have
been done before now, otherwise it chokes the mirror sites and
propagation of the release bits takes too long)


Announcement



[STRIKEOUT:5 May 2004]


24 May 2004





27 May 2004


Announcement sent out after a majority of the mirrors have received the
bits.


Turn over to the secteam


–


3 June 2004


RELENG_&local.rel.tag; branch is handed over to the FreeBSD Security
Officer Team in one or two weeks after the announcement.





Additional Information



		FreeBSD &local.rel; developer todo list.


		FreeBSD &local.rel; Quality Assurance Guide.


		FreeBSD Release Engineering website.


		FreeBSD busdma driver project
page.
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		How do I get GNOME &gnomever; for FreeBSD?


There are two ways to install GNOME &gnomever; on FreeBSD. One way is
to use
packages [http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/packages-using.html],
and the other way is to use
ports [http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/ports-using.html].
Before doing either installation, you should first familiarize
yourself with the GNOME &gnomever; release
notes [http://www.gnome.org/start/&gnomever;/notes/en/].


Install GNOME &gnomever; from packages.


To install GNOME &gnomever; from packages, use the command:


# pkg_add -r gnome2


This will download the latest GNOME &gnomever; packages from the
FreeBSD FTP site, and proceed to install them on your system.


Up-to-date GNOME packages for i386 and amd64 for all supported
versions of FreeBSD are also available from the GNOME
Tinderbox.


To build GNOME &gnomever;, you must first obtain the latest ports
tree skeleton. This is most easily accomplished with portsnap(8)
Then:


# cd /usr/ports/x11/gnome2
# make clean
# make install clean






You still need to enable the GNOME services to run
e.g. the graphical login automatically on system startup.





		How do I get the most out of GNOME?


In order to make the most of your new GNOME Desktop, you will want to
start all of the GNOME-related services at boot-time. If you wish to
take full advantage of GNOME, add the following to /etc/rc.conf:


gnome_enable="YES"






This will enable services such as GDM, HAL, D-BUS, and Avahi on
system startup. If you do not want to run all of these services, you
should forget the gnome_enable property, and manually enable the
services you want.


If you do not want to reboot immediately after the installation, you
can invoke the following commands:


# /usr/local/etc/rc.d/dbus start
# /usr/local/etc/rc.d/avahi-daemon start
# /usr/local/etc/rc.d/avahi-dnsconfd start
# /usr/local/etc/rc.d/hald start
# /usr/local/etc/rc.d/gdm start






To start GNOME &gnomever; under X without using GDM, add the
following line to ~/.xsession or ~/.xinitrc, as appropriate
(see startx(1)):


exec ck-launch-session gnome-session









		GNOME &gnomever; is failing to build from ports. What do I do?


The majority of GNOME &gnomever; compilation problems can be solved
by making sure all the necessary GNOME &gnomever; components are
up-to-date.


Updating solves most problems


If you have not yet followed FAQ #6, do so, as it will most
likely fix the problem you are reading this document to solve.


Please follow FAQ #6. If you have not done so, and you ask
for help, you will be told to follow FAQ #6.


In general, when a GNOME &gnomever; component is not up-to-date, you
will see an error similar to the following:


checking for libgnomeui-2.0 libbonoboui-2.0 libbonobo-2.0 >= 2.2.1
gnome-vfs-2.0 libgnomeprint-2.2 >= 2.3.0 libgnomeprintui-2.2 libglade-2.0...
configure: error: Library requirements (libgnomeui-2.0 libbonoboui-2.0
libbonobo-2.0 >= 2.2.1 gnome-vfs-2.0 libgnomeprint-2.2 >= 2.3.0 libgnomeprintui-2.2
libglade-2.0) not met; consider adjusting the PKG_CONFIG_PATH environment variable
if your libraries are in a nonstandard prefix so pkg-config can find them.






Simply keeping your ports tree up-to-date will prevent
these errors.


If the pkg-config program is out-of-date, you may see a configure
error similar to the following:


configure: error: *** pkg-config too old; version 0.14 or better required.






While this may be buried in some other text, the error is very
straight-forward: you need to upgrade pkg-config. The pkg-config
application is found in the devel/pkg-config port. By updating
this port to the latest version, this error will go away.


You may see compiler errors relating to pthreads (&posix; threads),
such as:


undefined reference to 'strerror_r'






To fix thread related errors, make sure you have the following
compiled into your kernel:


options     _KPOSIX_PRIORITY_SCHEDULING






If you are tracking -STABLE or -CURRENT, make sure that you do
not have NO_LIBPTHREAD set in /etc/make.conf. If you do,
remove it, then rebuild world. If you still have trouble, please send
email to &email;@FreeBSD.org with the output of the failed
compilation. It is also helpful to include the config.log from the
port’s work directory.


Prevent two versions of the same library.


A common source of build failures is the existence of multiple
versions of the same library. This can happen if you have two
different versions of a port installed, or can even happen through
normal portupgrade use. You can back up the libraries in
/usr/local/lib/compat/pkg and remove them, and then run
portupgrade -u -rf pkg-config. This will force a rebuild of all
GNOME-related apps (and a fair number of other apps) without
retaining old versions of libraries in /usr/local/lib/compat/pkg.


Fix PREFIX move-related errors.


Starting with 2.16, GNOME now lives in LOCALBASE instead of
X11BASE. This move can cause strange build problems if the
proper upgrade steps are not
followed. However, if after following all the steps, you may still
see errors like the following:


grep: /usr/X11R6/lib/libglade-2.0.la: No such file or directory
sed: /usr/X11R6/lib/libglade-2.0.la: No such file or directory
libtool: link: `/usr/X11R6/lib/libglade-2.0.la' is not a valid libtool archive






This error indicates that an old libtool archive (a file that ends
with .la) is still lingering about on your system. To find such
files, search through the system for libtool archive files that
contain the bad string (/usr/X11R6/lib/libglade-2.0.la in the
example above). To do that, use the following command:


# find / -type f -name "*.la" | xargs grep -l /usr/X11R6/lib/libglade-2.0.la






For each file that is found, use pkg_info to determine which port
or package installed it. For example, if you find that
/usr/X11R6/lib/libgnomeui-2.0.la contains the problem libtool
reference, do the following:


# pkg_info -W /usr/X11R6/lib/libgnomeui-2.0.la






If you get back a package name, then force an upgrade of that package
using portupgrade. If you do not get back anything, then you can
safely delete the libtool archive file. Once the file is gone, check
the directory from which you deleted it for other files with similar
names. In the example above, check for
/usr/X11R6/lib/libgnomeui-2.0.*. If you find any matching files,
delete those, too. Once all of the files are gone, you can resume
building your original port. Repeat these steps if you encounter
further such problems.





		I installed GNOME &gnomever;, but I am missing application foo.
What gives?


Only the core Desktop is included in the gnome2 package. Here are
some other GNOME meta-ports that offer convenient groupings of
popular GNOME software.



		The GNOME Fifth Toe (x11/gnome2-fifth-toe) consists of
stable GNOME applications that many users expect to find in a
functional desktop environment. This includes image manipulation
applications, chat and instant messenger applications, and music
and multimedia players


		The GNOME Hacker Tools (devel/gnome2-hacker-tools)
consists of applications developers would need to create and
maintain GNOME software projects. This includes IDEs, interface
builders, “hacker” editors, and code generation tools.


		The GNOME Office (editors/gnome2-office) consists of
applications that are commonly found in office or productivity
suites. This includes a spreadsheet application, word processor,
project management application, database access application,
groupware suite, and diagramming application.


		The GNOME Power Tools (x11/gnome2-power-tools) consists of
utilities and applets for the technically-minded GNOME user. It
also contains many useful add-on utilities for some of the
applications found in the Desktop and Fifth Toe.





To install any of these from packages:


# pkg_add -r meta-port






For example, to install the GNOME Fifth Toe from packages:


# pkg_add -r gnome2-fifth-toe






To install any of these from ports:


# cd /usr/ports/category/meta-port
# make clean
# make install clean






For example, to install the GNOME Fifth Toe from ports:


# cd /usr/ports/x11/gnome2-fifth-toe
# make clean
# make install clean









		What is the best way to upgrade from GNOME &gnomeoldver; to GNOME
&gnomever;?


The &gnomeoldver; to &gnomever; may have a few caveats. You are
strongly advised to read the upgrade FAQ for
detailed instructions.





		How do I keep my GNOME &gnomever; components and applications
up-to-date?


You are emphatically encouraged to use portupgrade or
portmaster to keep your GNOME &gnomever; components and
applications up-to-date.


Update your ports with portupgrade or portmaster.


Once you have updated your ports tree (presumably with portsnap),
the following two simple commands will update what needs to be
updated, and will prevent inconsistencies:


# pkgdb -F
# portupgrade -a






OR


# portmaster -a






Start from scratch.


Despite consistent utilization of portupgrade or portmaster,
if it seems like everything is refusing to build with everything
else, you might save yourself a headache or three by removing all
your GNOME apps and reinstalling them (your data files will remain
untouched). To do this, follow these commands:


# pkg_delete -rf pkg-config\*
# cd /usr/ports/x11/gnome2
# make clean
# make install clean






After running the above commands, you will have to reinstall all the
GNOME applications you desire. This process sounds painful, but it is
actually a great way to clear cruft off of your system. Just install
applications as you need them, and you will be surprised how much
disk space you have reclaimed. A full rebuild does take a significant
amount of time; fortunately, this measure is only rarely needed.





		How do I uninstall GNOME?


We would prefer that you did not uninstall GNOME ;-), but if you
must, you have to decide how much you want to uninstall. If you have
installed x11/gnome2 and you want to remove all Desktop
components that do not have other dependent packages, do the
following:


# pkg_deinstall -R x11/gnome2






Note: the pkg_deinstall command requires you have
ports-mgmt/portupgrade installed.


If you want to force a removal of all Desktop components (this is
generally not recommended), do the following:


# pkg_deinstall -Rf x11/gnome2









		Where can I get more themes for GNOME &gnomever;?


On the following websites, you can find themes for GTK+, metacity,
nautilus, GDM, icons, backgrounds, and more:



		art.gnome.org [http://art.gnome.org]


		GNOME-look.org [http://www.gnome-look.org]


		The Theme Depot [http://www.themedepot.org]


		themes.freshmeat.net [http://themes.freshmeat.net]


		Jimmac’s Icons site [http://jimmac.musichall.cz/icons.php]





Some of these themes have already been ported to FreeBSD. Check out
the x11-themes/gnome-icons and x11-themes/metacity-themes
meta-ports for a nice sample.





		What window managers work well with GNOME &gnomever;?


The gnome2 meta-port installs the Metacity window manager by
default. Another popular window manager that works well with GNOME
&gnomever; is Sawfish [http://sawmill.sourceforge.net/]. Sawfish
can be found in x11-wm/sawfish.


To switch between Metacity and Sawfish in GNOME, you will need to do
the following:


# killall metacity; sawfish &
# gnome-session-save --gui






The gnome-session-save is important. Without it, the window
manager will revert back to the one previously configured upon next
login. To switch back, simply reverse sawfish and metacity.


If you have gotten the GNOME &gnomever; desktop working under an
alternative window manager, please take a screenshot and send it to
us!





		Does GNOME &gnomever; support anti-aliased fonts?


Yes! Anti-aliasing requires X.Org with freetype2 support. To add
freetype2 support to X, make sure you have the following modules
loaded in your xorg.conf file under the Modules section:


Load    "freetype"
Load    "type1"






Then, simply check out the Fonts capplet under Applications->Desktop
Preferences. If you want a good set of TrueType starter fonts,
install the x11-fonts/webfonts port.


Sometimes, after adding new fonts to the system, it is necessary to
teach fontconfig about them. If you find that newly added fonts are
not made available even after restarting GNOME, run the following
command as root:


# fc-cache -f -v






If you have any questions, please send them to &email;@FreeBSD.org.





		How can I control what fonts are anti-aliased?


GNOME &gnomever; makes use of libXft and fontconfig to handle
anti-aliasing. Fontconfig is a very powerful XML-based font
configuration package. You can create a ~/.fonts.conf file that
controls virtually every aspect of fontconfig. For example, if you do
not want to anti-alias fonts smaller than 16 point, create a
~/.fonts.conf with the following contents:


<?xml version="1.0"?>
<!DOCTYPE fontconfig SYSTEM "fonts.dtd">
<fontconfig>

<match target="font">
        <test name="size" compare="less_eq">
                <double>16</double>
        </test>
        <edit name="antialias" mode="assign">
                <bool>false</bool>
        </edit>
</match>
<match target="font">
        <test name="pixelsize" compare="less_eq">
                <double>16</double>
        </test>
        <edit name="antialias" mode="assign">
                <bool>false</bool>
        </edit>
</match>
</fontconfig>






Refer to fonts-conf(5) for more information.





		How do I edit my GNOME menus?


Right-click on the Applications menu, and select Edit Menus. This
will invoke the alacarte menu editing tool.





		How do I use GTK+ resource settings for GTK+ applications when not
in a GNOME environment?


GNOME applications get their GTK+ resources from themes and the
corresponding theme engine. If you would rather run your GTK+
applications in a non-GNOME environment then you will need to create
a file named ~/.gtkrc-2.0.


To use the widgets from a GTK+ theme when in a non-GNOME environment,
simply include the theme’s gtk-2.0/gtkrc in your
~/.gtkrc-2.0. For example:


include "/usr/local/share/themes/Crux/gtk-2.0/gtkrc"






If you prefer, you can use the same GTK+ 1.2 theme for both GTK+ 1.2
and GTK+ 2 applications, which will give your GTK+ programs a
consistent look. For the most part, you can transfer your settings
from your ~/.gtkrc file (used for GTK+ 1.2) with a couple of
caveats.



		If you have any theme engine references, you will have to make
sure there is a corresponding GTK+ theme engine. Otherwise, remove
the engine entries.





		The default font specification should be outside of any style
blocks and should be specified with the gtk-font-name keyword.
For example:


gtk-font-name = "Verdana 11"












Note that while a GTK+ 1.2 gtkrc file will work in a GTK+ 2
gtkrc-2.0 file, the opposite is not true: the contents of a
GTK+ 2 gtkrc-2.0 file will not work inside a GTK+ 1.2 gtkrc
file.


For simply switching GTK+ themes without needing to edit your
~/.gtkrc files, you can use the x11/gtk-theme-switch and
x11/gtk2-theme-switch ports.





		How do I configure settings for GNOME 1.4 applications under GNOME
&gnomever;?


Install sysutils/gnome-control-center1, then invoke gnomecc
from the command line to bring up the GNOME 1.4 control center.





		Brasero does not let me burn CDs or Totem/Rhythmbox/Sound-juicer
cannot find my CD/DVD drive. How can I fix this?


Brasero, totem, rhythmbox, and sound-juicer cannot use CD/DVD drives
unless support for those devices is enabled in the kernel, and the
permissions on the device nodes allow write access. Brasero, totem,
rhythmbox, and sound-juicer talk to CD/DVD drives through the SCSI
CAM subsystem. Therefore, you must make sure you have the following
configured in your kernel:


device          scbus
device          cd
device          pass






You must also make sure you have the following configured in your
kernel if you are using an ATAPI CD/DVD drive:


device      atapicam






Finally, if you are running GNOME 2.16 or later, you must have HAL
running, or you will only be able
to burn to an ISO image file.


To figure out which CD/DVD drive you will be using, run the following
command as root:


# camcontrol devlist






Your output will look similar to the following:


<QSI CDRW/DVD SBW-242 UD22>       at scbus1 target 0 lun 0 (cd0,pass0)






The devices in parentheses at the end are important. You must make
sure the /dev entries for those devices are writable by the users
that will be using brasero, totem, rhythmbox, or sound-juicer. In
addition to those devices, /dev/xpt* must also be writable to
your brasero, totem, rhythmbox, and sound-juicer users. The following
/etc/devfs.conf configuration will achieve the desired results
given the above devlist:


perm    cd0     0666
perm    xpt0    0666
perm    pass0   0666









		How do I add new GDM sessions?


The process for adding new GDM sessions has changed substantially
between GNOME 2.2 and &gnomever;. In order to add new sessions now,
you must create a .desktop file containing the session
configuration information. Session files live in
/usr/local/etc/dm/Sessions. For example, to add a KDE session,
create a file in /usr/local/etc/dm/Sessions called
kde.desktop. That file should contain the following:


[Desktop Entry]
Encoding="UTF"-8
Name="KDE"
Comment="This" session logs you into KDE
Exec=/usr/local/bin/startkde
TryExec=/usr/local/bin/startkde
Icon=
Type="Application"






This file must have execute permissions. For example:


# chmod 0555 kde.desktop






After creating this file, restart GDM, and there will be a KDE
link under the Sessions menu.





		How do I disable spatial Nautilus?


As of GNOME 2.8, Nautilus operates in what is known as a “spatial”
mode. This means that each item is opened in a new window. This may
not be desirable to all users. If you wish to revert back to the old
Nautilus file system browser, go to Desktop->Preferences->File
Management, click on the Behavior tab, and check the “Always open in
browser windows” checkbox.





		How do I disable desktop icons for “Computer,” “Home,” and
“Trash?”


If you do not want your desktop cluttered with the default icons for
“Computer,” “Home,” and “Trash,” you can disable any or all of them.
To do this, launch Applications > System Tools > Configuration
Editor (gconf-editor from the command line), and go to the
/apps/nautilus/desktop key. From here, you can enable or disable
the icons, and even rename “Home” and “Trash.”





		How do I mount my removable media in Nautilus?


As of GNOME 2.22, the way auto-mounting works has changed
substantially. The full details are spelled out in our HAL
FAQ.





		Why is GNOME so slow to start up?


Under normal circumstances, GNOME should only take a few seconds to
start up (fifteen at most). However, certain configurations may cause
it to hang for up to an hour at login time.


First, make sure your machine’s hostname properly resolves. To test
this, run the following command:


ping `hostname`






If the command fails, you will either have to add your
fully-qualified hostname to DNS or to /etc/hosts. If you do not
have a static IP address, you can append your hostname to the
localhost line in /etc/hosts. For example, if your machine’s
hostname is gnome-rocks.mydomain.com, edit /etc/hosts, and
change the line:


127.0.0.1               localhost localhost.my.domain






To:


127.0.0.1              localhost localhost.my.domain gnome-rocks gnome-rocks.mydomain.com






Finally, if you have either the TCP or UDP blackhole sysctl enabled,
this may cause GNOME to stall on login. If, after fixing hostname
resolution, GNOME still takes a long time to startup, verify the
following sysctls are set to 0:


net.inet.tcp.blackhole
net.inet.udp.blackhole









		How do I install GNOME packages from the GNOME Tinderbox?


The GNOME Tinderbox is a service that continually builds
i386 [http://www.marcuscom.com/tinderbox/] and
amd64 [http://cobbler.marcuscom.com/tinderbox/] packages of the
GNOME desktop for all supported versions of FreeBSD. As hardware gets
better, more meta-ports may be added in the future. This service can
be a great way of getting the latest GNOME desktop without having to
wait for everything to build from ports.


To install packages from the GNOME Tinderbox, you must set the
PACKAGESITE environment variable to the correct package
directory. The package directory can be found by clicking on the
Package Directory link on the main Tinderbox page for your
architecture. Once you have the correct package directory, you should
append /Latest/ to it so you can pkg_add gnome2 without
knowing any additional version numbers. For example, if you are
installing on i386 FreeBSD 6.3, set PACKAGESITE to the following:


http://www.marcuscom.com/tb/packages/6.3-FreeBSD/Latest/






If you are installing on amd64 FreeBSD 6.3, set PACKAGESITE to
the following:


http://cobbler.marcuscom.com/space/packages/6.3-FreeBSD/Latest/









		How do I add new MIME types to GNOME?


Since GNOME 2.8, MIME types are stored in the new FreeDesktop
shared-mime-info database. However, gnome-control-center has not been
updated to allow one to easily add MIME types to this database.
Therefore, if applications such as Nautilus complain that there is no
MIME type associated with a particular file, using the Open With
tab under Properties not work.


New MIME types can be added in one of two places. They can either be
added system-wide for all users, or added locally on a per-user
basis. System-wide MIME types must be added to
LOCALBASE/share/mime , where as local MIME types must be added to
~/.local/share/mime. In both cases, the procedure is the same.


To define a new MIME type, you must create an application and a
packages file to describe it. The application file will be named
for the MIME type, and contain its name and a brief comment
describing it. The packages file will list all the extensions
associated with this MIME type as well as any special file magic that
can be used to identify files without an extension.


For example, if we wanted to add a new local MIME type for Windows
HTML Help files (i.e. .chm files) called application/x-chm, we
would do the following. First, we would create the directories
~/.local/share/mime/application and
~/.local/share/mime/packages if they did not already exist. Then,
we create an application file called x-chm.xml that we will place
in ~/.local/share/mime/application. The file looks like:


<?xml version="1.0" encoding="utf-8"?>
<mime-type
xmlns="http://www.freedesktop.org/standards/shared-mime-info"
type="application/x-chm">
  <comment>Windows HTML Help file</comment>
</mime-type>






Next, we create a packages file called chm.xml that we will place
in ~/.local/share/mime/packages. The file looks like:


<?xml version="1.0" encoding="utf-8"?>
<mime-info
xmlns="http://www.freedesktop.org/standards/shared-mime-info">
  <mime-type type="application/x-chm">
    <comment>Windows HTML Help file</comment>
    <glob pattern="*.chm" />
  </mime-type>
</mime-info>






Once the files have been created, the MIME database must be updated.
To do that, run the command:


% update-mime-database ~/.local/share/mime






Finally (and unfortunately), you must logout and log back in to GNOME
for the changes to fully take effect. Nautilus’ Properties->Open
With interface can now be used to associate an application to this
MIME type. Hopefully all of this will be made much easier in a future
GNOME release.





		How do I configure GDM for automatic logins?


The GNOME Display Manager (GDM) can be configured to automatically
log a user in when it starts up. To do that, you must first configure
Pluggable Authentication Module (PAM) support for gdm-autologin.
Create a /etc/pam.d/gdm-autologin file with the following
contents:


auth       required     pam_permit.so
account    required     pam_nologin.so
account    required     pam_unix.so
session    required     pam_permit.so






Once PAM is configured to allow GDM automatic logins, edit
/usr/local/etc/gdm/custom.conf, and set
AutomaticLoginEnable="true", and AutomaticLogin equal to the
username for which you wish to enable automatic logins. Both of these
properties should be placed under the [daemon] heading. For
example:


[daemon]
AutomaticLoginEnable="true"
AutomaticLogin="marcus"






That will automatically login the user marcus as soon as GDM
launches.





		How do I upgrade from gnome2-lite to the full GNOME &gnomever;
desktop?


The Lite edition does not include all of the components of the
standard GNOME &gnomever; desktop. If you wish to install the full
desktop, first remove the gnome2-lite package, then
install the gnome2 port or package. For example:


# pkg_delete gnome2-lite






Then one of the following:


# cd /usr/ports/x11/gnome2
# make install clean






or:


# pkg_add -r gnome2






Alternatively, you can install additional GNOME components
individually using either their ports or packages.





		How do I enable Emacs-style keybindings in GTK+ applications?


By default, GTK+ uses Windows-like keyboard shortcuts for command
line editing. Many UNIX users are more familiar or more comfortable
with Emacs-style shortcuts. For example, GTK+ uses Control+A to mean,
“select all,” where as Emacs uses Control+A to mean, “put cursor at
the beginning of line.”


In order to use Emacs-style keybindings in GTK+ applications, edit
~/.gtkrc-2.0, and add the following:


gtk-key-theme-name = "Emacs"






If you are using the GNOME Desktop, however, this is not sufficient.
You must also change the GConf key
/desktop/gnome/interface/gtk_key_theme to “Emacs” using
Applications > System Tools > Configuration Editor
(gconf-editor from the command line).





		Why do I only see generic icons in Nautilus?


This typically occurs for users that are not running the full GNOME
Desktop. By default, gnome-session will start
gnome-settings-daemon automatically. This daemon is responsible
for setting many GTK+ and GNOME preferences including the icon theme.
If you are not running the GNOME Desktop, make sure the following has
been added to your X11 session startup preferences:


/usr/local/libexec/gnome-settings-daemon &






If you are running the full GNOME Desktop, there may be a problem
executing gnome-settings-daemon. Try running
/usr/local/libexec/gnome-settings-daemon from the command line,
and check for any errors. Most problems can be solved by reinstalling
sysutils/gnome-settings-daemon.





		Why do I need confirm access to my keyring every time Nautilus
tries to open an external share?


You did not mount the procfs file system. Procfs is not mounted
by default in recent releases of FreeBSD. Consider adding the
following line to your /etc/fstab file:


proc            /proc       procfs  rw  0   0









		How do I enable window compositing in GNOME?


Starting with GNOME 2.22, the Metacity window manager includes a
compositing manager. When compositing is enabled, widgets will get a
drop shadow, and the Alt+Tab application switcher will show previews
of the application windows.


Compositing is not enabled by default as not all graphics cards and
drivers will do well with it. If your graphics card and driver
support accelerated 3D rendering and you want to use compositing you
can enable it using the following command:


% gconftool-2 -s --type bool /apps/metacity/general/compositing_manager true






If you want to disable it again, change “true” to “false”, and re-run
the command. You can also use gconf-editor to edit it.


If your card is supported by the “nvidia,” “intel”, “openchrome”, or
“radeon” (see the radeon(4) man page to make sure your card is
supported for 3D acceleration) drivers, then compositing should work
for you.





		How do I get GDM to respect my locale settings?


Up until GNOME 2.20, GDM would read the locale settings from
/etc/login.conf or ~/.login.conf. This was broken in 2.20,
and finally restored in GDM 2.26.1_3.


However, GDM also offers a pull-down Language menu from which you can
choose your current locale. If you would rather not use this menu or
/etc/login.conf, you can set the locale by adding the following
to ~/.profile:


export LANG=<locale>
export LC_ALL=<locale>






Here, <locale> is the desired locale (e.g. en_US.UTF-8,
es_ES.ISO8859-15, fr_FR.ISO8859-1, etc.).


To set the default locale for the GDM greeter, add the same
environment variables to /etc/profile or define gdm_lang to
the desired locale in /etc/rc.conf.





		Why do I not see any users in GDM?


You did not mount the procfs file system. Procfs is not mounted
by default in recent releases of FreeBSD. You must add the following
line to your /etc/fstab file:


proc            /proc       procfs  rw  0   0
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Date: Wed, 25 Feb 2004 20:31:31 -0700 (MST)


From: Scott Long <scottl@FreeBSD.org>

To: freebsd-announce@FreeBSD.org

Subject: [FreeBSD-Announce] FreeBSD 5.2.1 Released!





It is once again my great privilege and pleasure to announce the
availability of FreeBSD 5.2.1-RELEASE. This is a ‘point release’ and is
intended to address several bugs and vulnerabilities discovered in the
FreeBSD 5.2 release. These include:



		Significantly improved ATA/IDE and SATA handling. Problems with
timeouts, error recovery, and certain master/slave configurations
have been largely addressed.


		The kdeadmin3 package has been updated to fix the password
database corruption found with the KUser tool.


		Third-party NSS modules can now support groups with many users.


		Multicast and promiscuous modes have been fixed in the ‘sk’ Ethernet
driver, allowing it to operate in a DHCP environment.


		Latest updates to the XFree86 4.3 server to protect against several
published security vulnerabilities.





FreeBSD 5.2.1 also contains a number of other significant stability and
security improvements over FreeBSD 5.2. However, it is still considered
a ‘New Technology’ release and might not be suitable for all users.
Those with more conservative needs may prefer to continue using FreeBSD
4.X. Information on the various trade-offs involved, as well as some
notes on future plans for both FreeBSD 4.X and 5.X, can be found in the
Early Adopter’s Guide, available here:


http://www.FreeBSD.org/releases/5.2.1R/early-adopter.html


For a complete list of new features and known problems, please see the
release notes and errata list, available here:


http://www.FreeBSD.org/releases/5.2.1R/relnotes.html


http://www.FreeBSD.org/releases/5.2.1R/errata.html


For more information about FreeBSD release engineering activities,
please see:


http://www.FreeBSD.org/releng/


Availability


FreeBSD 5.2.1-RELEASE supports the i386, pc98, alpha, sparc64, amd64,
and ia64 architectures and can be installed directly over the net using
the boot floppies or copied to a local NFS/FTP server. Distributions for
all architectures are available now.


Please continue to support the FreeBSD Project by purchasing media from
one of our supporting vendors. The following companies will be offering
FreeBSD 5.2.1 based products:








		FreeBSD Mall, Inc.
		http://www.freebsdmall.com/



		Daemonnews, Inc.
		http://www.bsdmall.com/freebsd1.html







If you can’t afford FreeBSD on media, are impatient, or just want to use
it for evangelism purposes, then by all means download the ISO images.
We can’t promise that all the mirror sites will carry the larger ISO
images, but they will at least be available from:



		ftp://ftp.FreeBSD.org/pub/FreeBSD/


		ftp://ftp2.FreeBSD.org/pub/FreeBSD/


		ftp://ftp3.FreeBSD.org/pub/FreeBSD/


		ftp://ftp4.FreeBSD.org/pub/FreeBSD/


		ftp://ftp5.FreeBSD.org/pub/FreeBSD/


		ftp://ftp7.FreeBSD.org/pub/FreeBSD/


		ftp://ftp14.FreeBSD.org/pub/FreeBSD/


		ftp://ftp.cz.FreeBSD.org/pub/FreeBSD/


		ftp://ftp2.de.FreeBSD.org/pub/FreeBSD/


		ftp://ftp3.de.FreeBSD.org/pub/FreeBSD/


		ftp://ftp7.de.FreeBSD.org/pub/FreeBSD/


		ftp://ftp6.tw.freebsd.org/pub/FreeBSD/


		ftp://ftp1.ru.FreeBSD.org/pub/FreeBSD/


		ftp://ftp2.ru.FreeBSD.org/pub/FreeBSD/


		ftp://ftp5.uk.FreeBSD.org/pub/FreeBSD/


		ftp://ftp7.uk.FreeBSD.org/pub/FreeBSD/


		ftp://ftp2.us.FreeBSD.org/pub/FreeBSD/


		ftp://ftp4.us.FreeBSD.org/pub/FreeBSD/


		ftp://ftp11.us.FreeBSD.org/pub/FreeBSD/


		ftp://ftp14.us.FreeBSD.org/pub/FreeBSD/


		ftp://ftp15.us.FreeBSD.org/pub/FreeBSD/





FreeBSD is also available via anonymous FTP from mirror sites in the
following countries: Argentina, Australia, Brazil, Bulgaria, Canada,
China, Czech Republic, Denmark, Estonia, Finland, France, Germany, Hong
Kong, Hungary, Iceland, Ireland, Japan, Korea, Lithuania, Amylonia, the
Netherlands, New Zealand, Poland, Portugal, Romania, Russia, Saudi
Arabia, South Africa, Slovak Republic, Slovenia, Spain, Sweden, Taiwan,
Thailand, Ukraine, and the United Kingdom.


Before trying the central FTP site, please check your regional mirror(s)
first by going to:


ftp://ftp.<yourdomain>.FreeBSD.org/pub/FreeBSD


Any additional mirror sites will be labeled ftp2, ftp3 and so on.


More information about FreeBSD mirror sites can be found at:


http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/mirrors-ftp.html


For instructions on installing FreeBSD, please see Chapter 2 of The
FreeBSD Handbook. It provides a complete installation walk-through for
users new to FreeBSD, and can be found online at:


http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/install.html
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The release notes for FreeBSD are customized for different platforms, as
some of the changes made to FreeBSD apply only to specific processor
architectures.


Release notes for FreeBSD 4.6-RELEASE are available for the following
platforms:



		i386


		Alpha





A list of all platforms currently under development can be found on the
Supported Platforms page.
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This document assumes that you already know how the port system works,
and therefore only provides GNOME-specific hints and tips. General
instructions can be found in the FreeBSD Porter’s
Handbook [http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/porters-handbook/index.html].



Example Makefile


There is an example Makefile for a GNOME
port, which uses many of the tricks outlined in this document. Please
feel free to use it as a guide for creating your own ports.





GNOME Makefile Macros


GNOME applications under FreeBSD use the USE_GNOME infrastructure.
To specify which components of the GNOME system your port needs in order
to build, simply list them all as a space-separated list. For example:


USE_XLIB=   yes
USE_GNOME=  gnomeprefix gnomehack libgnomeui






The USE_GNOME components are divided into the following two lists:



		GNOME desktop-version-independent components


		GNOME 2 components


		GNOME 1 components





If your port needs only GTK2 libraries, the following is the
shortest way to define this:


USE_GNOME=  gtk20






If your port needs only GTK1 libraries, the following is the
shortest way to define this:


USE_GNOME=  gtk12






Even if your application needs only the GTK libraries, other
USE_GNOME components may be useful. Please scan the entire list to
make sure your port uses all relevant components.


Once you have finished with your port, it is a good idea to verify that
your port depends on the correct list of components. To see a list of
what packages your port will actually require, use the command
make package-depends from within your port’s directory.


To aid in creating the list of necessary components, it can be helpful
to examine the output of make configure. At the end of the
checking for... list, there will be a line similar to this:


checking for    libgnomeui-2.0 >= 2.0.0     cspi-1.0 >= 1.1.7
libspi-1.0 >= 1.1.7     libbonobo-2.0 >= 2.0.0  atk >= 1.0.0
gtk+-2.0 >= 2.0.0   gail    libwnck-1.0     esound... yes






This is a list of the components upon which this application relies to
build. Pay close attention to the hierarchical layout of the
USE_GNOME system; many components are implied from other
USE_GNOME directives. In the above example,
USE_GNOME= libgnomeui implies use of libbonoboui, which implies
libgnomecanvas, which implies libglade2, which implies
gtk20. Thus, even though gtk+-2.0 appears in the list of
requisite components, gtk20 can be eliminated from the
USE_GNOME list. There are a number of other such redundancies that
can be eliminated from this list.


For the above list (taken from sysutils/gok), the following is
defined in the Makefile:


USE_GNOME=  gnomehack gnomeprefix libgnomeui atspi libwnck









GNOME 1 Desktop vs. GNOME 2 Desktop


In the beginning, there was only GNOME 1. When the GNOME 2
desktop came around, maximum backwards compatibility was ensured, within
reason. GNOME 1 applications can run fine under the GNOME 2
desktop, provided that the applications do not utilize functionality
specific to the GNOME 1 desktop environment.


The GNOME 1 desktop, and all applications that will not run under
the GNOME 2 desktop, have been removed from the ports tree.


What this means for you, as an application porter, is simply that you
should not add GNOME 1-specific applications to the ports tree.


If you wish to determine which version of the GNOME desktop environment
is present on a user’s machine, you can check the value of
GNOME_DESKTOP_VERSION. This variable is set to either "1" or
"2" depending upon whether the GNOME 1 or GNOME 2 desktop is
installed.





Optional GNOME Dependencies


If your port can optionally use GNOME, you must set WANT_GNOME= yes
in your Makefile, then check to see if HAVE_GNOME is set for each
component from the list above that your port can use. Since this is a
conditional evaluation, you need to stick it between bsd.port.pre.mk
and bsd.port.post.mk. For example:


WANT_GNOME= yes

.include <bsd.port.pre.mk>

.if ${HAVE_GNOME:Mgnomepanel}!=""
    USE_GNOME+= gnomeprefix gnomepanel
    CONFIGURE_ARGS+=    --with-gnome
    PKGNAMESUFFIX=  -gnome
.else
    CONFIGURE_ARGS+=    --without-gnome
.endif

.include <bsd.port.post.mk>






Here, WANT_GNOME tells the ports system to check for the existence
of the various GNOME components listed above. For each component found,
its name is appended to HAVE_GNOME. Since this port can use
gnomepanel, we check HAVE_GNOME to see if it contains
gnomepanel (for more on the :M``pattern`` make syntax, please refer
to the make(1)
manpage). If gnomepanel is found, then it is added the list of
USE_GNOME dependencies, and the port-specific --with-gnome
CONFIGURE_ARG is passed. In an old GNOME infrastructure,
PKGNAMESUFFIX was automatically adjusted by the proper USE_*
macro. Now it is up to the individual porter to do this. Our example
port appends -gnome to the port name to indicate it has been built
with GNOME support. The same is true for the DATADIR PLIST_SUB.
The individual porter must decide when do the DATADIR substitution.
A good rule of thumb is to add the DATADIR PLIST_SUB when using
the gnomeprefix component.


Note: You cannot add extra default USE_GNOME components after
the .include <bsd.port.pre.mk>. That is, the following is wrong
:


.include <bsd.port.pre.mk>

.if ${HAVE_GNOME:Mgnomelibs}!=""
    USE_GNOME+= libgnome
.else
    USE_GNOME+= gtk12  # WRONG!
.endif






This will make the build system think that GNOME is desired, and mark
the pkg-plist accordingly, thus breaking package builds. If you need
to add default USE_GNOME components, do so above the
`` .include <bsd.port.pre.mk>`` line.


To enforce use of optional GNOME dependencies unconditionally, you can
add WITH_GNOME= yes to /etc/make.conf or on the make command
line. This will always return true when checking for optional GNOME
dependencies. If you want the system to always return false when
checking for optional GNOME dependencies, you can add
WITHOUT_GNOME= yes to /etc/make.conf or to the make command
line.


More information on the USE_GNOME infrastructure can be found by
looking at the source and comments of ${PORTSDIR}/Mk/bsd.gnome.mk.





GNOME PREFIX


Since the release of 2.16, GNOME now lives in LOCALBASE instead of
X11BASE. To make it easier for GNOME ports that must also be
installed into the same PREFIX as GNOME, a hack has been added to
bsd.gnome.mk to force the PREFIX to LOCALBASE whenever the
gnomeprefix component is used. This can be overridden by manually
specifying PREFIX in your port’s Makefile or on the command
line.





OMF Installation


A large number of GNOME applications (especially GNOME 2 applications)
install Open Source Metadata Framework (OMF) files which contain the
help file information for those applications. These OMF files require
special processing by ScrollKeeper in order for applications like Yelp
to find help documentation. In order to accomplish proper registry of
these OMF files when installing GNOME applications from packages, you
should make sure that omf files are listed in pkg-plist and that
your Makefile has this defined:


INSTALLS_OMF="yes"









GConf Schema Installation


GConf is the XML-based database that virtually all GNOME applications
use for storing their settings. This database is defined by installed
schema files that are used to generate %gconf.xml key files.
Previously, these schema files and %gconf.xml key files were listed
in the port’s pkg-plist. Since this proved to be problematic,
handling of GConf schemas was changed to something similar to that of
MAN*n* [http://www.freebsd.org/doc/en_US.ISO8859-1/books/porters-handbook/porting-manpages.html]
files. That is, for each schema file installed by your port, you must
have the following listed in the Makefile:


GCONF_SCHEMAS=  my_app.schemas my_app2.schemas my_app3.schemas






For example in audio/gnome-media:


GCONF_SCHEMAS=  CDDB-Slave2.schemas gnome-audio-profiles.schemas \
        gnome-cd.schemas gnome-sound-recorder.schemas






The schema files and %gconf.xml key files should not be in the
pkg-plist. If you notice that the port doesn’t has any
%gconf.xml key files, but has schema files then you should not be
use GCONF_SCHEMAS. It means, this port has broke either schema files
or installation of GConf.





Shared MIME database


If your port install files like application/x-portname.xml in
share/mime, you have to add these two lines at the end of the
pkg-plist:


@exec %%LOCALBASE%%/bin/update-mime-database %D/share/mime
@unexec %%LOCALBASE%%/bin/update-mime-database %D/share/mime






Also make sure shared-mime-info is among the dependencies of your
port. If your port use gtk20, you will have shared-mime-info
indirectly. You can check indirect dependencies with make describe.


Example port to look at:
`deskutils/drivel <https://svnweb.FreeBSD.org/ports/head/deskutils/drivel/>`__





Desktop database


Some ports provide MIME definitions in their .desktop files. If your
port install .desktop file into share/applications and there is
a line starting with MimeType in it, you need to update desktop
database after install and deinstall. This database is represented by
share/applications/mimeinfo.cache file. Add dependency on GNOME
component desktopfileutils and these lines to the end of
pkg-plist:


@exec %%LOCALBASE%%/bin/update-desktop-database > /dev/null || /usr/bin/true
@unexec %%LOCALBASE%%/bin/update-desktop-database > /dev/null || /usr/bin/true






Also add following to the post-install target in port’s Makefile:


-@update-desktop-database






Example port to look at:
`editors/leafpad <https://svnweb.FreeBSD.org/ports/head/editors/leafpad/>`__





Libtool Issues


Most, if not all, GNOME applications depend on GNU’s libtool. They also
use the GNU configure system. If your port installs shared libraries,
and includes an ltmain.sh script in its ${WRKSRC} directory, you
should add USES=libtool to your port’s Makefile.





Distfiles


To separate GNOME 2 distfiles from the GNOME 1 distfiles, and to keep
the distfiles directory clean, GNOME 1 ports that download their
distfiles from ${MASTER_SITE_GNOME} must add the following to their
Makefile:


DIST_SUBDIR=    gnome






GNOME 2 ports that download their distfiles from
${MASTER_SITE_GNOME} must include the following in their Makefile:


DIST_SUBDIR=    gnome2






Some GNOME distfiles come in both tar gzip as well as tar bzip2 format.
To save time when downloading distfiles over slow links, you should use
the bzip2 distfiles whenever possible. To do this, add the following to
your port’s Makefile:


USE_BZIP2=  yes






If you still need help with your port, have a look at some of the
existing ports for examples. The freebsd-gnome
mailing list is also there for you.
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The hardware notes for FreeBSD are customized for different platforms,
as many devices are only supported on (or are only relevant for)
specific processors or architectures.


Hardware notes for FreeBSD 5.2.1-RELEASE are available for the following
platforms:



		alpha


		amd64


		i386


		ia64


		pc98


		sparc64





A list of all platforms currently under development can be found on the
Supported Platforms page.
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There is always something to do around the GNOME FreeBSD camp. Grab
something that sounds interesting to you, and run with it.



		Test existing ports, and report
bugs. Try to build with weird configurations
intentionally, before someone else tries to do so cluelessly.


		Regularly install GNOME from packages, and report any problems with
the install or the functionality.


		Subscribe [http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/eresources.html#ERESOURCES-SUBSCRIBE]
to the freebsd-gnome mailing list, and help answer users’ questions.


		Proofread the FreeBSD GNOME project pages, and offer
feedback and updates.


		Build, upgrade, and rebuild both stable and development versions. The
builditinator.sh script, available from the
MarcusCom portstools repository, can automate
the entire process, from start to finish.


		The following non-trivial porting tasks are needed.
		Fix sysutils/system-tools-backends to work with all supported
versions of FreeBSD. This will require someone with FreeBSD
configuration knowledged as well as a good knowledge of Perl
programming. All patches can be submitted as PRs.


		Port
NetworkManager [http://www.gnome.org/projects/NetworkManager/]
to FreeBSD. This will require someone with C programming
experience, and a good knowledge of wireless networking in
FreeBSD. Additionally, this will require some FreeBSD userland
changes especially to ifconfig.


		Port the GNOME
Bluetooth [http://live.gnome.org/GnomeBluetooth] suite to
FreeBSD. This will require someone with C programming experience
and Bluetooth devices. The bulk of the work will be porting
libbtctl to use FreeBSD’s Bluetooth stack.


		Extend the FreeBSD hal backend to support missing subsystems.
Currently, the most notable missing subsystems are ieee1394
(i.e. Firewire), bluetooth, and printer. Those interested
should use the latest HAL
Specification [http://www.marcuscom.com/hal-spec/hal-spec.html]
as a guide. Contact marcus@FreeBSD.org if you wish to help with
this task.











Send any feedback to &email;@FreeBSD.org.
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 **Important:** If you are upgrading from a previous release of
 FreeBSD, please read `upgrading section in the Release
 Notes `__
 for notable incompatibilities carefully.

Release Highlights


The highlights in the 9.0-RELEASE are the following. For more details,
please see the Detailed Release Notes.



		The FreeBSD kernel now supports Capsicum Capability Mode. Capsicum is
a set of features for sandboxing support, using a capability model in
which the capabilities are file descriptors. Two new kernel options
CAPABILITIES and CAPABILITY_MODE have been added to the
GENERIC kernel. For more information about Capsicum, see
http://www.cl.cam.ac.uk/research/security/capsicum/.[r219129 [http://svn.freebsd.org/viewvc/base?view=revision&revision=219129]]


		The
hhook(9) [http://www.FreeBSD.org/cgi/man.cgi?query=hhook&sektion=9&manpath=FreeBSD+9.0-RELEASE]
(Helper Hook) and
khelp(9) [http://www.FreeBSD.org/cgi/man.cgi?query=khelp&sektion=9&manpath=FreeBSD+9.0-RELEASE]
(Kernel Helpers) KPIs have been implemented. These are a kind of
superset of
pfil(9) [http://www.FreeBSD.org/cgi/man.cgi?query=pfil&sektion=9&manpath=FreeBSD+9.0-RELEASE]
framework for more general use in the kernel. The
hhook(9) [http://www.FreeBSD.org/cgi/man.cgi?query=hhook&sektion=9&manpath=FreeBSD+9.0-RELEASE]
KPI provides a way for kernel subsystems to export hook points that
khelp(9) [http://www.FreeBSD.org/cgi/man.cgi?query=khelp&sektion=9&manpath=FreeBSD+9.0-RELEASE]
modules can hook to provide enhanced or new functionality to the
kernel. The
khelp(9) [http://www.FreeBSD.org/cgi/man.cgi?query=khelp&sektion=9&manpath=FreeBSD+9.0-RELEASE]
KPI provides a framework for managing
khelp(9) [http://www.FreeBSD.org/cgi/man.cgi?query=khelp&sektion=9&manpath=FreeBSD+9.0-RELEASE]
modules, which indirectly use the
hhook(9) [http://www.FreeBSD.org/cgi/man.cgi?query=hhook&sektion=9&manpath=FreeBSD+9.0-RELEASE]
KPI to register their hook functions with hook points of interest
within the kernel. These allow a structured way to dynamically extend
the kernel at runtime in an ABI preserving
manner.[r216758 [http://svn.freebsd.org/viewvc/base?view=revision&revision=216758],
r216615 [http://svn.freebsd.org/viewvc/base?view=revision&revision=216615]]


		A new resource accounting API has been implemented. It can keep
per-process, per-jail, and per-loginclass resource accounting
information. Note that this is not built nor installed by default. To
build and install them, specify options RACCT in the kernel
configuration file and rebuild the base system as described in the
FreeBSD
Handbook [http://www.freebsd.org/doc/en_US.ISO8859-1/books/handbook/makeworld.html].[r220137 [http://svn.freebsd.org/viewvc/base?view=revision&revision=220137]]


		A new resource-limiting API has been implemented. It works in
conjunction with the RACCT resource accounting implementation and
takes user-configurable actions based on the set of rules it
maintains and the current resource usage. The
rctl(8) [http://www.FreeBSD.org/cgi/man.cgi?query=rctl&sektion=8&manpath=FreeBSD+9.0-RELEASE]
utility has been added to manage the rules in userland. Note that
this is not built nor installed by default. To build and install
them, specify options RCTL in the kernel configuration file and
rebuild the base system as described in the FreeBSD
Handbook [http://www.freebsd.org/doc/en_US.ISO8859-1/books/handbook/makeworld.html].[r220163 [http://svn.freebsd.org/viewvc/base?view=revision&revision=220163]]


		[powerpc] FreeBSD/powerpc now supports Sony Playstation 3 using the
OtherOS feature available on firmwares 3.15 and
earlier.[r217044 [http://svn.freebsd.org/viewvc/base?view=revision&revision=217044]]


		[amd64, i386] The FreeBSD
usb(4) [http://www.FreeBSD.org/cgi/man.cgi?query=usb&sektion=4&manpath=FreeBSD+9.0-RELEASE]
subsystem now supports USB 3.0 by
default.[r223098 [http://svn.freebsd.org/viewvc/base?view=revision&revision=223098]]


		The FreeBSD
usb(4) [http://www.FreeBSD.org/cgi/man.cgi?query=usb&sektion=4&manpath=FreeBSD+9.0-RELEASE]
subsystem now supports USB packet filter. This allows to capture
packets which go through each USB host controller. The implementation
is almost based on
bpf(4) [http://www.FreeBSD.org/cgi/man.cgi?query=bpf&sektion=4&manpath=FreeBSD+9.0-RELEASE]
code. The userland program
usbdump(8) [http://www.FreeBSD.org/cgi/man.cgi?query=usbdump&sektion=8&manpath=FreeBSD+9.0-RELEASE]
has been
added.[r215649 [http://svn.freebsd.org/viewvc/base?view=revision&revision=215649]]


		A bxe(4) driver for Broadcom NetXtreme II 10GbE controllers
(BCM57710, BCM57711, BCM57711E) has been
added.[r219647 [http://svn.freebsd.org/viewvc/base?view=revision&revision=219647]]


		A
cxgbe(4) [http://www.FreeBSD.org/cgi/man.cgi?query=cxgbe&sektion=4&manpath=FreeBSD+9.0-RELEASE]
driver for Chelsio T4 (Terminator 4) based 10Gb/1Gb adapters has been
added.[r218794 [http://svn.freebsd.org/viewvc/base?view=revision&revision=218794]]


		The
em(4) [http://www.FreeBSD.org/cgi/man.cgi?query=em&sektion=4&manpath=FreeBSD+9.0-RELEASE]
driver has been updated to version
7.3.2.[r219753 [http://svn.freebsd.org/viewvc/base?view=revision&revision=219753]]


		The
igb(4) [http://www.FreeBSD.org/cgi/man.cgi?query=igb&sektion=4&manpath=FreeBSD+9.0-RELEASE]
driver has been updated to version
2.2.5.[r223350 [http://svn.freebsd.org/viewvc/base?view=revision&revision=223350]]


		The
igb(4) [http://www.FreeBSD.org/cgi/man.cgi?query=igb&sektion=4&manpath=FreeBSD+9.0-RELEASE]
driver now supports Intel I350 PCIe Gigabit Ethernet
controllers.[r218530 [http://svn.freebsd.org/viewvc/base?view=revision&revision=218530]]


		The
ixgbe(4) [http://www.FreeBSD.org/cgi/man.cgi?query=ixgbe&sektion=4&manpath=FreeBSD+9.0-RELEASE]
driver has been updated to version
2.3.8.[r217593 [http://svn.freebsd.org/viewvc/base?view=revision&revision=217593]]


		The
re(4) [http://www.FreeBSD.org/cgi/man.cgi?query=re&sektion=4&manpath=FreeBSD+9.0-RELEASE]
driver now supports RTL8168E/8111E-VL PCIe Gigabit Ethernet
controllers and RTL8401E PCIe Fast Ethernet
controllers.[r217498 [http://svn.freebsd.org/viewvc/base?view=revision&revision=217498],
r218760 [http://svn.freebsd.org/viewvc/base?view=revision&revision=218760]]


		A
vte(4) [http://www.FreeBSD.org/cgi/man.cgi?query=vte&sektion=4&manpath=FreeBSD+9.0-RELEASE]
driver for RDC R6040 Fast Ethernet controllers, which are commonly
found on the Vortex86 System On a Chip, has been
added.[r216829 [http://svn.freebsd.org/viewvc/base?view=revision&revision=216829]]


		A
vxge(4) [http://www.FreeBSD.org/cgi/man.cgi?query=vxge&sektion=4&manpath=FreeBSD+9.0-RELEASE]
driver for the Neterion X3100 10GbE Server/Storage adapter has been
added.[r221167 [http://svn.freebsd.org/viewvc/base?view=revision&revision=221167]]


		ipfw(8) [http://www.FreeBSD.org/cgi/man.cgi?query=ipfw&sektion=8&manpath=FreeBSD+9.0-RELEASE]
now supports IPv6 in the fwd
action.[r225044 [http://svn.freebsd.org/viewvc/base?view=revision&revision=225044]]


		ipfw(8) [http://www.FreeBSD.org/cgi/man.cgi?query=ipfw&sektion=8&manpath=FreeBSD+9.0-RELEASE]
now supports the call and return actions. Upon the
call number action, the current rule number is saved in the
internal stack and ruleset processing continues with the first rule
numbered number or higher. The return action takes the rule
number saved to internal stack by the latest call action and
returns ruleset processing to the first rule with number greater than
that saved
number.[r223666 [http://svn.freebsd.org/viewvc/base?view=revision&revision=223666]]


		For Infiniband support, OFED (OpenFabrics Enterprise Distribution)
version 1.5.3 has been imported into the base system. Note that this
is not built nor installed by default. To build and install them,
specify WITH_OFED=yes in /etc/src.conf and rebuild the base
system as described in the FreeBSD
Handbook [http://www.freebsd.org/doc/en_US.ISO8859-1/books/handbook/makeworld.html].[r219820 [http://svn.freebsd.org/viewvc/base?view=revision&revision=219820]]


		The FreeBSD TCP/IP network stack now supports IPv4 prefixes with /31
as described in RFC 3021, “Using 31-Bit Prefixes on IPv4
Point-to-Point
Links”.[r226572 [http://svn.freebsd.org/viewvc/base?view=revision&revision=226572]]


		The FreeBSD TCP/IP network stack now supports the
mod_cc(9) [http://www.FreeBSD.org/cgi/man.cgi?query=mod_cc&sektion=9&manpath=FreeBSD+9.0-RELEASE]
pluggable congestion control framework. This allows TCP congestion
control algorithms to be implemented as dynamically loadable kernel
modules. The following kernel modules are available as of
9.0-RELEASE:
cc_chd(4) [http://www.FreeBSD.org/cgi/man.cgi?query=cc_chd&sektion=4&manpath=FreeBSD+9.0-RELEASE]
for the CAIA-Hamilton-Delay algorithm,
cc_cubic(4) [http://www.FreeBSD.org/cgi/man.cgi?query=cc_cubic&sektion=4&manpath=FreeBSD+9.0-RELEASE]
for the CUBIC algorithm,
cc_hd(4) [http://www.FreeBSD.org/cgi/man.cgi?query=cc_hd&sektion=4&manpath=FreeBSD+9.0-RELEASE]
for the Hamilton-Delay algorithm,
cc_htcp(4) [http://www.FreeBSD.org/cgi/man.cgi?query=cc_htcp&sektion=4&manpath=FreeBSD+9.0-RELEASE]
for the H-TCP algorithm,
cc_newreno(4) [http://www.FreeBSD.org/cgi/man.cgi?query=cc_newreno&sektion=4&manpath=FreeBSD+9.0-RELEASE]
for the NewReno algorithm, and
cc_vegas(4) [http://www.FreeBSD.org/cgi/man.cgi?query=cc_vegas&sektion=4&manpath=FreeBSD+9.0-RELEASE]
for the Vegas algorithm. The default algorithm can be set by a new
sysctl(8) [http://www.FreeBSD.org/cgi/man.cgi?query=sysctl&sektion=8&manpath=FreeBSD+9.0-RELEASE]
variable net.inet.tcp.cc.algorithm. The value must be set to one
of the names listed by net.inet.tcp.cc.available, and newreno
is the default set at boot time. For more detail, see the
mod_cc(4) [http://www.FreeBSD.org/cgi/man.cgi?query=mod_cc&sektion=4&manpath=FreeBSD+9.0-RELEASE]
and
mod_cc(9) [http://www.FreeBSD.org/cgi/man.cgi?query=mod_cc&sektion=9&manpath=FreeBSD+9.0-RELEASE]
manual
pages.[r216109 [http://svn.freebsd.org/viewvc/base?view=revision&revision=216109],
r216114 [http://svn.freebsd.org/viewvc/base?view=revision&revision=216114],
r216115 [http://svn.freebsd.org/viewvc/base?view=revision&revision=216115],
r218152 [http://svn.freebsd.org/viewvc/base?view=revision&revision=218152],
r218153 [http://svn.freebsd.org/viewvc/base?view=revision&revision=218153],
r218155 [http://svn.freebsd.org/viewvc/base?view=revision&revision=218155]]


		An
h_ertt(4) [http://www.FreeBSD.org/cgi/man.cgi?query=h_ertt&sektion=4&manpath=FreeBSD+9.0-RELEASE]
(Enhanced Round Trip Time)
khelp(9) [http://www.FreeBSD.org/cgi/man.cgi?query=khelp&sektion=9&manpath=FreeBSD+9.0-RELEASE]
module has been added. This module allows per-connection, low noise
estimates of the instantaneous RTT in the TCP/IP network stack with a
robust implementation even in the face of delayed acknowledgments
and/or TSO (TCP Segmentation Offload) being in use for a
connection.[r217806 [http://svn.freebsd.org/viewvc/base?view=revision&revision=217806]]


		A new
tcp(4) [http://www.FreeBSD.org/cgi/man.cgi?query=tcp&sektion=4&manpath=FreeBSD+9.0-RELEASE]
socket option TCP_CONGESTION has been added. This allows to
select or query the congestion control algorithm that the TCP/IP
network stack will use for connections on the
socket.[r218912 [http://svn.freebsd.org/viewvc/base?view=revision&revision=218912]]


		The
ng_netflow(4) [http://www.FreeBSD.org/cgi/man.cgi?query=ng_netflow&sektion=4&manpath=FreeBSD+9.0-RELEASE]
netgraph(4) [http://www.FreeBSD.org/cgi/man.cgi?query=netgraph&sektion=4&manpath=FreeBSD+9.0-RELEASE]
node now supports NetFlow version 9. A new export9 hook has been
added for NetFlow v9 data. Note that data export can be done
simultaneously in both version 5 and version
9.[r219183 [http://svn.freebsd.org/viewvc/base?view=revision&revision=219183]]


		The
geom_map(4) [http://www.FreeBSD.org/cgi/man.cgi?query=geom_map&sektion=4&manpath=FreeBSD+9.0-RELEASE]
GEOM class has been added. This allows to generate multiple geom
providers based on a hard-coded layout of a device with no explicit
partition table such as embedded flash storage. For more information,
see the
geom_map(4) [http://www.FreeBSD.org/cgi/man.cgi?query=geom_map&sektion=4&manpath=FreeBSD+9.0-RELEASE]
manual
page.[r220559 [http://svn.freebsd.org/viewvc/base?view=revision&revision=220559]]


		The
graid(8) [http://www.FreeBSD.org/cgi/man.cgi?query=graid&sektion=8&manpath=FreeBSD+9.0-RELEASE]
GEOM class has been added. This is a replacement of the
ataraid(4) [http://www.FreeBSD.org/cgi/man.cgi?query=ataraid&sektion=4&manpath=FreeBSD+9.0-RELEASE]
driver supporting various BIOS-based software
RAID.[r219974 [http://svn.freebsd.org/viewvc/base?view=revision&revision=219974]]


		A
tws(4) [http://www.FreeBSD.org/cgi/man.cgi?query=tws&sektion=4&manpath=FreeBSD+9.0-RELEASE]
driver for 3ware 9750 SATA+SAS 6Gb/s RAID controllers has been
added.[r226115 [http://svn.freebsd.org/viewvc/base?view=revision&revision=226115]]


		The FreeBSD Fast File System now supports softupdates journaling. It
introduces a intent log into a softupdates-enabled file system which
eliminates the need for background
fsck(8) [http://www.FreeBSD.org/cgi/man.cgi?query=fsck&sektion=8&manpath=FreeBSD+9.0-RELEASE]
even on unclean shutdown. This can be enabled in a per-filesystem
basis by using the -j flag of the
newfs(8) [http://www.FreeBSD.org/cgi/man.cgi?query=newfs&sektion=8&manpath=FreeBSD+9.0-RELEASE]
utility or the -j enable option of the
tunefs(8) [http://www.FreeBSD.org/cgi/man.cgi?query=tunefs&sektion=8&manpath=FreeBSD+9.0-RELEASE]
utility. Note that the 9.0-RELEASE installer automatically enables
softupdates journaling for newly-created UFS file
systems.[r207141 [http://svn.freebsd.org/viewvc/base?view=revision&revision=207141],
r218726 [http://svn.freebsd.org/viewvc/base?view=revision&revision=218726]]


		The FreeBSD Fast File System now supports the TRIM command when
freeing data blocks. A new flag -t in the
newfs(8) [http://www.FreeBSD.org/cgi/man.cgi?query=newfs&sektion=8&manpath=FreeBSD+9.0-RELEASE]
and
tunefs(8) [http://www.FreeBSD.org/cgi/man.cgi?query=tunefs&sektion=8&manpath=FreeBSD+9.0-RELEASE]
utilities sets the TRIM-enable flag for a file system. The
TRIM-enable flag makes the file system send a delete request to the
underlying device for each freed block. The TRIM command is
specified as a Data Set Management Command in the ATA8-ACS2 standard
to carry the information related to deleted data blocks to a device,
especially for a SSD (Solid-State Drive) for
optimization.[r216796 [http://svn.freebsd.org/viewvc/base?view=revision&revision=216796]]


		The FreeBSD NFS subsystem has been updated. The new implementation
supports NFS version 4 in addition to 2 and 3. The kernel options for
the NFS server and client are changed from NFSSERVER and
NFSCLIENT to NFSD and NFSCL.
sysctl(8) [http://www.FreeBSD.org/cgi/man.cgi?query=sysctl&sektion=8&manpath=FreeBSD+9.0-RELEASE]
variables which start with vfs.nfssrv. have been renamed to
vfs.nfsd.. The NFS server now supports
vfs.nfsd.server_max_nfsvers and vfs.nfsd.server_min_nfsvers
sysctl(8) [http://www.FreeBSD.org/cgi/man.cgi?query=sysctl&sektion=8&manpath=FreeBSD+9.0-RELEASE]
variables to specify the maximum and the minimum NFS version number
which the server accepts. The default value is set to 3 and
2,
respectively.[r221124 [http://svn.freebsd.org/viewvc/base?view=revision&revision=221124]]


		The FreeBSD ZFS subsystem has been updated to the SPA (Storage Pool
Allocator, also known as zpool) version 28. It now supports data
deduplication, triple parity RAIDZ (raidz3), snapshot holds, log
device removal, zfs diff, zpool split, zpool import -F, and
read-only zpool
import.[r219089 [http://svn.freebsd.org/viewvc/base?view=revision&revision=219089]]


		An implementation of iconv() API libraries and utilities which
are standardized in Single UNIX Specification has been imported.
These are based on NetBSD’s Citrus implementation. Note that these
are not built nor installed by default. To build and install them,
specify WITH_ICONV=yes in /etc/src.conf and rebuild the base
system as described in the FreeBSD
Handbook [http://www.freebsd.org/doc/en_US.ISO8859-1/books/handbook/makeworld.html].[r219019 [http://svn.freebsd.org/viewvc/base?view=revision&revision=219019]]


		A
readline(3) [http://www.FreeBSD.org/cgi/man.cgi?query=readline&sektion=3&manpath=FreeBSD+9.0-RELEASE]
API set has been imported into libedit. This is based on NetBSD’s
implementation and BSD licensed utilities now use it instead of GNU
libreadline.[r220370 [http://svn.freebsd.org/viewvc/base?view=revision&revision=220370]]


		The
rtsold(8) [http://www.FreeBSD.org/cgi/man.cgi?query=rtsold&sektion=8&manpath=FreeBSD+9.0-RELEASE]
and
rtadvd(8) [http://www.FreeBSD.org/cgi/man.cgi?query=rtadvd&sektion=8&manpath=FreeBSD+9.0-RELEASE]
daemons now support the RDNSS and DNSSL options described in RFC
6106, “IPv6 Router Advertisement Options for DNS Configuration”. A
rtadvctl(8) [http://www.FreeBSD.org/cgi/man.cgi?query=rtadvctl&sektion=8&manpath=FreeBSD+9.0-RELEASE]
utility to control the
rtadvd(8) [http://www.FreeBSD.org/cgi/man.cgi?query=rtadvd&sektion=8&manpath=FreeBSD+9.0-RELEASE]
daemon has been
added.[r222732 [http://svn.freebsd.org/viewvc/base?view=revision&revision=222732],
r224006 [http://svn.freebsd.org/viewvc/base?view=revision&revision=224006]]


		The
rtld(1) [http://www.FreeBSD.org/cgi/man.cgi?query=rtld&sektion=1&manpath=FreeBSD+9.0-RELEASE]
runtime linker now supports shared objects as filters in ELF shared
libraries. Both standard and auxiliary filtering have been supported.
The
rtld(1) [http://www.FreeBSD.org/cgi/man.cgi?query=rtld&sektion=1&manpath=FreeBSD+9.0-RELEASE]
linker’s processing of a filter defers loading a filtee until a
filter symbol is referenced unless the LD_LOADFLTR environment
variable is defined or a -z loadfltr option was specified when
the filter was
created.[r216695 [http://svn.freebsd.org/viewvc/base?view=revision&revision=216695]]


		A bug in the
tftpd(8) [http://www.FreeBSD.org/cgi/man.cgi?query=tftpd&sektion=8&manpath=FreeBSD+9.0-RELEASE]
daemon has been fixed. It had an interoperability issue when
transferring a large
file.[r224536 [http://svn.freebsd.org/viewvc/base?view=revision&revision=224536]]


		The
utmp(5) [http://www.FreeBSD.org/cgi/man.cgi?query=utmp&sektion=5&manpath=FreeBSD+9.0-RELEASE]
user accounting database has been replaced by
utmpx(3) [http://www.FreeBSD.org/cgi/man.cgi?query=utmpx&sektion=3&manpath=FreeBSD+9.0-RELEASE].
User accounting utilities will now use utmpx database files
exclusively. The
wtmpcvt(1) [http://www.FreeBSD.org/cgi/man.cgi?query=wtmpcvt&sektion=1&manpath=FreeBSD+9.0-RELEASE]
utility can be used to convert wtmp files to the new format,
making it possible to read them using the updated
utilities.[r202188 [http://svn.freebsd.org/viewvc/base?view=revision&revision=202188]]


		The
zpool(8) [http://www.FreeBSD.org/cgi/man.cgi?query=zpool&sektion=8&manpath=FreeBSD+9.0-RELEASE]:
utility now supports a zpool labelclear command. This allows to
wipe the label data from a drive that is not active in a
pool.[r224171 [http://svn.freebsd.org/viewvc/base?view=revision&revision=224171]]





A list of all platforms currently under development can be found on the
Supported Platforms page.
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“You’re in luck, Dave. Turns out I CAN let you do that.”
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		How do I use hal on FreeBSD?


The only thing you need to do in order to use hal is to start the HAL
daemon, hald. To do this, add the following to /etc/rc.conf:


dbus_enable="YES"
hald_enable="YES"






NOTE: GNOME users can opt to add gnome_enable="YES" to
/etc/rc.conf instead of the lines above. This will start all
GNOME-related services including Avahi and GDM.


Then you must either reboot, or run:


# /usr/local/etc/rc.d/dbus start
# /usr/local/etc/rc.d/hald start






Once hald is running, hal-aware application will automatically
start to communicate with it over D-BUS. To confirm that hald is
running correctly, execute lshal from the command line. This
provides you with a list of devices attached to the system. Note:
lshal must be run from within a D-BUS enabled session (e.g. GNOME
or KDE).





		How do I prevent hal from probing a device?


Sometimes, when hal probes a device, this can cause the system to
hang, panic, or otherwise behave badly. By using device information
files (.fdi files), you can tell hal to ignore such devices. These
files are in XML format, and should be created under
/usr/local/share/hal/fdi/preprobe/20thirdparty. For example, to
tell hal to ignore USB uhci controller 0, create a file
/usr/local/share/hal/fdi/preprobe/20thirdparty/10-ignore-uhci0.fdi
with the following contents:


<?xml version="1.0" encoding="utf-8"?>

<deviceinfo version="0.2">
  <device>
    <match key="freebsd.driver" string="uhci">
      <match key="freebsd.unit" int="0">
        <merge key="info.ignore" type="bool">true</merge>
      </match>
    </match>
  </device>
</deviceinfo>






Using this same technique, you can also merge (or change) other hal
device properties. Use the lshal command to get a list of all
available device properties. You can also look at the system-provided
.fdi files under /usr/local/share/hal/fdi/preprobe/10osvendor for
more examples.


All .fdi files in this 20thirdparty directory are loaded in
alphabetical order, so name your files accordingly. The convention is
to start the files with a number. The lower the number, the earlier
the file will be loaded.





		How do I mount media using hal?


Understand that having hal alone does not mean media will get
automatically mounted. Hal simply serves as a broker for requests to
mount certain devices. Some other software needs to make this
request. As of GNOME 2.22, this is Nautilus. KDE and XFCE have their
own components to mount hal volumes.


NOTE: Volumes that you wish to manage using hal should NOT be
listed in /etc/fstab. This is especially true for CD devices and
floppy disk devices. If you try to dynamically mount a volume using
hal that is listed in /etc/fstab you will see the following
error:


mount_cd9660: /dev/acd0: Operation not permitted






If you are a GNOME user be aware that prior to GNOME 2.22,
gnome-volume-manager was responsible for asking hal to mount
volumes. Since this responsibility has moved to Nautilus, it is vital
to change gnome-volume-manager's configuration so that it will no
longer attempt to mount volumes.


NOTE: This step is only required if you are a GNOME user that
upgraded to 2.22 from a previous version of GNOME. If this is not the
case, then skip to Step 1.


From within your GNOME session, run the following commands:


% gconftool-2 -s --type bool /desktop/gnome/volume_manager/automount_drives false
% gconftool-2 -s --type bool /desktop/gnome/volume_manager/automount_media false
% gconftool-2 -s --type bool /desktop/gnome/volume_manager/autobrowse false
% gconftool-2 -s --type bool /desktop/gnome/volume_manager/autoplay_cda false
% gconftool-2 -s --type bool /desktop/gnome/volume_manager/autoplay_dvd false
% gconftool-2 -s --type bool /desktop/gnome/volume_manager/autoplay_vcd false
% gconftool-2 -s --type bool /desktop/gnome/volume_manager/autoprinter false






Then restart GNOME.


Step 1: All users MUST have procfs mounted on /proc.
Hal uses an application called PolicyKit to authorize users to
perform mount tasks, and PolicyKit relies heavily on /proc
entries. If /proc is not mounted, volume mounting will not work.
To mount /proc, add the following to /etc/fstab:


proc           /proc       procfs  rw  0   0






Then run the following command:


# mount /proc






Step 2: In order to mount volumes using hal, you must be
authorized. This authorization is carried out by ConsoleKit and
PolicyKit. If you are a GNOME user, and you use GDM to login to
GNOME, then you do not need to make any additional configuration
changes in order to mount removable media. If you are not a GNOME
user, or you start GNOME without using GDM, then you will need to
edit /usr/local/etc/PolicyKit/PolicyKit.conf, and add the
org.freedesktop.hal.storage.mount-removable action to your
username. For example, if your username is “marcus,” you would add
the following lines:


<match action="org.freedesktop.hal.storage.mount-removable">
  <match user="marcus">
    <return result="yes"/>
  </match>
</match>






NOTE: All config lines in this file MUST be between the opening
and closing <config> tags:


<config version="0.1">
<!-- New configuration lines go here. -->
</config>






If you use GDM to login to GNOME, GDM will add a ConsoleKit record
for the session. If this session is active, then you will be allowed
to mount removable media without any additional PolicyKit
configuration. You can confirm if ConsoleKit is working correctly by
running the command, ck-list-sessions. The active property
must be TRUE for auto-mounting to work.


By default, PolicyKit allows root to do everything, and all users in
the “wheel” group are allowed to authenticate for admin tasks with
their own password. To get a list of all available actions, use the
polkit-action(1) command. For more information on the directives
available for PolicyKit.conf, see the PolicyKit.conf(5) man
page.


Step 3: If you have fixed volumes you wish to mount, you must
also authorize yourself for the
org.freedesktop.hal.storage.mount-fixed action. Note: This
step is applicable to ALL users including GNOME users using GDM.
This is done just like the removable action above. For example, to
allow user “marcus” to mount fixed volumes, add the following to
PolicyKit.conf:


<match action="org.freedesktop.hal.storage.mount-fixed">
  <match user="marcus">
    <return result="yes"/>
  </match>
</match>






Step 4: While not really part of hal volume management, you may
also be able to have volumes listed in /etc/fstab automatically
mounted. In GNOME, for example, Nautilus will mount volumes listed in
/etc/fstab provided the following conditions are met:



		The vfs.usermount sysctl is set to 1.


		The user requesting the mount owns the mount point.


		The user requesting the mount is in the “operator” group.





For example, say you had the following listed in /etc/fstab:


/dev/ad0s1              /win/c          msdosfs rw,noauto       0
0






If you want Nautilus to mount this volume as the user “marcus,” do
the following:


# sysctl vfs.usermount="1"
# chown marcus /win/c
# pw group mod operator -m marcus






Then, when the user marcus logs into GNOME, /win/c will be
automatically mounted on the desktop.





		How do I troubleshoot problems with hal?


If you run into problems with hal, you must first collect the
general troubleshooting
information [http://www.freebsd.org/gnome/docs/bugging.html]
required by the FreeBSD GNOME Team. You should also provide a
detailed description of the problem, and the output of lshal
(assuming hald is starting). Remember, lshal MUST be run
under a D-BUS enabled session. If you cannot login to GNOME, KDE, or
XFCE, run lshal within dbus-launch:


% dbus-launch lshal






You should also provide the verbose output from hald when it is
performing the problematic task. To get this, first stop hald,
then run it manually:


# /usr/local/etc/rc.d/hald stop
# /usr/local/sbin/hald --daemon="no" --verbose="yes"






Capture all of the output on the screen.


If you are having problems with hal detecting volumes or media, or
having problems with mounting volumes through hal, obtain the
following additional information. All of this needs to be collected
with the problem device attached to the system.



		Output of sysctl -b kern.geom.conftxt


		Contents of /etc/fstab


		Output of the mount command


		Full dmesg output


		If using GNOME, and a volume is not mounting properly, include the
output of
gnome-mount --block --no-ui         --verbose --hal-udi <Device UDI>
(<Device UDI> is the Unique Device Identifier obtained from the
output of lshal for the device that is not mounting properly)





Additionally, if you are a GDM user, please provide the output of
ck-list-sessions.





		Does hal support Fuse file systems?


Yes. As of hal-0.5.11_10, Fuse file systems are supported. See the
installed /usr/local/share/doc/hal-0.5.11/README.fuse file for
more details.





		Hal is interfering with my CD/DVD drive when I want to play a disc
or burn something. How can I stop this from happening?


Applications which are not hal-aware will not be able to tell hald to
stop polling CD/DVD drives when they begin to use them. Because of
this, hald may cause these applications to abort because two
different processes are trying to use the device at the same time.
Applications such as totem, k3b, sound-juicer, etc. should not be
affected as they are hal-aware. For other applications, you can start
them using the hal-lock command. This command will try and lock
the device in question. If successful, hald will stop polling the
device, and hal-lock will spawn the desired application. The
arguments to hal-lock are as follows:


% hal-lock --interface org.freedesktop.Hal.Device.Storage --udi UDI --run COMMAND






You can use lshal to determine the proper UDI value. For
example, to run abcde to extract tracks from a CD:


% hal-lock --interface org.freedesktop.Hal.Device.Storage --udi /org/freedesktop/Hal/devices/storage_model_DVD__RW_DVD8801 --run abcde






As soon as the application finishes, the lock will be released.
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		What is new in GNOME &gnomever;?


Although the canonical summary of new features can be found at
http://library.gnome.org/misc/release-notes/&gnomever;/





		How do I upgrade to GNOME &gnomever;?


The answer is relatively simple:



		To build GNOME &gnomever;, you need to obtain the latest ports
tree skeleton. This is most easily accomplished with
portsnap(8) or
CVSup [http://www.freebsd.org/doc/en_US.ISO8859-1/books/handbook/cvsup.html].
Simply obtain the latest ports tree, and you are ready to go.


If you are a portupgrade(1) users, Then do the following:


# pkgdb -fF
# pkg_deinstall -f0 gtkmm-2.20\* gtk-2.20\*
# portupgrade -aOW






NOTE: it is recommended to run portupgrade -a to make sure
you get all the necessary ports. The -W option simply makes things
a bit faster by not doing a make clean after each port build.


If you are a portmaster(8) user, make sure you have least 3.1
version. Then do the following:


# pkg_delete -f gtkmm-2.20\* gtk-2.20\*
# portmaster -a















		The upgrade failed; what do I do?


Unfortunately, this is not only possible, it is highly probable.
There are many possible valid GNOME configurations, and even more
invalid starting points. If the script fails, follow the instructions
in the error message to let the FreeBSD GNOME team know about the
failure.


The majority of build failures will be dependency-related issues. One
simple way to resolve the problem is to remove the offending port,
re-run portupgrade or portmaster, and then reinstall the port
when the upgrade process is complete.





		List of GNOME &gnomever; problems and their solutions


Although GNOME &gnomever; is certainly the best release to date (of
course), there are a couple regressions that slipped in, both in the
GNOME code and in its implementation within FreeBSD. Some of the more
visible issues are:



		Clutter based applications like mutter and a number of
gnome-games, will crash when using Software Rasterizer rendering.
You can check it with glxinfo | grep render. A solution is
being worked on.


		Brasero has a bug that it crashes when creating new burn projects.
Premade iso burning works as expected.


		PackageKit where ported to FreeBSD. It does have some rough edges
still.








		I have found a bug; whom should I alert?


Please read the FreeBSD GNOME Project’s documentation on reporting
bugs [http://www.FreeBSD.org/gnome/docs/bugging.html].





		I want the fame and glory of being part of the FreeBSD GNOME team!
What can I do to participate?


Please read our list of ways to get
involved [http://www.FreeBSD.org/gnome/docs/volunteer.html]!
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Contents of the FreeBSD Official 4-CDROM set.


The FreeBSD Project now releases the full 4-CDROM set formerly produced
by Walnut Creek CDROM / BSDi. This CDROM set may be replicated by
vendors wishing to sell “Official” copies of FreeBSD.



Contents of Disc 1


4.6-disc1.iso - This is a bootable CDROM image that contains the
base system, XFree86 4.2.0, a ‘tools’ directory of software for users
performing an installation from other operating systems, and 2,131
third-party software packages. [ file
listing ]





Contents of Disc 2


4.6-disc2.iso - This is a bootable CDROM that may be used as a live
filesystem disc. This disc also contains a compressed copy of the CVS
repository in the CVS-REPO directory, and some commercial software
demos for FreeBSD in the commerce directory. [ file
listing ]





Contents of Discs #3 and #4


4.6-disc3.iso, 4.6-disc4.iso - The remaining two discs contain
the most popular third-party software package that users have requested.
They contain 2,399 and 550 packages, respectively.[ Disc 3
listing ] [ Disc 4
listing ]
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1. When should I make a bug report?



		*After* running any build failure output through
gnomelogalyzer.sh.


		*After* running portsnap to obtain the most recent ports
tree.


		*After* running portupgrade -a or portmaster -a to ensure
that all applications are up-to-date. Do not forget to read in
/usr/ports/UPDATING first before you upgrade those installed
ports.


		*After* searching through the FreeBSD GNOME Mailing list
archives to see if the problem
has already been reported.


		*After* deciding whether the problem is FreeBSD-specific, or is a
bug in an application that would affect all users, on all operating
systems. If you cannot determine if the problem is FreeBSD-specific
or not, then send your problem to the freebsd-gnome mailing
list, and we can help decide where
the problem lies.








2. What to report?


Always report as much information as you can. Too much information is
always preferable to too little information. Superfluous information can
be filtered out; developers like to play guessing games with code, not
with bug reports.


A good bug report should at least include the following information:



		Exact version of the operating system (usually output of
uname -a).


		List of all packages installed on your system (output of
pkg_info).


		Your environment (output of /usr/bin/env).


		If you are building from ports, note approximately how long it has
been since you last updated your ports tree. If it has been more than
a day, or if you have not run portupgrade -a or
portmaster -a, do not bother sending a bug report until you have
run portsnap and portupgrade/portmaster.


		Information specific for each type of breakage:
		If a port will not build, provide a full log of the unsuccessful
build by uploading it to any website or copy-and-paste to
http://freebsd-gnome.pastebin.com. Try to avoid sending any
attachments to the mailing list, because attachments sent to
FreeBSD mailing lists are usually discarded by the mailing list
software.


		If a program produces a core dump, provide a back trace. Back
traces are only useful if the application (and possibly its
dependencies) are compiled with debugging symbols. See these
instructions [http://live.gnome.org/GettingTraces] for more
information on obtaining useful back traces. In general, though,
you can build and install your port with the following command to
produce binaries that will have useful debugging symbols:
make WITH_DEBUG="yes" install


		If an application produces unexpected behavior, provide a clear
and detailed description, including a description of the behavior
that you were expecting.











If you have a solution or a workaround for the problem, then include it
into your report as well, even if you are not quite sure that it is a
proper fix. Even if the fix is not quite right, it could still point
others in the right direction.





3. Where to report?


Once you are sure it is a new problem, there are several ways to report
a bug in GNOME running on FreeBSD: you could send a report to the
freebsd-gnome mailing list, file a
problem report in the FreeBSD bug reporting
system [http://www.FreeBSD.org/support.html], send your report to the
application’s developers via the GNOME bug tracking
system [http://bugzilla.gnome.org/], or any combination of those.



		If the problem is FreeBSD-specific (usually, this means a problem
with building or upgrading), then report to the freebsd-gnome
mailing list, or file a bug report
through the FreeBSD bug reporting
system [http://www.FreeBSD.org/support.html].


		If the problem has to do with an application’s behavior, report the
problem directly to the application’s developers through the GNOME
project’s bug tracking system [http://bugzilla.gnome.org/]


		If the problem is quite serious, not necessarily FreeBSD-specific,
and you have a fix available, report it to both the FreeBSD GNOME
team and the application’s developers. This way, the application’s
developers can apply the patch upstream, and the FreeBSD GNOME team
can apply the patch immediately to the ports tree without needing to
wait for the next release.
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Date: Sat, 15 Jun 2002 16:34:26 -0700


From: “Bruce A. Mah” <bmah@FreeBSD.org>

To: freebsd-announce@FreeBSD.org

Subject: FreeBSD 4.6-RELEASE is now available





I am happy to announce the availability of FreeBSD 4.6-RELEASE, the very
latest release on the FreeBSD -STABLE development branch. Since FreeBSD
4.5-RELEASE in January 2002, we have made hundreds of fixes, updated
many system components, and addressed a wide variety of security issues.


One of the most significant changes in FreeBSD 4.6 is the adoption of
XFree86 4.2.0 as the default version of the X Windows System. We
encourage users (particularly those upgrading from older installations
of XFree86) to consult the relevant section of the FreeBSD Handbook for
information on installing and configuring XFree86 4.2.0. This
information can be found on-line at:


http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/x11.html


On systems with the doc distribution installed, it can also be found at:


/usr/share/doc/en_US.ISO8859-1/books/handbook/x11.html


A number of enhancements to network device drivers have been made, as
well as updates to the ATA storage subsystem.


Some contributed programs have been updated, such as sendmail (updated
to 8.12.3) and the ISC DHCP client (updated to 3.0.1RC8).


For more information about the most significant changes with this
release of FreeBSD, please see the release notes:


http://www.FreeBSD.org/releases/4.6R/relnotes.html


It is also useful to peruse the errata file, as it contains
late-breaking news about the release:


http://www.FreeBSD.org/releases/4.6R/errata.html


For more information about FreeBSD release engineering activities
(including a schedule of upcoming releases), please see:


http://www.FreeBSD.org/releng/



Availability


FreeBSD 4.6-RELEASE supports the i386 and alpha architectures and can be
installed directly over the net using the boot floppies or copied to a
local NFS/FTP server. Distributions for the i386 are available now. As
of this writing, the final builds for the alpha architecture are in
progress and will be made available shortly.


We can’t promise that all the mirror sites will carry the larger ISO
images, but they will at least be available from:



		ftp://ftp.FreeBSD.org/pub/FreeBSD/


		ftp://ftp2.FreeBSD.org/pub/FreeBSD/


		ftp://ftp.au.freebsd.org/pub/FreeBSD/


		ftp://ftp.cz.FreeBSD.org/pub/FreeBSD/


		ftp://ftp.lt.FreeBSD.org/pub/FreeBSD/


		ftp://freebsd.nctu.edu.tw/FreeBSD/





If you can’t afford FreeBSD on media, are impatient, or just want to use
it for evangelism purposes, then by all means download the ISO images,
otherwise please continue to support the FreeBSD Project by purchasing
media from one of our supporting vendors. The following companies have
contributed substantially to the development of FreeBSD:








		FreeBSD Mall, Inc.
		http://www.freebsdmall.com/



		FreeBSD Services Ltd.
		http://www.freebsd-services.com/



		Daemon News
		http://www.bsdmall.com/freebsd1.html







Each CD or DVD set contains the FreeBSD installation and application
package bits for the i386 (“PC”) architecture. For a set of distfiles
used to build ports in the ports collection, please see the FreeBSD
Toolkit, a 6 CD set containing extra bits which no longer fit on the 4
CD set, or the DVD distribution from FreeBSD Services Ltd.


FreeBSD is also available via anonymous FTP from mirror sites in the
following countries: Argentina, Australia, Brazil, Bulgaria, Canada,
China, Czech Republic, Denmark, Estonia, Finland, France, Germany, Hong
Kong, Hungary, Iceland, Ireland, Israel, Japan, Korea, Lithuania, the
Netherlands, New Zealand, Poland, Portugal, Romania, Russia, Saudi
Arabia, South Africa, Slovak Republic, Slovenia, Spain, Sweden, Taiwan,
Thailand, Trantor, Ukraine, and the United Kingdom.


Before trying the central FTP site, please check your regional mirror(s)
first by going to:


ftp://ftp.<yourdomain>.FreeBSD.org/pub/FreeBSD


Any additional mirror sites will be labeled ftp2, ftp3 and so on.


More information about FreeBSD mirror sites can be found at:


http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/mirrors-ftp.html


For instructions on installing FreeBSD, please see Chapter 2 of The
FreeBSD Handbook. It provides a complete installation walk-through for
users new to FreeBSD, and can be found online at:


http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/install.html
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		What is new in GNOME &gnomever;?


Although the canonical summary of new features can be found at
http://www.gnome.org/start/2.10/notes/rnwhatsnew.html, some of the
most exciting new features of GNOME &gnomever; are:



		FreeBSD support for CPU frequency monitoring, ACPI power
management, wireless signal strength monitoring for all supported
drivers, and disk read/write utilization


		Better keyboard layout and feature control


		Sleek selection of desktop backgrounds


		Many new applications, applets, and UI enhancements


		Extensive list of stability and speed increases








		How do I upgrade to GNOME &gnomever;?


*NOTE: Do not run ``portupgrade(1)`` to upgrade to GNOME
&gnomever;!*


The simple answer is this:



		CVSup your ports
tree [http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/cvsup.html].


		Download the FreeBSD GNOME Project’s upgrade
script [http://www.FreeBSD.org/gnome/gnome_upgrade.sh].


		Run the script as root. Read a good-sized book.





More detailed instructions are as follows:



		CVSup your ports tree.


To build GNOME &gnomever;, you need to obtain the &gnomever; ports
tree skeleton. This is most easily accomplished with CVSup. Simply
obtain the latest ports tree, and you are ready to go. After you
have obtained the latest ports tree, do not run a typical
portupgrade(1).





		Obtain the upgrade script.


It is not possible to upgrade from GNOME &gnomeoldver; to GNOME
&gnomever; by simply running portupgrade(1). There are new
dependencies, and ports will build out-of-order, eventually
causing the build to fail.


To work around these problems, and to provide an update mechanism
as simple as portupgrade(1), the FreeBSD GNOME team has
produced a comprehensive upgrade script. The script can be
downloaded from:



http://www.FreeBSD.org/gnome/gnome_upgrade.sh






Simply download that script, and save it to disk.





		Run the script.


Once you have the script downloaded, run, as root:


# sh ./gnome_upgrade.sh






Hit ENTER to begin, answer any questions that pop up, and go
watch an entire Monty Python anthology. Right after hitting
ENTER at the beginning, you will be given the path to a
logfile. By running:


$ tail -f /path/to/logfile






you can watch the entire upgrade process as it unfolds. It is
hypnotic!











		Oops! I ran ``portupgrade(1)``! What do I do?


Do not worry; hope is not lost. Running portupgrade(1) will cause
the build to fail, but it will not cause any lasting damage to your
ports tree, unless you have done something exceptionally creative.
Simply download the gnome_upgrade.sh script and run it, and
pretend that you ran it in the first place. Nobody needs to know that
you did not read the directions first!





		The upgrade failed; what do I do?


Unfortunately, this is not only possible, it is highly probable.
There are many possible valid GNOME configurations, and even more
invalid starting points. If the script fails, follow the instructions
in the error message to let the FreeBSD GNOME team know about the
failure.


The majority of build failures will be dependency-related issues. One
simple way to resolve the problem is to remove the offending port,
re-run gnome_upgrade.sh, and then reinstall the port when the
upgrade process is complete. In order to avoid having to build
everything again, you can pass the -restart flag to
gnome_upgrade.sh to resume a failed build.





		List of GNOME &gnomever; problems and their solutions


Although GNOME &gnomever; is certainly the best release to date (of
course), there are a couple regressions that slipped in, both in the
GNOME code and in its implementation within FreeBSD. Some of the more
visible issues are:



		Changing the GTK theme can cause a few apps to crash. This issue
is known to the GNOME/Linux world, so it is not a FreeBSD-specific
issue. You can ignore the error message, and click the “Restart”
button to restart the crashed application when the dialog pops up.
You should be fine after that.


		The KDE menu is missing some icons. KDE failed to follow the
published freedesktop.org standards, and places its icons in a
non-standard location. GNOME 2.10 introduced a mass move towards
complete compliance with freedesktop.org standards, so there’s not
much that can be done until KDE moves its default icons into a
location that GNOME recognizes.
http://standards.freedesktop.org/icon-theme-spec/icon-theme-spec-latest.html


		#167934 [http://bugzilla.gnome.org/show_bug.cgi?id=167934]:
[gnome-menus] Any .desktop file in share/gnome/apps without a
Categories entry will not work. This is due to a LegacyDir bug
that is supposed to be fixed in next release (2.10.1). The
workaround is to add a Categories entry in the .desktop file in
question.


		[gnome-session]: Options for shutting down or rebooting will not
appear on logout unless GDM is running on the same machine.


		[multiload-applet]: The disk reads/writes monitor does not work on
-CURRENT. A solution is currently being sought.


		#137388 [http://bugzilla.gnome.org/show_bug.cgi?id=137388]:
[gnome-terminal] gnome-terminal has a problem with dynamic titles
and vim (UPDATE: See this
email [http://lists.freebsd.org/pipermail/freebsd-gnome/2004-May/006689.html]
for a workaround to this problem)


		#73375 [http://bugzilla.ximian.com/show_bug.cgi?id=73375]:
[evolution] Evolution will crash when selecting a new Server Type
for an account with malloc debugging enabled. This only affects
-CURRENT users by default. To disable malloc debugging, run the
command ln -sf aj         /etc/malloc.conf as root.


		GnomeVFS-2 now has native support for sftp methods. Fully
non-interactive publickey authentication works on all versions of
FreeBSD, but FreeBSD 5.X is required for password or passphrase
authentication.








		I have found a bug; whom should I alert?


Please read the FreeBSD GNOME Project’s documentation on reporting
bugs [http://www.FreeBSD.org/gnome/docs/bugging.html].





		I want the fame and glory of being part of the FreeBSD GNOME team!
What can I do to participate?


Please read our list of ways to get
involved [http://www.FreeBSD.org/gnome/docs/volunteer.html]!
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The installation notes for FreeBSD are customized for different
platforms, as the procedures for installing FreeBSD are highly dependent
on the hardware platform.


Installation notes for FreeBSD 4.6-RELEASE are available for the
following platforms:



		alpha


		i386





A list of all platforms currently under development can be found on the
Supported Platforms page.
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		What is new in GNOME &gnomever;?


Although the canonical summary of new features can be found at
http://library.gnome.org/misc/release-notes/&gnomever;/, some of the
most exciting new features of GNOME &gnomever; are:



		A new updated hal port has been included which provides
video4linux support, DRM (Direct Rendering) support, and improved
removable media handling.


		Cheese, a webcam application in the same vein as Apple’s
Photobooth has been included. Cheese allows you to take pictures
and videos with your webcam.


		Metacity now supports window compositing.


		A new VNC client, vinagre, has been integrated.


		Work has gone into speeding up certain applications like Evolution
and Nautilus.








		How do I upgrade to GNOME &gnomever;?


The answer is relatively simple:



		To build GNOME &gnomever;, you need to obtain the latest ports
tree skeleton. This is most easily accomplished with
portsnap(8) or
CVSup [http://www.freebsd.org/doc/en_US.ISO8859-1/books/handbook/cvsup.html].
Simply obtain the latest ports tree, and you are ready to go. Then
do the following:


# pkgdb -Ff
# portupgrade -f gstreamer-plugins-good
# pkg_deinstall -fO gnome-applets\* totem\* gnome-control-center\*
# portupgrade -aOW






NOTE: it is recommended to run portupgrade -a to make sure
you get all the necessary ports.


If you are a portmaster(8) user, make sure you have least 1.9
version. Then do the following:


# portmaster -a
# portmaster gstreamer-plugins-good
# pkg_delete -f gnome-applets\* totem\* gnome-control-center\* \
      gnome-keyring-manager\*
# portmaster -a















		The upgrade failed; what do I do?


Unfortunately, this is not only possible, it is highly probable.
There are many possible valid GNOME configurations, and even more
invalid starting points. If the script fails, follow the instructions
in the error message to let the FreeBSD GNOME team know about the
failure.


The majority of build failures will be dependency-related issues. One
simple way to resolve the problem is to remove the offending port,
re-run portupgrade or portmaster, and then reinstall the port
when the upgrade process is complete.





		List of GNOME &gnomever; problems and their solutions


Although GNOME &gnomever; is certainly the best release to date (of
course), there are a couple regressions that slipped in, both in the
GNOME code and in its implementation within FreeBSD. Some of the more
visible issues are:



		Auto-mounting has changed with GNOME &gnomever;. In order to
support the new auto-mounting system, you must make sure that
gnome-volume-manager is no longer trying to mount removable
media. To do this, run the following commands:


% gconftool-2 -s --type bool /desktop/gnome/volume_manager/automount_drives false
% gconftool-2 -s --type bool /desktop/gnome/volume_manager/automount_media false
% gconftool-2 -s --type bool /desktop/gnome/volume_manager/autobrowse false
% gconftool-2 -s --type bool /desktop/gnome/volume_manager/autoplay_cda false
% gconftool-2 -s --type bool /desktop/gnome/volume_manager/autoplay_dvd false
% gconftool-2 -s --type bool /desktop/gnome/volume_manager/autoplay_vcd false
% gconftool-2 -s --type bool /desktop/gnome/volume_manager/autoprinter false









		HAL can not unmount and reset the da[0-9] devices associated
with USB disks when you manually detach them from the system.
Manually removing a USB umass device while it is mounted can
result in a panic. This is a known bug in FreeBSD. See
kern/103258 [http://www.freebsd.org/cgi/query-pr.cgi?pr=kern/103258]
and
kern/89102 [http://www.freebsd.org/cgi/query-pr.cgi?pr=kern/89102]
for more details.











		I have found a bug; whom should I alert?


Please read the FreeBSD GNOME Project’s documentation on reporting
bugs [http://www.FreeBSD.org/gnome/docs/bugging.html].





		I want the fame and glory of being part of the FreeBSD GNOME team!
What can I do to participate?


Please read our list of ways to get
involved [http://www.FreeBSD.org/gnome/docs/volunteer.html]!
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The hardware notes for FreeBSD are customized for different platforms,
as some of the changes made to FreeBSD apply only to specific processor
architectures.


Hardware notes for FreeBSD 4.6-RELEASE are available for the following
platforms:



		i386


		Alpha





A list of all platforms currently under development can be found on the
Supported Platforms page.
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		What is new in GNOME &gnomever;?


Although the canonical summary of new features can be found at
http://www.gnome.org/start/2.16/notes/en/, some of the most exciting
new features of GNOME &gnomever; are:



		HAL support for FreeBSD!


		MUCH better performance in large applications like Evolution


		Better power management and media/volume integration


		Solid menu editing support








		How do I upgrade to GNOME &gnomever;?


The answer is much simpler than it has been in the past:



		To build GNOME &gnomever;, you need to obtain the latest ports
tree skeleton. This is most easily accomplished with
portsnap(8) or
CVSup [http://www.freebsd.org/doc/en_US.ISO8859-1/books/handbook/cvsup.html].
Simply obtain the latest ports tree, and you are ready to go. Then
do the following:


# pkgdb -Ff
# portupgrade -rf pkg-config\*






Then you can run portupgrade(8) as you normally would.
NOTE: it is recommended to run portupgrade -a to make sure
you get all the necessary ports.


If you are a portmaster(8) user, make sure you have least 1.9
version. Then do the following:


# portmaster -r pkg-config\*






Then run portmaster normally.











		The upgrade failed; what do I do?


Unfortunately, this is not only possible, it is highly probable.
There are many possible valid GNOME configurations, and even more
invalid starting points. If the script fails, follow the instructions
in the error message to let the FreeBSD GNOME team know about the
failure.


The majority of build failures will be dependency-related issues. One
simple way to resolve the problem is to remove the offending port,
re-run portupgrade or portmaster, and then reinstall the port
when the upgrade process is complete.





		List of GNOME &gnomever; problems and their solutions


Although GNOME &gnomever; is certainly the best release to date (of
course), there are a couple regressions that slipped in, both in the
GNOME code and in its implementation within FreeBSD. Some of the more
visible issues are:



		hald-addon-storage consumes file descriptors until it crashes.
This is a known bug in FreeBSD, and only affects 6.0 and earlier
and 5.5 and earlier. Users on those releases are encouraged to
upgrade to FreeBSD 6.1 or later.


		HAL can not unmount and reset the da[0-9] devices associated
with USB disks when you manually detach them from the system.
Manually removing a USB umass device while it is mounted can
result in a panic. This is a known bug in FreeBSD. See
kern/103258 [http://www.freebsd.org/cgi/query-pr.cgi?pr=kern/103258]
and
kern/89102 [http://www.freebsd.org/cgi/query-pr.cgi?pr=kern/89102]
for more details.








		I have found a bug; whom should I alert?


Please read the FreeBSD GNOME Project’s documentation on reporting
bugs [http://www.FreeBSD.org/gnome/docs/bugging.html].





		I want the fame and glory of being part of the FreeBSD GNOME team!
What can I do to participate?


Please read our list of ways to get
involved [http://www.FreeBSD.org/gnome/docs/volunteer.html]!
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Goals


As part of our on-going effort to improve the release engineering
process, we have identified several areas that need significant quality
assurance testing during the release candidate phase. Below, we’ve
listed the changes in 4.6-PRERELEASE that we feel merit the most
attention due to their involving substantial changes to the system, or
having arrived late in the development cycle leading up to the release.
In general, our goal in the QA process is to attempt to check a number
of things:



		The system has not regressed with respects to stability, correctness,
interoperability, or performance of features present in prior
releases.


		New features result in the desired improvement in stability,
correctness, interoperability, or performance.





To effectively determine this, it’s desirable to test the system in a
diverse set of environments, applying a wide set of workloads, forcing
the system to operate both within and outside its normal specification.
Particular focus should often be placed on the continuing (or new)
capability of the system to perform correctly when used in concert with
systems from other vendors.





Features to explore carefully:



		DHCP client support. This release will feature a major update of the
ISC DHCP client (v3.0.1 RC8). The common cases have been well tested,
but testing in more demanding or unusual environments would be
beneficial. In particular, the new dynamic DNS update functionality
has not been well tested.


		sppp(4) upgrade. The ISDN project (i4b) once maintained an off-spring
version of the SyncPPP driver, with a number of enhancements and
bug-fixes made to it by people contributing to the i4b project. On
the other hand, other improvements and bug-fixes of the regular
tree’s sppp driver didn’t make it back to that version, so eventually
two different SyncPPP drivers developed. The i4b version has been
merged back in FreeBSD-current a few months ago, and these changes
have now been folded into FreeBSD-stable as well, thus eliminating
i4b’s separate version. sppp users (of both flavours) should
carefully test the new version. Users who previously used the i4b
version should find all those improvements still being present (most
notably, VJ header compression). Users who use sppp on hardware
(HDLC) devices (like ar(4) or sr(4)) should see no breakage, but
might notice that the negotiation of VJ header compression is now
enabled by default. Use spppcontrol(8) to modify the default
behaviour. Please report any breakage or oddity you observe to
<joerg@FreeBSD.org>.


		XFree86 4.2.0. sysinstall now installs XFree86 4.2.0 instead of
XFree86 3.3.6; the XFree86 installation now uses ``normal’’ binary
packages instead of the special tarballs in past releases. The ports
infrastructure now uses the XFree86 version 4 as the default version
for satisfying dependencies.





The release notes will always be a good place
to look for things to test.





Known Issues



		Due to a buffer truncation in sysinstall, the GNOME meta-port
(x11/gnome) in 4.6-RC1 does not install correctly. This has been
fixed and is functional for 4.6-RC2 (and any later release candidate
snapshots).


		nslookup(1) had some bugs in 4.6-RC1 and 4.6-RC2. These have been
been corrected and should function correctly beginning with 4.6-RC3.


		Some users have reported stability issues with tagged queueing and
the ata(4) driver. These problems have only been observed when using
tags on motherboard-based ATA channels.


		Potential problems with the TCP default window size (see kern/34801).
The default window size has been reduced from 65536 to 57344 for
4.6-RELEASE. (Errata item needed.)


		Some of the XFree86 configuration utilities write their generated
configuration files in places where sysinstall isn’t looking for
them, thus complicating XFree86 installs that are initiated from
within sysinstall. These have been changed to /etc/X11/XF86Config for
4.6-RELEASE. (Errata item needed.)


		Some filenames in the ports tree are too long, thus resulting in odd
/usr/@LongLink files after a sysinstall. These filenames have been
shortened for 4.6-RELEASE.


		Under some circumstances, dhclient can go into an infinite loop.
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		What is new in GNOME &gnomever;?


Although the canonical summary of new features can be found at
http://library.gnome.org/misc/release-notes/&gnomever;/, some of the
most exciting new features of GNOME &gnomever; are:



		A new updated hal port has been included which provides Fuse
support (e.g. for ntfs-3g mounts).


		A new IM client, empathy, has been added to the Desktop.


		A time-tracking applet, Hamster, has been added to the Desktop.


		Sound theme support has been added.








		How do I upgrade to GNOME &gnomever;?


The answer is relatively simple:



		To build GNOME &gnomever;, you need to obtain the latest ports
tree skeleton. This is most easily accomplished with
portsnap(8) or
CVSup [http://www.freebsd.org/doc/en_US.ISO8859-1/books/handbook/cvsup.html].
Simply obtain the latest ports tree, and you are ready to go. Then
do the following:


# pkgdb -Ff
(Answer "yes" to unregister gail while keeping gtk20.)
(Answer "yes" to unregister fast-user-switch-applet while keeping
gdm.)

# pkg_deinstall -fO gtkmm-2.12\*
# portupgrade -aOW
# portupgrade -f gnome-session






NOTE: it is recommended to run portupgrade -a to make sure
you get all the necessary ports.


If you are a portmaster(8) user, make sure you have least 1.9
version. Then do the following:


# pkg_delete -f gtkmm-2.12\*
# portmaster -a
# portmaster gnome-session















		The upgrade failed; what do I do?


Unfortunately, this is not only possible, it is highly probable.
There are many possible valid GNOME configurations, and even more
invalid starting points. If the script fails, follow the instructions
in the error message to let the FreeBSD GNOME team know about the
failure.


The majority of build failures will be dependency-related issues. One
simple way to resolve the problem is to remove the offending port,
re-run portupgrade or portmaster, and then reinstall the port
when the upgrade process is complete.





		List of GNOME &gnomever; problems and their solutions


Although GNOME &gnomever; is certainly the best release to date (of
course), there are a couple regressions that slipped in, both in the
GNOME code and in its implementation within FreeBSD. Some of the more
visible issues are:



		HAL does not work with the new usb2 stack in -CURRENT. If you
try to use hal with usb2, the hald daemon will take up 100% of the
CPU. Work is underway to fix this.


		Session management is broken in GNOME &gnomever;. See
http://np237.livejournal.com/22014.html for more details. A good
workaround can be found at
http://blogs.sun.com/mattman/entry/gnome_2_24_session_save1.


		HAL can not unmount and reset the da[0-9] devices associated
with USB disks when you manually detach them from the system.
Manually removing a USB umass device while it is mounted can
result in a panic. This is a known bug in FreeBSD. See
kern/103258 [http://www.freebsd.org/cgi/query-pr.cgi?pr=kern/103258]
and
kern/89102 [http://www.freebsd.org/cgi/query-pr.cgi?pr=kern/89102]
for more details.








		I have found a bug; whom should I alert?


Please read the FreeBSD GNOME Project’s documentation on reporting
bugs [http://www.FreeBSD.org/gnome/docs/bugging.html].





		I want the fame and glory of being part of the FreeBSD GNOME team!
What can I do to participate?


Please read our list of ways to get
involved [http://www.FreeBSD.org/gnome/docs/volunteer.html]!
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Introduction


This is a specific schedule for the release of FreeBSD 4.6. For more
general information about the release engineering process, please see
the Release Engineering section of the
web site.


General discussions about the release engineering process or quality
assurance issues should be sent to the public
FreeBSD-qa mailing list.
MFC
requests should be sent to re@FreeBSD.org.





Schedule










		Action
		Expected
		Actual
		Description



		Reminder announcement
		01 Apr 2002
		09 Apr 2002
		Release Engineers send announcement email to developers@FreeBSD.org with a rough schedule for the FreeBSD 4.6 release.



		4.6-PRERELEASE Testing Guide published
		Ongoing
		–
		A testing guide should be published with information about recent changes and areas of the system that should be thoroughly tested during the pre-release/RC period.



		4.6-PRERELEASE
		01 May 2002
		01 May 2002
		newvers.sh, and release.ent updated.



		FTP site updated
		01 May 2002
		18 May 2002
		pkg_add -r works for 4.6-PRERELEASE machines.



		Code freeze begins
		01 May 2002
		01 May 2002
		After this date, all commits to the RELENG_4 branch must be approved by re@FreeBSD.org. Certain highly active documentation committers are exempt from this rule for routine man page / release note updates. Heads-up emails should be sent to the developers@, stable@ and qa@ lists.



		Commercial software demos updated.
		15 May 2002
		–
		The second disc contains commercial software demos, these demos should be updated to contain the latest versions.



		4.6-RC
		15 May 2002
		15 May 2002
		newvers.sh and release.ent updated.



		Announce the Ports Freeze
		15 May 2002
		19 May 2002
		Someone from portmgr should email freebsd-ports@ and BCC: developers@ to set a date for the week long ports freeze and tagging of the ports tree.



		Heads up to hubs
		28 May 2002
		–
		A message should be sent to freebsd-hubs@FreeBSD.org before the release is uploaded. The site administrators have frequently requested advance notice for new ISOs.



		First release candidate
		16 May 2002
		17 May 2002
		The first release candidate for the x86 and Alpha architecture is released. ISO images should be uploaded to ftp-master.FreeBSD.org and releng4.FreeBSD.org. A network install directory should be uploaded to ftp-master.FreeBSD.org. The packages/ and XF86336/ directories may be symlinked to save space, as long as you’re sure to use relative symlinks.



		Heads up to -stable
		17 May 2002
		17 May 2002
		A message should be sent to qa@FreeBSD.org and stable@FreeBSD.org after the snapshot is uploaded.



		Package split posted
		17 May 2002
		–
		The proposed package split (which packages go on which disc of the 4 CD set) should be posted to qa@FreeBSD.org, ports@FreeBSD.org, and stable@FreeBSD.org.



		Second release candidate
		?? May 2002
		18 May 2002
		Note: the release date of this candidate depends on the user experience with RC1.



		Third release candidate
		–
		–
		There will be no 4.6 RC3 snapshot.



		Ports tree frozen.
		24 May 2002
		25 May 2002
		CVSROOT/avail locks out everyone but the person who does the tagging. It will take approximately 2 hours to tag the entire ports tree with the RELEASE_4_6_0 tag. After this time, the ports/ tree will be re-opened for commits, but commits made after tagging will not go in 4.6-RELEASE.



		Final package build starts
		25 May 2002
		–
		The ports cluster and bento [http://bento.FreeBSD.org/] build final packages.



		Package split
		26 May 2002
		–
		The packages must be split so that packages with similar dependencies appear on each of the four discs, with the most popular packages appearing on the first disc.



		doc/ tree tagged.
		27 May 2002
		27 May 2002
		RELEASE_4_6_0 tag for docs.



		Fourth release candidate
		3 June 2002
		6 June 2002
		4.6 RC4 for the x86 and Alpha architectures will be made available from ftp.FreeBSD.org and the mirrors.



		RELENG_4_6 branch
		5 June 2002
		6 June 2002
		The release branch is created.



		Note to freebsd-stable@
		5 June 2002
		6 June 2002
		A note should be sent to the freebsd-stable@ to let over-anxious users know that the tags have been created but the release still isn’t ready. Tags may be slid before the announcement goes out. Point users to freebsd-qa@ for details.



		Version numbers bumped.
		5 June 2002
		8 June 2002
		The files listed here are updated to reflect the fact that this is FreeBSD 4.6.



		Update man.cgi on the website.
		6 June 2002
		3 June 2002
		Make sure the 4.6 manual pages are being displayed by default for the man->web gateway. Also make sure these man pages are pointed to by docs.xml.



		src tree tagged.
		10 June 2002
		10 June 2002
		RELENG_4_6_0_RELEASE tag for src.



		Final builds.
		10 June 2002
		–
		Final builds for x86 and Alpha in a pristine environment.



		Warn hubs@FreeBSD.org
		10 June 2002
		11 June 2002
		Heads up email to hubs@FreeBSD.org to give admins time to prepare for the load spike to come.



		Upload to ftp-master.
		10 June 2002
		14 June 2002
		release and packages uploaded to ftp-master.FreeBSD.org



		Announcement
		10 Jun 2002
		15 June 2002
		Announcement sent out after a majority of the mirrors have received the bits.



		Unfreeze the tree
		10 June 2002
		16 June
		Announcement to developers@ explaining that the release is out, and commits to RELENG_4 no longer require approval. Also note the policy for commits to the RELENG_4_6 branch.
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Full Text



		What is new in GNOME &gnomever;?


Although the canonical summary of new features can be found at
http://www.gnome.org/start/2.14/notes/en/, some of the most exciting
new features of GNOME &gnomever; are:



		MUCH better performance


		Metacity now offers edge resistence


		Faster, more complete GEdit text editor


		Integrated gnome-screensaver with full XScreensaver module support


		Better and more stable multimedia support








		How do I upgrade to GNOME &gnomever;?


The answer is much simpler than it has been in the past:



		To build GNOME &gnomever;, you need to obtain the latest ports
tree skeleton. This is most easily accomplished with
portsnap(8) or
CVSup [http://www.freebsd.org/doc/en_US.ISO8859-1/books/handbook/cvsup.html].
Simply obtain the latest ports tree, and you are ready to go. Then
do the following:


# pkgdb -Ff
# portupgrade -o net/avahi -f howl
# portupgrade -o x11/gnome-screensaver -f xscreensaver-gnome






Then you can run portupgrade(8) as you normally would.
NOTE: it is recommended to run portupgrade -a to make sure
you get all the necessary ports.








More detailed instructions are as follows:





		The upgrade failed; what do I do?


Unfortunately, this is not only possible, it is highly probable.
There are many possible valid GNOME configurations, and even more
invalid starting points. If the script fails, follow the instructions
in the error message to let the FreeBSD GNOME team know about the
failure.


The majority of build failures will be dependency-related issues. One
simple way to resolve the problem is to remove the offending port,
re-run gnome_upgrade.sh, and then reinstall the port when the
upgrade process is complete. In order to avoid having to build
everything again, you can pass the -restart flag to
gnome_upgrade.sh to resume a failed build.





		List of GNOME &gnomever; problems and their solutions


Although GNOME &gnomever; is certainly the best release to date (of
course), there are a couple regressions that slipped in, both in the
GNOME code and in its implementation within FreeBSD. Some of the more
visible issues are:


There are currently no known issues with GNOME &gnomever;.





		I have found a bug; whom should I alert?


Please read the FreeBSD GNOME Project’s documentation on reporting
bugs [http://www.FreeBSD.org/gnome/docs/bugging.html].





		I want the fame and glory of being part of the FreeBSD GNOME team!
What can I do to participate?


Please read our list of ways to get
involved [http://www.FreeBSD.org/gnome/docs/volunteer.html]!
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================================================================
                         RELEASE NOTES
                 FreeBSD 2.2.8-RELEASE VERSION
================================================================

1. What's new since 2.2.7
-------------------------

Kernel features:
----------------
o Add support for >8G IDE drives.

o Add support for 3Com 3c905B ethernet adapters

o Add support for PCI ThunderLAN-based ethernet adapters (Compaq/Olicom)

o Significantly improve Linux emulator again.  Things like QuakeII should
  just run out-of-the-box now (given the rest of their requirements).

o Major changes from -current's pthread implementation merged: This includes
  file locking based on FILE *, signal fixes, read/write-locks, better POSIX
  compliance and better performance.

o Add a new flexible bandwidth limiter/delay emulator called
  dummynet. See dummynet(4).

o Add support for bridging on multiple interfaces (10 and 100 Mbit/s).
  See bridge(4).

o NFS client accelerator added.  See 'nfs_access_cache' in rc.conf(5).


Userland features:
------------------

o /bin/sh signal and trap handling reworked. Among other things, this
  makes tty-mode emacs work when called from system(2), i.e. by a mail
  agent.

o ppp(8) merged from 3.0, adding features like multilink and VPN
  support as well as fixing a number of known bugs.


Security issues:
----------------

o All open CERT/Bugtraq advisories reported since 2.2.7's release
  have been dealt with.


2. Supported Configurations
---------------------------

FreeBSD currently runs on a wide variety of ISA, VLB, EISA and PCI bus
based PC's, ranging from 386sx to Pentium class machines (though the
386sx is not recommended).  Support for generic IDE or ESDI drive
configurations, various SCSI controller, network and serial cards is
also provided.

What follows is a list of all peripherals currently known to work with
FreeBSD.  Other configurations may also work, we have simply not as yet
received confirmation of this.


2.1. Disk Controllers
---------------------

WD1003 (any generic MFM/RLL)
WD1007 (any generic IDE/ESDI)
IDE
ATA

Adaptec 1535 ISA SCSI controllers
Adaptec 154x series ISA SCSI controllers
Adaptec 174x series EISA SCSI controller in standard and enhanced mode.
Adaptec 274X/284X/2940/3940 (Narrow/Wide/Twin) series ISA/EISA/PCI SCSI
controllers.
Adaptec AIC7850 on-board SCSI controllers.

** Note: You cannot boot from the SoundBlaster cards as they have no
   on-board BIOS, such being necessary for mapping the boot device into the
   system BIOS I/O vectors.  They're perfectly usable for external tapes,
   CDROMs, etc, however.  The same goes for any other AIC-6x60 based card
   without a boot ROM.  Some systems DO have a boot ROM, which is generally
   indicated by some sort of message when the system is first powered up
   or reset, and in such cases you *will* also be able to boot from them.
   Check your system/board documentation for more details.

Buslogic 545S & 545c
Buslogic 445S/445c VLB SCSI controller
Buslogic 742A, 747S, 747c EISA SCSI controller.
Buslogic 946c PCI SCSI controller
Buslogic 956c PCI SCSI controller

SymBios (formerly NCR) 53C810, 53C825, 53c860 and 53c875 PCI SCSI
controllers:
    ASUS SC-200
    Data Technology DTC3130 (all variants)
    NCR cards (all)
    Symbios cards (all)
    Tekram DC390W, 390U and 390F
    Tyan S1365

Tekram DC390 and DC390T controllers (maybe other cards based on the
AMD 53c974 as well).

NCR5380/NCR53400 ("ProAudio Spectrum") SCSI controller.

DTC 3290 EISA SCSI controller in 1542 emulation mode.

UltraStor 14F, 24F and 34F SCSI controllers.

Seagate ST01/02 SCSI controllers.

Future Domain 8xx/950 series SCSI controllers.

WD7000 SCSI controller.

With all supported SCSI controllers, full support is provided for
SCSI-I & SCSI-II peripherals, including Disks, tape drives (including
DAT and 8mm Exabyte) and CD ROM drives.

The following CD-ROM type systems are supported at this time:
(cd)    SCSI interface (also includes ProAudio Spectrum and
        SoundBlaster SCSI)
(matcd) Matsushita/Panasonic (Creative SoundBlaster) proprietary
        interface (562/563 models)
(scd)   Sony proprietary interface (all models)
(wcd)   ATAPI CDROM interface
(acd)   ATAPI CD-R interface (alternative to 'wcd')


Unmaintained drivers, they might or might not work for your hardware:

  Adaptec 1510 series ISA SCSI controllers (not for bootable devices)
  Adaptec 152x series ISA SCSI controllers
  Adaptec AIC-6260 and AIC-6360 based boards, which includes the AHA-152x
  and SoundBlaster SCSI cards.

  Floppy tape interface (Colorado/Mountain/Insight)

  (mcd)   Mitsumi proprietary CD-ROM interface (all models)

2.2. Ethernet cards
-------------------

Allied-Telesis AT1700 and RE2000 cards

AMD PCnet/PCI (79c970 & 53c974 or 79c974)

SMC Elite 16 WD8013 ethernet interface, and most other WD8003E,
WD8003EBT, WD8003W, WD8013W, WD8003S, WD8003SBT and WD8013EBT
based clones.  SMC Elite Ultra.  SMC Etherpower II.

Texas Instruments ThunderLAN PCI NICs, including the following:
 Compaq Netelligent 10, 10/100, 10/100 Proliant, 10/100 Dual-Port
 Compaq Netelligent 10/100 TX Embedded UTP, 10 T PCI UTP/Coax, 10/100 TX UTP
 Compaq NetFlex 3P, 3P Integrated, 3P w/ BNC
 Olicom OC-2135/2138, OC-2325, OC-2326 10/100 TX UTP

DEC EtherWORKS III NICs (DE203, DE204, and DE205)
DEC EtherWORKS II NICs (DE200, DE201, DE202, and DE422)
DEC DC21040, DC21041, or DC21140 based NICs (SMC Etherpower 8432T, DE245, etc)
DEC FDDI (DEFPA/DEFEA) NICs

Fujitsu MB86960A/MB86965A

HP PC Lan+ cards (model numbers: 27247B and 27252A).

Intel EtherExpress (not recommended due to driver instability)
Intel EtherExpress Pro/10
Intel EtherExpress Pro/100B PCI Fast Ethernet

Isolan AT 4141-0 (16 bit)
Isolink 4110     (8 bit)

Novell NE1000, NE2000, and NE2100 ethernet interface.

3Com 3C501 cards

3Com 3C503 Etherlink II

3Com 3c505 Etherlink/+

3Com 3C507 Etherlink 16/TP

3Com 3C509, 3C579, 3C589 (PCMCIA), 3C590/592/595/900/905/905B PCI and EISA
(Fast) Etherlink III / (Fast) Etherlink XL

Toshiba ethernet cards

PCMCIA ethernet cards from IBM and National Semiconductor are also
supported.

No token ring cards are supported at this time.


2.3. Misc
---------

AST 4 port serial card using shared IRQ.

ARNET 8 port serial card using shared IRQ.
ARNET (now Digiboard) Sync 570/i high-speed serial.

Boca BB1004 4-Port serial card (Modems NOT supported)
Boca IOAT66 6-Port serial card (Modems supported)
Boca BB1008 8-Port serial card (Modems NOT supported)
Boca BB2016 16-Port serial card (Modems supported)

Comtrol Rocketport card.

Cyclades Cyclom-y Serial Board.

STB 4 port card using shared IRQ.

SDL Communications Riscom/8 Serial Board.
SDL Communications RISCom/N2 and N2pci high-speed sync serial boards.

Stallion multiport serial boards: EasyIO, EasyConnection 8/32 & 8/64,
ONboard 4/16 and Brumby.

Adlib, SoundBlaster, SoundBlaster Pro, ProAudioSpectrum, Gravis UltraSound
and Roland MPU-401 sound cards.

Connectix QuickCam
Matrox Meteor Video frame grabber
Creative Labs Video Spigot frame grabber
Cortex1 frame grabber
Hauppauge Wincast/TV boards (PCI)
STB TV PCI
Intel Smart Video Recorder III
Various Frame grabbers based on Brooktree Bt848 chip.

HP4020, HP6020, Philips CDD2000/CDD2660 and Plasmon CD-R drives.

PS/2 mice

Standard PC Joystick

X-10 power controllers

GPIB and Transputer drivers.

Genius and Mustek hand scanners.


FreeBSD currently does NOT support IBM's microchannel (MCA) bus.


3. Obtaining FreeBSD
--------------------

You may obtain FreeBSD in a variety of ways:

3.1. FTP/Mail
-------------

You can ftp FreeBSD and any or all of its optional packages from
`ftp.FreeBSD.org' - the official FreeBSD release site.

For other locations that mirror the FreeBSD software see the file
MIRROR.SITES.  Please ftp the distribution from the site closest (in
networking terms) to you.  Additional mirror sites are always welcome!
Contact freebsd-admin@FreeBSD.org for more details if you'd like to
become an official mirror site.


3.2. CDROM
----------

FreeBSD 3.0-SNAP and 2.2.x-RELEASE CDs may be ordered on CDROM from:

        Walnut Creek CDROM
        4041 Pike Lane, Suite D
        Concord CA  94520
        1-800-786-9907, +1-925-674-0783, +1-925-674-0821 (FAX)

Or via the Internet from orders@cdrom.com or http://www.cdrom.com.
Their current catalog can be obtained via ftp from:

        ftp://ftp.cdrom.com/cdrom/catalog

Cost per -RELEASE CD is $39.95 or $24.95 with a FreeBSD subscription.
FreeBSD SNAPshot CDs are $39.95 or $14.95 with a FreeBSD-SNAP subscription
(-RELEASE and -SNAP subscriptions are entirely separate).  With a
subscription, you will automatically receive updates as they are released.
Your credit card will be billed when each disk is shipped and you may cancel
your subscription at any time without further obligation.

Shipping (per order not per disc) is $5 in the US, Canada or Mexico
and $9.00 overseas.  They accept Visa, Mastercard, Discover, American
Express or checks in U.S. Dollars and ship COD within the United
States.  California residents please add 8.25% sales tax.

Should you be dissatisfied for any reason, the CD comes with an
unconditional return policy.


4. Reporting problems, making suggestions, submitting code.
-----------------------------------------------------------

Your suggestions, bug reports and contributions of code are always
valued - please do not hesitate to report any problems you may find
(preferably with a fix attached, if you can!).

The preferred method to submit bug reports from a machine with
Internet mail connectivity is to use the send-pr command or use the CGI
script at http://www.FreeBSD.org/send-pr.html.  Bug reports
will be dutifully filed by our faithful bugfiler program and you can
be sure that we'll do our best to respond to all reported bugs as soon
as possible.  Bugs filed in this way are also visible on our WEB site
in the support section and are therefore valuable both as bug reports
and as "signposts" for other users concerning potential problems to
watch out for.

If, for some reason, you are unable to use the send-pr command to
submit a bug report, you can try to send it to:

               freebsd-bugs@FreeBSD.org

Note that send-pr itself is a shell script that should be easy to move
even onto a totally different system.  We much prefer if you could use
this interface, since it make it easier to keep track of the problem
reports.  However, before submitting, please try to make sure whether
the problem might have already been fixed since.

Otherwise, for any questions or tech support issues, please send mail to:

               freebsd-questions@FreeBSD.org

Additionally, being a volunteer effort, we are always happy to have
extra hands willing to help - there are already far more desired
enhancements than we'll ever be able to manage by ourselves!  To
contact us on technical matters, or with offers of help, please send
mail to:

               freebsd-hackers@FreeBSD.org

Please note that these mailing lists can experience *significant*
amounts of traffic and if you have slow or expensive mail access and
are only interested in keeping up with significant FreeBSD events, you
may find it preferable to subscribe instead to:

               freebsd-announce@FreeBSD.org

All of the mailing lists can be freely joined by anyone wishing
to do so.  Send mail to MajorDomo@FreeBSD.org and include the keyword
`help' on a line by itself somewhere in the body of the message.  This
will give you more information on joining the various lists, accessing
archives, etc.  There are a number of mailing lists targeted at
special interest groups not mentioned here, so send mail to majordomo
and ask about them!

5. Acknowledgements
-------------------

FreeBSD represents the cumulative work of many dozens, if not
hundreds, of individuals from around the world who have worked very
hard to bring you this release.  For a complete list of FreeBSD
project staffers, please see:

        http://www.FreeBSD.org/handbook/staff.html

or, if you've loaded the doc distribution:

        file:/usr/share/doc/handbook/staff.html

Special mention to:

        The donors listed at http://www.FreeBSD.org/handbook/donors.html

        Everyone at Montana State University for their initial support.

        And to the many thousands of FreeBSD users and testers all over the
        world, without whom this release simply would not have been possible.

We sincerely hope you enjoy this release of FreeBSD!


                        The FreeBSD Project
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The following is an example Makefile for a FreeBSD GNOME port.


# New ports collection makefile for:    gnomeapp
# Date created:                     27 December 2003
# Whom:                             Some GNOME User <&email;@FreeBSD.org>
#
# $FreeBSD$
#

# For this example, assume there was already a gnomeapp in the tree, and that this
# is the GTK+-2 version (i.e. gnomeapp2 versus gnomeapp).
PORTname=       gnomeapp2
PORTVERSION=    &gnomever;.2
MASTER_SITES=   ${MASTER_SITE_GNOME}
MASTER_SITE_SUBDIR= sources/${PORTNAME:S/2//}/${PORTVERSION:C/^([0-9]+\.[0-9]+).*/\1/}
DISTname=   ${PORTNAME:S/2//}-${PORTVERSION}
DIST_SUBDIR=    gnome2

MAINTAINER= gnome@FreeBSD.org
COMMENT=    A GNOME app that does some stuff

USE_BZIP2=  yes
GNU_CONFIGURE=  yes # NOTE: if the port needs ltverhack, this must be
USE_AUTOTOOLS="libtool":15
USE_GMAKE=      yes # same with GNU make
# This is for i18n:
CONFIGURE_ENV+= CPPFLAGS="-I${LOCALBASE}/include" \
                LDFLAGS="-L${LOCALBASE}/lib"
USE_GNOME=      gnomehack gtk20

# This application can dock in the GNOME panel, or it can not.
# But there's no need to build support for it if the GNOME panel
# libraries are not installed, so only build GNOME panel support
# if the gnomepanel port is already installed.
WANT_GNOME=     yes

.include <bsd.port.pre.mk>

.if ${HAVE_GNOME:Mgnomepanel}!=""
USE_GNOME+=         gnomepanel
CONFIGURE_ARGS+=    --with-gnome
PKGNAMESUFFIX=      -gnome
.else
CONFIGURE_ARGS+=    --without-gnome
.endif

# Given all the above code, the package name is either "gnomeapp2-gnome-&gnomever;.2" or
# "gnomeapp2-&gnomever;.2", depending upon whether you want gnomepanel support. The downloaded
# distfile will be "gnomeapp-&gnomever;.2.tar.bz2."

.include <bsd.port.post.mk>
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The file
ERRATA.TXT contains post-release ERRATA for 2.2.8 and should always
be considered the definitive place to look *first* before reporting
a problem with this release.  This file will also be periodically
updated as new issues are reported so even if you've checked this
file recently, check it again before filing a bug report.  Any
changes to this file are also automatically emailed to:

    freebsd-stable@FreeBSD.org

For 2.2.8 security advisories, see:

ftp://ftp.FreeBSD.org/pub/FreeBSD/CERT/

For the latest information.

---- Security Advisories:

Current active security advisories for 2.2.8:   None

---- System Update Information:

o /usr/sbin/sysctl is an invalid link and whereis(1) doesn't work.

Fix: sysctl(8) has actually moved to /sbin/sysctl.  Simply create
     a symbolic link for compatability purposes as follows:

        ln -sf /sbin/sysctl /usr/sbin

     or syncronize your sources with 2.2-stable and rebuild/install
     from /usr/src/usr.bin/whereis/ and just rm /usr/sbin/sysctl

o    /usr/share/doc/FAQ is in spanish.

Fix: This was a build failure which affected only the FAQ and has since
     been fixed.  If you are already cvsup/CTM'ing the doc-all tag then
     you can simply remake and install the FAQ from sources, otherwise
     grab ftp://ftp.FreeBSD.org/pub/FreeBSD/doc/FAQ.tar.gz and unpack
     as follows:  tar --unlink -xvzf FAQ.tar.gz -C /usr/share/doc
     to get an english FAQ.

o    getpwnam(3) semantics are incorrect in some cases.

Fix: If passed a string longer than the maximum allowed for a user name,
     getpwnam will incorrectly return an entry for a user that matches the
     initial characters in the string up to the maximum length allowed for a
     user name.  To correct this behaviour, libc needs to be patched and
     recompiled.  The appropriate patch can be obtained from:
     http://cvsweb.FreeBSD.org/src/lib/libc/gen/getpwent.c.diff?r1="1".35.2.2&r2="1".35.2.3
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  $FreeBSD$ 2010 November 19


Announcing GNOME 2.32.1 for FreeBSD!


Presenting GNOME 2.32.1 for FreeBSD. The official release notes for this
release can be found at
http://library.gnome.org/misc/release-notes/2.32/


This will be the last release of the GNOME 2.x series, mainly a bugfix
and bridge release to the first release of the GNOME 3.x series.


This release features commits by avl, marcus, mezz and myself.


The FreeBSD GNOME Team would like to thank the following contributors
and testers for there help with this release:



Zane C.B.


romain@

Olaf Seibert

DomiX

Bapt

jsa@

miwi@

Sergio de Almeida Lenzi

Maxim Samsonov

Kris Moore





May 10


Announcing GNOME 2.30.1. for FreeBSD!


Presenting GNOME 2.30.1 for FreeBSD. The official release notes for this
release can be found at
http://library.gnome.org/misc/release-notes/2.30/


This release brings initial PackageKit support, Upower (replaces power
management part of hal), cuse4bsd integration with HAL and cheese, and a
faster Evolution.


Sadly GNOME 2.30.x will be the last release with FreeBSD 6.X support.
This will also be the last of the 2.x releases. The next release will be
the highly-anticipated GNOME 3.0 which will bring with it a new UI
experience.


Currently, there are a few bugs with GNOME 2.30 that may be of note for
our users. Be sure to consult the 2.30 upgrade FAQ at
http://www.freebsd.org/gnome/docs/faq230.html>
for specific upgrading instructions, and the up-to-date list of known
issues.


This release features commits by: avl, ahze, bland, marcus, mezz and
myself.


The FreeBSD GNOME Team would like to thank Anders F Bjorklund for doing
the initial packagekit porting.


And the following contributors and testers for there help with this
release:



Eric L. Chen


Vladimir Grebenschikov

Sergio de Almeida Lenzi

DomiX

walder

crsd

Kevin Oberman

Michal Varga

Pavel Plesov

Bapt

kevin

and Ion-Mihai Tetcu for running two exp-runs for us.





2009 November 28


Announcing GNOME 2.28.1. for FreeBSD!


Presenting GNOME 2.28.1 for FreeBSD. The official release notes for this
release can be found at
http://library.gnome.org/misc/release-notes/2.28/ . Officially, this is
mostly a polishing release in preparation for GNOME 3.0 due in about a
year.


On the FreeBSD front, though, a lot went into this release. Major thanks
goes to kwm and avl who did a lot of the porting work for this release.
In particular, kwm brought in Evolution MAPI support for better
Microsoft Exchange integration. Avl made sure that the new gobject
introspection repository ports were nicely compartmentalized so that
large dependencies aren’t brought in wholesale.


But, every GNOME team member (ahze, avl, bland, kwm, mezz, and myself)
contributed to this release.


Other major improvements include an updated HAL with better volume
probing code, ufsid integration, and support for volume names containing
spaces (big thanks to J.R. Oldroyd); a new WebKit; updated AbiWord; an
updated Gimp; and a preview of the new GNOME Shell project (thanks to
Pawel Worach).


The FreeBSD GNOME Team would like to that the following additional
contributors to this release whose patches and testing really helped
make it a success:



Andrius Morkunas


Dominique Goncalves

Eric L. Chen

J.R. Oldroyd

Joseph S. Atkinson

Li

Pawel Worach

Romain Tarti?re

Thomas Vogt

Yasuda Keisuke

Rui Paulo

Martin Wilke

(and an extra shout out to miwi and pav for the pointyhat runs)





We would like to send this release out to Alexander Loginov (avl) in
hopes that he feels better soon.


April 10


Announcing GNOME 2.26.0 for FreeBSD!



The FreeBSD GNOME team is proud to announce the release of GNOME
2.26.0 for FreeBSD. The official release notes can be found at
http://library.gnome.org/misc/release-notes/2.26/ . On the FreeBSD
front, we introduced a port of libxul 1.9 as an alternative for
Firefox 2.0 as a Gecko provider. Almost all of the Gecko consumers can
make use of this provider by setting:


WITH_GECKO=libxul

The GNOME 2.26 port was done by ahze, kwm, marcus, and mezz with
contributions by Joseph S. Atkinson, Peter Wemm, Eric L. Chen, Martin
Matuska, Craig Butler, and Pawel Worach.





January 9


Announcing GNOME 2.24.2 for FreeBSD!


The FreeBSD GNOME team is proud to announce the release of GNOME 2.24.2
for FreeBSD. The official release notes can be found at
http://library.gnome.org/misc/release-notes/2.24/ . On the FreeBSD
front, this release introduces Fuse support in HAL, adds multi-CPU
support to libgtop, WebKit updates, and fixes some long-standing
seahorse and gnome-keyring bugs.


This release features commits by adamw, ahze, kwm, mezz, and myself. It
would not have been possible without are contributors and testers:
Alexander Loginov, Craig Butler, Dmitry Marakasov, Eric L. Chen, Joseph
S. Atkinson, Kris Moore, Lapo Luchini, Nikos Ntarmos, Pawel Worach,
Romain Tartiere, TAOKA Fumiyoshi, Romain Tartiere, Yasuda Keisuke, Zyl
aZ, bf, Florent Thoumie, Peter Wemm, and pluknet.


2008 March 24


Announcing GNOME 2.22.0 for FreeBSD!


The FreeBSD GNOME team is proud to announce the release of GNOME 2.22.0
for FreeBSD. The official GNOME 2.22 release notes can be found at
http://library.gnome.org/misc/release-notes/2.22/ . On the FreeBSD
front, this release features an updated hal port with support for
video4linux devices, DRM (Direct Rendering), and better support of
removable media. Work is also underway to tie webkit more closely into
GNOME. As part of the GNOME 2.22 upgrade, GStreamer received a rather
large upgrade as well. Be sure to consult UPDATING on the proper steps
to upgrade all of your GNOME ports.


This release would not have been possible without the contributions and
testing efforts of the following people: Pawel Worach, kan, edwin, Peter
Ulrich Kruppa, J. W. Ballantine, Yasuda Keisuke, and Andriy Gapon.


2007 October 24


Announcing GNOME 2.20.1 for FreeBSD!


Presenting GNOME 2.20.1 and all related works for FreeBSD. The official
GNOME 2.20 release notes can be found at
http://www.gnome.org/start/2.20/notes/en/ . Beyond that, this update
includes the new GIMP 2.4 (courtesy of ahze).


The GNOME 2.20 update also includes a huge change in the FreeBSD GNOME
hierarchy. We are now using the more standard DATADIR of ${PREFIX}/share
rather than ${PREFIX}/share/gnome. The result is that fewer patches and
hacks are needed to port GNOME components to FreeBSD. This will mean
some user changes may be required, so be sure to read
/usr/ports/UPDATING for more details.


This release and the things we accomplished in it would not have been
possible without mezz’s crazy idea to collapse DATADIR, and his
persistence to make it happen successfully. Ahze and pav also deserve
thanks for their work on porting modules and testing the whole ball of
wax on pointyhat (respectively).


The FreeBSD GNOME team would also like to thank our various testers and
contributors:



Yasuda Keisuke


Frank Jahnke

Pawel Worach

Brian Gruber

Franz Klammer

Yuri Pankov

Nick Barkas

Cristian KLEIN

Tony Maher

Scot Hetzel

Martin Matuska (mm)

Benoit Dejean

Martin Wilke (miwi)

(And anyone else I may have missed)





August 4


GNOME 2.19.6 available for FreeBSD


Okay, okay, I have missed a few updates. But the FreeBSD GNOME team has
not been slacking. We’ve been keeping up with the latest GNOME
development releases including this latest
one [http://mail.gnome.org/archives/devel-announce-list/2007-August/msg00000.html]
. Checkout the ports and packages
to see where GNOME 2.20 currently stands. Since 2.10 Beta 1 is right
around the corner, now is also the time to start putting together some
killer FreeBSD GNOME screenshots. Send all submissions to
freebsd-gnome@FreeBSD.org .


June 9


GNOME 2.19.3 available for FreeBSD


The third release on the path to GNOME 2.20 is now available in both
port and package forms. There is
one known build issue with gnome-system-monitor and FreeBSD < 7-CURRENT
that we hope to have worked out soon. Along with this release comes the
GNOME 2.20 (and beyond!) roadmap [http://live.gnome.org/RoadMap] .
This will prepare you for the exciting new features in store for our
favorite Desktop Environment.


May 31


GNOME 2.18.2 available for FreeBSD


The next bug fix release for GNOME 2.18 has been
released [http://mail.gnome.org/archives/devel-announce-list/2007-May/msg00004.html]
and ports and packages are
available for FreeBSD. So the only question is, why haven’t you upgraded
yet?


6


GNOME 2.19.1 available for FreeBSD


GNOME forges ahead with the first release in the development train that
will become GNOME 2.20. As always, FreeBSD is right there with them.
Only we bring a twist. This time around, we are doing yet another bit of
housekeeping, and dropping the “share/gnome” DATADIR. This means that
the FreeBSD GNOME installation will be more like all the other GNOME
distributions. The net gain is that porting new GNOME applications to
FreeBSD should be much easier with fewer hacks and patches.


At this point, the MarcusCom tree
is safe to use for most ports. There is still quite a few ports that
still require conversion, and we will be working on those in the weeks
to come. In particular, the Desktop and all gnome2 meta-ports are safe;
and Packages are available for the
GNOME Desktop.


April 11


GNOME 2.18.1 available for FreeBSD


GNOME 2.18.1 has been
released [http://mail.gnome.org/archives/gnome-announce-list/2007-April/msg00008.html]
and ports and packages are
available for everyone’s favorite operating system. This release is a
polishing of 2.18.0, so expect a more stable, nicer looking desktop
experience. On top of that, some of our users have also submitted
screenshots !


March 19


GNOME 2.18 release for FreeBSD!


Presenting GNOME 2.18 for FreeBSD. GNOME 2.18 is a departure from recent
GNOME releases in that it focuses more on stability and functionality
than on new features. Not that it doesn’t have its share of new and
exciting items. Check out the official release
notes [http://www.gnome.org/start/2.18/] for all the goodies in this
release.


GNOME 2.18 for FreeBSD would not have been possible without the hard
work of the FreeBSD GNOME Team and our
intrepid band of testers including J. W. Ballantine, Pawel Worach,
Yasuda Keisuke, Pascal Hofstee, miwi, Yoshihiro Ota, Vladimir
Grebenschikov, Jukka A. Ukkonen, Phillip Neumann, Franz Klammer, and
Neal Delmonico.


February 28


GNOME 2.17.92 available for FreeBSD


GNOME 2.18 is nigh! The 2.18 Release Candidate has been released, and
both ports and
packages are now available for
FreeBSD. We are SO close to a release, and yet we still don’t have
any screenshots. So please, if you are testing GNOME 2.17, send us your
best screenshot. If you need ideas on what to highlight, check out the
GNOME 2.18 release
notes [http://live.gnome.org/TwoPointSeventeen/ReleaseNotes] .


14


GNOME 2.17.91 available for FreeBSD


Where have we been?! While we haven’t been updating the news page, we
have been working on GNOME 2.17. We are pleased to announce that
GNOME 2.17.91 (aka GNOME 2.18 Beta 2) is now
available along with glorious
packages . We now request that all
artistic people start submitting their GNOME 2.17 screenshots for our
gallery.


January 31


GNOME 2.16.3 available for FreeBSD


GNOME 2.16.3 was
released [http://mail.gnome.org/archives/gnome-announce-list/2007-January/msg00111.html]
and ports are available for FreeBSD. This is the final release in the
GNOME 2.16 series. The GNOME authors and the FreeBSD GNOME Team have
made sure that this release rocks like none other. Packages will be a
bit delayed for 2.16.3 as marcus is currently traveling. Expect packages
to start showing up in the FreeBSD GNOME
Tinderbox on February 8th.


2006 December 21


GNOME 2.17.4 available for FreeBSD


GNOME 2.17.4 was
released [http://mail.gnome.org/archives/devel-announce-list/2006-December/msg00005.html]
just in time for Christmas. The one new module that is currently showing
up in the FreeBSD port is
Tracker [http://www.gnome.org/~jamiemcc/tracker/] . As soon as the
final set of new GNOME 2.18 modules is ratified, they will be added to
the various meta-ports. Additionally, work has mostly been completed on
a clean up of the FreeBSD libgtop backend. This means that applications
like gnome-system-monitor will become much more accurate on FreeBSD. As
always, ports and
packages are available to get you
started with GNOME 2.17 testing.


6


GNOME 2.17.3 available for FreeBSD


The third installment on the road to 2.18 has been
released [http://mail.gnome.org/archives/devel-announce-list/2006-December/msg00002.html]
and we have cranked out the usual set of
ports and
packages . If you are one of the
brave testers, please continue to provide your feedback and bug
reports .


November 29


FreeBSD backend committed to HAL git


After seven months of development by Jean-Yves Lefort and Joe Marcus
Clarke in MarcusCom CVS, the FreeBSD backend for
HAL [http://www.freedesktop.org/wiki/Software_2fhal] was finally
committed [http://gitweb.freedesktop.org/?p=hal.git;a=commit;h=76c310d0efb5d463f06291cb02100b3b3ce1da71]
upstream into the HAL git repository. This means that future releases of
HAL will have FreeBSD support out-of-the-box. This is a major landmark
in a project that started on April 14, 2006 with the goal of bringing a
better desktop experience to FreeBSD users.


23


GNOME 2.16.2 available for FreeBSD


GNOME 2.16 is maturing nicely with this
second [http://mail.gnome.org/archives/gnome-announce-list/2006-November/msg00062.html]
bug fix and optimization installment. Additionally, thanks to our users,
we have worked out quite a few bugs in the new HAL implementation. Don’t
just stand there! Upgrade already! Not a big fan of ports? Then try
GNOME 2.16.2 from packages .


14


GNOME 2.17.2 available for FreeBSD


The follow-on release to GNOME 2.17.1 is a more complete development
snapshot. More of the new GNOME 2.18 features are starting to show up.
For instance, this release features two new games: glchess and
gnome-sudoku. Ports and
packages are available for
testing.


October 22


GNOME 2.17.1 available for FreeBSD


No rest for the weary. No sooner had we gotten 2.16.1 into ports that
2.17.1 was released. Being a .1 release, this is still very rough, and
only a few of the components have been updated for the new development
release. However, we still encourage our local guinea pigs...er...users
to try this out . Not up for
compiling this all yourself? That’s cool, we have
packages pre-built with debugging
symbols.


14


GNOME 2.16.1 Unleashed!


GNOME 2.16.1 is now available for FreeBSD, and it is in the ports tree
in time for FreeBSD 6.2 (no you are NOT dreaming)! This is a first.
Usually the GNOME release cycle has conflicted with the FreeBSD release
cycle. However, thanks to Kris and pointyhat, we were able to get the
major patch tested. In addition to the core GNOME ports, almost 500
ports were also touched to chase the GNOME move from X11BASE to
LOCALBASE and fix build problems with the new freetype2. The bulk of the
move was carried out by ahze, mezz, and pav, but it would not have been
possible without cooperation from the FreeBSD KDE team who worked with
us to make sure GNOME and KDE can still coexist happily. We would also
like to send a shout out to kris and pointyhat for putting up with
multiple test runs until we got something that was solid.


Back to GNOME 2.16. This release brings a huge amount of new
functionality to FreeBSD. Check out the standard release
notes [http://www.gnome.org/start/2.16/] to get the official spiel
from the GNOME camp. But on top of what you will read there, jylefort
and marcus have completed work on a port of HAL to FreeBSD. This will
allow FreeBSD to take advantage of closer hardware interaction such as
auto-mounting CD-ROMs, USB drives, and music players; auto-playing audio
CDs; and managing laptop power consumption.


September 17


GNOME 2.16 available for FreeBSD!


Quite possibly the most functional GNOME release ever is now available
for FreeBSD. GNOME 2.16 features HAL support for FreeBSD which allows
FreeBSD users to take advantage of automatic volume mounting, advanced
power management, and more. In addition, many performance improvements
have gone into GNOME, and the eye candy has definitely been improved.
Check out the full set of release
notes [http://www.gnome.org/start/2.16/] for all of the new goodies.


Due to the fact that GNOME 2.16 will be the first GNOME release for
FreeBSD to live in LOCALBASE, and because we are so close to the release
of FreeBSD 6.2, GNOME 2.16 will not be committed to the ports tree until
sometime in November most likely. In the meantime,
ports and
packages are available from
MarcusCom.


August 2


GNOME 2.14.3 available for FreeBSD


The last update (*sniff*) to GNOME 2.14 has been released with a fresh
batch [http://mail.gnome.org/archives/devel-announce-list/2006-August/msg00001.html]
of bug fixes and translation updates. The
package build is just starting,
but ports are ready. But if you want some real fun, check out GNOME
2.15 .


July 27


GNOME 2.15.90 available for FreeBSD


GNOME 2.16 Beta 1 has been released into its new home on FreeBSD:
/usr/local (or LOCALBASE for l33t p0rters). The migration to LOCALBASE
was quite smooth, but some ports still need adjustment. This latest
development snapshot has an updated 2.16 module list (less Tomboy), and
packages for all supported
versions of FreeBSD are ready. So what are you waiting for!


15


GNOME is moving!


...PREFIXes, that is. That’s right, GNOME is leaving its home in
X11BASE, and joining KDE (and a lot of other ports) in LOCALBASE. This
is being done as part of an effort to collapse into one third-party
package PREFIX as X11R6 is no longer as relevant as it used to be. All
of the work is happening in the MarcusCom ports
tree , so expect GNOME 2.16 under
/usr/local. The work is going extremely well, and we expect to be fully
moved and unpacked in time for GNOME 2.16 Beta 1 (aka 2.15.90).


14


GNOME 2.15.4 available for FreeBSD


What happened to .1, .2, and .3? Well, GNOME 2.15 had a pretty rough
start, especially for FreeBSD. However, we now have a working GNOME
2.15.4 along with packages and a
port of HAL [http://www.freedesktop.org/wiki/Software_2fhal] ! There
are still some nasty problems in this release, so be sure to checkout
the official 2.15.4 release
notes [http://mail.gnome.org/archives/devel-announce-list/2006-July/msg00004.html]
for workarounds.


May 31


GNOME 2.14.2 available for FreeBSD


GNOME 2.14.2 has been released, and all the updates have made it into
the FreeBSD ports tree. Packages
are still being built. Be sure to read the 2.14.2 release
announcement [http://gnomedesktop.org/node/2693] for a list of all
the fixes, translations, and other goodies.


April 29


GNOME 2.14.1 is now in the ports tree!


Even though 5.5 and 6.1 have not been released, the ports freeze has
been lifted, and GNOME 2.14 has been merged into the ports tree.
Packages built against the update
ports tree will be available shortly. Be sure to check out the list of
known issues as well as the 2.14
release notes [http://www.gnome.org/start/2.14/notes/en/] .


15


Podcast interview with Joe Marcus Clarke


In his latest bsdtalk [http://bsdtalk.blogspot.com/] podcast, Will
Backman interviews Joe Marcus Clarke about the FreeBSD GNOME Project.
The podcast is available at
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/bsdtalk032.mp3 .


6


GNOME 2.14.1 available for FreeBSD


While we are still waiting for the releases of FreeBSD 5.5 and 6.1,
GNOME 2.14.1 has been released, an we are maintaining it in the ports
module of the MarcusCom CVS
repository . Ports and
packages are ready, and we have
hammered out quite a few known issues for this release. Primarily,
problems with GStreamer and OSS have been fixed as well as many crashes
on amd64.


March 16


GNOME 2.14 has arrived!


GNOME 2.14 and FreeBSD: it’s what your computer would want. Read the
official release
announcement [http://mail.gnome.org/archives/gnome-announce-list/2006-March/msg00053.html]
for all the new goodies, fixes, and most importantly, performance
improvements. Instructions for upgrading can be found on our
development branch FAQ . After 5.5
and 6.1 are released, we will put out the official announcement, and
update the website with all new documentation; and of course, put GNOME
2.14 into the ports tree.


1


GNOME 2.13.92 available for FreeBSD


The GNOME 2.14 Release Candidate is out, and ports and packages are
ready . It looks like GNOME 2.14.0
will be out on time on March 15th. Now is the time to report any serious
problems as well as submit GNOME 2.14 screenshots and splash screens.


February 15


GNOME 2.13.91 available for FreeBSD


Get your BETA 2 here! That’s right, GNOME 2.14 Beta 2 has been released,
and FreeBSD ports and packages are
ready . We are trying to document
(and hopefully eliminate) any and all bugs (especially crashers). So if
you find anything wrong in this release, please report
it [http://bugzilla.gnome.org] . We also need people to start sending
in their FreeBSD GNOME 2.14 splash screen entries. So down your favorite
energy drink, and get to work.


9


GNOME 2.12.3 available for FreeBSD


The last release from the GNOME 2.12 branch is
out [http://mail.gnome.org/archives/gnome-announce-list/2006-February/msg00019.html]
with FreeBSD ports right behind it. The next GNOME Desktop release will
be 2.14.0 which is due out on March 13. GNOME 2.12.3 is a bug fix and
translation release.


4


GNOME 2.13.90 available for FreeBSD


It’s BETA time! GNOME 2.13.90 (aka GNOME 2.14 Beta 1) has been released
along with a hot batch of FreeBSD ports. While still a beta, this
release looks pretty solid. One of the biggest known issues is that the
new GConf schema layout leaves behind a lot of leftover files (see
#328623 [http://bugzilla.gnome.org/show_bug.cgi?id=328623] for more
details). This should be fixed by release time. We are entering crunch
time, so please report any and all problems. Enjoy!


2005 December 15


GNOME 2.13.3 available for FreeBSD


If you are wondering what to get for that special GNOME user on your
Christmas list, look no further. GNOME 2.13.3 has been released, and
ports and packages are ready .
Most of the kinks from GNOME 2.13.2 have been worked out (in particular,
all games should be functional now).


1


GNOME 2.12.2 available for FreeBSD


The latest stable GNOME release, 2.12.2, is now ready for your upgrading
pleasure in both ports and
packages formats. This is
primarily a bug-fix release, but a few new
features [http://mail.gnome.org/archives/gnome-announce-list/2005-November/msg00062.html]
made the cut.


November 17


GNOME 2.13.2 available for FreeBSD


The exciting new winter line of GNOME Desktops has been released, and
ports are now available for FreeBSD. GNOME 2.13.2 features three new
proposed desktop modules: atomix, fast-user-switch-applet, and
gnome-screensaver, along with Firefox 1.5 as the base for Epiphany and
Yelp. Testers to their mark, go!


5


GNOME 2.12.1 merged into the ports tree


Now that FreeBSD 6.0 is out the door, GNOME 2.12.1 has been merged into
the FreeBSD ports tree. Check out the official
announcement [http://lists.freebsd.org/pipermail/freebsd-gnome/2005-November/012608.html]
for more information.
Packages [http://www.freebsd.org/gnome/docs/faq2.html#q21] built
against the update ports tree will be available shortly. Be sure to use
the upgrade script [http://www.freebsd.org/gnome/gnome_upgrade.sh]
to handle the upgrade process!


October 6


GNOME 2.12.1 available for FreeBSD


Even though we are still waiting for 6.0 to be released, GNOME 2.12.1
has been released, and ports and
packages have been updated. At
this point, most (if not all) of the FreeBSD-specific known issues have
been resolved.


September 10


GNOME 2.12 has arrived!


GNOME 2.12 and FreeBSD, together at last. Read the official unofficial
release
announcement [http://lists.freebsd.org/pipermail/freebsd-gnome/2005-September/012190.html]
for instructions on upgrading. After 6.0 is released, we will put out
the official announcement, and update the website with all new
documentation.


August 26


GNOME 2.11.92 available for FreeBSD


GNOME 2.12 Release Candidate is
out [http://mail.gnome.org/archives/devel-announce-list/2005-August/msg00003.html]
! Man were there a lot of problems to tackle in this one. Fortunately,
everything should now be ironed out, and GNOME 2.12 is shaping up to be
a solid release. Please test our
ports and packages .


11


GNOME 2.11.91 available for FreeBSD


GNOME 2.12 Beta 2 is upon
us [http://mail.gnome.org/archives/devel-announce-list/2005-August/msg00001.html]
, and ports are now ready for
FreeBSD. Packages for amd64 and
i386 are forthcoming. For this release, we have introduced a new feature
that “normalizes” the shared library versions for many of the major
GNOME 2 components. This means that future updates will most likely not
see a shared library version bump which will help tremendously with
upgrades. Test like there’s no tomorrow!


July 28


GNOME 2.11.90 available for FreeBSD


That’s right, folks. GNOME 2.12 Beta 1 is now out, and
ports have been updated for your
testing pleasure. We also have a complete set of Desktop
packages available for i386 and
amd64. Don’t forget to checkout the GNOME 2.12 Preview
Tour [http://www.gnome.org/~davyd/gnome-2-12/] so you can see what to
expect from your shiny new desktop.


19


GNOME 2.11.5 available for FreeBSD


GNOME 2.11.5 has been officially released, and ports are available for
FreeBSD. Packages for i386 and
amd64 are cooking as we speak. New modules for this release include
evince and libgnomecups. Test it
already!


7


GNOME 2.10.2 available for FreeBSD


GNOME 2.10.2 has been released, and FreeBSD ports are now up-to-date.
This is primarily a bug-fix release for GNOME 2.10. All of the changes
can be found in the official release
announcement [http://mail.gnome.org/archives/gnome-announce-list/2005-July/msg00019.html]
. Packages for i386 and amd64 are
forthcoming.


June 29


GNOME 2.11.3 available for FreeBSD


GNOME 2.11.3 has been released, and FreeBSD ports are ready with
packages on the way! The FreeBSD GNOME team has been working like crazy
to get this release out the door. Unfortunately, the GNOME project has
not made any official release announcements, so this release only has
one new module, gnomekeyringmanager. Get your copy now from our
development branch FAQ .


FreeBSD GNOME to drop FreeBSD 4.X support


Starting with GNOME 2.11, and continuing with the release of 2.12 and
beyond, the FreeBSD GNOME team will no longer support the GNOME Desktop
on FreeBSD 4.X. Some of lower-level components will be supported,
however. FreeBSD 4.X lacks many of the features needed for a modern
desktop, and there are now two stable 5.X releases with 6.0 around the
corner. If you haven’t done so already, now would be a good time to
upgrade to 5.X or 6.0.


April 18


GNOME 2.10.1 available for FreeBSD


GNOME 2.10.1 has been released, and FreeBSD ports are already to go.
This release is primarily a bug fix and performance improvement release,
but some new features have been added. In particular, pkg-config got an
overhaul to cleanup library linkage. This caused some unexpected build
failure fallout, but work is underway to correct the problems. All of
the changes in GNOME 2.10.1 can be found in the combined change
log [http://mail.gnome.org/archives/gnome-announce-list/2005-April/msg00030.html]
.


March 12


GNOME 2.10.0 is here!


GNOME 2.10.0 has been released, and merged into the FreeBSD ports tree.
We even beat the 5.4-RELEASE ports freeze! This new release is
jam-packed with
changes [http://www.gnome.org/start/2.10/notes/rnwhatsnew.html] ,
including some brand new goodies
now available on FreeBSD. Be sure to check out our upgrade
FAQ prior to jumping in. For those
that do not want to spend time compiling, packages for i386 are almost
done building on our Tinderbox .


9


Splashscreen contest closed


The search for the FreeBSD GNOME 2.10 splashscreen is over. Thanks to
all the artists that submitted
entries [http://people.FreeBSD.org/~adamw/images/gnome_splashes/] .
Our winning
entry [http://people.FreeBSD.org/~adamw/images/gnome_splashes/franz_klammer-2.png]
was designed by Franz Klammer (based on the default GNOME 2.10
splashscreen by Sami “alump” Viitanen), and is the default GNOME 2.10
splashscreen for FreeBSD. However, unlike previous release, all other
entries have also been installed. You can use the deskutils/splashsetter
port to choose the one you like best.


February 22


GNOME 2.8.3 available for FreeBSD


GNOME 2.8.3 has been released and the FreeBSD ports tree has been
updated. Packages for
i386 [http://www.freebsd.org/gnome/docs/faq2.html#q21] are also
freshly baked, and ready for your upgrade pleasure. All of the bugfixes,
changes, and optimizations can be found in the release
announcement [http://mail.gnome.org/archives/gnome-announce-list/2005-February/msg00071.html]
.


11


GNOME 2.9.91 available for FreeBSD


GNOME 2.9.91 (aka GNOME 2.10 BETA 2) has been released, and ports are
available [http://www.freebsd.org/gnome/docs/develfaq.html] for your
favorite OS. This release features the final set of GNOME 2.10 modules.
Please join us in heping to make this the best release since 2.8!


7


GNOME 2.10 Splashscreen contest is open


GNOME 2.10 is scheduled to be released on March 9, 2005, and we need
talented artists to design a new FreeBSD GNOME splashscreen. The
splashscreen should be in PNG format, feature both FreeBSD and GNOME,
and work well with the scrolling application icons. The actual version
of GNOME can be omitted if desired. Send all entries to
gnome@FreeBSD.org . The FreeBSD GNOME user base will decide the winner,
and the artist will be credited in the GNOME 2.10 commit log.


3


GNOME 2.9.90 available for FreeBSD


GNOME 2.9.90 (aka 2.10 BETA 1) has been released, and ports are
available [http://www.freebsd.org/gnome/docs/develfaq.html] for
FreeBSD. For this first beta, we have updated the module list to what
should be the final list for GNOME 2.10. Now would be a good time to
join the testing effort, and be sure to send
in some screenshots if you do.


January 15


GNOME 2.9.4 available for FreeBSD


GNOME 2.9.4 marks the first API/ABI frozen release of GNOME 2.9. GNOME
2.10 is still slated for release on March 9, so test it
already [http://www.freebsd.org/gnome/docs/develfaq.html] ! GNOME
2.9.4 also marks the first “clean” desktop release in that it leaves no
leftover files or directories are deinstall. Checkout the
packages [http://www.freebsd.org/gnome/docs/faq2.html#q21] for
yourself.


2004 December 28


Mozilla approves FreeBSD’s thunderbird and firefox ports


The Mozilla License
Team [http://www.mozilla.org/foundation/licensing.html] has granted
permission [http://people.freebsd.org/~ahze/firefox_thunderbird-approved.txt]
to the FreeBSD Gnome Team for use of the Firefox and Thunderbird
names, official icons, and use of the –enable-official-branding
configure option.


25


GNOME 2.9.3 available for FreeBSD


HO, HO, HO, Merry Christmas! GNOME 2.9.3 has been released, and ports
are now available . This latest development
release adds gnome-control-center, and should be quite usable.
Packages are also available for all supported
i386 releases.


11


GNOME 2.8.2 available for FreeBSD


GNOME 2.8.2 has been released, and ports have been updated in the ports
tree with Tinderbox packages forthcoming. A
merged
ChangeLog [http://mail.gnome.org/archives/gnome-announce-list/2004-December/msg00026.html]
is also available.


4


GNOME 2.9.2 available for FreeBSD


GNOME 2.9.2 has been released (such as it is), and ports for FreeBSD are
now available . Gnome-control-center and
nautilus-media are still missing in action, but a lot of new modules
including gnome-user-share, goobox, and totem-gstreamer have been added.
If you like living on the edge, please help us with testing.


November 24


GNOME 2.9.1 available for FreeBSD


Although a bit late due to the 5.3 ports freeze, GNOME 2.9.1 has been
brought to FreeBSD. This first 2.10 development release is not for the
faint of heart. Due to changes in Nautilus, components such as
gnome-control-center and nautilus-media will not work. However, if you
have a strong constitution, please join us in
testing GNOME 2.9.


7


GNOME 2.8 Release available for FreeBSD!


After being delayed waiting for FreeBSD 5.3-Release, GNOME 2.8 for
FreeBSD is here! Be sure to use the gnome_upgrade.sh script to handle
your upgrade, and check out the
tinderbox [http://www.marcuscom.com/tinderbox/] if you prefer
packages. Visit the FreeBSD/GNOME
webpage [http://www.FreeBSD.org/gnome/] for more information.


6


Michael Johnson joins the FreeBSD GNOME team


Michael Johnson has become the newest member of the FreeBSD GNOME team.
He has shown an exceptional prowess for multimedia applications, but he
will also be contributing to All Things GNOME.


October 26


GNOME 2.8.1 available for FreeBSD


Although a bit late with the news release, GNOME 2.8.1 was released on
October 26th, and FreeBSD ports have been
available [http://www.freebsd.org/gnome/docs/develfaq.html] since
then. Packages are also up on the
Tinderbox [http://www.freebsd.org/gnome/docs/faq2.html#q21] server.
We are still holding off on the FreeBSD ports tree merge until after 5.3
is released.


September 16


GNOME 2.8.0 Released!


The GNOME 2.8.0 Desktop has been released, and the FreeBSD ports are
ready to go. However, bad timing has struck once again, and GNOME 2.8
was released in the middle of the 5.3-RELEASE ports freeze. Therefore,
GNOME 2.8 ports will not make it into the FreeBSD ports tree until after
5.3 is released. The good news is, this will give the FreeBSD GNOME team
more time to do quality assurance so to give you the best upgrade
experience possible. If you just have to have the updates now, you can
get the GNOME 2.8 ports from our development CVS
server . Packages for i386 will also be
available soon from the GNOME Tinderbox .


BSD# Project Formation


The BSD# Project has recently been formed on Novell
Forge [http://forge.novell.com] and is devoted to porting and
maintaining the Mono .NET framework from Ximian on FreeBSD. The Mono
framework consists of not only the Mono runtime environment and compiler
but the XSP webserver and Apache mod_mono for handling ASP.NET
applications, the IKVM Java virtual machine for handling Java within the
.NET framework, and numerous data providers to access common library
functions in C# or integration with existing C libraries. The project is
currently in it’s early stages but has recently finished ports for all
the latest Mono packages distributed by Ximian. There is still much more
work to be done; from fixing threading issues in the runtime
environment, to wider testing of XSP and IKVM, to further understanding
the framework and how it all functions. Those interested in Mono and the
BSD# Project are asked to visit the project’s
homepage [http://forge.novell.com/modules/xfmod/project/?bsd-sharp]
and join the mailing
lists [http://forge.novell.com/modules/xfmod/maillist/?group_id=1498]
.


Mono .NET Framework Release 1.0.1


The BSD# Project is pleased to announce that the entire Mono 1.0.1 .NET
framework from Ximian has been ported for FreeBSD and is ready for use.
In addition to an updated port of the Mono runtime, ports for all the
latest library bindings, XSP and Apache mod_mono for ASP.NET, and the
IKVM Java VM for .NET have been made. Please be aware that due to
changes in the latest Mono release and recent changes to threading in
the 5.X branch of FreeBSD, these packages only work on 5.3-BETA versions
and above. These ports are not currently available in the standard
FreeBSD ports tree at the moment as they require wider testing but the
intent is for them to be there soon. Those interested in Mono may use
mono-merge script available from the BSD#
Project [http://forge.novell.com/modules/xfmod/project/?bsd-sharp] to
merge the project’s ports tree with their own.


15


Koop Mast joins the FreeBSD GNOME Team


Koop Mast became the newest member of the FreeBSD GNOME Team. He will
focus mainly on Gstreamer. Please join us in welcoming Koop to the team!


1


GNOME 2.7.92 Desktop available for FreeBSD


GNOME 2.7.92 (aka 2.8 Release Candidate 1) has been released, and the
FreeBSD port is right there waiting. This release has fixed most of the
major headaches from 2.7.4, and users that were looking for a good time
to upgrade should consider this a good time. All the details on how to
obtain this release can be found in our Development Branch
FAQ . Packages for i386 will be available
shortly.


July 24


GNOME 2.7.4 Desktop available for FreeBSD


GNOME 2.7.4 has been released just five short days after 2.7.3, and the
FreeBSD ports is ready to go. This latest release features a new desktop
MIME system that is designed to integrate more closely with KDE.
Unfortunately, not all of the GNOME applications have been converted
over to it. All the details on how to obtain this release can be found
in our Development Branch FAQ .


19


GNOME 2.7.3 Desktop available for FreeBSD


GNOME 2.7.3 has been released, and the FreeBSD port has been updated as
well. This is the first development release to have the full proposed
modules list included. New GNOME desktop modules that are available for
FreeBSD include evolution, gnome-nettool, gnome-keyring-manager, and
vino. Those that like to run with scissors can check our Development
Branch FAQ for instructions on getting this
release.


June 29


GNOME 2.6.2 Desktop available for FreeBSD


GNOME 2.6.2 has been released, and the FreeBSD port has been updated as
well. This is another bug fix release in the GNOME 2.6 series. That
said, a few new features did sneak in. Check out the release
notes [http://lists.gnome.org/archives/gnome-announce-list/2004-June/msg00067.html]
for to see what’s new.


14


GNOME 2.7.2 Desktop available for FreeBSD


GNOME 2.7.2 has been released, and the FreeBSD port has been updated
right along with it. This is the second step on the road to GNOME 2.8.
Note: this release still identifies itself as GNOME 2.7.1 in Help->About
GNOME, but it really is 2.7.2. Those that solemnly swear to be up to no
good can check our Development Branch FAQ for
instructions on obtaining this release.


3


GNOME 2.7.1 Desktop available for FreeBSD


GNOME 2.7.1 has been released, and the FreeBSD port is available. This
is a development release, and as such, should only be used by those
willing to take risks. All of the details on getting this release,
upgrading from GNOME 2.6, and debugging problems can be found on our
Development Branch FAQ .


May 1


Jeremy Messenger joins the FreeBSD GNOME Team


Jeremy Messenger has finally agreed to
take the FreeBSD commit bit that he earned a long time ago.
Additionally, he is joining the ranks of the elite FreeBSD GNOME
committers. Please join the FreeBSD GNOME team in welcoming Mezz to the
Project!


April 4


GNOME 2.6 Release available for FreeBSD


After a delay stemming from GNOME server security compromises, GNOME 2.6
Release is available for FreeBSD! There are
instructions [http://www.FreeBSD.org/gnome/docs/faq26.html] for the
upgrade process, and packages [http://www.marcuscom.com/tinderbox/]
for all supported versions of FreeBSD!


March 17


GNOME 2.6 Release Candidate 1 available for FreeBSD


The GNOME 2.6 Release Candidate 1 desktop has been released and just
cries out [http://www.FreeBSD.org/gnome/docs/develfaq.html] for use.
GNOME 2.6 is on schedule for final release on March 24, so be sure to
test this release thoroughly.
Packages [http://www.marcuscom.com/tinderbox/] for all supported
versions of FreeBSD are also available.


13


GNOME 2.6 Beta 2 available for FreeBSD


The GNOME 2.6 Beta 2 desktop has been released and
ports [http://www.FreeBSD.org/gnome/docs/develfaq.html] are
available. We are currently looking for volunteers to help with testing
ports and packages installation as well as provide feedback on bugs,
missing features, screenshots, and FAQ ideas. Please send any and all
questions and comments to the FreeBSD GNOME
Team .


8


GNOME package server now online


A new package building server [http://www.marcuscom.com/tinderbox/]
for FreeBSD GNOME packages is online, and serving out GNOME 2 desktop
packages for both 2.4 and 2.5. Packages are available for all supported
versions of FreeBSD. The server is still in its infancy, and a bit slow,
but it’s working constantly to provide the most up-to-date GNOME
packages possible. As time goes on, other GNOME meta-ports will be added
to the build.


GNOME 2.6 Beta 1 available for FreeBSD


The GNOME 2.6 Beta 1 desktop is now available for FreeBSD. If you have
been looking for a good time to switch away from GNOME 2.4, now is that
time. Please test extra hard so we can work out all the bugs before the
end of the month release date. All the details on upgrading to GNOME 2.6
Beta 1 can be found here . Note:
the release identifies itself as 2.5.90, but it is, in fact, GNOME 2.6
Beta 1.


February 18


GNOME 2.5.5 available for FreeBSD


The GNOME 2.5.5 desktop is now available for FreeBSD. It slipped in a
scant four days after 2.5.4 to test weed out some more bugs before the
first 2.6 beta release. The low down on obtaining this version and
upgrading from GNOME 2.4 can be found in the development
FAQ .


14


GNOME 2.5.4 available for FreeBSD


The nameless GNOME 2.5.4 desktop is now available for FreeBSD. This
latest development release is slated to be the last before the GNOME 2.6
beta cycle begins. Those interested in joining the testing effort should
read the development FAQ for
details on obtaining GNOME 2.5 and upgrading from 2.4


5


GNOME 2.4.2 available for FreeBSD


The FreeBSD GNOME team is proud to announce the availability of GNOME
2.4.2 for FreeBSD. This is the next release in from the stable GNOME 2.4
branch. GNOME 2.4.2 is mainly a bugfix and translation release. The next
major feature release will be GNOME 2.6 due out in late March. GNOME
2.4.2 is available in the FreeBSD ports tree.


3


GNOME 2.5.3 available for FreeBSD


The GNOME 2.5.3 desktop, “That and a pair of testicles” release, is now
available for FreeBSD. This releases fixes a lot of bugs in the previous
release especially having to do with broken icons. Evolution users will
be happy to find the Calendar and Contacts functionality also works now.
For those wanting to ride the walrus, read the
FAQ on how to get GNOME 2.5, merge
it into your ports tree, and even upgrade from GNOME 2.4.


January 6


GNOME 2.5.2 available for FreeBSD


The GNOME 2.5.2 desktop, “You want me to blow on your toes?” release, is
now available for FreeBSD. To accompany this release, the FreeBSD GNOME
team has setup an FAQ on how to
track the GNOME development branches. Please read that to familiarize
yourself with what is involved. This release can be checked out from the
MarcusCom CVS
repository [http://www.marcuscom.com:8080/cgi-bin/cvsweb.cgi] . Also
be sure to download the ``marcusmerge’’ script from the same URL to
merge this tree into your main ports tree.


2003 November 14


GNOME 2.5.1 available for FreeBSD


The GNOME 2.5.1 desktop, “Hey, at least I’m housebroken” release, is now
available for FreeBSD. This release is jammed packed with goodies
including Evolution 1.5, gnome-network, gDesklets, and monkey-bubble.
Those with iron constitutions, and a thirst for bug hunting should check
out the ``ports’’ module from the MarcusCom CVS
repository [http://www.marcuscom.com:8080/cgi-bin/cvsweb.cgi] . If
you have not done so already, be sure to get the ``marcusmerge’’
script from the above URL to aid in the upgrade. A man page for the
script can also be found at the above URL.


November 29


GNOME 2.4.1 available for FreeBSD


The GNOME 2.4.1 desktop, the “Better late than never” release, is now
available for FreeBSD. Due to the 5.2 ports freeze, GNOME 2.4.1 will not
officially enter the FreeBSD ports tree until after 5.2 is released.
However, it can be obtained from the MarcusCom CVS
repository [http://www.marcuscom.com:8080/cgi-bin/cvsweb.cgi] with
the help of the ``marcusmerge’’ script. For a complete list of what’s
changed, checkout the release
announcement [http://mail.gnome.org/archives/gnome-announce-list/2003-November/msg00095.html]
.


GNOME 2.5.0 available for FreeBSD


The GNOME 2.5.0 desktop, the “Obviously you’re not a golfer” release, is
now available for FreeBSD. FreeBSD GNOME junkies can check out this
release from the MarcusCom CVS
repository [http://www.marcuscom.com:8080/cgi-bin/cvsweb.cgi] . Be
sure to get the latest copy of the ``marcusmerge’’ script while you’re
there to help with the upgrade. Thanks to a few of our users, there is
also a man page [http://www.marcuscom.com/marcusmerge.8.html] to go
with this script. NOTE: this is a developers release, and bugs will
exist. If you’re not into bug-hunting, you should probably steer clear
until 2.6.0 is released.


12


Pav Lucistnik joins the FreeBSD GNOME Team


Pav Lucistnik has been granted a commit
bit, and has been added as the newest member of the FreeBSD GNOME team.
Pav will be involved in all aspects of the FreeBSD GNOME project, and
we’re excited to have him aboard. Please join us all in welcoming Pav to
the FreeBSD GNOME team!


October 24


GNOME now builds on ia64


Thanks to work by Marcel Moolenaar , the
GNOME desktop now builds on ia64. There are runtime issues to be
resolved, but this was expected. Most importantly, we have new ways to
exercise FreeBSD/ia64 in general and KSE/ia64 in particular. Not to
mention that we can proceed porting and building other GNOME ports.
GNOME for FreeBSD now runs on i386, Alpha, Sparc64, and ia64.


16


Adam Weinberger celebrates one year with the FreeBSD GNOME Project


It’s been one year since Adam Weinberger (aka adamw, aka lemniscate)
signed his soul over to our project. Since then, project documentation
readability is at an all-time high, we have more wacky GNOME games in
the tree than ever before, and we’re keeping up quicker with GNOME
releases. Thanks, Adam!


September 10


GNOME 2.4.0 available for FreeBSD


The GNOME 2.4.0: “Temujin” has been released, and is now available for
FreeBSD. Due to a timing conflict with the upcoming FreeBSD 4.9-RELEASE,
GNOME 2.4 will not make it into the official ports tree until sometime
in early October. In the meantime, you can get the ports from the
MarcusCom CVS
repository [http://www.marcuscom.com:8080/cgi-bin/cvsweb.cgi] . Get
the ``marcusmerge’’ script to help you with the upgrade. If you
already have this script, download it again as it has been updated.
Thanks to all those who made this release possible.


4


GNOME 2.4 Release Candidate 1 available for FreeBSD


The GNOME 2.4 Release Candidate 1 (aka “Kublai”) desktop has been
released and ported to FreeBSD. Those wanting to make GNOME 2.4 the best
release ever should checkout the ``ports’’ module per the instructions
at the MarcusCom CVS
repository [http://www.marcuscom.com:8080/cgi-bin/cvsweb.cgi] . Be
sure to get the ``marcusmerge’’ script as well to with the upgrade
(even if you already have this script, download it again as it has been
updated). Note, this release will identify itself as GNOME 2.3.90, but
it is, in fact, GNOME 2.4 Release Candidate 1.


August 30


GNOME 2.4 Beta 2 desktop available for FreeBSD


The GNOME 2.4 Beta 2 (aka “Subotai”) desktop has been released and
ported to FreeBSD. This final beta is deep-frozen, meaning the final 2.4
will have very few, if any, source code changes from this release. The
few, the brave, the testers should checkout the ``ports’’ module per
the instructions at the MarcusCom CVS
repository [http://www.marcuscom.com:8080/cgi-bin/cvsweb.cgi] . Be
sure to get the ``marcusmerge’’ script as well to help with the
upgrade. Note, this release will identify itself as 2.3.7, but it is, in
fact, GNOME 2.4 Beta 2.


17


GNOME 2.4 Beta 1 desktop available for FreeBSD


The GNOME 2.4 Beta 1 (aka “Jelme”) desktop has been released, and ported
to FreeBSD. For those of you chomping at the bit to test drive this
baby, checkout the ``ports’’ module per the instructions at the
MarcusCom CVS
repository [http://www.marcuscom.com:8080/cgi-bin/cvsweb.cgi] . Be
sure to get the ``marcusmerge’’ script as well to help with the
upgrade. Note, this release will identify itself as 2.3.6, but it is, in
fact, GNOME 2.4 Beta 1. For a list of what has changed between GNOME 2.2
and 2.4 checkout http://www.ilug-cal.org/GNOME_2_4.html .


14


Alexander Nedotsukov joins the FreeBSD GNOME Team


Alexander Nedotsukov has been granted a
commit bit, and has joined the FreeBSD GNOME team. Alexander will be
working on general GNOME desktop porting and bug-busting as well as
focusing on his ports of the GNOME 2 C++ bindings. Please join us in
welcoming Alexander to the team!


3


GNOME 2.3.5 desktop available for FreeBSD


The GNOME 2.3.5 desktop, the “Jebe” release, is now available for
FreeBSD. Bleeding-edge GNOME fans can check out this release from the
MarcusCom CVS
repository [http://www.marcuscom.com:8080/cgi-bin/cvsweb.cgi] . Be
sure to get the ``marcusmerge’’ script as well to help with the
upgrade.


July 15


GNOME 1.4 Removed from FreeBSD


The GNOME 1.4 Desktop has been removed from FreeBSD. Users are
encouraged to upgrade to GNOME 2.2 which offers many improvements over
the older desktop. This follows the GNOME announcement that development
on the 1.4 desktop had stopped.


12


GNOME 2.2.2 desktop available for FreeBSD


The GNOME 2.2.2 desktop has been released and ported to FreeBSD. GNOME
2.2.x is available in the main FreeBSD ports tree. Simply cvsup your
ports, and upgrade. Packages may take a while, however. For details on
what is new and what has been fixed, please see the GNOME 2.2.2 change
log [http://www.gnomedesktop.org/article.php?sid=1213&mode=thread&order=0]
.


7


GNOME 2.3.3 desktop available for FreeBSD


The GNOME 2.3.3, “The Four Hounds”, has been released and ported to
FreeBSD. Hearty adventurers should checkout the ``ports’’ module per
the instructions at http://www.marcuscom.com:8080/cgi-bin/cvsweb.cgi ,
and download the ``marcusmerge’’ script to aid in the upgrade.


May 22


GNOME 2.3.2 desktop available for FreeBSD


On time, and featuring gnopernicus, the FreeBSD GNOME team presents the
next GNOME 2.3 development snapshot, the “Little Hero” release. Testers
should checkout the ``ports’’ module per the instructions at
http://www.marcuscom.com:8080/cgi-bin/cvsweb.cgi , and download the
``marcusmerge’’ script to aid in the upgrade.


15


GNOME 2.3.1 desktop available for FreeBSD


It’s a bit late, but here none the less. For those willing to live on
the edge, the next installment of the GNOME 2.3 development snapshot,
code named “Daddy Walrus,” has been ported. This snapshot lacks three
ports found in the official GNOME distribution. They are gnopernicus,
gnome-speech, and gnome-system-tools. The latter is missing because it
does not fully work with FreeBSD, while the two former components rely
on festival, which is broken on -CURRENT. To help out with the testing,
checkout the ``ports’’ module per the instructions at
http://www.marcuscom.com:8080/cgi-bin/cvsweb.cgi . Be sure to download
the ``marcusmerge’’ script as well to aid in upgrading existing ports.


April 13


GNOME 2.3.0 desktop available for FreeBSD


Calling all testers! The first of the GNOME 2.3 development releases is
now available. Code named “Mighty Atom,” this release includes quite a
few new proposed modules. The GNOME 2.3 snapshots will become the GNOME
2.4 desktop on or around September 8. The full scoop can be found
here [http://www.gnomedesktop.org/article.php?sid=1045] . Those
wanting to test this release should checkout the ``ports’’ module per
the instructions at http://www.marcuscom.com:8080/cgi-bin/cvsweb.cgi .
Be sure to download the ``marcusmerge’’ script from the same page.
This script will help you merge the GNOME development ports tree into
your main ports tree. Send all questions to freebsd-gnome@FreeBSD.org .


4


GNOME 2.2.1 Desktop available for FreeBSD


Now that 4.8-RELEASE is out the door, the ports freeze has lifted, and
GNOME 2.2.1 has been committed. GNOME 2.2.1 is a bugfix and performance
release. However, it does boast “the best Nautilus ever.” More details
can be found at http://www.gnomedesktop.org/article.php?sid=986 .


February 7


GNOME 2.2 Desktop available for FreeBSD


The GNOME 2.2 Desktop has been released, and ports are available for
FreeBSD. Checkout the GNOME 2.2 release
notes [http://www.gnome.org/start/2.2/notes/] for the full scoop on
what has changed. A list of known issues with the FreeBSD port can be
found here .


January 28


GNOME 2.2 Release Candidate 2 available for FreeBSD


The GNOME 2.1.91, “OUTATIME” release, is now available, and ports have
been made for FreeBSD. This is the last release candidate before GNOME
2.2 is released on February 5. For those wanting to test this release,
checkout the ``ports’’ module per the instructions at
http://www.marcuscom.com:8080/cgi-bin/cvsweb.cgi . A script is also
provided at that site to help in merging this tree with the official
FreeBSD ports tree.


19


GNOME desktop 2.0.3 available for FreeBSD


The GNOME 2.0.3 desktop has been completed for FreeBSD after the long
ports freeze to prepare for 5.0-RELEASE. This new release includes a
variety of bugfixes over 2.0.2, as well as some polishing off of
promised GNOME 2.0 features.


12


GNOME desktop 2.2 Release Candidate 1 available for FreeBSD


The GNOME 2.1.90 desktop, “1.21 Jigawatts” release, is available, and
ports have been made. This is the first release candidate for GNOME 2.2,
and is considered to be quite stable. People wanting to test this
release should checkout the ``ports’’ module per the instructions at
http://www.marcuscom.com:8080/cgi-bin/cvsweb.cgi .


2002 December 22


GNOME 2.1.5 desktop available for FreeBSD


The GNOME 2.1.5 desktop, “Enchantment Under the Sea” release, is
available and ports have been made. Testers should checkout the
``ports’’ module via anonymous CVS per the instructions at
http://www.marcuscom.com:8080/cgi-bin/cvsweb.cgi .


12


GNOME 2.1.4 desktop available for FreeBSD


The GNOME 2.1.4 desktop, “We don’t need... roads” release, is available
and port have been made. For those wanting to participate in the
testing, the ports are available via anonymous CVS from MarcusCom.
Checkout the ``ports’’ module per the instructions at
http://www.marcuscom.com:8080/cgi-bin/cvsweb.cgi .


1


GNOME 2.1.3 desktop available for FreeBSD


The GNOME 2.1.3 desktop, “Twin Pines” release, is available and ports
have been made for it (including the GStreamer components!). For those
wanting to test this next installment in the 2.1 developer series, ports
are available via anonymous CVS from MarcusCom. Checkout the ``ports’’
module per the instructions at
http://www.marcuscom.com:8080/cgi-bin/cvsweb.cgi .


GNOME 2 to be the default GNOME in 5.0-RELEASE


GNOME 2.0.2 will be the default GNOME desktop in the upcoming FreeBSD
5.0-RELEASE. The default desktop installation will come with both the
Sawfish and Metacity window managers.


November 24


FreeBSD GNOME news updates now available in RDF format


The news updates from the FreeBSD GNOME Project can now be downloaded in
RDF format. Simply point your RDF consumer at
http://www.FreeBSD.org/gnome/news.rdf .


12


GNOME 2.1.2 desktop available for FreeBSD


The GNOME 2.1.2 desktop, “Life Preserver” release, is available, and
ports have been made for most of it. There are still some FreeBSD issues
with the new GStreamer stuff, and some of the newer modules (such as
system-tray) haven’t yet been ported. For those wanting to test this
latest development snapshot, ports are available via anonymous CVS from
MarcusCom. Checkout the ``ports’’ module per the instructions at
http://www.marcuscom.com:8080/cgi-bin/cvsweb.cgi .


October 26


GNOME 2.1.1 desktop available for FreeBSD


The GNOME 2.1.1 desktop, “Flux Capacitor” release, is available, and
ports have been made for those wanting to test this next installment of
the GNOME 2.2 development version. The ports are available via anonymous
CVS from MarcusCom. Checkout the ``ports’’ per the instructions at
http://www.marcuscom.com:8080/cgi-bin/cvsweb.cgi .


13


GNOME 2.1.0 desktop available for FreeBSD


The GNOME 2.1.0 desktop, “88MPH” release is available, and ports have
been made for those wanting to test. The ports are available via CVS
from MarcusCom. A cvsweb interface is available from
http://www.marcuscom.com:8080/cgi-bin/cvsweb.cgi . The module name is
``ports’‘. Instructions for checking out the ports is available at the
cvsweb site.


September 15


GNOME 2.0.2 Final Released


GNOME 2.0.2 development API and desktop has been released today (just in
time for 4.7-RELEASE)! The ports tree is in sync with 2.0.2, and i386
-stable packages are available from
MarcusCom [http://www.marcuscom.com/downloads/packages/gnome/] .


11


GNOME 2.0.2 RC1 Released


GNOME 2.0.2 Release Candidate 1, “The Considerable Duck”, is now
available. The ports tree is already in sync with this release, as is
the package distribution at
MarcusCom [http://www.marcuscom.com/downloads/packages/gnome/] .


August 15


GNOME 2.0.1 Officially Released!


GNOME 2.0.1 was officially released today. More info can be found at
http://www.gnome.org/start/2.0/ . The ports collection is already in
sync with 2.0.1, and 2.0.1 packages are available for i386 -stable from
http://www.marcuscom.com/downloads/packages/gnome/ .


14


GNOME 2 Packages Now Available!


GNOME 2 packages for i386 FreeBSD-stable have been posted to
http://www.marcuscom.com/downloads/packages/gnome/ . Both .tgz and .tbz
packages have been posted. This includes everything needed to install
GNOME 2 except for XFree86. These packages were built using XFree86
4.2.0 which is available in package format from a variety of locations.
Please send email to freebsd-gnome@FreeBSD.org if you have any problems.


10


GNOME 2 Desktop Updated to 2.0.1 Release Candidate 1


The GNOME 2 components have now been updated to the just-announced GNOME
2.0.1 Release Candidate 1: “Not Considered Harmful” release.


June 30


GNOME 2.0 Officially Released


The FreeBSD GNOME team is proud to announce that GNOME 2.0 Release has
been ported to FreeBSD. This comes four days after the GNOME Project
made their press release. Look for documentation updates to cover the
new GNOME 2.0 desktop.


15


GNOME 2 components update to Release Candidate 1


GNOME 2 on FreeBSD is now up to the “Fever Pitch” RC1. This is
supposedly going to be the final release candidate for GNOME 2, with a
final release coming around June 21.


11


GNOME 2 components updated to the latest snapshot


GNOME 2 components have been updated to the “Release formerly known
as...” release snapshot. This brings a number of GNOME 2.0 components to
2.0.0. GNOME 2.0 release is imminent!


May 28


GNOME 2 components updated to the latest snapshot


GNOME 2 components have been upgraded to “Stay on target!” release
snapshot. This brings a whole new round of bug fixes and GUI
improvements to GNOME 2.


21


Full port of GNOME2 beta 5 release is available


The FreeBSD GNOME Team has finished
porting of GNOME2 beta 5 release to FreeBSD. All existing ports were
updated and many missed were added. The FreeBSD Ports Collection now
contains all bits and pieces of the GNOME2 platform, both desktop and
development ones.


The team now works on improving quality of the port, by tracking down
FreeBSD-specific problems and fixing them. Another goal is to provide
set of pre-built GNOME2 binary packages on the official FreeBSD 4.6
release media along with GNOME 1.4 bits and pieces.


We would encourage any help from our users in the form of problem
reports, patches, suggestions etc.


April 26


GNOME2 ports updated to GNOME2 beta4 release


All components of GNOME2 Platform already ported to FreeBSD have been
updated to the latest versions found in the official GNOME2 beta4
distribution.


6


GNOME2 ports updated to GNOME2 beta3 release


All components of GNOME2 Development Platform already ported to FreeBSD
have been updated to the latest versions found in the official GNOME2
beta3 distribution.


5


Joe Clarke now committer


Joe Marcus Clarke has been granted a
FreeBSD commit bit (direct access to the cvs repository). His main focus
as a committer will be FreeBSD GNOME, so that expect much faster problem
resolution than ever. It is also expected that he would revive somewhat
stalled GNOME2 porting effort. Welcome aboard, Joe!!!


March 12


Mozilla 0.9.9 is out


Mozilla 0.9.9 is out bringing many bugfixes and new features and FreeBSD
port was updated accordingly. Update is strongly recommended to all
current users.


11


GNOME2 ports updated to GNOME2 beta2 release


All components of GNOME2 Development Platform already ported to FreeBSD
have been updated to the latest versions found in the official GNOME2
beta2 distribution. Thanks to Joe Marcus
Clarke for his help.


February 10


Work on porting GNOME2 platform to FreeBSD has begun


The FreeBSD GNOME team started some initial work on getting GNOME2 bits
and pieces running on FreeBSD. The work is expected to take quite some
time, though some initial set of ports making up core of the GNOME2
platform would be committed to the FreeBSD ports repository as soon as
possible.


January 31


New FreeBSD GNOME site up and running


Brand new FreeBSD GNOME site is up and running. Many thanks to all who
make it possible, particularly Joe Marcus
Clarke and John Merryweather
Cooper .


29


Ade is back!


Famous Ade Lovett , who was one of the main
founders of the FreeBSD GNOME porting effort, but due to various reasons
had left the FreeBSD GNOME team in June 2001 decided to re-join us. This
is truly amazing news, because we still have many things to do, so that
his help and huge experience in the field would be really useful.


28


Several core GNOME components updated


Several core GNOME ports were updated to the latest versions (gnomelibs,
gnomecore, glade etc.) Please follow usual
instructions to update your system.
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Introduction


This is the release schedule for FreeBSD &local.rel;. For more
information about the release engineering process, please see the
Release Engineering section of the web
site.


General discussions about the pending release and known issues should be
sent to the public
freebsd-stable mailing list.
MFC
requests should be sent to re@FreeBSD.org.





Schedule










		Action
		Expected
		Actual
		Description



		Initial release schedule announcement
		
		






		19 April 2011
		Release Engineers send announcement email to developers with a rough schedule.



		Release schedule reminder
		
		






		6 May 2011,
15 June 2011
		Release Engineers send reminder announcement e-mail to developers with updated schedule.



		Code freeze begins
		17 July 2011
		18 July 2011
		Release Engineers announce that all further commits to the head branch will require explicit approval. Certain blanket approvals will be granted for narrow areas of development, documentation improvements, etc.



		BETA1
		20 July 2011
		1 August 2011
		First beta test snapshot.



		BETA2
		3 August 2011
		7 September 2011
		Second beta test snapshot.



		releng/9.0 branch
		3 August 2011
		10 November 2011
		Subversion branch created, propagated to CVS; future release engineering proceeds on this branch.



		BETA3
		17 August 2011
		28 September 2011
		Third beta test snapshot.



		RC1
		24 August 2011
		22 October 2011
		First release candidate.



		RC2
		31 August 2011
		17 November 2011
		Second release candidate.



		RC3
		
		






		8 December 2011
		Third release candidate.



		RELEASE build
		7 September 2011
		3 January 2012
		9.0-RELEASE built.



		RELEASE announcement
		
		






		12 January 2012
		9.0-RELEASE press release.



		Turn over to the secteam
		
		






		16 February 2012
		RELENG_&local.rel.tag; branch is handed over to the FreeBSD Security Officer Team in one or two weeks after the announcement.










Status / TODO


http://wiki.freebsd.org/Releng/9.0TODO





Additional Information



		FreeBSD 9.0 release engineering wiki
page [http://wiki.freebsd.org/Releng/9.0TODO/], which includes
todo lists, scheduling information, binary compatibility information,
and more.


		FreeBSD Release Engineering website
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The FreeBSD Release Engineering Team is pleased to announce the
availability of FreeBSD 9.0-RELEASE. This is the first release from the
stable/9 branch, which improves on stable/8 and adds many new features.
Some of the highlights:



		A new installer, bsdinstall(8) has been added and is the installer
used by the ISO images provided as part of this release


		The Fast Filesystem now supports softupdates journaling


		ZFS updated to version 28


		Updated ATA/SATA drivers support AHCI, moved into updated CAM
framework


		Highly Available Storage (HAST) framework


		Kernel support for Capsicum Capability Mode, an experimental set of
features for sandboxing support


		User-level DTrace


		The TCP/IP stack now supports pluggable congestion control framework
and five congestion control algorithm implementations available


		NFS subsystem updated, new implementation supports NFSv4 in addition
to NFSv3 and NFSv2


		High Performance SSH (HPN-SSH)


		Flattened device tree (FDT), simplifying FreeBSD configuration for
embedded platforms


		The powerpc architecture now supports Sony Playstation 3


		The LLVM compiler infrastructure and clang have been imported


		Gnome version 2.32.1, KDE version 4.7.3





For a complete list of new features and known problems, please see the
online release notes and errata list available at:



		http://www.FreeBSD.org/releases/9.0R/relnotes.html


		http://www.FreeBSD.org/releases/9.0R/errata.html





For more information about FreeBSD release engineering activities please
see:



		http://www.FreeBSD.org/releng/






Dedication


The FreeBSD Project dedicates the FreeBSD 9.0-RELEASE to the memory of
Dennis M. Ritchie, one of the founding fathers of the UNIX[tm] operating
system. It is on the foundation laid by the work of visionaries like
Dennis that software like the FreeBSD operating system came to be. The
fact that his work of so many years ago continues to influence new
design decisions to this very day speaks for the brilliant engineer that
he was.


May he rest in peace.





Availability


FreeBSD 9.0-RELEASE is now available for the amd64, i386, ia64, powerpc,
powerpc64, and sparc64 architectures.


FreeBSD 9.0 can be installed from bootable ISO images or over the
network. Some architectures also support installing from a USB memory
stick. The required files can be downloaded via FTP or BitTorrent as
described in the sections below. While some of the smaller FTP mirrors
may not carry all architectures, they will all generally contain the
more common ones such as amd64 and i386.


NOTE: A problem was discovered with the DVD images for amd64 and
i386 architectures shortly after they were loaded on the FTP
distribution server. Those images have since been replaced and we have
allowed enough time that the newer images should have distributed to all
the FTP servers that carry the release. If you downloaded the amd64 or
i386 DVD images prior to this announcement it would be a good idea to
verify the checksums of the image you downloaded with the checksums
provided as part of this Release Announcement. The only thing wrong with
the images that were replaced is that sysinstall(8) can not be used to
install the pre-built packages on the DVD. Other than that there is
nothing different on the updated images. The bad DVD images were never
available on BitTorrent.


MD5 and SHA256 hashes for the release ISO images are included at the
bottom of this message.


The purpose of the images provided as part of the release are as
follows:



		dvd1


		This contains everything necessary to install the base FreeBSD
operating system, a collection of pre-built packages aimed at
getting a graphical workstation up and running. It also supports
booting into a “livefs” based rescue mode. This should be all you
need if you can burn and use DVD-sized media.


		disc1


		This contains the base FreeBSD operating system. It also supports
booting into a “livefs” based rescue mode. There are no pre-built
packages.


		bootonly


		This supports booting a machine using the CDROM drive but does not
contain the support for installing FreeBSD from the CD itself. You
would need to perform a network based install (e.g. from an FTP
server) after booting from the CD.


		memstick


		This can be written to an USB memory stick (flash drive) and used to
do an install on machines capable of booting off USB drives. It also
supports booting into a “livefs” based rescue mode. There are no
pre-built packages.


As one example of how to use the memstick image, assuming the USB
drive appears as /dev/da0 on your machine something like this should
work:


# dd if="FreeBSD"-9.0-RELEASE-amd64-memstick.img of=/dev/da0 bs="10240" conv="sync"






Be careful to make sure you get the target (of=) correct.








FreeBSD 9.0-RELEASE can also be purchased on CD-ROM or DVD from several
vendors. One of the vendors that will be offering FreeBSD 9.0-based
products is:



		FreeBSD Mall, Inc. http://www.freebsdmall.com/








BitTorrent


9.0-RELEASE ISOs are available via BitTorrent. A collection of torrent
files to download the images is available at:



		http://torrents.FreeBSD.org:8080/








FTP


At the time of this announcement the following FTP sites have FreeBSD
9.0-RELEASE available.



		ftp://ftp.freebsd.org/pub/FreeBSD/releases/ISO-IMAGES/9.0/


		ftp://ftp5.freebsd.org/pub/FreeBSD/releases/ISO-IMAGES/9.0/


		ftp://ftp7.freebsd.org/pub/FreeBSD/releases/ISO-IMAGES/9.0/


		ftp://ftp8.freebsd.org/pub/FreeBSD/releases/ISO-IMAGES/9.0/


		ftp://ftp.au.freebsd.org/pub/FreeBSD/releases/ISO-IMAGES/9.0/


		ftp://ftp.cn.freebsd.org/pub/FreeBSD/releases/ISO-IMAGES/9.0/


		ftp://ftp.cz.freebsd.org/pub/FreeBSD/releases/ISO-IMAGES/9.0/


		ftp://ftp.dk.freebsd.org/pub/FreeBSD/releases/ISO-IMAGES/9.0/


		ftp://ftp.fr.freebsd.org/pub/FreeBSD/releases/ISO-IMAGES/9.0/


		ftp://ftp.jp.freebsd.org/pub/FreeBSD/releases/ISO-IMAGES/9.0/


		ftp://ftp.ru.freebsd.org/pub/FreeBSD/releases/ISO-IMAGES/9.0/


		ftp://ftp.tw.freebsd.org/pub/FreeBSD/releases/ISO-IMAGES/9.0/


		ftp://ftp.uk.freebsd.org/pub/FreeBSD/releases/ISO-IMAGES/9.0/


		ftp://ftp2.us.freebsd.org/pub/FreeBSD/releases/ISO-IMAGES/9.0/


		ftp://ftp10.us.freebsd.org/pub/FreeBSD/releases/ISO-IMAGES/9.0/


		ftp://ftp.za.freebsd.org/pub/FreeBSD/releases/ISO-IMAGES/9.0/





However before trying these sites please check your regional mirror(s)
first by going to:



		ftp://ftp.<yourdomain>.FreeBSD.org/pub/FreeBSD





Any additional mirror sites will be labeled ftp2, ftp3 and so
on.


More information about FreeBSD mirror sites can be found at:



		http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/mirrors-ftp.html





For instructions on installing FreeBSD or updating an existing machine
to 9.0-RELEASE please see:



		http://www.FreeBSD.org/releases/9.0R/installation.html








Support


The FreeBSD Security Team currently plans to support FreeBSD 9.0 until
January 31st, 2013. For more information on the Security Team and their
support of the various FreeBSD branches see:



		http://www.FreeBSD.org/security/








Other Projects Based on FreeBSD


There are many “third party” Projects based on FreeBSD. The Projects
range from re-packaging FreeBSD into a more “novice friendly”
distribution to making FreeBSD available on Amazon’s EC2 infrastructure.
For more information about these Third Party Projects see:



		http://wiki.freebsd.org/3rdPartyProjects
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Overview


Getting to grips with a new and complex operating system is always a
difficult task, no matter how pretty the GUI is. FreeBSD is no different
in this respect.


While there are a vast number of BSD Unix (and general &unix;) books
available, FreeBSD has its own unique features, procedures and quirks.


In addition, FreeBSD will be the first exposure to a Unix-like operating
system for many of its users, so the availability of high quality,
accurate documentation is paramount.


The FreeBSD Documentation Project exists to help fill this gap. There
are two ways in which this is undertaken:



		Members of the Documentation Project write documentation and submit
it for inclusion in the FreeBSD Documentation Set.


		Members of the Documentation Project discuss and arrange the
formatting and organization of the FreeBSD Documentation Set.










		Current projects


There are a number of projects currently in progress as part of the
documentation effort. Please take the time to look over this
list and see if there is anything you can help
with.













Who we are, how to join


This page explains who makes up the Documentation Project, and how you
can join.





The FreeBSD Documentation Set


This page outlines the components of the FreeBSD Documentation Set, and
the sort of work that the Documentation Project does with them.





Submitting Documentation


Submitting documentation is the best way to become a part of the
project, and help make FreeBSD easier to use. This page explains the
best way to submit documentation so that it gets looked at as soon as
possible.





Translation


Translations of the FreeBSD documentation, Web pages, Handbook, Manual
pages and FAQ.
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I have written some documentation. How do I submit it?


First, thank you for taking the time to do this.


You should make your documentation available for review. If you can,
upload it to a website somewhere.


Then post a message to the FreeBSD-doc mailing list, with a brief
outline of the documentation and the pointer to its location, and
solicit feedback.


If, for some reason, you cannot put the documentation on a website
somewhere you can send it directly to the FreeBSD-doc mailing list.
If you do this, please only send plain-text documents.


You may wish to cc: this request for comments to another appropriate
mailing list. For example, something that relates to how to use SVN to
keep your source tree up to date would be of interest to the subscribers
of the FreeBSD-stable mailing list. Please only cc: at most one
other mailing list.


After people have looked over your documentation, and you have had the
chance to incorporate any of their suggestions, you are ready to submit
it.


The correct way to do this is to open a Problem Report. Instructions for
doing this can be found at
https://www.FreeBSD.org/support/bugreports.html.


You do this so that your submission can be tracked. When you submit a PR
(Problem Report) it is assigned a unique number. One of the committers
can then assign the PR to themselves, and liaise with you on committing
the new documentation. For more information, see Writing FreeBSD
Problem Reports.


Make sure the “Product” is set to “Documentation” and that the
“Component” is set to either “Documentation” or “Website” as
appropriate. You should attach your files from earlier to the PR. Please
also provide links to the mailing list posts where your changes were
discussed, if appropriate.





I have made some changes to existing documentation, how do I submit them?


Again, thank you for taking the time to do this.


First off, you need to produce a special file called a diff. This diff
shows just the changes that you have made. This makes it easier for the
person doing the committing to see what you have changed, and means you
do not need to spend lots of time explaining what you have changed
(although you should still explain why you think the change should be
made).


To make a ‘diff’, you should;



		Make a copy of the file you are going to change. If you are changing
foo.xml, do


% cp foo.xml foo.xml.old









		Then, make your changes to foo.xml


% vi foo.xml
... tap tap tap ...

... test the changes, read them for typos and so on ...









		Make the diff. The command to do this is


% diff -u foo.xml.old foo.xml > foo.diff






This looks at the difference between the two files, and writes them
to the file foo.diff.








You can then send foo.diff back to the project. Send a PR as
described earlier, and attach the foo.diff file to the PR.


FreeBSD Documentation Project Home
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What is CVSweb?


CVSweb is a WWW interface for CVS repositories with which you can browse
a file hierarchy on your browser to view each file’s revision history in
a very handy manner.


CVSweb was originally written by &a.fenner; for the FreeBSD Project, and
instantly won great popularity among software developers for its
usability.







		Please note that CVSweb is no longer maintained, and is no longer in use
within the FreeBSD Project. There may be unpatched security issues with
the code available on this page. The information and files available
here are retained for historical interest only; we can not recommend
anybody use the code available here without an understanding that any
security issues discovered will not be fixed.







FreeBSD-CVSweb, formerly known as knu-CVSweb, is an enhanced version of
CVSweb based on Henner Zeller’s CVSweb, which is an extended version of
the original CVSweb. &a.knu; made numerous cleanups, bug-fixes, security
enhancements and feature improvements over the version and brought it
back where it was born. Ville Skyttä continued that work; the project
was most recently maintained by Jonathan Noack.


FreeBSD-CVSweb is freely available under the terms of The BSD
License [http://www.opensource.org/licenses/bsd-license.html]. It is
currently used by such projects as
NetBSD [http://cvsweb.netbsd.org/],
OpenBSD [http://www.openbsd.org/cgi-bin/cvsweb/] and
DragonFlyBSD [http://www.dragonflybsd.org/cvsweb/].







Downloads


Download the tarball from the following sites. The latest stable release
is 3.0.6 (released 2005-09-25), see the NEWS and ChangeLog files
within the tarball for changes.



		ftp://ftp.FreeBSD.org/pub/FreeBSD/ports/local-distfiles/scop/


		http://people.FreeBSD.org/~scop/cvsweb/


		See the FreeBSD FTP
Sites
document for information about mirror sites.





Legacy versions are also available from the above distribution
directories. Upgrading to 3.x is recommended, but if you’re stuck with
Perl older than 5.6, use a 2.0.x version instead.


A number of operating system distributions contain a pre-packaged
FreeBSD-CVSweb:



		FreeBSD [http://www.FreeBSD.org/] port
(devel/cvsweb3 has 3.x, devel/cvsweb 2.x)


		NetBSD [http://www.netbsd.org/] package (www/cvsweb)


		OpenBSD [http://www.openbsd.org/] port (devel/cvsweb)


		Debian GNU/Linux [http://www.debian.org/] (testing and unstable)


		Gentoo Linux [http://www.gentoo.org/]


		Mandriva Linux [http://www.mandriva.com/]
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FreeBSD’s documentation falls into three basic categories:



		**The manual pages**


The Project does not really concern itself with these, since they are
a part of the base system. The exception to this is the Japanese
team, who are translating them. There is no reason other volunteers
could not step in to translate the manual pages to other languages as
well.


That is not to say that the manual pages are unimportant, far from
it. It is just that they are intimately tied to specific systems of
FreeBSD, and most of the time the best person to write the manual
page is the person that wrote that part of FreeBSD.





		**The Books**


The project has a large amount of documentation that is “book
length”, or becoming that way. These include the FreeBSD FAQ and the
FreeBSD Handbook.





		**The Articles**


FreeBSD has a wealth of information available in shorter, article
form – similar to the tutorials or HOWTO documentation of other
projects.








FreeBSD Documentation Project Home
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How and where to report a FreeBSD security issue


FreeBSD security issues specific to the operating system should be
reported to the FreeBSD Security Team
or, if a higher level of confidentiality is required, PGP encrypted to
the Security Officer Team
using the Security Officer PGP key.


FreeBSD security issues specific to the Ports Collection should be
reported to the FreeBSD Ports Security
Team.


All reports should contain at least:



		A description of the vulnerability.


		What versions of FreeBSD seem to be affected if possible.


		Any plausible workaround.


		Example code if possible.





After this information has been reported the Security Officer or a
Security Team delegate will get back to you.



Spam filters


Due to high volume of spam the main security contact mail addresses are
subject to spam filtering. If you cannot contact the FreeBSD Security
Officers or Security Team due to spam filters (or suspect your mail has
been filtered), please send mail to
security-officer-XXXX@FreeBSD.org with XXXX replaced with 3432
instead of the normal addresses. Note that this address will be changed
periodically so check back here for the latest address. Mails to this
address will go to the FreeBSD Security Officer Team.







The FreeBSD Security Officer Team and the FreeBSD Security Team


In order that the FreeBSD Project may respond to vulnerability reports
in a timely manner, emails sent to the
<security-officer@FreeBSD.org>
mail alias are currently delivered to the following people:








		&a.des.email;
		Security Officer



		&a.delphij.email;
		Deputy Security Officer



		&a.simon.email;
		Security Officer Emeritus



		&a.cperciva.email;
		Security Officer Emeritus



		&a.rwatson.email;
		
		Release Engineering liaison,


		TrustedBSD Project liaison, system security architecture expert













The Security Officer is supported by the FreeBSD Security
Team,
<secteam@FreeBSD.org>, a small group of
committers vetted by the Security Officer.





Information handling policies


As a general policy, the FreeBSD Security Officer favors full disclosure
of vulnerability information after a reasonable delay to permit safe
analysis and correction of a vulnerability, as well as appropriate
testing of the correction, and appropriate coordination with other
affected parties.


The Security Officer will notify one or more of the FreeBSD Cluster
Admins of vulnerabilities that put the FreeBSD Project’s resources under
immediate danger.


The Security Officer may bring additional FreeBSD developers or outside
developers into discussion of a submitted security vulnerability if
their expertise is required to fully understand or correct the problem.
Appropriate discretion will be exercised to minimize unnecessary
distribution of information about the submitted vulnerability, and any
experts brought in will act in accordance of Security Officer policies.
In the past, experts have been brought in based on extensive experience
with highly complex components of the operating system, including FFS,
the VM system, and the network stack.


If a FreeBSD release process is underway, the FreeBSD Release Engineer
may also be notified that a vulnerability exists, and its severity, so
that informed decisions may be made regarding the release cycle and any
serious security bugs present in software associated with an up-coming
release. If requested, the Security Officer will not share information
regarding the nature of the vulnerability with the Release Engineer,
limiting information flow to existence and severity.


The FreeBSD Security Officer has close working relationships with a
number of other organizations, including third-party vendors that share
code with FreeBSD (the OpenBSD, NetBSD and DragonFlyBSD projects, Apple,
and other vendors deriving software from FreeBSD, as well as the Linux
vendor security list), as well as organizations that track
vulnerabilities and security incidents, such as CERT. Frequently
vulnerabilities may extend beyond the scope of the FreeBSD
implementation, and (perhaps less frequently) may have broad
implications for the global networking community. Under such
circumstances, the Security Officer may wish to disclose vulnerability
information to these other organizations: if you do not wish the
Security Officer to do this, please indicate so explicitly in any
submissions.


Submitters should be careful to explicitly document any special
information handling requirements.


If the submitter of a vulnerability is interested in a coordinated
disclosure process with the submitter and/or other vendors, this should
be indicated explicitly in any submissions. In the absence of explicit
requests, the FreeBSD Security Officer will select a disclosure schedule
that reflects both a desire for timely disclosure and appropriate
testing of any solutions. Submitters should be aware that if the
vulnerability is being actively discussed in public forums (such as
bugtraq), and actively exploited, the Security Officer may choose not to
follow a proposed disclosure timeline in order to provide maximum
protection for the user community.


Submissions may be protected using PGP. If desired, responses will also
be protected using PGP.
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[ Accepted by -core February 2002 ]



1. Introduction


The FreeBSD Security Officer’s mission is to protect the FreeBSD user
community by keeping the community informed of bugs, exploits, popular
attacks, and other risks; by acting as a liaison on behalf of the
FreeBSD Project with external organizations regarding sensitive,
non-public security issues; and by promoting the distribution of
information needed to safely run FreeBSD systems, such as system
administration and programming tips.





2. Responsibilities


The responsibilities of the Security Officer include:



		Resolving disputes involving security.


		Resolving software bugs that affect the security of FreeBSD in a
timely fashion.


		Issuing security advisories for FreeBSD.


		Responding to vendor inquiries regarding security issues.


		Auditing as much code as possible, but particularly security- and
network- related code.


		Monitoring the appropriate channels for reports of bugs, exploits,
and other circumstances that may affect the security of a FreeBSD
system.


		Participating in the architecture of FreeBSD in order to influence a
positive impact on system security.


		The Security Officer maintains the FreeBSD Security Officer PGP key.








3. Authorities


The FreeBSD Core Team has delegated authority to the Security Officer in
matters of security, and the Security Officer is accountable to the Core
Team in the use of this authority. He is expected to act with common
sense and use appropriate discretion when using any of the appointed
powers. Any actions that conflict with the committers’ guidelines
require particularly careful judgment.


Specifically, subject to the accountability constraints, the Security
Officer is granted the following powers:



		Expedited commits: The Security Officer may forgo the usual
committers’ guidelines in areas of security.


		Veto: The Security Officer has the final say in security matters, and
may request the back-out of any commits or elimination of any
subsystems that they consider detrimental to the security of FreeBSD.


		Team: The Security Officer may maintain a Security Officer Team and
delegate these powers and responsibilities at their discretion.
Membership is selected by the Security Officer, but always includes
emeritus security officers — just when they thought they had paid
their dues.


		Mailing list: The security-officer@FreeBSD.org mailing list is
administrated by the Security Officer.








4. Structure


A new Security Officer is appointed by the previous Security Officer and
ratified by the Core Team. The Security Officer is accountable to the
Core Team.


The Security Officer Team members are selected by the Security Officer,
and they are accountable to the Security Officer and to the Core Team.
Security Officer Team members are expected to assist the Security
Officer in fulfilling their responsibilities and otherwise participate
in protecting the FreeBSD user community.
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This web page contains a list of released FreeBSD Security Advisories.
See the FreeBSD Security Information page for
general security information about &os;.


Issues affecting the FreeBSD Ports Collection are covered in the
FreeBSD VuXML document [http://vuxml.FreeBSD.org/].


&advisories.html.inc;
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The following releases are no longer supported but are listed here for
reference purposes.











		Branch
		Release
		Type
		Release Date
		EoL





		stable/4
		n/a
		n/a
		n/a
		January 31, 2007



		releng/4.11
		4.11-RELEASE
		Extended
		January 25, 2005
		January 31, 2007



		stable/5
		n/a
		n/a
		n/a
		May 31, 2008



		releng/5.3
		5.3-RELEASE
		Extended
		November 6, 2004
		October 31, 2006



		releng/5.4
		5.4-RELEASE
		Normal
		May 9, 2005
		October 31, 2006



		releng/5.5
		5.5-RELEASE
		Extended
		May 25, 2006
		May 31, 2008



		stable/6
		n/a
		n/a
		n/a
		November 30, 2010



		releng/6.0
		6.0-RELEASE
		Normal
		November 4, 2005
		January 31, 2007



		releng/6.1
		6.1-RELEASE
		Extended
		May 9, 2006
		May 31, 2008



		releng/6.2
		6.2-RELEASE
		Normal
		January 15, 2007
		May 31, 2008



		releng/6.3
		6.3-RELEASE
		Extended
		January 18, 2008
		January 31, 2010



		releng/6.4
		6.4-RELEASE
		Extended
		November 28, 2008
		November 30, 2010



		stable/7
		n/a
		n/a
		n/a
		February 28, 2013



		releng/7.0
		7.0-RELEASE
		Normal
		February 27, 2008
		April 30, 2009



		releng/7.1
		7.1-RELEASE
		Extended
		January 4, 2009
		February 28, 2011



		releng/7.2
		7.2-RELEASE
		Normal
		May 4, 2009
		June 30, 2010



		releng/7.3
		7.3-RELEASE
		Extended
		March 23, 2010
		March 31, 2012



		releng/7.4
		7.4-RELEASE
		Extended
		February 24, 2011
		February 28, 2013



		releng/8.0
		8.0-RELEASE
		Normal
		November 25, 2009
		November 30, 2010



		releng/8.1
		8.1-RELEASE
		Extended
		July 23, 2010
		July 31, 2012



		releng/8.2
		8.2-RELEASE
		Normal
		February 24, 2011
		July 31, 2012



		releng/8.3
		8.3-RELEASE
		Extended
		April 18, 2012
		April 30, 2014



		releng/9.0
		9.0-RELEASE
		Normal
		January 10, 2012
		March 31, 2013



		releng/9.1
		9.1-RELEASE
		Extended
		December 30, 2012
		December 31, 2014



		releng/9.2
		9.2-RELEASE
		Normal
		September 30, 2013
		December 31, 2014



		releng/10.0
		10.0-RELEASE
		Normal
		January 20, 2014
		February 28, 2015
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The project is a fairly loosely knit group of people, and the only thing
we have got in common is that we are subscribed to the mailing list
FreeBSD-doc@FreeBSD.org.


Some of us can commit changes directly to the FreeBSD documentation
tree. You can view a complete list of all FreeBSD developers with
commit
privileges,
as well as a list of the principal committers for the FreeBSD
Documentation Project.


Others do not have commit privileges, but they write and submit
documentation nonetheless. Once the documentation has been submitted
according to the Submit Documentation page, one of
the committers will then review it and include it in the documentation
set.


If you want to help out with the documentation project (and I fervently
hope you do) all you have to do is subscribe to the mailing list and
participate. As soon as you have done that, you’re a member of the
project.


FreeBSD Documentation Project Home
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Here are the projects currently under way (or being actively
contemplated on the freebsd-doc mailing list).


If you think you can contribute to any of these, please do not hesitate
to stand up and be counted. You should talk to the person responsible
for that particular project, who can then bring you up to speed on what
is happening. If you have any ideas for a new project then please email
FreeBSD-doc@FreeBSD.org.



		Documentation TODO list


		Open documentation problem reports


		Improve Handbook Index


		Contribute Advocacy Slides/Presentations


		Write a section in the Handbook and/or FAQ


		Write some new Papers


		CGI Scripts


		Multilingual Web scripts


		Translations of the FreeBSD Documentation






Documentation TODO list


The Documentation TODO [https://wiki.freebsd.org/DocIdeaList] list
is an up-to-date list of documentation issues that should be resolved.
If you wish to help us to improve the FreeBSD documentation set you
should, at first, choose to work on one of the TODO list items.





Open documentation problem reports


Current FreeBSD problems reports are tracked using a Problem Reports
database. You can
view [https://bugs.freebsd.org/bugzilla/buglist.cgi?product=Documentation&component=Documentation&resolution=—]
the open documentation problem reports.





Improve Handbook Index


Responsible: FreeBSD-doc <FreeBSD-doc@FreeBSD.org>


Synopsis: Many new sections have been added to the FreeBSD Handbook
without index terms, others have been added under inappropriate primary
or secondary indexterms that do not fit the existing scheme. Some
indexterms have been added inside list items or other areas where they
are not allowed by our stylesheets, causing ??? to be printed in the
index instead of a real page number.


Index work requires experience and anyone who works on this task is
highly encouraged to carefully read through the existing (print-output)
index, and to have read the Chicago Manual of Style or other style books
that deal with indexing. Please see the CVS history of some of the
chapter.xml files to see some of the indexing errors that have been
corrected in the past. It is imperative to view the PostScript version
of the Handbook after making any changes to indexterms as many errors,
such as long words or deeply nested indexterms will break the two column
output there, or cause the page number to be listed as ???.


There is a script doc/share/misc/indexreport.pl which can be used to
find areas of an SGML file where <indexterms> are sparse.





Contribute Advocacy Slides/Presentations


Responsible: FreeBSD-doc <doc@FreeBSD.org>


Synopsis: Presentations marked up in the DocBook-slides DTD have
recently been added to the documentation set in
doc/en_US.ISO8859-1/slides. More advocacy content is needed, and
additional stylesheet work is needed to pull in content from the release
notes and other XML content in our documentation set to build up-to-date
slides with ‘make’. A simple example presentation was committed with
some of this functionality, but there is more work to be done! Also, the
stylesheets for print/PDF output (using the Java based XSLT processors,
PassiveTeX is too limiting for slides) could be improved as the default
DocBook Slides XSL-FO stylesheets produce very spartan slides.





Write a section in the Handbook and/or FAQ


Responsible: FreeBSD-doc <doc@FreeBSD.org>


Synopsis: Chunks of the FAQ and Handbook have empty sections in
them. They need filling. If you have just had to use one of these
documents to complete a task, and found them lacking, please find the
time to write up your experiences as a possible replacement.


Alternatively, if you have just had to do something that had no entry in
the FAQ and/or Handbook, please consider writing a new section. Then
submit it as outlined above.





Write some new Papers



The New SCSI layer for FreeBSD (CAM)


Responsible: <doc@FreeBSD.org>, <scsi@FreeBSD.org>


Synopsis: See The Design and Implementation of the FreeBSD SCSI
Subsystem [http://www.FreeBSD.org/~gibbs/] for a first snapshot.







CGI Scripts


Responsible: <doc@FreeBSD.org>, Wolfram Schneider
<wosch@FreeBSD.org>


Synopsis:Modify the CGI script ports.cgi and the script portindex
to use the Perl
FreeBSD::Ports [http://people.FreeBSD.org/~tom/portpm/] modules.
These modules also need thorough testing.





Multilingual Web scripts


Responsible: <doc@FreeBSD.org>


Synopsis:


Our main Web pages are written in (American) English. The FreeBSD
Translations Projects translate the web pages,
Handbook and FAQ to other languages.


We must translate the cgi scripts and web build scripts too. The scripts
should support multiple languages, not only one. Most scripts are
written in perl.



		Merge the perl scripts
www/en/ports/portindex [ftp://ftp.FreeBSD.org/pub/FreeBSD/FreeBSD-current/www/en/ports/portindex]
and
www/ja/ports/portindex [ftp://ftp.FreeBSD.org/pub/FreeBSD/FreeBSD-current/www/ja/ports/portindex]
into one script. Add an option for English and Japanese output.








Translations of the FreeBSD Documentation


Responsible: <doc@FreeBSD.org>


Translate the FreeBSD documentation (Web pages, FAQ, Handbook, Manual
pages) into other languages. See the FreeBSD translations
projects
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		Brazilian Portuguese Documentation
Project


		Bulgarian Documentation Project


		Simplified Chinese Documentation Project


		Traditional Chinese Documentation Project


		Dutch Documentation Project


		Estonian Documentation Project


		French Documentation Project


		German Documentation Project


		Greek Documentation Project


		Hungarian Documentation Project


		Italian Documentation Project


		Japanese Documentation Project


		Korean Documentation Project


		Mongolian Documentation Project


		Polish Documentation Project


		Romanian Documentation Project


		Russian Documentation Project


		Spanish Documentation Project


		Turkish Documentation Project






The FreeBSD Brazilian Portuguese Documentation Project



Web: http://doc.fug.com.br/


E-Mail: ebrandi@FreeBSD.org






		Mailing lists available


		Access the following URL http://www.fug.com.br/mailman/listinfo/doc/
for instructions on how to subscribe to the Brazilian Portuguese
translation group’s mailing list.



Posting is allowed for the members at doc@fug.com.br






		Documents available


		FAQ
FreeBSD Documentation Project Primer for New
Contributors
Building Products with
FreeBSD
Contributing to
FreeBSD
Contributing to the FreeBSD Ports
Collection
Explaining
BSD
How to get best results from the FreeBSD-questions mailing
list
Build Your Own FreeBSD Update
Server
Mirroring
FreeBSD
FreeBSD Quickstart Guide for Linux
Users
For People New to Both FreeBSD and
&unix;
Writing FreeBSD Problem
Reports


		Documents currently being worked on


		FreeBSD Handbook
FreeBSD website
FreeBSD Articles








The FreeBSD Bulgarian Documentation Project



Web: http://fdp.bg-freebsd.org/


E-Mail: freebsd-fdp@bg-freebsd.org






		Mailing list available


		Access the following URL http://lists.bg-freebsd.org/ for
instructions on how to subscribe to the Bulgarian translation
group’s mailing list.



Or, send an email to freebsd-fdp-subscribe@bg-freebsd.org.
Posting is allowed for the members at freebsd-fdp@bg-freebsd.org






		Documents available


		FreeBSD Documentation Project Primer for New
Contributors [http://www.cybershade.us/freebsd/bg/fdp/split/]


		Documents currently being worked on


		FreeBSD Handbook
FreeBSD website
The Design and Implementation of 4.4BSD (sample chapter)
Frequently Asked Questions for FreeBSD








The FreeBSD Simplified Chinese Documentation Project



Web: www.FreeBSD.org.cn [http://www.FreeBSD.org.cn]


E-Mail: delphij@FreeBSD.org






		Mailing list available


		Instructions on how to subscribe to the Simplified Chinese Project’s
mailing list are available from
http://lists.cn.FreeBSD.org/mailman/listinfo


		Latest snapshot of our work


		Web [http://cnsnap.cn.FreeBSD.org/zh_CN/]
Architecture
Handbook [http://cnsnap.cn.FreeBSD.org/doc/zh_CN/books/arch-handbook]
Developers’
Handbook [http://cnsnap.cn.FreeBSD.org/doc/zh_CN/books/developers-handbook]
Handbook [http://cnsnap.cn.FreeBSD.org/doc/zh_CN/books/handbook]
Porters’
Handbook [http://cnsnap.cn.FreeBSD.org/doc/zh_CN/books/porters-handbook]
FAQ [http://cnsnap.cn.FreeBSD.org/doc/zh_CN/books/faq]








The FreeBSD Traditional Chinese Documentation Project



Web: https://opensvn.csie.org/traccgi/freebsddoc/


E-Mail: chinsan@FreeBSD.org






		USENET Newsgroup available


		
		We usually use tw.bbs.comp.386bsd to discuss these issue.


		It can be access by the following URL:
`NCTU CSIE Web


		News <http://www.cs.nctu.edu.tw/usenet/group//tw.bbs.comp.386bsd>`__


		PTT WebBBS [http://www.ptt.cc/bbs/FreeBSD/index.html]
`Google


		Group <http://groups.google.com.tw/group/tw.bbs.comp.386bsd?lnk’sg’>`__


		and anything else which newsreader can read tw.bbs.comp.386bsd.








		Documents available


		FAQ


		Documents currently being worked on


		FreeBSD website
Handbook
Developers’ Handbook
Porters’ Handbook
FreeBSD Document Project Primer for New
Contributors








The FreeBSD Dutch Documentation Project



E-Mail: remko@FreeBSD.org or rene@FreeBSD.org




		Released documents


		Handbook [http://www.freebsd.org/doc/nl/books/handbook]
Several articles [http://www.freebsd.org/doc/nl/articles/]
Web page [http://www.freebsd.org/nl]


		Work in progress (gets periodically build from perforce)


		FAQ [http://www.freebsd-nl.org/faq/]


		Repository of the ongoing work


		Perforce [http://p4web.freebsd.org/@md=d&cd=//depot/projects/docproj_nl/&c=aXw@//depot/projects/docproj_nl/?ac=83]








The FreeBSD Estonian Documentation Project



Web: http://www.bsd.ee/tolge.php




		Documents available


		FreeBSD handbook [http://www.bsd.ee/handbook/]








The FreeBSD French Documentation Project



Email: blackend@FreeBSD.org or gioria@FreeBSD.org




		Documents available


		FAQ
Some articles and tutorials


		Documents currently being worked on


		Handbook,
Web








The FreeBSD German Documentation Project



Web: German Project status
page [https://people.freebsd.org/~jkois/FreeBSDde/de/]


E-Mail: de-bsd-translators@de.FreeBSD.org

IRC: Server: irc.freenode.net, Channel: #FreeBSD-Doc.de






		Documents available/being worked on:


		Web,
developers-handbook,
FAQ, FDP
Primer,
Handbook,
porters-handbook,
some articles.








The FreeBSD Greek Documentation Project



E-mail: Giorgos Keramidas
<keramida@FreeBSD.org>


E-mail: freebsd-doc-el@lists.hellug.gr

IRC: Server: eu.irc.gr, us.irc.gr, Channel: #bsddocs






		Mailing lists available


		The freebsd-doc-el is the main discussion list for the Greek
translations. The main list language is Greek, but it’s also ok to
write in English.



List info: http://lists.hellug.gr/mailman/listinfo/freebsd-doc-el






		Documents available


		some articles and tutorials.


		Documents currently being worked on


		Handbook,
FAQ


		Repositories of ongoing work (Mercurial)


		Imports of the FreeBSD doc
tree [http://hg.hellug.gr/freebsd/doc/], Main translation tree
(doc) [http://hg.hellug.gr/freebsd/doc-el/], Translation tree of
Manolis Kiagias (doc) [http://hg.hellug.gr/freebsd/doc-sonicy/],
Imports of the FreeBSD www
tree [http://hg.hellug.gr/freebsd/www/], Main www translation
tree (www) [http://hg.hellug.gr/freebsd/www-el/], Translation
tree of Manolis Kiagias
(www) [http://hg.hellug.gr/freebsd/www-sonicy/].








The FreeBSD Hungarian Documentation Project



Web: http://www.freebsd.org/hu/docproj/hungarian.html


E-Mail: gabor@FreeBSD.org






		Documents available


		Web, some articles,
Handbook,
FAQ, FDP
Primer.


		Repositories of ongoing work


		Perforce [http://p4web.freebsd.org/@md=d&cd=//depot/projects/docproj_hu/&c=aXw@//depot/projects/docproj_hu/?ac=83]
(doc, www and src/release/doc).








The FreeBSD Italian Documentation Project



Web: http://www.gufi.org/~alex/


E-Mail: ale@freebsd.org






		Mailing lists available


		Access the following URL
http://liste.gufi.org/mailman/listinfo/traduzioni for instructions
on how to subscribe to the Italian translation group’s mailing list.



Or, send an email to



traduzioni-request@gufi.org
with the word “subscribe” in the subject of the message.



Posting is allowed for the members at traduzioni@gufi.org






		Documents available


		Introduction to
Unix
Some Articles


		Documents currently being worked on


		Handbook
Web


		CVS repository


		CVS web [http://cvs.gufi.org/cgi/cvsweb.cgi/doc/]
Send a mail to
cvs-all-request@gufi.org
with the word “subscribe” in the subject of the message for
subscribing to the Italian CVS update mailing list in Italian.








The FreeBSD Japanese Documentation Project



Web: http://www.jp.FreeBSD.org/doc-jp/


E-Mail: doc-jp@jp.FreeBSD.org






		Documents available


		Handbook,
FAQ,
Web, FreeBSD NewsLetter Issue
#2 [http://www.jp.FreeBSD.org/NewsLetter/Issue2/]


		Documents currently being worked on


		FreeBSD Tutorials








The FreeBSD Korean Documentation Project



Web: http://www.kr.FreeBSD.org/projects/doc-kr/


E-Mail: doc@kr.FreeBSD.org






		Documents currently being worked on


		Handbook








The FreeBSD Mongolian Documentation Project



Web:
http://www.mnbsd.org/staticpages/index.php?page=20061102180543371


E-Mail: ganbold@micom.mng.net, natsag2000@yahoo.com,
admin@mnbsd.org






		Documents currently being worked on


		FreeBSD Handbook. The Mongolian translation of the FreeBSD Handbook
is part of the FreeBSD doc/ tree. Translation work continues, and
the latest documents are available online at:
http://www.mnbsd.org/freebsd_mn_doc/. If you want to help with the
Mongolian Documentation Project, a good starting point is the
readme_translators.txt [http://www.mnbsd.org/freebsd_mn_doc/readme_translators.txt]
mini-guide, available at http://www.mnbsd.org/.








The FreeBSD Polish Documentation Project



Web: http://freebsd.therek.net [http://freebsd.therek.net/]


E-Mail: bsd@therek.net






		Documents available


		Some tutorials


		Documents currently being worked on


		Handbook








The FreeBSD Romanian Documentation Project



Web: http://www.rofug.ro/projects/ro-l10n/


E-Mail: ady@rofug.ro






		Mailing lists available


		To subscribe to the ro-l10n mailing list see the project’s webpage
or send an e-mail to listar@rofug.ro with “subscribe ro-l10n” in the
body of the message.



Postings are allowed only for the ro-l10n list members.






		Documents currently being worked on


		Handbook








The FreeBSD Russian Documentation Project



Web: http://www.FreeBSD.org.ua [http://www.FreeBSD.org.ua/]


E-Mail: frdp@FreeBSD.org.ua






		Documents available


		FAQ
WWW
Other documents list [http://www.FreeBSD.org.ua/docs.html]


		Documents currently being worked on


		Handbook [http://www.FreeBSD.org.ua/doc/ru_RU.KOI8-R/books/handbook/]








The FreeBSD Spanish Documentation Project



Web: http://www.es.FreeBSD.org/es/


E-Mail: jesusr@FreeBSD.org






		Mailing lists available


		Spanish
documentation [https://listas.es.freebsd.org/mailman/listinfo/doc]


		Documents available


		FAQ
Handbook
Articles








The FreeBSD Turkish Documentation Project



Web: http://www.enderunix.org/ftdp/


E-Mail: ofsen@enderunix.org






		Mailing lists available


		To subscribe to the ftdp mailing list see the project’s web page or
send a blank e-mail to
ftpd-subscribe@lists.enderunix.org.


		Documents available


		WWW
Other documents list [http://www.enderunix.org/ftdp/]


		Documents currently being worked on


		FDP-Primer





FreeBSD Documentation Project Home
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The FreeBSD Foundation received a donation of a blade system from
Hewlett-Packard for use as a third-party software build cluster. This
20-node HP BladeSystem cluster triples the speed of the build process
for i386 packages.


“With this generous donation from HP, we are able to continuously
produce up-to-date packages from more than 13000 ports of third-party
software available in the FreeBSD Ports Collection, at about three times
the rate of the previous hardware cluster,” said Kris Kennaway, member
of the FreeBSD Port Management Team.


“This directly benefits the users of FreeBSD through the rapid
availability of new and updated software packages, and through the
increased testing and QA of FreeBSD that the new hardware allows.”


“We at HP recognize the important role of FreeBSD in the Internet’s
global network infrastructure, and we are happy that the HP BladeSystem
cluster can contribute to the on-going success of the FreeBSD
Foundation,” said Mark Potter, vice president of the Hewlett-Packard
BladeSystem division.


“They’re just standard i386 systems, architecturally, with a very nice
ssh- and serial-based management server,” said Kennaway, who maintains
the FreeBSD Ports cluster.


Kennaway said FreeBSD has a few dozen other machines scattered around
the globe for package builds. A big concentration of sparc machines
hosted by Hiroki Sato in Japan include some large multiprocessor e4500’s
(10, 12 and 14 CPUs) that have been extremely valuable for SMP testing.
Also, a couple of machines hosted by ISC, an amd64 hosted by Scott Long,
three i386 machines at Yahoo! Korea, and sometimes Kennaway’s own
machines in Canada are used for the official package builds.


The HP BladeSystem cluster is hosted at the Yahoo! datacenter in the San
Francisco Bay area. In addition to Kennaway, Paul Saab and Peter Wemm
from the FreeBSD project, and John Cagle from HP helped with blade
system setup.



About The FreeBSD Project


The FreeBSD Project provides an up-to-date and scalable modern operating
system that offers high-performance, security, and advanced networking
for personal workstations, Internet servers, routers, and firewalls. The
FreeBSD packages collection includes popular software like Apache Web
Server, Gnome, KDE, X.org X11 Window System, Python, Mozilla, and over
13,000 software suites. FreeBSD can be found on the Internet at
http://www.FreeBSD.org [http://www.FreeBSD.org/].





More Information:



FreeBSD Ports webpage


http://www.FreeBSD.org/ports/ [http://www.freebsd.org/ports/]

FreeBSD Package building logs and errors webpage

http://pointyhat.freebsd.org/errorlogs/
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BSD Community Welcomes Apple’s New Open Source Operating System


Concord, CA, June 7, 1999: Today, at the start of the UNIX
development community’s annual Usenix convention, operating system
influentials embraced Apple Computer’s Darwin (www.apple.com/darwin) as
a new member of the Berkeley Software Distribution (BSD) operating
system family.


“We’re very pleased to have Apple’s participation in the BSD community,”
said Jordan Hubbard, chairman of the USENIX convention’s Freenix track
and co-founder of the FreeBSD Project. “As more smart businesses
discover the incredible free resource that is BSD software, they’ll
realize that contributing to open source development is in their best
interest.”


According to Herb Peyerl of the NetBSD Project, “Our interaction with
Apple on the Darwin project has been extremely rewarding for NetBSD and
is the kind of open cooperation of which we would like to see more.”


“Leveraging the twenty-year BSD heritage allows Apple developers to
concentrate on adding a unique user experience to the solid, robust
foundation of the BSD code,” according to Avie Tevanian, Apple
Computer’s senior vice president of Software Engineering. “We believe
that by embracing the open source movement with our Darwin software, the
result will be better products for millions of Mac customers worldwide.
The BSD code in Darwin is an essential part of our operating system
strategy.”


This type of reciprocation is a return to the original software
development model that was universal in the early days of computing,
before PCs. Wilfredo Sanchez, technical lead for the Darwin Project,
will speak on Darwin at this week’s Freenix track, a series of programs
at Usenix devoted exclusively to this sort of open source software
development.



About NetBSD and FreeBSD


NetBSD and FreeBSD are open source operating systems based on the last
public release of BSD UNIX, 4.4BSDLite2. Each effort has kept up with
the latest technologies in processors and software architectures. While
having different priorities, the BSD development teams share a friendly
competitive rivalry, spurring each other on to produce better product
for their worldwide users. Over the twenty years of development, a huge
base of software has been developed around BSD – including much of the
Internet infrastructure – enabling the OS to be used effectively in
almost any computing application. The open development model means there
are no secrets, creating a worldwide understanding of the code which
enables BSD developers to build on the efforts of prior developers
without the hassles endemic to proprietary operating systems and
applications.





For More Information, Contact:



The FreeBSD Project


Concord, California

925-682-7859

freebsd-questions@FreeBSD.org

http://www.FreeBSD.org






The NetBSD Project


C/O Charles M. Hannum

81 Bromfield Rd, #2

Somerville, MA 02144

mindshare@netbsd.org

http://www.netbsd.org
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New FreeBSD Core Team Elected


BSD Conference, Monterey, CA, October 18, 2000 The FreeBSD Project
announced today the election of a new Core Team, the project’s
management board. This marks the first occasion on which the team has
been selected by means of an election among the project’s developers.
Joining the Core team as new members are Greg Lehey, Warner Losh, Mike
Smith, and Robert Watson. Re-elected members are Satoshi Asami, David
Greenman, Jordan Hubbard, Doug Rabson, and Peter Wemm.


FreeBSD Project co-founder and continuing Core Team member Jordan
Hubbard expressed excitement over the results, “For the first time since
the FreeBSD project was formed, open elections have determined the
composition of its core team and set an important precedent whereby any
developer can now become part of the project’s leadership.” The new core
team also well-represents FreeBSD’s diverse and highly skilled group of
international developers, with expertise ranging from RAID filesystem
and device-driver development to extensive security backgrounds.


New Core Team members were elected from and by the FreeBSD committers
team, the formal development staff of the FreeBSD project. Committers
have direct access to the FreeBSD source repository, and perform the
majority of software development associated with the project. Until this
point, the Core Team was a self-selected board providing architectural
and administrative direction.


This summer, the committers voted to move to a democratic model allowing
the project to adapt to the changing development requirements of the
open source operating system community. However, with over half of the
prior Core Team re-elected from the old team, strong continuity exists.


Departing Core Team member Poul-Henning Kamp said, “I’m very proud of
what we have done together in the Core Team over the last 8 years. The
new Core, and the fact that they are elected by the committers, means
that the project will be much more responsive to change in the future.”


The changing of the guard in project leadership comes amid good
feelings, Kamp indicated: all past Core members will continue on with
the project with increased emphasis on development, “Now I get to spend
more time on the FreeBSD source code instead of on project management.”





Elected Core Team Members


Satoshi Asami is a co-founder and CTO of DecorMagic, Inc., and
manages the FreeBSD Ports Collection.


David Greenman is a co-founder of the FreeBSD Project and is
currently President of TeraSolutions, Inc., a company that manufactures
Internet servers and RAID storage systems.


Jordan Hubbard is a co-founder of the FreeBSD Project as well as its
public relations officer and release engineer. He is also Vice President
for Open Source Solutions at BSDi.


Greg Lehey is an Open Source Researcher with Linuxcare; he has spent
most of his professional career in Germany, where he worked for computer
manufacturers such as Univac, Tandem, and Siemens-Nixdorf. He is the
author of the Vinum volume management and RAID software for FreeBSD, has
been involved in the FreeBSD SMPng project, and is the author of Porting
Unix Software and The Complete FreeBSD.


Warner Losh has been porting NetBSD’s pccard code to FreeBSD and has
been FreeBSD Security Officer for the past two years.


Doug Rabson is a co-founder of Qube Software Ltd., which specializes
in 3D graphics technology. His work on FreeBSD includes the alpha and
ia64 ports, and he was the main architect for FreeBSD’s device driver
framework.


Mike Smith is Principal Engineer in BSDi’s Open Source Solutions
group and has been active in the FreeBSD developer community as a
developer resource, OEM liaison, sometime architect and device driver
author.


Robert Watson is a research scientist at NAI Labs, working on
network and operating system security research. His contributions to the
FreeBSD Project include work on trusted operating system extensions
(TrustedBSD [http://www.trustedbsd.org]), security architecture, and
work on the security-officer team.


Peter Wemm has been involved with FreeBSD since the early days of
the ISP Industry in Australia and has since relocated to the US to work
as a Software Engineer for Yahoo!, Inc. His involvement in FreeBSD
includes management of the FreeBSD source code repository and kernel
development.





About FreeBSD


FreeBSD is a liberally-licensed open source operating system with its
origins in BSD Net/2 and 4.4 Lite, the Berkeley Software Distributions
developed at the University of California at Berkeley until 1994. It is
developed and maintained by a global organization of paid and volunteer
contributors. FreeBSD is distinguished by its high performance
networking and filesystem support, and is widely used among Internet
service providers, including industry-recognized companies such as
Yahoo!, above.net, and Verio. FreeBSD is also frequently
used as a platform for embedded networking devices, including products
from IBM, Inktomi, Juniper Networks, and Network Alchemy -
a Nokia Company.


More information may be found at
http://www.FreeBSD.org/.





Press Contact



Jordan Hubbard


The FreeBSD Project

925-682-7859

jkh@FreeBSD.org








# # #


BSD is a registered trademark of Berkeley Software Design, Inc. Other
trademarks are property of their respective owners. BSD technologies
were originally developed by the University of California, Berkeley and
its contributors.
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Most press releases are now handled by the FreeBSD
Foundation [http://www.FreeBSDFoundation.org/press/].



		November 25, 2005


		Hewlett-Packard donates blade cluster to
FreeBSD


		November 4, 2005


		FreeBSD Project Launches FreeBSD 6.0


		January 20, 2003


		FreeBSD Project announces FreeBSD 5.0


		October 31, 2002


		The Daemon of the Opera: Opera Software Releases Version for
FreeBSD


		October 18, 2000 : New Core


		First FreeBSD Core Team Elections


		March 9, 2000


		BSD Suppliers Unite to Deliver the World’s Most Popular Internet
Operating Systems


		June 7, 1999


		BSD Community Welcomes Apple’s New Open Source Operating
System.


		April 29, 1999


		Complete XML Development System Integrated with
FreeBSD.


		April 22, 1999: The Matrix


		FreeBSD Used to Generate Spectacular Special Effects for the Warner
Brothers film *The Matrix*.
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Complete XML Development System Integrated with FreeBSD


Concord, CA, April 29, 1999: Included with FreeBSD 3.1 is a
complete, integrated SGML/XML development system that installs with a
simple, easy to use command sequence.


FreeBSD’s Ports system and multitasking architecture makes it easy for
an SGML/XML developer to download and install all the latest versions of
the tools and reference material he needs to develop SGML and XML
formatting languages and documents, and the online Internet mailing
lists help him learn and keep up-to-date with the evolving XML
implementation.


FreeBSD is a full-featured open-source operating system which runs on
virtually all Intel x86-based personal computers. Its 580 page
“Handbook” has recently been completely done over into DocBook format,
and it is a living example of an evolving document built with SGML
tools. The Handbook is available on the Internet at:



		http://www.FreeBSD.org/handbook/


		ftp://ftp.FreeBSD.org/pub/FreeBSD/doc/





The FreeBSD Documentation Project is also making available the “FreeBSD
Documentation Project Primer” to make it as painless as possible for
newcomers to contribute to the FreeBSD Documentation Set. Much of the
information in the primer is appropriate to all SGML/XML users, and is
freely available. The primer, which is constantly being updated by the
Documentation Project team, can be found at:



		http://www.FreeBSD.org/tutorials/primer/






Features of the Document Project SGML/XML System include:



		James Clark’s Jade 1.2.1 and SP suite version 1.3.3, enabling
formatting and validation of SGML and XML documents.


		A complete set of 19 ISO SGML character set entities


		The DocBook (v2.4.1, v3.0, v3.1), HTML (all versions), and LinuxDoc
Document Type Definitions (DTD)


		Norm Walsh’s Modular DocBook Stylesheets, allowing fine control over
the appearance and formatting of DocBook documents.


		Emacs and XEmacs, in conjunction with the PSGML extension package,
provide a customizable industrial-strength SGML editing solution.


		The teTeX-beta package in conjunction with the JadeTeX macros make it
possible to convert DocBook documents to DVI, Postscript, and PDF
formats with embedded hyperlinks.


		Additional SGML-aware programs and utilities can be found in the
FreeBSD ports system.





The FreeBSD Documentation Project is actively migrating from the
LinuxDoc DTD to the DocBook DTD, and has been providing feedback to the
DocBook maintainers regarding new features and possible implementations
for the past year. For more information about the FreeBSD Documentation
Project, please contact the freebsd-doc@FreeBSD.org mailing list.


The FreeBSD operating system is available on the Internet from the
master FreeBSD website and from various mirror systems around the world,
and it can also be obtained on convenient CDROMs from Walnut Creek
CDROM. Information on all of these options is available through:



		http://www.FreeBSD.org/


		http://www.wccdrom.com/
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FOR IMMEDIATE RELEASE





BSD SUPPLIERS UNITE TO DELIVER THE WORLD’S MOST POPULAR INTERNET OPERATING SYSTEMS



The New BSDI To Deliver Renowned BSD Operating System Technologies And Back The Rapidly Growing FreeBSD Open Source Community


Colorado Springs, Colo., March 9, 2000: Berkeley Software Design,
Inc. (BSDI) announced today that it has merged with Walnut Creek CDROM,
the distributor of the popular FreeBSD operating system. As a merged
company, the new BSDI unites the leading developers and suppliers of the
Berkeley Software Distribution operating system BSDI will develop and
deliver advanced BSD® Internet operating systems and platforms, while
providing the open source FreeBSD Project with technology, backing and
expanded support.


BSD operating systems run some of the Internet’s most highly trafficked
sites and largest service providers, including Yahoo!, Microsoft’s
Hotmail and UUNET, an MCI WorldCom company. BSD and Linux are today’s
fastest-growing operating systems, according to Survey.com, the leading
eResearch company.


BSD operating system, networking and Internet technologies have achieved
widespread acceptance in the Internet infrastructure. Over 100,000
commercial Internet customers run BSD operating systems on more than
2,000,000 BSD-powered servers. It is estimated that nine out of 10
Internet Service Providers (ISPs) and Network Service Providers (NSPs)
as well as 15 percent of all Internet sites run BSD systems. BSD
operating systems are also embedded in innovative Internet appliances
from Intel, IBM, Lucent, F5 Labs, Hitachi and many others.


BSDI also announced that Yahoo! Inc. will take an equity interest in the
new company. BSDI will leverage the equity interest to execute on its
plan to build a bridge between open source innovation and commercial
requirements. The equity position will be used to grow BSDI’s presence
as a leading provider of the most advanced Internet operating systems
for the Internet infrastructure.


BSDI intends to form a united front for the BSD operating systems. The
company will deliver, support and enhance both BSD/OS and FreeBSD. BSDI
and the FreeBSD Project are jointly evaluating the technology and market
requirements for merging parts of the code bases for the two operating
systems.







The New BSDI’s Leadership


“BSD technologies have evolved from a long history of advanced computing
at the core of the Internet,” said Dr. Marshall Kirk McKusick, BSDI’s
chairman of the board. “The new BSDI will further enrich the popular BSD
computing platform, which is already widely deployed throughout the
world.” McKusick was a founding member of the University of California
at Berkeley’s Computer Systems Research Group (CSRG) and is widely
acknowledged as a key early contributor to the open source movement.


To drive the new BSDI’s vision, roadmap and continued profitable growth,
Gary J. Johnson has been appointed chief executive officer. Johnson is
an experienced technology executive who has served in a variety of
senior management, sales, marketing and operations capacities with
leading Silicon Valley companies including Tandem Computers (Compaq),
Convergent Technologies (Unisys) and SCO. Johnson most recently served
as president of ClickService Software, a leading provider of e-commerce,
customer relationship management (CRM) software.


“Innovation in the operating systems arena relies heavily on work in the
open source community,” said Johnson. “To date, Linux suppliers, such as
Red Hat Software and VA Linux, have captured impressive attention for
the open source approach to development. At the core of the Internet,
however, BSD technologies are pervasive. The new BSDI will be working
closely with the open source community to ensure that advanced BSD
Internet operating systems and platforms continue to meet the
ever-increasing demands for Internet servers, applications, appliances
and other elements vital to the Internet infrastructure.”


In addition to his current responsibilities, Mike Karels, BSDI’s vice
president of engineering and the former chief system architect and
principal programmer for the University of California at Berkeley’s
CSRG, plans to join the architectural team for the FreeBSD Project.
Karels, who replaced Sun Microsystems co-founder Bill Joy at the CSRG,
is recognized as one of the world’s foremost developers of Unix
internals and TCP/IP networking software.


“BSD technologies have contributed to Yahoo!’s continued success by
offering the reliability and level of service necessary to ensure the
availability and scalability we need to keep Yahoo! up and running
around the clock regardless of increasing user demand,” said David Filo,
co-founder and Chief Yahoo, Yahoo! Inc.





BSDI Continues To Deliver BSD/OS And FreeBSD; Expands And Accelerates FreeBSD Open Source Initiatives


The new BSDI will sell and support FreeBSD, BSD/OS, BSDI Internet Super
Server and value-added BSD product lines through its worldwide sales
channels to Internet infrastructure providers, appliance developers and
business users. BSDI will offer commercially supported BSD operating
systems and related applications, Internet appliance platforms,
technical support and services, open source software development, and
consulting services. The company will deliver its BSD Internet and
networking technologies on leading microprocessor platforms, including
Intel, SPARC, Alpha, PowerPC and StrongARM.


BSDI will continue to develop, enhance and distribute BSD/OS and FreeBSD
according to the terms of the business-friendly, unencumbered Berkeley
software license, which encourages development for open source software
projects, embedded systems, specialized applications, information
appliances and other operating system-enabled products.


BSDI will expand and accelerate Walnut Creek CDROM’s FreeBSD open source
initiatives by sharing BSD/OS technical innovations with the FreeBSD
Project and by providing this open source project with operational and
technical support, marketing and funding. BSDI will continue to
distribute packaged versions of FreeBSD and also plans to develop
value-added products based on FreeBSD as well as to provide technical
support, consulting services, educational services and training for
FreeBSD customers. These steps are expected to promote and invigorate
the BSD open source computing movement. The FreeBSD Project develops the
popular FreeBSD operating system and aggregates and integrates
contributed software from more than 5,000 developers worldwide.





Internet and Open Source Leaders Support The New BSDI


“We are delighted that BSDI is backing the FreeBSD open source
community,” said Jordan Hubbard, chief evangelist and co-founder of the
FreeBSD Project. “The new BSDI has considerable expertise in
commercializing, maintaining, distributing and supporting the world’s
most advanced Internet operating systems. We are excited and greatly
looking forward to partnering with BSDI’s chief developers, especially
Mike Karels and other original members of UC Berkeley’s CSRG, to
accelerate operating system, networking and Internet innovation.”


“Open source operating systems like BSD offer better technology and more
choices to the customer,” said Eric Raymond, president of the Open
Source Initiative. “I expect BSDI to prove yet again that the open
source and business communities can really to do great things together,
driving the industry forward as dramatically as the Internet.”


“Our research shows that BSD and Linux will increase their share of
enterprise servers by between 100 percent and 500 percent over the next
two years in the fundamental applications that run U.S. business,” said
Dave Trowbridge, senior analyst at Survey.com. “This new company will
help ensure that BSD gets its place in the sun, which its rich heritage
and solid technical foundations deserve.”





About the Berkeley Software Distribution Operating System


Berkeley Software Distribution operating system technologies were
originally developed from 1979 to 1992 by the Computer Systems Research
Group (CSRG) at the University of California at Berkeley.
Berkeley-derived operating system and networking technologies are at the
heart of most modern Unix and Unix-like operating systems. Today,
virtually every major Internet infrastructure provider uses BSD
operating systems. BSD operating system technologies are used by leading
mission-critical network computing environments and are embedded in
Internet appliance platforms that require advanced Internet
functionality, reliability and security.





About the FreeBSD Project


FreeBSD is a popular open source operating system developed by the
FreeBSD Project and its worldwide team, consisting of more than 5,000
developers funneling their work to 185 “committer” developers. It is
available free of charge from ftp.FreeBSD.org and also distributed as a
shrink-wrap software product through CompUSA, Fry’s, Borders, Ingram,
FreeBSDmall.com and others. FreeBSD includes thousands of ported
applications, including the most popular Web, Internet and E-mail
applications. FreeBSD is distributed under the Berkeley Software
Distribution license, which means that it can be copied and modified
freely. For more information about the FreeBSD Project, visit
www.FreeBSD.org [http://www.FreeBSD.org/].





About Walnut Creek CDROM


Walnut Creek CDROM was founded in 1991 and began publishing Linux
software in 1992, and BSD software in 1993. The company has a long
history of working closely with the free software community and
providing funding, staffing and other resources for open source
projects. Walnut Creek CDROM publishes numerous software titles,
including FreeBSD and Slackware, the most BSD-like version of Linux.


About Berkeley Software Design, Inc. (BSDI)


Leading BSD developers founded Berkeley Software Design, Inc. in 1991 to
commercialize BSD technologies and continue the Berkeley Unix tradition
of robust, reliable and extremely secure Internet operating systems for
network computing. By merging Berkeley Software Design, Inc. and Walnut
Creek CDROM, BSDI becomes the world’s leading supplier of advanced
Internet operating systems for the Internet infrastructure. Contact BSDI
at info@BSDI.com or at www.BSDI.com [http://www.BSDI.com/] or call
1-719-593-9445 (toll free: 1-800-800-4273).





# # #


BSD is a registered trademark and BSD/OS and BSDI are trademarks of
Berkeley Software Design, Inc. Yahoo! and the Yahoo! logo are registered
trademarks of Yahoo! Inc. All trademarks mentioned in this document are
the property of their respective owners.



Contact:


Kevin Rose

BSDI

801-553-8166

kgr@bsdi.com






Jordan Hubbard


FreeBSD Project

925-691-2863

jkh@FreeBSD.org






Brigid Fuller


ZNA Communications

831-425-1581

brigid@zna.com
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While #freebsd channels exist on various IRC networks, the FreeBSD
project does not control them or endorse IRC as a support medium. You
may be ignored, insulted, or kicked out if you ask questions on any
channel in IRC, though you may have slightly better luck in channels
named #freebsdhelp where such exist. A list of known &os; related IRC
channels is available in the &os;
wiki [http://wiki.freebsd.org/IrcChannels]. If you want to try these
or any other channels on IRC, it is nonetheless at your own risk and any
complaints about conduct on those channels should not be directed to the
FreeBSD project. See also the FAQ
entry for
more information.
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December 1997



		26-Dec-97 A convenient front-end tool for installing and
configuring the
CVSup
utility is now available. To use it, simply login or su to root and
run: pkg_add &ftp;/development/CVSup/cvsupit.tgz


		2-Dec-97 The “FOOF” bug has now been fixed in our 3.0-current and
2.2-stable branches and can either be incorporated by using the
CVSup
utility, as described below for the LAND attack fix, or by applying
these patches.


		1-Dec-97 The “LAND attack” bug in TCP/IP has now been fixed in
all relevant branches and can be incorporated by using the
CVSup
utility to track the latest 2.2 or 3.0 sources.


		1-Dec-97 Team FreeBSD is a group of FreeBSD users and supporters
contributing CPU idle time in an effort to crack RSA’s 64-bit
encryption code. For more information, visit Team FreeBSD’s WWW
site [http://www.circle.net/team-freebsd/].








November 1997



		21-Nov-97 Pentium bug – We are aware of the “F00F” Pentium
halting bug and are working with Intel on a fix. When we have a fix
ready for public consumption it will be announced here, on the
mailing list announce@FreeBSD.org and to the Usenet newsgroup
comp.unix.bsd.freebsd.announce.
Your patience is appreciated.


		09-Nov-97 FreeBSD 2.2.5-RELEASE CDROMS are now in stock and
shipping to customers worldwide. More information is available at
http://www.wccdrom.com/titles/os/fbsd25.htm.








October 1997



		22-Oct-97 FreeBSD 2.2.5 has been released. See the Release
Information page for details. Also be
sure to check the release errata
after installation for any late-breaking issues with 2.2.5 that you
should know about.








September 1997



		01-Sep-97 FreeBSD performed well in an Internet Week
review [http://techweb.cmp.com/internetwk/reviews/rev0901.htm] of
WWW server platforms.








August 1997



		11-Aug-97 Researchers in Duke University’s Trapeze
Project [http://www.cs.duke.edu/ari/index.html] have developed a
high-speed Myrinet driver for FreeBSD. More information about the
driver, Trapeze Project, and its parent project, the Collaborative
Cluster Computing Iniative, including the code for the Myrinet
driver, are available from the CCCI’s WWW
page [http://www.cs.duke.edu/ari/index.html].


		03-Aug-97 Netscape Communications has released a beta version of
Netscape Communicator v4.0 for FreeBSD. It can be obtained via FTP
from
ftp.netscape.com [ftp://ftp.netscape.com/pub/communicator/4.03/4.03b8/english/unix/freebsd/base_install/]
or its mirrors.








July 1997



		22-Jul-97 MacIP, an AppleTalk-to-IP gateway program for FreeBSD,
is in beta testing. To get the latest version, see
http://www.promo.de/pub/people/stefan/netatalk/ or
ftp://ftp.promo.de/pub/people/stefan/netatalk/.


		17-Jul-97 The first issue of the FreeBSD Newsletter is now
available in Adobe PDF format
(also by FTP). A help
file is available to assist you
in selecting and using a PDF viewer. Article submissions,
advertisements, and letters to the editor should be sent to
newsletter@FreeBSD.org.








June 1997



		17-Jun-97 FreeBSD 2.2.2-RELEASE CD-ROM
discs are now in stock; subscription customers should receive them
shortly.








May 1997



		16-May-97 FreeBSD 2.2.2-RELEASE has
been released. The Release
Notes and Errata
List can provide more
information.


		12-May-97 A 3.0-Current SNAP-of-the-day server has been
established at ftp://current.FreeBSD.org/pub/FreeBSD/. A 3.0-SNAPshot
will be generated daily, and old SNAPshots will be kept for a minimum
of one week.








April 1997



		28-Apr-97 The 3.0-current src tree now contains support for
building Symmetric MultiProcessor kernels. For details go to the
SMP [http://www.FreeBSD.org/~fsmp/SMP/SMP.html] page.


		22-Apr-97 A RELENG_2.2 snap-of-the-day server has been
established at
ftp://releng22.FreeBSD.org/pub/FreeBSD [ftp://releng22.FreeBSD.org/pub/FreeBSD/].
The
README.TXT [ftp://releng22.FreeBSD.org/pub/FreeBSD/README.TXT]
has more information.


		15-Apr-97 FreeBSD 2.2.1-RELEASE CDs are shipping. Please see
http://www.wccdrom.com/titles/os/fbsd22.htm for more information.








March 1997



		28-Mar-97 Sony Computer Science Laboratory, Inc. has released an
alpha version of ALTQ/CBQ, an alternative queuing framework for BSD
Unix. More
information [http://www.csl.sony.co.jp/person/kjc/programs.html]
and the source
code [ftp://ftp.csl.sony.co.jp/pub/kjc/altq.tar.gz] is available.


		25-Mar-97 FreeBSD 2.2.1-RELEASE is now
available, replacing 2.2-RELEASE. Read the
README.TXT file or the Release
Notes for more information.


		16-Mar-97 FreeBSD 2.2-RELEASE is now
available. Read the README.TXT
file or the Release Notes for
more information.








February 1997



		20-Feb-1997 FreeBSD 2.1.7-RELEASE is now available. Read the
README.TXT file or the Release
Notes for more information.


		10-Feb-1997 FreeBSD 3.0-970209-SNAP has been released. Read the
README.TXT file for more information about this release.


		06-Feb-1997 A serious security problem affecting FreeBSD 2.1.6
and earlier systems was found. The problem has been corrected within
the -stable, -current, and RELENG_2_2 source trees. As an
additional precaution, FreeBSD 2.1.6 is no longer available from the
FTP distribution sites. You can read more about the problem and
solution from the
FreeBSD-SA-97:01.setlocale
security announcement.


		06-Feb-1997 The final pre-release version of FreeBSD 2.2-GAMMA,
is now available. The README.TXT file has more information.


		02-Feb-1997 A snap-of-the-day server has been set up for the most
current snapshot release of FreeBSD
2.2. Read the
README.TXT [ftp://22gamma.FreeBSD.org/pub/FreeBSD/README.TXT]
file for more information.








January 1997



		25-Jan-1997 FreeBSD 3.0-970124-SNAP
has been released. Please see the Release
Notes for more information.





News Home
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This web page contains a list of released FreeBSD Errata Notices.


&notices.html.inc;
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Introduction


FreeBSD takes security very seriously and its developers are constantly
working on making the operating system as secure as possible. This page
will provide information about what to do in the event of a security
vulnerability affecting your system





Reporting FreeBSD security incidents


FreeBSD security issues specific to the operating system should be
reported to the FreeBSD Security Team
or, if a higher level of confidentiality is required, PGP encrypted to
the Security Officer Team
using the Security Officer PGP key. Additional
information can be found at the reporting FreeBSD security
incidents page.





Table of Contents



		Recent FreeBSD security vulnerabilities


		How to update your system








Recent FreeBSD security vulnerabilities


A full list of all security vulnerabilities can be found on this
page.





How to update your system


For most users, the easiest way to update your supported &os;
&rel.current; or &rel2.current; system is to use the following commands:


# freebsd-update fetch     # freebsd-update install


If that fails, follow the other instructions in the security advisory
you care about.





Supported FreeBSD releases


The designation and expected lifetime of all currently supported
branches are given below. The Expected EoL (end-of-life) column
indicates the earliest date on which support for that branch or release
will end. Please note that these dates may be pushed back if
circumstances warrant it.











		Branch
		Release
		Type
		Release Date
		Expected EoL





		stable/8
		n/a
		n/a
		n/a
		August 1, 2015



		releng/8.4
		8.4-RELEASE
		Extended
		June 9, 2013
		August 1, 2015



		stable/9
		n/a
		n/a
		n/a
		December 31, 2016



		releng/9.3
		9.3-RELEASE
		Extended
		July 16, 2014
		December 31, 2016



		stable/10
		n/a
		n/a
		n/a
		last release + 2 years



		releng/10.1
		10.1-RELEASE
		Extended
		November 14, 2014
		December 31, 2016







Older releases are not maintained and users are strongly encouraged to
upgrade to one of the supported releases mentioned above. A list of
unsupported releases can be found here.


Advisories are sent to the following FreeBSD mailing lists:



		FreeBSD-security-notifications@FreeBSD.org


		FreeBSD-security@FreeBSD.org


		FreeBSD-announce@FreeBSD.org





The list of released advisories can be found on the FreeBSD Security
Advisories page.


Advisories are always signed using the FreeBSD Security Officer PGP
key and are archived, along with their associated
patches, at the http://security.FreeBSD.org/ web server in the
advisories [http://security.FreeBSD.org/advisories/] and
patches [http://security.FreeBSD.org/patches/] subdirectories.


The FreeBSD Security Officer provides security advisories for -STABLE
Branches and the Security Branches. (Advisories are not issued for
the -CURRENT Branch.)



		The -STABLE branch tags have names like stable/10. The
corresponding builds have names like FreeBSD 10.1-STABLE.


		Each FreeBSD Release has an associated Security Branch. The Security
Branch tags have names like releng/10.1. The corresponding builds
have names like FreeBSD       10.1-RELEASE-p4.





Issues affecting the FreeBSD Ports Collection are covered in the
FreeBSD VuXML document [http://vuxml.FreeBSD.org/].


Each branch is supported by the Security Officer for a limited time
only, and is designated as either Normal or Extended. The
designation is used as a guideline for determining the lifetime of the
branch as follows:



		Normal


		Releases which are published from a -STABLE branch will be supported
by the Security Officer for a minimum of 12 months after the
release, and for sufficient additional time (if needed) to ensure
that there is a newer release for at least 3 months before the older
Normal release expires.


		Extended


		Selected releases (normally every second release plus the last
release from each -STABLE branch) will be supported by the Security
Officer for a minimum of 24 months after the release, and for
sufficient additional time (if needed) to ensure that there is a
newer Extended release for at least 3 months before the older
Extended release expires.





In the run-up to a Normal or Extended release, a number of -BETA and -RC
releases may be published. These releases are only supported for a few
weeks, as resources permit, and will not be listed as supported on this
page. Users are strongly discouraged from running these releases on
production systems.
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There are a few FreeBSD specific
newsgroups,
along with numerous other newsgroups on topics of interest to FreeBSD
users, though the mailing lists remain the most reliable way to get in
touch with the FreeBSD developers. For miscellaneous FreeBSD discussion,
see comp.unix.bsd.freebsd.misc.
For important announcements, see
comp.unix.bsd.freebsd.announce.
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Firefox put a few popular search sites in the Search Bar in the
upper-right corner of Firefox. Click on a item to add the FreeBSD
Search Services to your Firefox Search Bar.



By the FreeBSD.org web site



		FreeBSD Manual Pages


		FreeBSD + Ports Manual Pages


		FreeBSD Ports and Packages Collection


		FreeBSD Mailing List Message-ID Search








External Plugins



		FreeBSD Ports Monitoring


		FreeBSD Mailing List Search by MarkMail


		FreeBSD Mailing List Search by Rambler





Supported browsers:: Firefox 2.x, 3.x and IE 7.x or later


External help links: Firefox Search
Engines [https://addons.mozilla.org/firefox/search-engines/]


Return to the search page
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Mailing lists are the primary communication channels for the FreeBSD
community, and cover many topic areas.



Mailing list archives


You can search or
browse [http://www.FreeBSD.org/mail/] the mailing list archives at
www.FreeBSD.org. [http://www.FreeBSD.org/] It is also possible to
browse [http://lists.FreeBSD.org/mailman/listinfo] the mailing lists
via the Mailman Web interface.





English Mailing lists


The English speaking mailing lists are listed in the FreeBSD
Handbook.





Non-English Mailing lists


Several non-English mailing lists are also available:



		Brazilian Portuguese – freebsd-subscribe@fug.com.br or
WWW [http://www.fug.com.br/].


		Simplified Chinese –
WWW [http://lists.cn.FreeBSD.org/mailman/listinfo].


		Czech – users-l-request@FreeBSD.cz or
WWW [http://www.cz.FreeBSD.org/listserv/listinfo/users-l/].


		German –
Administration [http://www.freebsd.de/mailinglists.html] or
Search [http://www.freebsd.de].


		Hungarian – bsd@lista.bsd.hu,
Administration [http://lista.bsd.hu/] or
Search [http://datacast.hu/pipermail/bsd/].


		Indonesian – id-freebsd-subscribe@egroups.com


		Italian – mailman-owner@gufi.org or
WWW [http://liste.gufi.org/].


		Japanese – freebsd-users-jp@FreeBSD.org or
WWW [http://lists.freebsd.org/mailman/listinfo/freebsd-users-jp].


		Dutch – majordomo@nl.FreeBSD.org.


		Norwegian – bsd@nobug.no or WWW [http://www.nobug.no/].


		Polish – majordomo@bsdguru.org or
WWW [http://www.bsdguru.org/indeX.php?f=1080001].


		Russian – majordomo@uafug.org.ua or
WWW [http://uafug.org.ua/].


		Slovakian – majordomo@sk.FreeBSD.org


		Spanish –
WWW [https://listas.es.FreeBSD.org/mailman/listinfo].


		Swedish – bus@stacken.kth.se or
WWW [https://lists.stacken.kth.se/mailman/listinfo/bus].


		Turkish – freebsd@lists.enderunix.org.





If you create other FreeBSD mailing lists, let us know about
them.
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Our web pages remain one of the best sources of information, and are
also mirrored at many sites around the world. Try connecting to
www.yourcountry.FreeBSD.org (e.g.
www.de.FreeBSD.org [http://www.de.FreeBSD.org/] for Germany or
www.au.FreeBSD.org [http://www.au.FreeBSD.org/] for Australia), or
select a mirror from the drop-down list on the front
page.


The FreeBSD web pages are translated into several languages. Links to
the translated versions of these web pages can be found on the front
page.


Several other non-English resources exist:



		Hungarian [http://bsd.hu/]


		Italian [http://www.gufi.org/]


		Japanese [http://www.jp.FreeBSD.org/]


		Russian FAQ





For information on recent FreeBSD progress and releases, see the
Newsflash page.
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		Security Incident on FreeBSD Infrastructure



		From: FreeBSD Security Officer <security-officer@FreeBSD.org>


		To: FreeBSD Security <FreeBSD-security@FreeBSD.org>
Bcc: freebsd-announce@freebsd.org,


		freebsd-security-notifications@FreeBSD.org


		Reply-To: secteam@FreeBSD.org
Subject: Security Incident on FreeBSD Infrastructure





On Sunday 11th of November, an intrusion was detected on two machines
within the FreeBSD.org cluster. The affected machines were taken offline
for analysis. Additionally, a large portion of the remaining
infrastructure machines were also taken offline as a precaution.


We have found no evidence of any modifications that would put any end
user at risk. However, we do urge all users to read the report available
at
http://www.freebsd.org/news/2012-compromise.html
and decide on any required actions themselves. We will continue to
update that page as further information becomes known. We do not
currently believe users have been affected given current forensic
analysis, but we will provide updated information if this changes.


As a result of this event, a number of operational security changes are
being made at the FreeBSD Project, in order to further improve our
resilience to potential attacks. We plan, therefore, to more rapidly
deprecate a number of legacy services, such as cvsup distribution of
FreeBSD source, in favour of our more robust Subversion, freebsd-update,
and portsnap models.


More information is available at
http://www.freebsd.org/news/2012-compromise.html


Saturday November 17th, 2012
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Update: April 30th, 2013


Port managers and cluster administrators have completed the restoration
of binary package building in the last few weeks. This has brought us
back the continuous updates for the old-style binary packages on the 8.x
and 9.x -STABLE branches. Note that, as beneficial consequences, Release
Candidate builds for the 8.4 release cycle can now include binary
packages on the install media, and the Project was able to add the
missing binary packages retroactively for 9.1-RELEASE on i386 and amd64
platforms.


Port managers are currently working on introducing new-style (as known
as “pkgng”) binary packages in the coming months, please check the &os;
ports announcements
list [http://lists.freebsd.org/mailman/listinfo/freebsd-ports-announce/]
for further gradual status updates.


This is planned to be the last status update to this page. An official
announcement will be sent to the &os; announcements mailing
list [http://lists.freebsd.org/mailman/listinfo/freebsd-announce/]
with the further details soon.





Update: March 23rd, 2013


Port managers have successfully restored some of the Project’s binary
package building capacity. There are some issues left still to resolve,
e.g. how to publish the resulting package sets in a secure manner or how
to build packages seamlessly for 8.x and 9.x systems on a recent 10.x
system that the head node (“pointyhat”) is running, but we are very
close to finish with the preparations required for providing binary
packages for the upcoming 8.4 and further releases.





Update: March 3rd, 2013


Redports underwent a full security audit, and as a result could be
brought back on line. This took place on the 5th February, and since
then more backend hardware has been added to bring it back up to full
strength. On 11th February, sanity checks for ports have been turned
back on, reenabling generation and update of the INDEX files used. The
portsnap(8) service has been switched from CVS to SVN on 25th February.
The binary package building infrastructure has undergone a major
security review, and as a result many changes have been made to the
code. The review completed on the 16th February and we are now in the
process of bringing it up on new hardware. At this point, we expect new
binary packages to be available in 2-4 weeks.





Update: December 29th, 2012


With the exception of systems relating to the building and testing of
packages, all FreeBSD.org infrastructure has now been brought back
online. A full audit of the third party package build infrastructure
code (“pointyhat”) and package testing infrastructure (“redports”)
continues, and neither system will be brought back online until audits
are complete.


As a result, FreeBSD 9.1-RELEASE will be published with only minimal
i386 and amd64 (x86_64) precompiled package sets available, and with no
packages available for other architectures. This package set will be
available on the DVD image, and are sufficient to install either the
GNOME or the KDE desktop environment. For any other uses, or for any
packages not included on the CD, either using the most recently
available -stable package collection or compiling ports from the ports
tree are recommended. Packages for 9.1-RELEASE will be made available at
a later date. Instructions for obtaining and updating the ports tree can
be found in the FreeBSD Handbook.





Update: November 27th, 2012


Due to the legacy third-party package build controller head nodes being
offlined pending reinstall, we have been unable to build new package
sets over the last two weeks. As a result, FreeBSD 9.1-RELEASE has been
delayed as it was felt that we should not ship the release without at
least a minimal package set available. We are now in a position where we
are once again able to build third-party packages for both of our
Tier-1
architectures
(i386 and amd64), and are planning on releasing it within the next few
days with only a slightly limited set of packages. Please note that
historically we have also provided packages on a best-effort basis for
some of our Tier-2 architectures such as sparc64, ia64 and powerpc. We
are not currently expecting to be in a position to build any Tier-2
packages before FreeBSD 9.1 ships, so initially no precompiled packages
will be available for these platforms. We may be in a position to
provide some packages for these architectures shortly after the release.


A few reports covering this incident on external tech news websites have
confused details relating to how this incident was discovered. Over the
last few weeks, many of our primary cluster servers have been either
physically relocated and/or replaced with new hardware as part of work
planned several months in advance. The discovery of this incident was
unrelated to this ongoing cluster maintenance. Several service outages
in the days surrounding the incident were correctly attributed to
ongoing cluster work, and were not related in any way to the compromise.
In parallel with the physical upgrades and relocation of servers, we are
also reworking the network layout in order to provide better
functionality, security, resilience, and to reduce any impact from
incidents such as this. Due in a large part to the progress already made
here, we were able to have full confidence in many systems and services
so quickly after the compromised hosts on the legacy network segment
were discovered.





Update: November 22nd, 2012


Although not mentioned in the original report,
CTM (another mechanism for retrieving
FreeBSD source) uses the master trusted Subversion repository as the
source of its data. Additionally, verification of CTM-sourced trees has
been completed against the Subversion tree, confirming that there are no
differences between the two. Our experimental Git repository has been
similarly verified.


Work continues on rebuilding internal infrastructure and reinstating
services taken down during the incident. Web interfaces to the old CVS
repositories (CVSweb), and to GNATS (our bug-tracking database) have
been restored amongst other services, and other internal hosts are being
examined and rebuilt where necessary. A full audit of the package
building infrastructure is ongoing.


The FreeBSD Project is investing significant effort into looking into
both medium and long term infrastructure improvements to increase
security of the FreeBSD cluster.





Update: November 18th, 2012


Newer portsnap(8) snapshots are once again available. The generation of
these had been suspended as part of the infrastructure lockdown, however
all machines involved have either been audited or reinstalled and so we
are now confident that these can be made available once more.


The Subversion to CVS exporter is now up and running again. Updates made
to the Subversion repository will once again appear in repositories
available via csup/CVSup. Please note that the use of these exports are
still deprecated, and users are urged to move to one of the supported
methods (for example, freebsd-update(8), portsnap(8), or Subversion) in
order to obtain updates. Note also that we are still currently unable to
guarantee the integrity of past history within the CVS repository, but
are confident in the integrity of checkouts from the top-of-tree of each
branch.


Please note that due to infrastructure changes, the first update through
either portsnap(8) or csup(1) is likely to show changes to a large
number of files. This is nothing to worry about.


As mentioned in the original announcement, a package set uploaded in
preparation for the upcoming FreeBSD 9.1-RELEASE could not be verified,
and so was removed. In order to allow system integrators and end users
to verify that packages they may have downloaded are not from this set,
we have provided files containing both
sha256 and
md5 checksums for all
removed packages.





November 17th, 2012



Initial details


On Sunday 11th November 2012, two machines within the FreeBSD.org
infrastructure were found to have been compromised. These machines were
head nodes for the legacy third-party package building infrastructure.
It is believed that the compromise may have occurred as early as the
19th September 2012.


The compromise is believed to have occurred due to the leak of an SSH
key from a developer who legitimately had access to the machines in
question, and was not due to any vulnerability or code exploit within
FreeBSD.


To understand the impact of this compromise, you must first understand
that the FreeBSD operating system is divided into two parts: the “base”
maintained by the FreeBSD community, and a large collection of
third-party “packages” distributed by the Project. The kernel, system
libraries, compiler, core command-line tools (e.g., SSH client), and
daemons (e.g., sshd(8)) are all in the “base”. Most information in this
advisory refers only to third-party packages distributed by the Project.


No part of the base FreeBSD system has been put at risk. At no point has
the intruder modified any part of the FreeBSD base system software in
any way. However, the attacker had access sufficient to potentially
allow the compromise of third-party packages. No evidence of this has
been found during in-depth analysis, however the FreeBSD Project is
taking an extremely conservative view on this and is working on the
assumption that third-party packages generated and distributed within a
specific window could theoretically have been modified.





What is the Impact?


If you are running a system that has had no third-party packages
installed or updated on it between the 19th September and 11th November
2012, you have no reason to worry.


The Source, Ports and Documentation Subversion repositories have been
audited, and we are confident that no changes have been made to them.
Any users relying on them for updates have no reason to worry.


We have verified the state of FreeBSD packages and releases currently
available on ftp.FreeBSD.org. All package sets for existing versions of
FreeBSD and all available releases have been validated and we can
confirm that the currently available packages and releases have not been
modified in any way.


A package set for the upcoming FreeBSD 9.1-RELEASE had been uploaded to
the FTP distribution sites in preparation for 9.1-RELEASE. We are unable
to verify the integrity of this package set, and therefore it has been
removed and will be rebuilt. Please note that as these packages were for
a future release, the standard “pkg_add -r” tools to install packages
could not have downloaded these packages unless they were requested
explicitly.


We unfortunately cannot guarantee the integrity of any packages
available for installation between 19th September 2012 and 11th November
2012, or of any ports compiled from trees obtained via any means other
than through svn.freebsd.org or one of its mirrors. Although we have no
evidence to suggest any tampering took place and believe such
interference is unlikely, we have to recommend you consider reinstalling
any machine from scratch, using trusted sources.


We can confirm that the freebsd-update(8) binary upgrade mechanism is
unaffected, as it uses an entirely separate infrastructure. We have also
verified that the most recently-available portsnap(8) snapshot matches
the ports Subversion repository, and so can be fully trusted. Please
note that as a precaution, newer portsnap(8) snapshots are currently not
being generated.





What has FreeBSD.org done about this?


As soon as the incident came to light, the FreeBSD Cluster
Administration team took the following actions:



		Power down the compromised machines.


		Power down all machines on which the attacker may have had access.


		Audit the SVN and Perforce repositories to:
		Verify that there had been no server intrusion.


		Verify that no malicious commits had been made to the repository.


		Verify that the SVN repository exactly matched a known-clean
off-site copy.








		Verify that all FreeBSD base release media and install files on the
master FTP distribution sites are clean.


		Verify all package sets available have checksums that match
known-good copies stored off-site.


		The package set built for the upcoming 9.1-RELEASE did not have an
offsite backup to verify against. These have been deleted, and will
be rebuilt before 9.1 is released.


		All suspect machines are being either reinstalled, retired, or
thoroughly audited before being brought back online.








At this time, we recommend:



		If you use the already-deprecated cvsup/csup distribution mechanisms,
you should stop now.


		If you were using cvsup/csup for ports, you should switch to
portsnap(8) right away. Ports developers should be using Subversion
already. Further information on preferred mechanisms for obtaining
and updating the ports tree can be found at
http://www.freebsd.org/doc/handbook/ports-using.html


		If you were using cvs/anoncvs/cvsup/csup for src, you should consider
either freebsd-update(8) for signed binary distribution or Subversion
for source. Please see the chapter on updating FreeBSD from
source in the handbook.
Further details on using Subversion and a list of official mirrors
can be found at
http://www.freebsd.org/doc/handbook/svn.html


		If you use portsnap(8), you should
portsnap fetch &&     portsnap extract to the most recent
snapshot. The most recent portsnap(8) snapshot has been verified to
exactly match the audited Subversion repository. Please note that as
a precaution, portsnap(8) updates have been suspended temporarily.


		Follow best practice security policies to determine how your
organization may be affected.


		Conduct an audit of your system that uses FreeBSD.org provided binary
packages. Anything that may have been installed during the affected
period should be considered suspect. Although we have no evidence of
any tampering of any packages, you may wish to consider rebuilding
any affected machine from scratch, or if that is not possible,
rebuild your ports/packages.





If you have any further questions about this announcement, please
contact the FreeBSD-security@FreeBSD.org mailing list, or for questions
where public mailing list distribution is inappropriate, please contact
the FreeBSD Security Team.


This page will be updated as further information is known.
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Local news



		`Newsflash <newsflash.html>`__: New releases, drivers,
committers, security announcements, and other news.


		`Foundation Press
Releases <http://freebsdfoundation.org/press/>`__: Press releases
from the FreeBSD Foundation (also see archived pre-2005 press
releases).


		`Press articles <press.html>`__: FreeBSD appearing in the regular
press.


		`Status reports <status/status.html>`__: FreeBSD development
status reports.








Podcasts



		`BSD Now <http://www.bsdnow.tv/>`__: BSD Now is a weekly video
podcast which covers the latest news, interviews and tutorials from
the world of BSD.


		`bsdtalk <http://bsdtalk.blogspot.com/>`__: bsdtalk is an audio
podcast with interesting interviews of people in the BSD community.








Other sites



		`BSD DevCenter <http://www.onlamp.com/bsd/>`__: The
ONLamp.com/O’Reilly Network’s clearing house for BSD articles, news,
tutorials, or generally community information.


		`Daemon Forums <http://www.daemonforums.org>`__: Active online
forums and news community site dedicated to FreeBSD and other BSDs.


		`FreeBSD Diary <http://www.freebsddiary.org/>`__: One man’s
record of his trials and triumphs with FreeBSD.


		`Kerneltrap <http://www.kerneltrap.org>`__: Daily articles and
current kernel news, about BSD and Linux kernels.


		`OSNews <http://www.osnews.com>`__: Daily articles and news about
Linux, BSD and other operating systems.


		`Slashdot’s BSD section <http://slashdot.org/bsd/>`__: Pointers
and discussion about BSD news, not just FreeBSD.
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The Daemon of the Opera: Opera Software Releases Version for FreeBSD


Oslo, Norway, October 31, 2002: Opera Software is proud to announce
the first golden release of its new port to the UNIX variance FreeBSD.
With FreeBSD joining the Opera family, Opera is now available on eight
different operating systems.


The BSD (Berkeley Software Distribution) operating system has its
origins at the University of California, Berkeley. It started out as a
supplement to UNIX, but over time it evolved into several operating
systems. Of the different BSD flavors available, the most widely
distributed is FreeBSD, popular among high-end users like system
administrators who are looking for a fast, reliable operating system.


“Opera and FreeBSD´s users are alike in that they emphasize and expect
stability and reliability. The match between FreeBSD and Opera should
strike a cord with many enterprise customers,” says Jon S. von
Tetzchner, CEO, Opera Software ASA. “On a personal level, I’m also happy
to welcome FreeBSD users into the Opera family. FreeBSD is strictly not
only an operating system, but also a community and a philosophy with
values I know resonate well with our own.”


The FreeBSD community is enthusiastic to finally be able to surf with
Opera.


“With the release of Opera for FreeBSD, FreeBSD users who download Opera
for FreeBSD can browse the Web with one of the fastest browsers
available on the market,” says Robert Watson, FreeBSD Core Team member.
“FreeBSD´s reputation as a reliable and fast desktop operating system is
becoming widely known, and we are glad to see that Opera Software is
helping us create a more complete desktop environment.”


Opera 6.1 for FreeBSD can be downloaded from
www.opera.com [http://www.opera.com/].





About Opera Software


Opera Software ASA is an industry leader in the development of Web
browsers for the desktop and embedded markets, partnering with companies
such as IBM, AMD, Symbian, Canal+ Technologies, Ericsson, Sharp and
Lineo (now a division of Embedix). The Opera browser has received
international recognition from end users and the industry press for
being faster, smaller and more standards-compliant than other browsers.
Opera is available on Windows, Mac, Linux, Solaris, FreeBSD, OS/2,
Symbian OS and QNX. Opera Software ASA is a privately held company
headquartered in Oslo, Norway. Learn more about Opera at
www.opera.com [http://www.opera.com/].





About the Berkeley Software Distribution Operating System


Berkeley Software Distribution operating system technologies were
originally developed from 1979 to 1992 by the Computer Systems Research
Group (CSRG) at the University of California at Berkeley.
Berkeley-derived operating system and networking technologies are at the
heart of most modern Unix and Unix-like operating systems. Today,
virtually every major Internet infrastructure provider uses BSD
operating systems. BSD operating system technologies are used by leading
mission- critical network computing environments and are embedded in
Internet appliance platforms that require advanced Internet
functionality, reliability and security.





About the FreeBSD Project


FreeBSD is a popular open source operating system developed by the
FreeBSD Project and its worldwide team, consisting of more than 5,000
developers funneling their work to 185 “committer” developers. It is
available free of charge from
ftp.FreeBSD.org [ftp://ftp.FreeBSD.org/] and also distributed as a
shrink-wrap software product through CompUSA, Fry’s, Borders, Ingram,
FreeBSDmall.com and others. FreeBSD includes thousands of ported
applications, including office automation, groupware and multimedia
applications, and is widely used in companies all over the world as a
web server, file server, firewall and router. FreeBSD is distributed
under the Berkeley Software Distribution license, which means that it
can be copied and modified freely or commercially. For more information
about the FreeBSD Project, visit
www.FreeBSD.org [http://www.FreeBSD.org/].





Press Contact



Opera Software


Pal A. Hvistendahl

Marcom Director

Tel: +47 99 72 43 31

Fax: +47 24 16 40 01

pal@opera.com

US Toll Free: 1-888-624-4846, press only please






The FreeBSD Project


press@FreeBSD.org
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December 1996



		24-Dec-1996 FreeBSD
2.2-BETA [ftp://ftp.FreeBSD.org/pub/FreeBSD/2.2-BETA] has been
released. Please see the Release
Notes [ftp://ftp.FreeBSD.org/pub/FreeBSD/2.2-BETA/RELNOTES.TXT]
for more information.


		13-Dec-1996 FreeBSD 2.2-RELEASE will not support installation on
machines with less than 5MB of RAM or 1.2MB floppy drives. Please see
the original
announcement for more
information.








November 1996



		15-Nov-1996 FreeBSD
2.1.6-RELEASE is out.
Please see the release
notes for more information.


		4-Nov-1996 The FreeBSD CVS [http://cvsweb.FreeBSD.org/]
development tree has branched again. See
here for more information.





News Home
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FreeBSD Used to Generate Spectacular Special Effects


Concord, CA, April 22, 1999: 32 Dual-Processor FreeBSD systems were
used to generate a large number of special effects in the cutting edge
Warner Brothers film, The Matrix.


Manex Visual Effects used 32 Dell Precision 410 Dual P-II/450 Processor
systems running FreeBSD as the core CG Render Farm. Charles Henrich, the
senior systems administrator at Manex, says, “We came to a point in the
production where we realized we just did not have enough computing power
on our existing SGI infrastructure to get through the 3-D intensive
sequences. It was at that point we decided on going with a FreeBSD based
solution, due to the ability to get the hardware quickly as well as the
reliability and ease of administration that FreeBSD provides us. Working
with Dell, we purchased 32 of these systems on a Wednesday, and had them
rendering in production by Saturday afternoon. It was truly an amazing
effort on everyone’s part, and I don’t believe it would’ve been possible
had we chosen to go with any other Operating System solution.”


The FreeBSD operating system is a powerful, completely open-source
system based on the Berkeley Software Distribution of UNIX. It is
available free of charge from numerous Internet websites and also on
CD-ROM from Walnut Creek CDROM, and includes thousands of ported
applications including 3-D graphics rendering and many other equally
powerful tools. FreeBSD is optimized for use on the Intel x86 processor
line that is the heart of today’s versatile commodity personal
computers. Infinitely customizable, FreeBSD is at the heart of such
Internet powerhouse applications as Yahoo! and U.S. West because it is
unencumbered by commercial license restrictions and can be copied and
modified freely.


For more information on FreeBSD, visit http://www.FreeBSD.org/ and
http://www.wccdrom.com/. For more information about Manex Visual
Effects, please visit http://www.mvfx.com/.
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FreeBSD raises the bar for open source operating systems.



FOR IMMEDIATE RELEASE


Berkeley, CA November 4, 2005





The FreeBSD Project announces the availability of FreeBSD 6.0, an open
source operating system derived from BSD UNIX, which offers a powerful
alternative to Linux, Solaris, and Windows. FreeBSD enables enterprise
organizations to utilize open source technologies that focus on
reliability, security, and scalability.


“Yahoo! is impressed with the performance and stability of FreeBSD 6.0,”
says David Filo, Yahoo! co-founder. Yahoo! is one of many enterprise
companies that rely on the world-renowned stability and performance of
the FreeBSD operating system.


One of the new features in FreeBSD 6.0 is a multithreaded filesystem,
which greatly improves data access times for local disks, RAID
configurations, network filesystems, and SANs. Recent performance
benchmarks show that FreeBSD 6.0 outperforms Linux in raw data
throughput.


Additionally, FreeBSD 6.0 extends support for wireless devices such as
Intel Centrino and adds support for the popular new WPA wireless
security protocol. Several improvements are incorporated into
NDISulator, a component of the operating system that allows Windows
network drivers to run natively under FreeBSD.


FreeBSD now scales much more efficiently across multiple processor
systems. Support for 8 or more processors, such as the new dual core AMD
Opteron configurations, gives consumers a viable alternative against
more expensive, proprietary hardware platforms and operating systems
from IBM, HP, and Sun.





About the FreeBSD Project


The FreeBSD Project provides a free, open source operating system for
several platforms, including Intel x86 and AMD64. FreeBSD is derived
from BSD, the version of UNIX developed at UC Berkeley. The unencumbered
BSD license permits modification and redistribution of the software
while allowing an individual or company to retain intellectual property.


For more information, please visit
www.FreeBSD.org [http://www.FreeBSD.org/].





Press Contact


For interviews or further information, contact: marketing@FreeBSD.org,
+1-408-943-4100 ext 113; or The FreeBSD Foundation, +1-720-207-5142
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  $FreeBSD$ 2000 12 BSD Ports Collection Basics
http://www.onlamp.com/pub/a/bsd/2000/12/21/Big_Scary_Daemons.html
OnLamp.com http://www.onlamp.com/ 21 December 2000 Michael Lucas


How the FreeBSD Ports collection works.


BSD Tricks: Unprepared Disaster Recovery
http://www.onlamp.com/pub/a/bsd/2000/12/07/Big_Scary_Daemons.html
OnLamp.com http://www.onlamp.com/ 07 December 2000 Michael Lucas


How to recover files off of FreeBSD system.


11 Open-sourcing the Apple
http://www.salon.com/tech/review/2000/11/17/hubbard_osx/index.html
Salon Magazine http://www.salon.com/ 17 November 2000 Jordan Hubbard


A geek’s appraisal of the Apple OS X from Jordan Hubbard, one of the
lead developers on the FreeBSD project.


BSD Tricks: Linux Compatibility, the Hard Way
http://www.onlamp.com/pub/a/bsd/2000/11/16/Big_Scary_Daemons.html
OnLamp.com http://www.onlamp.com/ 16 November 2000 Michael Lucas


Using a Linux install under FreeBSD’s Linux compatibility mode.


Laptops, PC Cards and FreeBSD
http://www.onlamp.com/pub/a/bsd/2000/11/02/Big_Scary_Daemons.html
OnLamp.com http://www.onlamp.com/ 02 November 2000 Michael Lucas


Using FreeBSD on a laptop.


10 BSD Tricks: Introductory Revision Control
http://www.onlamp.com/pub/a/bsd/2000/10/19/Big_Scary_Daemons.html
OnLamp.com http://www.onlamp.com/ 19 October 2000 Michael Lucas


Using RCS for file revision control.


BSD OSs Offer Unix Alternatives to Linux
http://www.byte.com/documents/BYT20000927S0001/ BYTE
http://www.byte.com/ 02 October 2000 Bill Nicholls


This column gives an overview of the different versions of BSD, with
links for more information.


9 INTERNET’S BUSIEST OPENSOURCE SOFTWARE ARCHIVE SETS NEW DOWNLOAD
RECORD http://www.terasolutions.com/pr092900.html TeraSolutions
http://www.terasolutions.com/ 29 September 2000 TeraSolutions Press
Release


TeraSolutions, Inc. and Lightning Internet Services announce that the
OpenSource archive at
ftp.freesoftware.com [ftp://ftp.freesoftware.com/] has surpassed the
download milestone of two trillion bytes per day from a single server
machine.


BSD Tricks: MFS
http://www.onlamp.com/pub/a/bsd/2000/09/07/Big_Scary_Daemons.html
OnLamp.com http://www.onlamp.com/ 07 September 2000 Michael Lucas


A short article on using the FreeBSD Memory Filesystem.


TRUSTING BSD - Ultra-High Security for FreeBSD
http://www.ispworld.com/bw/sep/Unix_Flavor.htm ISPworld
http://www.ispworld.com/ September 2000 Jeffrey Carl


An interview with Robert Watson, one of the lead developers in the
TrustedBSD [http://www.trustedbsd.org/] project.


8 More FreeBSD Comics
http://ars.userfriendly.org/cartoons/?id=20000807&mode=classic User
Friendly the Comic Strip http://www.userfriendly.org/ 07 August 2000
Illiad


See also the comics for the
8th [http://ars.userfriendly.org/cartoons/?id=20000808&mode=classic],
9th [http://ars.userfriendly.org/cartoons/?id=20000809&mode=classic],
10th [http://ars.userfriendly.org/cartoons/?id=20000810&mode=classic],
11th [http://ars.userfriendly.org/cartoons/?id=20000811&mode=classic],
and
12th [http://ars.userfriendly.org/cartoons/?id=20000812&mode=classic].


7 Experiments in SMB
http://www.onlamp.com/pub/a/bsd/2000/07/13/Big_Scary_Daemons.html
OnLamp.com http://www.onlamp.com/ 13 July 2000 Michael Lucas


An early review of FreeBSD’s SMB support.


6 Installing OCSweb on FreeBSD
http://www.onlamp.com/pub/a/bsd/2000/06/15/Big_Scary_Daemons.html
OnLamp.com http://www.onlamp.com/ 15 June 2000 Michael Lucas


An article on a developers experience porting software from Linux to
FreeBSD.


The State of the Daemon
http://www.unixreview.com/documents/s=1247/urm0006c/ Unix Review
http://www.unixreview.com/ 07 June 2000 Michael Lucas


An informative article on BSD, and where it is going.


Server Goliaths Turn to Appliance Servers
http://sw.expert.com/news/SE.N1.JUN.00.pdf Server/Workstation Expert
http://sw.expert.com/ June 2000 Adam Darby


An article evaluating various commercial OSes that contains a blurb
about BSDI and FreeBSD.


FreeBSD: Serving the World
http://www.osopinion.com/Opinions/JamesHoward/JamesHoward1.html
osOpinion http://www.osopinion.com/ June 2000 James Howard


With the recent hype surrounding open source software, an important
project has gone unnoticed in the media. This project, FreeBSD, aims to
create a rock-solid UNIX clone based on the 4BSD work from the
University of California at Berkeley.


5 Riding the Web Wave
http://www.sfgate.com/cgi-bin/article.cgi?file=/chronicle/archive/2000/05/29/BU20648.DTL
SFGate http://www.sfgate.com/ 29 May 2000 Henry Norr


FreeBSD, a relatively unknown operating system is playing a big role on
the Internet.


BSD Unix: Power to the people, from the code
http://www.salon.com/tech/fsp/2000/05/16/chapter_2_part_one/index.html
Salon http://www.salon.com/ 16 May 2000 Andrew Leonard


How Berkeley hackers built the Net’s most fabled free operating system
on the ashes of the ‘60s—and then lost the lead to Linux.


Install FreeBSD 4.0 in seven easy steps
http://www.techrepublic.com/article.jhtml?id=r00220000516eje01.htm
TechRepublic http://www.techrepublic.com/ 16 May 2000 Dru Lavigne


A short guide to installing FreeBSD 4.0.


Partial Reunification May Give BSD New Visibility
http://www.computerworld.com/home/print.nsf/all/000508DC8A ComputerWorld
http://www.computerworld.com/ 08 May 2000 Dominique Deckmyn


Compares the merged Walnut Creek/BSDI OS offering to Linux.


Developers using open-source software behind bosses’ backs
http://www.cnn.com/2000/TECH/computing/05/05/open.source.smugglers.idg/index.html
CNN http://www.cnn.com/ 05 May 2000 Peter Wayner


Open-source software sometimes provides a better solution than expensive
commercial, closed software.


FreeBSD 4.0 Now Includes PolyServe’s High Availability Clustering & Load
Balancing Software http://biz.yahoo.com/bw/000501/ca_polyser_1.html
PolyServe http://www.polyserve.com/ 01 May 2000 PolyServe Press Release


PolyServe, a provider of software-based, distributed server clustering
technology, announced co-marketing agreement with FreeBSD, Inc. to ship
PolyServe’s Understudy (TM) software program with all new versions of
FreeBSD 4.0 operating system software.


BSDI Getting the Word Out http://webserver.expert.com/news/5.5/n5.shtml
WebServer Online http://webserver.expert.com/ May 2000 Alexandra Barrett


Talks of the lack of awareness in the market of the strengths of the BSD
operating system and of the plans afoot to change this.


4 The New BSDI to Offer Technical Support for the FreeBSD Operating
System http://www.bsdi.com/press/20000418.mhtml BSDi
http://www.bsdi.com/ 18 April 2000 BSDi Press Release


BSDi will be offering technical support contracts for FreeBSD beginning
in May 2000.


Commentary: BSD sleight of hand
http://www.zdnet.com/zdnn/stories/news/0,4586,2507538,00.html ZD Net
News http://www.zdnet.com/ 04 April 2000 Stephan Somogyi


Commentary on the BSDI/FreeBSD merger.


FreeBSD 3.4 Review, Part 2: Adopting the Daemon
http://www.32bitsonline.com/article.php3?file=issues/200004/freebsd2e&page=1
32BitsOnline.com http://www.32bitsonline.com/ April 2000 Clifford Smith


The second part of a review of FreeBSD v3.4.


3 The legend of BSD http://www.sfbg.com/SFLife/34/26/tech.html sf life
http://www.sfbg.com/ 29 March 2000 Annalee Newitz


An interview with three BSD veterans on the past and future of BSD.


Bostic on the BSD tradition
http://www.oreillynet.com/pub/a/bsd/2000/03/24/bostic.html O’Reilly
Network http://www.oreillynet.com/ 24 March 2000 Dale Dougherty


An interview with BSD veteran Keith Bostic on the BSDI/FreeBSD merger.
``BSD has always had the best technology’‘, says Keith.


Customizing the FreeBSD Kernel
http://www.linuxworld.com/linuxworld/lw-2000-03/lw-03-freebsd_p.html
LinuxWorld http://www.linuxworld.com/ March 2000 Michael Lucas


Michael Lucas presents a guide to customizing the FreeBSD kernel,
written for the Linux oriented.


FreeBSD for the SVR4/Linux Administrator
http://www.samag.com/archive/0903/feature.shtml SysAdmin
http://www.samag.com/ March 2000 Michael Lucas


This article attempts to give a System V or Linux administrator a basic
grounding in FreeBSD configuration and usage.


FreeBSD Ports and Packages System Explained
http://www.32bitsonline.com/article.php3?file=issues/200003/bsdports&page=1
32BitsOnline http://www.32bitsonline.com/ March 2000 Bill Swingle


A good description of the FreeBSD Ports collection.


2 Business Lessons From Online Porn
http://www.upside.com/texis/mvm/print-it?id=38adbbff0&t=/texis/mvm/news/news
Upside http://www.upside.com/ 21 February 2000 Richard A. Glidewell


Praise for FreeBSD from this article: ``FreeBSD is the system of
choice because it is fast, stable, and can handle large volumes of
traffic.’‘


Crazed Ferrets in a Berkeley Shower
http://www.linux.com/articles.phtml?aid=7125 Linux.com
http://www.linux.com/ 10 February 2000 Michael Lucas


An article on the BSD License.


Three Unixlike systems may be better than Linux
http://www.computerworld.com/cwi/story/0,1199,NAV47_STO41147,00.html
ComputerWorld http://www.computerworld.com/ 07 February 2000 Simson L.
Garfinkel


Promotes the BSD OSes as better alternatives to Linux in the areas of
performance, reliability and security.


Buddying up to BSD: Part Five - FreeBSD Continued
http://www.linux.com/featured_articles/20000208/275/ Linux.com
http://www.linux.com/ 08 February 2000 Matt Michie


A Linux user writes about his experiences with the FreeBSD ports system.


Review of FreeBSD 3.4
http://www.32bitsonline.com/article.php3?file=issues/200002/fbsd34&page=1
32BitsOnline.com http://www.32bitsonline.com/ February 2000 Clifford
Smith


A review of FreeBSD 3.4.


FreeBSD 4.0 And Beyond http://www.boardwatch.com/mag/2000/feb/bwm79.html
Boardwatch http://www.boardwatch.com/ February 2000 Jeffrey Carl


A Jordan Hubbard Interview on Improvements, New Platforms and What’s to
Come.


1 Buddying up to BSD: Part Four - FreeBSD
http://www.linux.com/featured_articles/20000126/270/ Linux.com
http://www.linux.com/ 26 January 2000 Matt Michie


A Linux user writes about his experiences with FreeBSD.


Debunking Open-Source Myths: Origins and Players
http://www.gartnerweb.com/public/static/hotc/hc00085832.html Gartner
Group http://www.gartnerweb.com/ 18 January 2000 N. Drakos and M. Driver


A report that looks at and debunks some of the myths associated with
Open Source development.


Linux Scales Enterprise Wall
http://www.techweb.com/wire/story/TWB20000114S0013 TechWeb
http://www.techweb.com/ 14 January 2000 Mitch Wagner


About 17 percent of enterprises plan to deploy FreeBSD or Linux as a
primary platform for e-commerce within two years.


Jobs announces new MacOS, becomes ‘iCEO’
http://cnn.com/2000/TECH/computing/01/05/macworld.keynote/index.html CNN
http://cnn.com/ 05 January 2000 CNN news article


Steve Jobs’ Macworld Expo keynote speech mentions FreeBSD as one of the
components in the new Darwin OS from Apple.


Mac OS X http://www.apple.com/macosx/inside.html Apple Inc.
http://www.apple.com/ January 2000 Apple communication


In an article on the next generation Darwin OS, Apple Inc., refers to
FreeBSD as one of the ``most acclaimed OS projects of the modern
era.’‘


Linux under FreeBSD http://www.samag.com/documents/s=1169/sam0001b/
SysAdmin http://www.samag.com/ January 2000 Michael Lucas


FreeBSD has several options for using software from other platforms such
as Linux. This article examines Linux emulation under FreeBSD.
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December 2000



		28-Dec-2000 New committer: FUJISHIMA
Satsuki (ports)


		06-Dec-2000 New committer: Clive T.
Lin


		04-Dec-2000 New committers: Christoph
Herrmann and Thomas-Henning von
Kamptz (growfs)


		01-Dec-2000 New committer: Ian
Dowse








November 2000



		30-Nov-2000 Individual porting efforts were moved into the
platforms directory. Separate pages
for the Alpha, IA-64, PowerPC, and SPARC porting projects can be
found there.


		22-Nov-2000 FreeBSD 4.2
has been released. Please see the Release
Information page for more details.
Also be sure to check the release
errata after installation for
any late-breaking issues with 4.2 that occur.


		22-Nov-2000 And yet another new committer: Peter
Pentchev (ports)


		13-Nov-2000 Yet another new committer: OKAZAKI
Tetsurou (ports)


		13-Nov-2000 Another new committer: Kazuhiko
Kiriyama (ports)


		13-Nov-2000 New committer: Dmitry
Sivachenko (Mainly ports)


		12-Nov-2000 Another new committer: Issei
Suzuki (Ports)


		06-Nov-2000 Another new committer: Jing-Tang Keith
Jang (ports, mostly in the chinese
category)


		02-Nov-2000 Another new committer: Benno
Rice (PowerPC port and OpenFirmware
/boot/loader)








October 2000



		26-Oct-2000 Yet another new committer: Doug
Barton (mergemaster, and whatever other
trouble I can get into)


		26-Oct-2000 A new committer: Garance A
Drosehn (lpr and friends)


		18-Oct-2000 New FreeBSD Core Team Elected! Read the official
press release for more
information.


		16-Oct-2000 A new committer: Jonathan
Chen (newcard cardbus)


		03-Oct-2000 The complete track
schedule [http://www.bsdcon.com/schedule.php3] for
BSDCon [http://www.bsdcon.com] has been released. BSDCon is the
premiere annual technical conference for BSD users and will be held
from October 14-20 in Monterey, CA.


		02-Oct-2000 Doug Rabson has made a
series of commits to -CURRENT with early IA64 support. The kernel
will now reach the mountroot prompt. Please follow the ia64 mailing
list for more information.


		01-Oct-2000 A new committer: Trevor
Johnson (sundry ports, mostly in the
audio category)


		01-Oct-2000 A new committer: James
Housley (ports, especially RTEMS. Side
interest in IPv6)


		01-Oct-2000 A new committer: Mário Sérgio Fujikawa
Ferreira








September 2000



		29-Sep-2000 TeraSolutions,
Inc. [http://www.terasolutions.com/] and Lightning Internet
Services announced [http://www.terasolutions.com/pr092900.html]
today that a popular OpenSource software archive at
ftp.freesoftware.com [ftp://ftp.freesoftware.com/] (also known as
ftp.FreeBSD.org [ftp://ftp.FreeBSD.org/]) has surpassed the two
trillion bytes (two terabytes) milestone of files downloaded per
day from a single server machine.


		27-Sep-2000 FreeBSD
4.1.1 has been released.
Please see the Release Information
page for more details. Also be sure to check the release
errata after installation for
any late-breaking issues with 4.1.1 that occur.


		21-Sep-2000 A new committer: Bosko
Milekic








August 2000



		22-Aug-2000 A new committer: Bruce A.
Mah (docs, pkg_version, assorted ports)


		15-Aug-2000 A new committer: Rajesh
Vaidheeswarran (ports/devel/cons)


		05-Aug-2000 A new committer: Atsushi
Onoe (awi driver)








July 2000



		27-July-2000 FreeBSD 4.1
has been released. Please see the Release
Information page for more details.
Also be sure to check the release
errata after installation for
any late-breaking issues with 4.1 that occur.


		12-July-2000 A new committer: Mark
Ovens


		11-July-2000 A new committer: Kelly
Yancey


		11-July-2000 A new committer: David
Malone


		11-July-2000 A new committer: Noriaki
Mitsunaga (PC-Card)


		10-July-2000 A new committer: Ben
Smithurst (Docs)


		08-July-2000 A new committer: Daniel
Harris (Docs)


		07-July-2000 A new committer: Takanori
Watanabe (ACPI)


		06-July-2000 A new committer: Hiroki
Sato (Japanese Docs)


		05-July-2000 A new committer: Kazuo Horikawa (Japanese Online
Manuals)


		03-July-2000 A new committer: Adrian
Chadd








June 2000



		30-June-2000 http://freshports.org/ has been upgraded to
FreshPorts 1.1. The FreshPorts website contains the latest details of
which ports have been create/updated/removed. This upgrade, the first
since FreshPorts was release in early May, gives you an improved home
page, which together with a commit history means you can find out
about your ports faster and easier.





		29-June-2000 Tucows [http://www.tucows.com/] has added a BSD
section [http://bsd.tucows.com/].





		26-June-2000 A new committer: Shunsuke
Akiyama (Optical disk driver)





		24-June-2000 FreeBSD 3.5
has been released. Please see the Release
Information page for more details.
Also be sure to check the release
errata after installation for
any late-breaking issues with 3.5 that occur.





		20-June-2000 A new committer: MIHIRA Sanpei
Yoshiro (PC-Card)


A new committer: Coleman Kane (3dfx
voodoo for glide/Mesa)





		19-June-2000 A new committer: CHOI
Junho (Ports)





		08-June-2000 Jordan Hubbard and Warner Losh will be in Japan
during the first part of June 2000. They will be giving talks at: the
BSD BOF at Networld+Interop 2000 Tokyo (8th), the JUS seminor at
Tokyo (9th), the NBUG event at Nagoya (10th), and, the K*BUG seminor
at Osaka (10th). Please see http://www.jp.FreeBSD.org/.


A new article is available, explaining how to use PPP, natd, and
ipfw [http://docs.freebsd.org/doc/9.0-RELEASE/usr/share/doc/freebsd/en_US.ISO8859-1/articles/dialup-firewall/index.html]
to implement a firewall with a PPP dialup connection.


A new committer: Alexander Langer
(Ports, Docs)





		06-Jun-2000 The first FreeBSD
Conspectus has been added,
providing a summary of events on the -stable mailing list over
the past week.











May 2000



		19-May-2000 A new committer: Chuck
Paterson (SMP)


		18-May-2000 A hardcopy version of the FreeBSD
Handbook is
now available. If you would like to order a copy, please visit the
FreeBSDMall [http://www.freebsdmall.com/], or BSDi’s web
site [http://www.osd.bsdi.com/].


		15-May-2000 A new committer: Jake
Burkholder (legacy drivers)


		14-May-2000 Issue #04 of The FreeBSD
‘zine [http://www.freebsdzine.org/] is now available.


		09-May-2000 Freshports [http://freshports.org/]: Similar in
nature to Freshmeat [http://freshmeat.net/], this site deals
exclusively with FreeBSD ports, and allows you to create your own
``watch lists’’ for your favorite ports.








April 2000



		16-Apr-2000 New mailing lists available: freebsd-i18n
(FreeBSD Internationalization) and freebsd-ppc (Porting FreeBSD
to the PowerPC)


		04-Apr-2000 A new committer: Murray
Stokely (sysinstall)








March 2000



		22-Mar-2000 A new committer: Akinori
MUSHA (Ports)


		21-Mar-2000 Bill Swingle has
written an article on the Ports and Packages
System [http://www.32bitsonline.com/article.php3?file=issues/200003/bsdports&page=1]
for 32bitsonline.com [http://www.32bitsonline.com/]


		20-Mar-2000 A new committer: Will
Andrews (Ports)


		15-Mar-2000 Issue #2 of The FreeBSD
‘zine [http://www.freebsdzine.org/] is now available.


		13-Mar-2000 FreeBSD 4.0
has been released. Please see the Release
Information page for more details.
Also be sure to check the release
errata after installation for
any late-breaking issues with 4.0 that occur.


		09-Mar-2000 Walnut Creek CDROM [http://www.wccdrom.com/] and
BSDI [http://www.BSDI.com/] merge! Read the official press
release for more information.








February 2000



		26-Feb-2000 A new committer: Hajimu
UMEMOTO (IPv6)





		23-Feb-2000 A new committer: Paul
Saab





		22-Feb-2000 32BitsOnline.com [http://www.32bitsonline.com/]
has a
review [http://www.32bitsonline.com/article.php3?file=issues/200002/fbsd34&page=1]
of FreeBSD 3.4 by Clifford Smith
available on their web site. All in all, a good review.





		18-Feb-2000 A new committer: Brian S
Dean (Kernel support for IA32 hardware
debug registers, misc fixes/feature enhancements in other areas)





		17-Feb-2000 A new issue of The FreeBSD
‘zine [http://www.freebsdzine.org/] came out on the 15th. This is
the first issue of the ‘zine in 7 months; lots of changes have been
made, and many new features have been added. Be sure to check it out.





		10-Feb-2000 Michael
Lucas has written an
excellent
article [http://www.linux.com/featured_articles/20000210/282/] on
the differences between the BSD license and the GPL. This article is
definitely worth reading.


New committers: Greg Sutter and
Bill Swingle (Docs)











January 2000



		22-Jan-2000 The FreeBSD Diary [http://www.freebsddiary.org/],
a chronicle of what one guy is doing with FreeBSD, has been around
for almost two years. Until today, it was tucked away in a corner of
his site. Following significant growth, a new-look site was launched
today. The site contains a huge number of how-to guides and the
readership includes NetBSD, OpenBSD, and Linux users.


		13-Jan-2000 A new committer: Wilko
Bulte


		04-Jan-2000 The Compaq Testdrive
program [http://www.testdrive.compaq.com/] is now making
testdrives available of the latest FreeBSD 4.0-20000101-CURRENT
release running on an Alpha XP1000 EV6.7. running at 667MHz and
loaded with two gigs of ram. To get a free shell account as a
participant in the testdrive program, all you need to do is register
at the site. These accounts aren’t for playing, the goal of the
program is to make brand new systems available to developers so they
can test, build and port their apps to the world’s fastest computer.
The testdrive program also offers other systems running FreeBSD,
including a Proliant 5500 dual Xeon 450MHz and a DPW500a.


		03-Jan-2000 A new committer: Patrick
Gardella (JDK/WWW)


		02-Jan-2000 A new committer: Ade
Lovett (Ports)


		01-Jan-2000 A new committer: Jeremy
Lea (Ports)





News Home
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From Jordan Hubbard <jkh@FreeBSD.ORG>, Sunday January 10th, 1999.


Well, it’s another year behind us, folks, and probably high time for
another state of the union report!


Ahem... I’m never quite sure how to word these things since I’m always
reminded of a U.S. president sitting in front of fireplace, trying to
sound down-home and folksy for the corn growing states, or perhaps
England’s Queen on Christmas day, giving her usual somber-yet-hopeful
address on how things went for Britannia during the previous year and
what everyone should perhaps think about for the next. Neither one of
those is really me, basically, so perhaps I’ll just cut to the chase and
focus on the most pertinent lessons (and objectives) to come out of the
year 1998 for me.


1998 was, of course, the year that the Internet got bigger (no
surprise), various “internetpraneurs” (gag) got richer and FreeBSD’s
user base, as measured by the ftp download stats grew at its usual
200-300% rate. More companies also entered the FreeBSD arena, either
offering add-ons for or solutions incorporating FreeBSD, and our PR
machine, as flimsy and low-key as it often is, managed to ratchet things
up another notch. All in all, it was a very good year for FreeBSD and I
don’t think that even the most paranoid of us could claim otherwise -
Microsoft took one in the shorts, we got bigger and just a bit better
known, life was good.


Well, mostly. Whipping off my rosy glasses for a second, I can also say
that there were still a number of rocks in the road and unexpected bends
that left us not always in the best of control there. While downloads
have gone up, CD sales aren’t quite following suit since the whole CD
market in general is suffering from increased Internet availability and
its erosion of some of the CD’s fundamental advantages. We still did
quite well, considering the market’s gradual implosion, but it would be
foolish to continue to rely on a single CD product to provide the kinds
of subsidies that have been steadily oiling the project’s gears (we more
than doubled the size of the FreeBSD.org computing cluster, for example,
and significantly enlarged our developer equipment grant program in
1998, all things which cost $$$). It’s fairly obvious that Walnut Creek
CDROM will need to increase the number of products it offers if it
wishes to remain an effective player in the FreeBSD game and we must
continue, as a project, to be flexible in exploring all types of
relationships with those who may now have a vested interest in FreeBSD’s
success. Things are well past the point where we can do everything that
needs to be done as a serious and “grown up” solution just on good will
and volunteerism alone.


With that in mind, sites like the FreeBSD
Mall [http://www.freebsdmall.com] have been set up to try and market
a wider variety of FreeBSD-related products and we’ve also begun
exploring relationships with various companies who can derive measurable
value from any PR campaign that enhances FreeBSD’s reputation
(translation: we want them to help pay for it :). As many people have
somewhat bitterly pointed out by now, this business has become a 10%
technology and 90% perception equation as far as the direction in which
people stampede is concerned, and hate them for the mindless little
sheep that they are, you still need to understand people’s tendencies
and behavioral patterns when it comes to dealing with anything they
don’t really understand. We’ve done a great job on the technology, we
really have (and should be proud of that), but all too frequently we
just throw up our hands over the perception issue and tell people to
think whatever the hell they want to. Bad techies! Myopic techies! :-)


What can we do to change this in 1999? Well, I’ve also heard our
advocate corps calling for logistical support (“Backup! We need some
backup here!!”) and I’ve listened to them, part of my project for the
new years being to get more digital daemon imagery made available (which
I have already commissioned), more glossies with various handy
comparison charts on them (“FreeBSD and NT”, “FreeBSD and Solaris”,
“FreeBSD and Linux”, etc) and more newsletters for passing out to
people. We can also produce more marketing periphenalia like buttons,
stickers, new T-shirts, etc. to give people a wider array of stuff to
proudly point to in support of the “emerging FreeBSD phenomenon.” If we
can manage to raise more money for PR, we can also perhaps buy some of
these items in bulk to use as give-aways in various promotional deals.
Other than that, I’m always open to suggestions. We need to do more
effective PR, that much is inarguable, it’s only a question of picking
our targets for maximum effect given a limited operating budget.



The core team:


1998 also ended with a bit of a bang as far as FreeBSD’s project
management was concerned, frustration with a mostly recumbent core team
goading a couple of bearded Danish Vikings into staging a midnight raid
on -current, ruthlessly culling the weak and the lame from the source
tree. Unfortunately, some of those weak or lame bits of code were still
in use at the time and, with no prior public warning having been given,
it did not exactly leave the various followers of -current with the
feeling that the event was going to be the highlight of their Christmas
season. Their complaints led, in turn, to something of a constitutional
crisis within core, the rival factions each accusing one another of
either impeding progress or using cowboy tactics to achieve that
progress, and each faction had its legitimate points just as it had its
wholly unreasonable ones. Coming out of this, various suggestions were
bandied about concerning how we might put together a “better core team”
to which such things simply did not happen (or, if they did, would not
be our fault since we’d all be long gone :-) and many of these suggested
cures were eventually deemed, quite rightly, to be worse than the
disease. So what did we learn from the exercise then?


First off, I think everyone is now pretty much in agreement that these
sorts of drive-by shootings are just not an option for the future, no
matter what the justification. Anyone who contemplates a major addition
or removal of functionality from the source tree MUST communicate those
intentions well in advance and give the readership of -current, -stable
or -announce (the former two depending on the branch the changes affect
and the latter on the extent of the changes) ample time to respond. If
there is a conclusively negative response to a proposed change, it just
doesn’t happen until and unless the proposal somehow manages to win
people over through sheer dint of persuasive argument in its favor. If
it’s more a mixed bag of reactions, or there is little reaction at all,
the developer is free to proceed at his or her discretion but still
never without advance notice.


Second, in reaction to the various proposals put forward to either gut
core or have core elected by popular vote, let me just say that we’re
not going to do that. There are probably several people currently in
core who would gladly step aside and retire if they felt that adequate
replacements had been found and the project was in good hands, but none
of us like the scenario where anyone is overtly forced out of core. It’s
just not a reasonable way of going about it when so many less painful
alternatives exist, and I, for one, would far rather simply grow core
and let the inactive members fall off when they themselves have come to
a decision that they have nothing left to contribute at a “core level”,
resignation from core having not stopped several folks from remaining as
effective committers or making other valuable contributions.


We’re a free software project and nobody’s paid to be in core, no matter
how seriously we may be tempted to take the whole core thing sometimes,
and we need to remember that all of this started as a bunch of folks who
simply wanted to work together in creating something useful and
interesting. The day we lose that kind of informal atmosphere of
productivity over politics is the day that something pretty fundamental
goes out at the center of core and also the day that I’ll retire from it
myself, handing my hat to a replacement and wishing everyone the very
best of luck.


I can also only sound a similar cautionary note about the idea of
electing core from the user base, or with committers serving as a kind
of “electoral college”, as nice and democratic an idea as that might
sound. The FreeBSD core team does not represent a democratically
selected body and was, in fact, very carefully put together in a very
non-democratic way. We picked core with the specific intention that it
represent as diverse a set of hard-core FreeBSD evangelist/developers as
we knew how to find and we’ve continued to add people using the same
criteria.


In bringing someone into core, we don’t look at whether they’ve been
winning popularity contests lately or won the Programming Olympiad 3
times in a row, we ask ourselves: “Does this person bring a unique
talent or viewpoint to the group? Will the resulting whole be greater
than the sum of its parts?” These are our two most overriding concerns
and, in fact, are the only grounds on which we’ve ever felt it necessary
to actually ask for someone’s resignation from core. We can tolerate
quite a bit from people but not when it impacts core’s fundamental
ability to work together or seeks to undermine the very diversity of
opinion we’ve worked so hard to cultivate. It’s good to be an effective
group of decision makers as a core team, and we do have our moments
(both ways), but sometimes it’s even better to know simply when to stay
out of the way and just make sure the train stays roughly on the tracks.
We’ve prevented a lot more stupidity through having such a diverse and
carefully selected core team than I think we’ve ever caused and I do not
trust the democratic process to leave us with the same thing after a few
elections.


Core is also continuing to work on drafting some internal documents
which cover, in much better detail, just what our rules as committers
are, those superseding any “core member privileges”, governing how
large-scale code removal and addition operations should be carried out.
We’ll post something to committers just as soon as we finally flesh it
out to our mutual satisfaction but, in a nutshell, it basically just
insists that people need to be warned before such changes happen and
that the owner of a given body of code should be given first say as to
whether or not it’s time to kill it in the name of obsolescence or
redundancy. Finally, we are looking at the general issue of
communication inside and outside core and the question of whether or not
to bring in some new member(s) at this time. That discussion is ongoing
and I’ll do my best to keep everyone up to date on that as things
progress.





Release numbering:


Other decisions on the horizon concern returning to our former practice
of using “major” version numbers for branches and “minor” numbers for
releases, the revision number field only being used to denote
point-releases which were done for some reason significant enough to
merit such a special release. This means that the next release will be
3.1, not 3.0.1, and the new branch will be 4.0-current instead of
3.1-current. Is this just a marketing ploy? No, it’s not, though
marketing has indeed been a frequent casualty of our current numbering
scheme.


We have frequently made fairly large changes between our “point
releases”, jumps like 2.2.5->2.2.6 and 2.2.6->2.2.7 being a lot bigger
than most folks gave them credit for given that it was just one little
revision number being changed. This one simple facet of human nature
reduced the effectiveness of these releases and under-sold the work
being done by our developers to substantially improve every release we
do, regardless of which branch it’s on.


This is not a trend which seems to be reversing itself and so I feel
quite safe in saying that 3.1 will be a “full release” over 3.0 in its
own right and not merely the “3.0.1” which conveys such a different
impression. It’s also very important to note that since our branches
seem to typically last from 12-18 months these days, no matter what we
try in attempting to kill a branch earlier, a major version bump (4.0)
is entirely merited for something which won’t see full release status
until sometime in the year 2000. This will make the marketing people
happy since they won’t have such an uphill battle on number perception
and it will make the users happy since they’ll get a clearer picture of
what changed in, say, 3.1 to 3.2 vs 3.1 to 3.1.1 (which might be an
important security update). It will also make this particular developer
happy since I’ll have the revision number space back again for doing
point releases. It’s a win and so we’re going to do it. 3.0.1 is dead,
long live 3.1! :)





Technology:


This last year also saw a successful transition to ELF from a.out format
and a new kernel loadable module scheme which allows modules to be read
in without a runtime dependency on /usr/bin/ld. We also got a new boot
loader (with a forth interpreter!) to aggregate a “kernel” at boot time.
These are both powerful new mechanisms and, coupled with some new stuff
which will be coming in 1999, should give us a far more dynamic and
extensible system than we’ve ever had before.


Not to be overlooked is also our new SCSI CAM system, giving us more
robust behavior with large drive arrays and supporting more of the
high-end SCSI controllers, or the support for multiple processors on the
x86. We made considerable progress all across the board with the release
of 3.0, finally reaching a point with the DEC Alpha architecture port
where people starting worrying more about the packages collection than
they did about working kernels or a /usr/src which built. That
represents considerable progress towards “genuine usefulness” and I hope
that 1999 will see a fully desktop capable release of FreeBSD/axp (to
say nothing of a server capable one), various difficulties with X server
technology making the Alpha desktop a unique milestone in its own right,
especially if it’s on an ARC or AlphaBIOS machine. 1999 may also see the
early release of a SPARC port, though it’s still far too early to say
anything more definite than that. Join the sparc@FreeBSD.org mailing
list if you want to follow these efforts.


IPv6 and IPSec were also hotly debated topics in 1998, FreeBSD’s refusal
to back any specific implementation being cited by many as an example of
core’s over-conservatism in action. Happily for everyone, our
wait-and-see attitude proved to be the right one when the two major
“competing” groups, KAME and INRIA, finally agreed to merge their
implementations. We have, in turn, committed to adopting this merged
implementation and have several people from the KAME/INRIA groups on the
FreeBSD development team who will be importing and maintaining this code
as it becomes available.


There is also substantial work underway with the VM system and the
filesystem code, much of which is either being tested quietly in small
groups (Dillon/Dyson/Greenman) or is awaiting the 4.0 branch event,
still scheduled for January 15th, 1999. In other areas, we have Kazu’s
very welcome total redesign of the console driver coming into -current
along with USB support, courtesy of Nick Hibma and others. This is just
to name a few of the projects underway and I don’t mean to slight anyone
by not mentioning theirs directly, these are just 3 ongoing projects
right off the top of my head. We seem to be gaining a lot of technical
momentum, and that’s great, just so long as we can also keep our heads
during the times where not everyone is in total agreement about which
technical direction to take.





Tech support:


A point which should also be obvious to everyone yet still somehow
requires frequent reinforcement is the fact that we need to maintain
participation in this project as something which is also enjoyable for
the developer/participants or they will just as quickly go away again
and stop giving each and every one of us the benefit of their volunteer
labor (on which a dollar value could not even be put). This is something
which each and every one of our users needs to be aware of, at least
somewhere in the back of their minds, for those times when they’re
tempted to start thinking of FreeBSD as just another shrink-wrap
solution from Software, Inc. and start treating project members like
personal employees. Those looking for actual FreeBSD employees should
send mail to jobs@FreeBSD.org and indicate how much money they’re
willing to pay, otherwise don’t do it.


I don’t mean to come across so harshly here that people don’t even
bother asking us for help, I’m simply saying that those users who avail
themselves of the various FreeBSD volunteer tech support mechanisms out
there (mail, news, irc, etc) should always understand that asking
another perfect stranger for help is just not much different from asking
a random person on the street for a dollar. If you want to get free
handouts, you’d better at the very least learn to ask politely and when
to take “no” for an answer! :-) I’ve seen a lot of abuse of the various
tech support forum volunteers this last year and it frankly sucks.
People just need to be more considerate and stop regarding free tech
support as a god-given right rather than a very special privilege. If
you want on-demand tech support, go to www.freebsdmall.com and order
yourself a tech support contract. You get what you pay for! :)





Looking forward:


What do I see ahead for 1999? Well, assuming that we don’t all vanish in
some pre-millennial holocaust, I see more interesting new features,
improved marketing, more commercial interest, more magazine articles and
press attention, basically more of the same if we can just try to stay
reasonably well focused on what we need to do and not get distracted
into chasing weird desktop dreams or suddenly become overly minimalist
or kitchen-sink biased in /usr/src, continuing to chart the middle
course we’re more famous for. The FreeBSD core team, one year older and
hopefully a little wiser, needs to continue keeping a light but steady
hand on the tiller, relying on our developers as usual to provide much
of the actual motive force behind FreeBSD.


Our users also need to become more involved and I’m hoping that 1999
will be the year when a lot more local user groups and other self-help
type of organizations are formed. The Handbook and FAQ are documents
which are getting better, hopefully another trend we’ll see continue
into 1999 as Nik Clayton, our fearless new Documentation Project leader,
continues at the helm. We still have to remember, however, that for many
users the handbook and FAQ docs are just not enough.


Linux has succeeded largely because of a large grass-roots support and
evangelism network which allows it to reach such people and communicate
the message to them. If FreeBSD’s own users want to see FreeBSD doing
better against whomever they most perceive as its competition, and 1998
was certainly a year where I heard a lot of complaining about this, then
they’re going to simply have to get off their collective duffs and put
in more of this kind of work. When was the last time a bunch of FreeBSD
users got together to hand out FreeBSD literature at a Microsoft product
launch, for example, or held an install-a-thon at a local computer show?


The Linux folks do things like that all the time, apparently, whereas
only a very few die-hard FreeBSD users currently do it now, so why not
help these people out? Join the advocacy@FreeBSD.org mailing list and
discuss your plans there so that others with more enthusiasm than ideas
can also learn from and perhaps help you with yours. Write short
articles for the new advocacy sites like
www.daemonnews.org [http://www.daemonnews.org/] or
www.freebsdrocks.com [http://www.freebsdrocks.com/] and help promote
the success of BSD evangelical publications.


Phrases like “this is your FreeBSD” and “it all depends on you” may seem
shop-worn and trite, but they’re also unfortunately still true when
there’s so few of us and so many of you. If FreeBSD is to really
continue to succeed in 1999, it will only be with substantial user
participation and that means you, users! Start a local user group,
donate some of your older CD releases to the local library, try and
convince a local small business or ISP to use FreeBSD, these are just a
few of the many things that can be done if you’re truly interested in
putting some energy into FreeBSD and ideas for what to do will be the
least of your worries if you’re truly motivated.


Executive Summary: 1999, rah rah rah, let’s do it! :)
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On this site


All the documentation on this site can be downloaded in a variety of
different formats (HTML, Postscript, PDF, and more) and compression
schemes (BZip2, Zip) from the FreeBSD FTP
site [ftp://ftp.FreeBSD.org/pub/FreeBSD/doc/].


Archived copies of the &os; documentation (articles, books, and textinfo
manuals) are also available online at http://docs.FreeBSD.org/doc/.


This documentation is provided and maintained by the FreeBSD
Documentation Project, and we are
always looking for people to contribute new documentation and maintain
existing documentation.



Books



A project model for the FreeBSD
project (dev-model)


A formal study of the organization of the FreeBSD project.






The FreeBSD FAQ (faq)


Frequently Asked Questions, and answers, covering all aspects of
FreeBSD.






The FreeBSD Handbook (handbook)


A constantly evolving, comprehensive resource for FreeBSD users.






The FreeBSD Developers’
Handbook
(developers-handbook)


For people who want to develop software for FreeBSD (and not just
people who are developing FreeBSD itself).






The FreeBSD Architecture
Handbook (arch-handbook)


For FreeBSD system developers. This book covers the architectural
details of many important FreeBSD kernel subsystems.






The Porter’s Handbook
(porters-handbook)


Essential reading if you plan on providing a port of a third party
piece of software.






The PMake Tutorial (pmake)


A tutorial for the make utility. This book is essential reading for
anyone who wants to understand all the details of using make of
reading and writing makefiles.






Chapter 2 of “The Design and Implementation of the 4.4BSD Operating
System” (design-44bsd)


Donated by Addison-Wesley, provides a design overview of 4.4BSD, from
which FreeBSD was originally derived.






The FreeBSD Documentation Project Primer for New
Contributors (fdp-primer)


Everything you need to know in order to start contributing to the
FreeBSD Documentation Project.








Articles



Why you should use a BSD style license for your Open Source
Project (bsdl-gpl)


Describes the benefits of releasing code under a BSD license.






Building Products with
FreeBSD
(building-products)


How FreeBSD can help you build a better product.






The Committer’s Guide
(committers-guide)


Introductory information for FreeBSD committers.






Contributing to FreeBSD
(contributing)


How to contribute to the FreeBSD Project.






The List of FreeBSD
Contributors
(contributors)


A list of organizations and individuals who have helped enhance
FreeBSD.






CUPS on &os; (cups)


How to setup CUPS with &os;.






Explaining BSD
(explaining-bsd)


An answer to the question ``What is BSD?’‘






Filtering Bridges
(filtering-bridges)


Configuring firewalls and filtering on FreeBSD hosts acting as
bridges rather than routers.






Fonts and FreeBSD (fonts)


A description of the various font technologies in FreeBSD, and how to
use them with different programs.






How to get the best results from the FreeBSD-questions mailing
list
(freebsd-questions)


Tips and tricks to help you maximize the chances of getting useful
information from the -questions mailing list.






Build Your Own FreeBSD Update
Server
(freebsd-update-server)


Using a FreeBSD Update server allows a system administrator to
perform fast updates for a number of machines from a local mirror.






Writing a GEOM Class
(geom-class)


A guide to GEOM internals, and writing your own class.






Implementing UFS journaling on a desktop
PC (gjournal-desktop)


A guide to create UFS partitions configured with journaling for
desktop use.






Mirroring FreeBSD (hubs)


The all in one guide for mirroring the FreeBSD website, FTP servers,
and more.






Independent Verification of IPsec Functionality in
FreeBSD (ipsec-must)


A method for experimentally verifying IPsec functionality.






LDAP Authentication
(ldap-auth)


A practical guide about setting up an LDAP server on &os; and how to
use it for authenticating users.






&os; Support for Leap
Seconds (leap-seconds)


A short description of how leap seconds are handled on &os;.






Linux emulation in
&os; (linux-emulation)


A technical description about the internals of the Linux emulation
layer in &os;.






&os; Quickstart Guide for Linux
Users (linux-users)


An introductionary guide for the users that came from Linux.






Frequently Asked Questions About The FreeBSD Mailing
Lists
(mailing-list-faq)


How to best use the mailing lists, such as how to help avoid
frequently-repeated discussions.






Introduction to NanoBSD
(nanobsd)


Information about the NanoBSD tools, which can be used to create
FreeBSD system images for embedded applications, suitable for use on a
Compact Flash card (or other mass storage medium).






FreeBSD First Steps
(new-users)


For people coming to FreeBSD and &unix; for the first time.






Perforce in FreeBSD
Development (p4-primer)


A guide to the Perforce version control system. It also describes how
to manage experimental projects with the FreeBSD Perforce server.






Pluggable Authentication Modules
(pam)


A guide to the PAM system and modules under FreeBSD.






OpenPGP Keys (pgpkeys)


All of the OpenPGP keys for &os;.






Port Mentor
Guidelines
(port-mentor-guidelines)


Guidelines for new and/or potential port mentors and mentees.






FreeBSD Problem Report Handling
Guidelines
(pr-guidelines)


Recommended practices for handling FreeBSD problem reports.






Writing FreeBSD Problem
Reports
(problem-reports)


How to best formulate and submit a problem report to the FreeBSD
Project.






Practical rc.d scripting in
BSD (rc-scripting)


A guide to writing new rc.d scripts and understanding those already
written.






FreeBSD as a greylist mail
server (relaydelay)


Implementing a greylist mail server on FreeBSD using Sendmail, MySQL,
Perl and the relaydelay software. This is an excellent method to use
in the fight against spam.






FreeBSD Release Engineering
(releng)


Describes the approach used by the FreeBSD release engineering team
to make production quality releases of the FreeBSD Operating System.
It describes the tools available for those interested in producing
customized FreeBSD releases for corporate rollouts or commercial
productization.






Remote Installation of the &os; Operating System without a Remote
Console (remote-install)


Describes the remote installation of the &os; operating system when
the console of the remote system is unavailable.






Serial and UART devices
(serial-uart)


Detailed information about the use of serial ports on FreeBSD,
including several multi-port serial cards.






FreeBSD and Solid State
Devices (solid-state)


The use of solid state disk devices in FreeBSD.






The vinum Volume Manager (vinum)


Using gvinum to create RAID arrays.






Design elements of the FreeBSD VM
system (vm-design)


An easy to follow description of the design of the FreeBSD virtual
memory system.










Articles on other web sites


Various independent efforts have also produced a great deal of useful
information about FreeBSD.



		Niels Jorgensen has authored an academic study on the dynamics of the
FreeBSD development process: ``Putting it All in the Trunk,
Incremental Software Development in the FreeBSD Open Source
Project’‘ [http://www.ruc.dk/~nielsj/research/publications/freebsd.pdf]
[Information Systems Journal (2001) 11, 321-336].


		Kirk McKusick, one of the original
architects of BSD at U.C. Berkeley, teaches two 4.4BSD Kernel
Internals [http://www.mckusick.com/courses/] courses using
FreeBSD. For those unable to attend the courses in person, a video
tape series is also now available.


		Getting started with AMD on
FreeBSD [http://www.nber.org/amd.html]


		Profiling and Debugging the FreeBSD
Kernel [http://software.intel.com/sites/default/files/profiling_debugging_freebsd_kernel_321772.pdf]


		Debugging Buffer Overruns in the FreeBSD
Kernel [http://software.intel.com/sites/default/files/debugging_buffer_overruns_322486.pdf]


		Setting up Split DNS on FreeBSD
4.1 [http://www.cfcl.com/rdm/split_DNS.html]


		Appendix A from the college textbook Operating Systems Concepts by
Silberschatz, Galvin and Gagne has been made available online in PDF
format [http://www.wiley.com/college/silberschatz6e/0471417432/pdf/bsd.pdf].
The appendix is dedicated to FreeBSD and offers a good introduction
to FreeBSD’s internals.
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FreeBSD Project announces FreeBSD 5.0


Berkeley, CA - January 20, 2003 - The FreeBSD Project The FreeBSD
Project announced today the availability of FreeBSD 5.0 after almost
three years of continuous development. The latest version of the
project’s powerful open source operating system includes several ground
breaking features:



		Multiprocessor support has been extended and enhanced. We support
SMP on all platforms, and have the infrastructure in place for
extensive performance improvements.


		Background filesystem checks offer quicker start up in disaster
situations.


		File system snapshots permit administrators to duplicate file
systems in real time.


		Experimental support for Mandatory Access Controls (MAC) provides
an extensible and flexible means for administrators to define system
security policies.


		Kernel Schedulable Entities implement a high-performance
many-to-many multiprocessor threading model.


		Expanded hardware support now includes hardware cryptographic
acceleration, ACPI, Bluetooth, and FireWire.





The release also includes new, reimplemented, and incremental
improvements in areas where FreeBSD already dominates, such as network
performance, stability, and reliability.


“This release represents our largest engineering success to date.”, says
Murray Stokely, Vice President of Engineering at FreeBSD Mall Inc and
member of the FreeBSD Release Engineering Team. ” The new technologies
present in FreeBSD 5.X will provide our customers with exciting new
functionality without sacrificing our legendary reliability.”





About the FreeBSD Project


The FreeBSD Project provides a free UNIX-like operating system for the
Intel-compatible, Alpha, and Sparc platforms, based on the
industry-standard Berkeley Software Distribution. The FreeBSD Project
includes several thousand developers from dozens of countries around the
world, who funnel their work through a team of several hundred
committers. FreeBSD is available for free on the Internet, and as a
shrink-wrap product through many different retail vendors, listed at
www.FreeBSD.org/vendors.html [http://www.FreeBSD.org/vendors.html].
For more information, please visit FreeBSD on the Web at
www.FreeBSD.org [http://www.FreeBSD.org/].





Press Contact


press@FreeBSD.org, or phone 1-925-674-0783
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In the real world...



FreeBSD in the Press


Articles in the press about FreeBSD.







Newsgroups


The following newsgroups contain discussion pertinent to FreeBSD users:



		comp.unix.bsd.freebsd.announce
(moderated)


		comp.unix.bsd.freebsd.misc


		comp.unix.bsd.misc








Additional resources



The Source Code [http://fxr.watson.org/]


If you like digging your fingers into source code, here is a hypertext
version of the FreeBSD kernel source. This is brought to you courtesy
of Robert Watson.





The FreeBSD Diary [http://www.freebsddiary.org/]


The FreeBSD Diary is a collection of how-to entries aimed at UNIX
novices. The aim is to provide a set of step-by-step guides to
installing and configuring various ports.





The O’Reilly Network BSD Dev Center [http://www.OnLamp.com/bsd/]


The BSD Dev Center includes two regular columns on FreeBSD, featuring
tips and tutorials.





The &os; Forums [https://forums.FreeBSD.org]


The Official FreeBSD Forums, offering a forum dedicated to FreeBSD and
FreeBSD aficionados.





BSD Guides [http://www.bsdguides.org]


BSDGuides.org hosts many BSD-related tutorials.
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Introduction


This is a specific schedule for the release of FreeBSD &local.rel;. For
more general information about the release engineering process, please
see the Release Engineering section of
the web site.


General discussions about the release engineering process or quality
assurance issues should be sent to the public
freebsd-qa mailing list.
MFC
requests should be sent to re@FreeBSD.org.





Schedule


Action


Expected


Actual


Description


Reminder announcement


3 June 2005


3 June 2005


Release Engineers send announcement email to developers with a rough
schedule for the FreeBSD &local.rel; release.


Announce the Ports Freeze


22 July 2005


22 July 2005


Someone from portmgr@ should email freebsd-ports@ to set a date
for the week long ports freeze and tagging of the ports tree.


Code freeze begins


10 June 2005


10 June 2005


After this date, all commits to HEAD must be approved by re@FreeBSD.org.
Certain highly active documentation committers are exempt from this rule
for routine man page / release note updates. Heads-up emails should be
sent to the developers, as well as stable@ and qa@ lists.


Announce doc/ tree slush


–


2 October 2005


Notification of the impending doc/ tree slush should be sent to
doc@.


Ports tree frozen


1 August 2005


1 August 2005


Only approved commits will be permitted to the ports/ tree during
the freeze.


doc/ tree slush


5 October 2005


5 October 2005


Non-essential commits to the en_US.ISO8859-1/ subtree should be
delayed from this point until after the doc/ tree tagging, to give
translation teams time to synchronize their work.


doc/ tree tagged.


10 October 2005


12 October 2005


Version number bumps for doc/ subtree. RELEASE_&local.rel.tag;_0
tag for doc/. doc/ slush ends at this time.


RELENG_6 branch


10 July 2005


11 July 2005


The new major version branch is created. Update newvers.sh and
release.ent on various branches involved.


Begin &local.rel;-BETA1 builds


–


11 July 2005


Begin building the first public test release build for all Tier-1
platforms.


Release &local.rel;-BETA1


–


15 July 2005


&local.rel;-BETA1 tier-1 platform images built, released, and uploaded
to ftp-master.FreeBSD.org.


Begin &local.rel;-BETA2 builds


–


1 August 2005


Begin building the second public test release build for all Tier-1
platforms.


Release &local.rel;-BETA2


–


5 August 2005


&local.rel;-BETA2 tier-1 platform images built, released, and uploaded
to ftp-master.FreeBSD.org.


Begin &local.rel;-BETA3 builds


20 August 2005


25 August 2005


Begin building the third public test release build for all Tier-1
platforms.


Release &local.rel;-BETA3


22 August 2005


29 August 2005


&local.rel;-BETA3 tier-1 platform images built, released, and uploaded
to ftp-master.FreeBSD.org.


Begin &local.rel;-BETA4 builds


–


3 September 2005


Begin building the fourth public test release build for all Tier-1
platforms.


Release &local.rel;-BETA4


–


7 September 2005


&local.rel;-BETA4 tier-1 platform images built, released, and uploaded
to ftp-master.FreeBSD.org.


Begin &local.rel;-BETA5 builds


–


17 September 2005


Begin building the fifth public test release build for all Tier-1
platforms.


Release &local.rel;-BETA5


–


30 September 2005


&local.rel;-BETA5 tier-1 platform images built, released, and uploaded
to ftp-master.FreeBSD.org.


RELENG_6_0 branch



[STRIKEOUT:1 August 2005]


TBD





9 October 2005


The new release branch is created. Update newvers.sh and
release.ent on various branches involved.


src/ unfrozen


TBD


–


Unfreeze RELENG_6 src. Continue to coordinate significant check-ins
with re@FreeBSD.org until the release is final.


Ports tree tagged



[STRIKEOUT:15 August 2005]


28 August 2005





28 August 2005


RELEASE_&local.rel.tag;_0 tag for ports/.


Ports tree unfrozen



[STRIKEOUT:15 August 2005]


28 August 2005





28 August 2005


After the ports/ tree is tagged, the ports/ tree will be
re-opened for commits, but commits made after tagging will not go in
&local.rel;-RELEASE.


Final package build starts



[STRIKEOUT:15 August 2005]


28 August 2005





28 August 2005


The ports cluster and pointyhat [http://pointyhat.FreeBSD.org] build
final packages.


Build &local.rel;-RC1


5 October 2005


9 October 2005


Begin building the first release candidate build for all Tier-1
platforms.


Release &local.rel;-RC1


TBD


11 October 2005


&local.rel;-RC1 tier-1 platform images released, and uploaded to
ftp-master.FreeBSD.org.


Version numbers bumped


TBD


–


The files listed
here
are updated to reflect FreeBSD &local.rel;.


src/ tree tagged


TBD


–


Tag the RELENG_&local.rel.tag; branch with
RELENG_&local.rel.tag;_0_RELEASE.


Begin &local.rel;-RELEASE builds


TBD


–


Start &local.rel;-RELEASE Tier-1 builds.


Warn mirror-announce@FreeBSD.org


TBD


–


Heads up email to mirror-announce@FreeBSD.org to give admins time to
prepare for the load spike to come. The site administrators have
frequently requested advance notice for new ISOs.


Upload to ftp-master


TBD


–


Release and packages uploaded to ftp-master.FreeBSD.org.


Announcement



[STRIKEOUT:15 August 2005]

TBD



–


Announcement sent out after a majority of the mirrors have received the
bits.


Turn over to the secteam


TBD


–


RELENG_&local.rel.tag; branch is handed over to the FreeBSD Security
Officer Team in one or two weeks after the announcement.





Additional Information



		FreeBSD &local.rel; developer todo list.


		FreeBSD &local.rel; Code Freeze Commit Approval
List.


		FreeBSD Release Engineering website.
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Introduction


FreeBSD/xbox is a port of FreeBSD which aims to run on Microsoft® Xbox®
systems. This project was started by &a.rink.email;, who did most of the
patching and coding. &a.ed.email; helped with reviewing patches and he
also provided details on certain Xbox internals.





Status


&os;/xbox has been supported since FreeBSD 6-STABLE. The framebuffer,
Ethernet, sound and USB devices (such as an USB keyboard for the
console) are all supported.


In order to aid people in installing the FreeBSD/xbox port, a combined
install/livecd has been
created [http://lists.freebsd.org/pipermail/freebsd-stable/2006-August/027894.html].
It is available here [ftp://ftp.stack.nl/pub/freebsd-xbox/].





Booting &os; kernels


In order to boot &os; you must have an up-to-date version of the
Linux/xbox BIOS, called Cromwell (failure will result in your kernel
crashing immediately after loading). A Cromwell with FreeBSD UFS patches
(this will make it able to load a kernel directly from an UFS file
system) is available in the ports tree at /usr/ports/sysutils/cromwell;
it can be flashed to the EEPROM using the /usr/ports/sysutils/raincoat
port (as long as your Xbox is below version 1.6).


Note: Several Xbox drives are known to reject certain types of
media. Should you experience random hangs, panics or corruption during
installation, try a different known-working DVD/CD-ROM.





Installing on the hard drive


You can do an installation using the Live CD’s, but you will need to do
everything manually. It is suggested to prepare your disk using an
FreeBSD/i386 installation and set up the /boot/xboxlinux.cfg
configuration file yourself, so Cromwell can determine which kernel to
load.
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This is a list of open issues that need to be resolved for FreeBSD 6.0.
If you have any updates for this list, please e-mail re@FreeBSD.org.



		Show stopper defects


		Required features


		Desired features


		Documentation Items


		Testing foci


		Problems Discovered by Kernel Stress Test Suite






Show stopper defects for 6.0-RELEASE










		Issue
		Status
		Responsible
		Description





		 
		 
		 
		 










Required features for 6.0-RELEASE










		Issue
		Status
		Responsible
		Description





		 
		 
		 
		 










Desired features for 6.0-RELEASE










		Issue
		Status
		Responsible
		Description





		devfs umount panic
		&status.new;
		 
		There is a race condition between device removal and devfs umounts that causes “Memory modified after free” panics. Can be reproduced by doing ‘mdconfig -u’ concurrently with unmounting a devfs instance.



		/dev/kmem panic
		&status.new;
		 
		Kris has noticed panics on SMP machines when there was ABI breakage of libkvm and world was not rebuilt and utilities like fstat were used. This suggests panics can be caused by incorrect accesses to /dev/kmem.



		KLDs on sparc64
		&status.new;
		 
		On sparc64 machines with more than 4Gb memory KLDs are not usable and will panic the system. The problem is reportedly with how the KLDs are compiled, it only works if the code ends up below 4G.



		Max RAM on sparc64
		&status.new;
		 
		Maximum RAM on sparc64 appears to be limited to 16Gb.



		make -jN
		&status.new;
		 
		Doing ‘make -jN’, then suspending/resuming it may result in make reporting it lost child process(es).



		OpenBSM
		&status.deferred;
		&a.rwatson;
		The integration of OpenBSM is waiting on some final licensing hurdles. Once those are cleared, it will be a very desirable feature for 6.0.



		update sysinstall disk labeling
		&status.wip;
		&a.rodrigc;
		Sysinstall could use the same fixes recently made to fdisk so it plays nice with GEOM and disk labeling. This does not cause problems during install because nothing on the disk is mounted when its label is being manipulated but it can cause problems if sysinstall gets used on a live system to adjust labels on existing disks which sys-admins tend to do.










Documentation items that must be resolved for 6.0










		Issue
		Status
		Responsible
		Description





		dhclient
		&status.new;
		freebsd-doc
		The ISC DHCP client v3.x has been removed in favor of the OpenBSD DHCP client which was based on ISC DHCP v2.X. Minimal updates to the FreeBSD Handbook may be required.



		WPA / hostap
		&status.wip;
		loader@freebsdmall.com, &a.sam;, &a.murray;
		Significant new wireless functionality will be available with FreeBSD 6.0. The wireless section of the FreeBSD Handbook should be updated to describe how to connect to networks with WPA keys, setup host access points, etc. A howto in progress is available here [http://www.freebsdmall.com/~loader/en_US.ISO8859-1/articles/wireless/article.html].










Testing foci for 6.0-RELEASE










		Issue
		Status
		Responsible
		Description





		New dhclient
		&status.untested;
		&a.brooks;
		The ISC DHCP client v3.x has been removed in favor of the OpenBSD DHCP client which was based on ISC DHCP v2.X. More testing is needed to make sure there are no major regressions in functionality. We are particularly interested in tests involving non-standard environments.



		WPA / hostap
		&status.untested;
		&a.sam;
		Significant new wireless functionality is available in FreeBSD 6.0. As this functionality is rather new, further testing would be appreciated.



		if_bridge
		&status.untested;
		 
		A new bridge implementation has been added from NetBSD. As this has not seen a wider audience yet, further testing would be appreciated. See if_bridge(4) for configuration details.



		sysinstall dhclient problems
		&status.untested;
		&a.scottl;, &a.sam;
		sysinstall has been updated to deal with the new DHCP client in 6.0, more testing is needed.



		ULE
		&status.untested;
		&a.davidxu;
		The ULE scheduler has been fixed on both HEAD and RELENG_6. More testing is needed.



		aac(4) regression
		&status.untested;
		&a.scottl;
		There had been a regression in the aac device driver on Dell 2550 machines. This should be fixed but more testing would be good.



		vnode_pager_init nswbuf initialization bug
		&status.untested;
		&a.kan;
		There had been a serious performance regression due to a very low bound on the number of swap buffers per vnode (1). This should be fixed but more testing would be good.



		fdisk & boot0cfg
		&status.untested;
		&a.phk;
		The boot0cfg and fdisk utilities need to be updated to use the proper GEOM model for updating the boot sector of a mounted disk.



		Alarming devfs shutdown error needs to be quenched
		&status.done;
		&a.rwatson;
		During system shutdown, devfs generates a spurious error message due to /dev being non-unmountable: “unmount of /dev failed (BUSY)”. While this is not a product of serious breakage, it is a potentially alarming error, whose source should either be fixed, or the message should be forceably quenched, in order to avoid many false positive bug reports and user concern.



		page fault at if_ethersubr.c: 284
		&status.done;
		&a.glebius;
		Found by stress tests at http://www.holm.cc/stress/log/cons141.html.



		Livelock
		&status.untested;
		&a.tegge;
		Found by stress tests at http://www.holm.cc/stress/log/cons139.html. This is the second most frequent panic reported by Peter Holm.



		panic: softdep_setup_inomapdep: found inode
		&status.untested;
		&a.tegge;
		Found by stress tests at http://www.holm.cc/stress/log/cons138.html.



		M_SAVEDINO
		&status.untested;
		&a.tegge;
		A ‘memory modified after free’ bug affecting M_SAVEDINO. Possibly a softupdates bug.



		kgdb
		&status.untested;
		&a.marcel;
		kgdb has been modified to handle trap frames on all tier 1 and 2 architectures. This allows tracebacks to provide useful info.



		panic: wrong b_bufobj
		&status.untested;
		&a.tegge;
		Found by stress tests at http://www.holm.cc/stress/log/cons140.html. This is high priority and can be provoked within minutes of testing!



		Panic when filesystem fills
		&status.done;
		&a.rwatson;
		Inadequate locking causes panics when calling kernel printf functions. This is most often seen when a filesystem fills up and uprintf() is called to report it to the console, but it can happen in many other places also. Properly locking the upper and lower parts of the tty subsystem likely cannot happen for 6.0, but temporary fixes must be developed and committed. A patch has now been committed that is believed to fix this problem by acquiring Giant in uprintf() and tprintf(), as well as a regression test. This work-around has now been merged to RELENG_6 and is ready for wide-spread testing.



		panic on multicast socket close after interface removal
		&status.done;
		&a.rwatson;
		Due to the addition of multicast locking, a long-present memory corruption bug now generates an immediate panic if an interface is removed while a multicast group is in use on the interface. This can manifest if running routed and using vlans. A regression test has now been committed as msocket_ifnet_remove. A short-term fix will be to GC references to the interface in the IPv4/IPv6 multicast socket options hung off of the inpcb; a long term solution will require determining the correct application semantics for interface removal as relates to multicast sockets. This problem is described in detail in PR kern/77665. A fix has now been committed to 7-CURRENT in the CVS HEAD, and merged to RELENG_6.



		panic: handle_written_inodeblock: live inodedep
		&status.untested;
		&a.truckman;, &a.tegge;
		Found by stress tests at http://www.holm.cc/stress/log/cons142.html.



		“snaplk” livelock
		&status.untested;
		&a.truckman;
		Found by stress tests at http://www.holm.cc/stress/log/cons143.html.



		fpudna: fpcurthread == curthread 1 times
		&status.untested;
		&a.ups;
		This warning is appearing sporadically on a dual AMD64 system. It appears to be warning against a legitimate problem, and thus should be investigated and fixed.



		race condition in POSIX named fifos
		&status.done;
		&a.rwatson;
		There have been multiple reports of panics when running with make -j on SMP systems, which appear to be associated with a race condition in the POSIX named fifo support. A number of regression tests have been written to confirm that any fix does not break fifos, and a number of other unrelated bugs were fixed in the process. The cause of the symptoms has been identified, and a workaround has been committed to 7-CURRENT for testing; it has been merged to RELENG_6 for testing.



		UFS_EXTATTR_AUTOSTART
		&status.done;
		&a.rwatson;
		Changes in VFS locking as part of the SMPng work have resulted in a new panic during the auto-starting of UFS1 extended attributes. A patch to fix this has been committed (ufs_extattr.c:1.82), and now requires further testing before it is merged to RELENG_6 and RELENG_6_0.










Stress Test Panics


The system is continuously being subjected to Peter Holm’s Kernel
Stress Test Suite [http://www.holm.cc/stress/]. The following issues
have recently been discovered from this test suite.


&stresstest;
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Introduction


The FreeBSD/ppc project pages contain information about the FreeBSD port
to the PowerPC® architecture. As with the port itself, these pages are
still a work in progress.





Table Of Contents



		Status


		Latest News


		Port FAQs


		Supported Hardware


		FreeBSD/ppc mailing list


		Known Issues


		Documentation, White Papers, Utilities


		Other links of interest








Status


The FreeBSD/ppc port is still a Tier
2
platform. That means it is not being fully supported by our security
officer, release engineers and toolchain maintainers.







Latest News



		05 January, 2011: Support for the Sony Playstation 3 has been
committed to SVN.


		13 July, 2010: Support for the powerpc64 architecture added.


		03 March, 2008: Support for Freescale® PowerQUICC III MPC85XX
family system-on-chip development boards has been committed into CVS.


		27 February, 2008: FreeBSD 7.0 is the first release to officially
support the FreeBSD/ppc port.










Frequently Asked Questions



		How can I install FreeBSD/ppc


		How to use ports on FreeBSD/ppc?


		Should I install powerpc or powerpc64?


		Who should I contact?






How can I install FreeBSD/ppc?


ISO images of FreeBSD &rel.current; suitable for New-World Macs are
available for download, for details on how to obtain these see the
release announcement.





How to use ports on FreeBSD/ppc?


The easy way to use ports on FreeBSD is to use portsnap. Refer to the
Handbook if you need assistance to use the Ports
Collection.





Should I install powerpc or powerpc64?


The powerpc64 port provides a 64-bit kernel and userland, and is
supported on all 64-bit CPUs. Users of 32-bit CPUs (G3, G4) must use the
32-bit powerpc platform, users of 64-bit CPUs that support 32-bit
operating systems (G5) have a choice, and users of 64-bit CPUs that do
not (Cell) must use powerpc64. For those users with a choice, powerpc64
provides some additional features (the ability to use more than 2 GB of
RAM and ZFS support) while having slightly worse ports support due to
being a newer and less common architecture. Like other 64-bit platforms,
FreeBSD/powerpc64 supports running 32-bit binaries as well as 64-bit
ones.





Who should I contact?


Peter Grehan is the project leader.
Contact him if you can contribute code. If you just want to know about
the status of this project, check this page regularly or join the
FreeBSD/ppc mailing list.









Supported Hardware


The FreeBSD/ppc port should run on any New-World Apple machine (any
Apple machine with a built-in USB port), as well as the Sony Playstation
3. A port to IBM pSeries hardware is in progress. People reported
FreeBSD runs on following machines:










		Manufacturer
		Model
		Submitter
(optional links)
		Notes





		Apple
		iMac G3 350 MHz
		Martin
Minkus
		Rage 128VR



		Apple
		iMac G3 DV Special
Edition
		David S.
Besade
(dmesg [http://people.freebsd.org/~flz/local/dmesg.ppc])
		None



		Apple
		iMac G3 Revision B
		Peter
Grehan
_
		Rage 3D Pro 215GP,
accel disabled



		Apple
		eMac 700 MHz
		Peter
Grehan
_
		Nvidia GeForce2 MX



		Apple
		Mac Mini G4 1.4
GHz
		Tilman
Linneweh <mailto:a
rved@FreeBSD.org>
__
(dmesg [http://people.freebsd.org/~arved/stuff/minimac])
		None



		Apple
		Powerbook G4 1.33
GHz
		Peter
Grehan
_
		Nvidia GeForce
G5200



		Apple
		Aluminium
Powerbook G4 1.5
GHz
		Andreas
Tobler
		None



		Apple
		PowerMac G5
		 
		FreeBSD 8.0



		Apple
		iMac G5
		 
		FreeBSD 8.0



		Apple
		Xserve G5
		 
		FreeBSD 8.1



		Apple
		PowerMac G5 (late
2005)
		 
		FreeBSD 8.1












FreeBSD/ppc mailing list


To subscribe to this list, send an email to
``     <freebsd-ppc-subscribe@FreeBSD.org>`` or visit the mailman
interface [http://lists.FreeBSD.org/mailman/listinfo/freebsd-ppc].







Known Issues



		There is a known bug in the boot-loader, that prevents you from
loading an alternate kernel, so testing your kernel is a bit risky.
When booting the loader from the Open Firmware prompt, give it a
partition which is either non-existent, doesn’t have a kernel to
load, or isn’t a UFS partition:


0 > boot hd:loader hd:0






At this point, you can set currdev and manually load a kernel:


OK set currdev="hd":14
OK load /boot/kernel/kernel.save

















Documentation, White Papers, Utilities



		PowerPC chip
documentation [http://www.freescale.com/files/product/doc/MPCFPE32B.pdf]


		Open Firmware Quick
Reference [http://www.firmworks.com/QuickRef.html]


		“TN1061: Fundamentals of Open Firmware, Part 1 - The User
Interface” [https://developer.apple.com/legacy/library/technotes/tn/tn1061.html]


		“TN1062: Fundamentals of Open Firmware, Part 2 - The Device
Tree” [https://developer.apple.com/legacy/library/technotes/tn/tn1062.html]


		Apple hardware developer
docs [http://developer.apple.com/legacy/mac/library/navigation/]


		“TN2004: Debugging Open Firmware Using
Telnet” [http://web.archive.org/web/20080514111646/http://developer.apple.com/technotes/tn/tn2004.html]


		“TN2023: Open Firmware Ethernet Debugging II - Telnet
Downloading” [http://web.archive.org/web/20080509173539/http://developer.apple.com/technotes/tn/tn2023.html]


		“TN2001: Running Files from a Hard Drive in Open
Firmware” [https://developer.apple.com/legacy/library/technotes/tn/tn2001.html]


		psim [http://sourceware.org/psim/] - A PowerPC simulator,
available as a FreeBSD port at
emulators/psim-freebsd [http://www.freshports.org/?package=psim-freebsd]








Other Links of Interest



		FreeBSD/ppc wiki page [http://wiki.freebsd.org/powerpc]


		Garance A. Drosehn’s description about FreeBSD on the Mac
Mini [http://lists.freebsd.org/pipermail/freebsd-ppc/2005-January/000814.html]


		NetBSD/macppc [http://www.NetBSD.org/Ports/macppc/]


		OpenBSD/macppc [http://www.OpenBSD.org/macppc.html]
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The FreeBSD Release Engineering Team is pleased to announce the
availability of FreeBSD 8.1-RELEASE. This is the second release from the
8-STABLE branch which improves on the functionality of FreeBSD 8.0 and
introduces some new features. Some of the highlights:



		zfsloader added


		zpool version of ZFS subsystem updated to version 14


		NFSv4 ACL support in UFS and ZFS; support added to cp(1), find(1),
getfacl(1), mv(1), and setfacl(1) utilities


		UltraSPARC IV/IV+, SPARC64 V support


		SMP support in PowerPC G5


		BIND 9.6.2-P2


		sendmail updated to 8.14.4


		OpenSSH updated to 5.4p1


		GNOME 2.30.1, KDE 4.4.5





For a complete list of new features and known problems, please see the
online release notes and errata list available at:



		http://www.FreeBSD.org/releases/8.1R/relnotes.html


		http://www.FreeBSD.org/releases/8.1R/errata.html





For more information about FreeBSD release engineering activities please
see:



		http://www.FreeBSD.org/releng/






Availability


FreeBSD 8.1-RELEASE is now available for the amd64, i386, ia64, pc98,
powerpc, and sparc64 architectures.


FreeBSD 8.1 can be installed from bootable ISO images or over the
network. Some architectures (currently amd64 and i386) also support
installing from a USB memory stick. The required files can be downloaded
via FTP or BitTorrent as described in the sections below. While some of
the smaller FTP mirrors may not carry all architectures, they will all
generally contain the more common ones such as amd64 and i386.


MD5 and SHA256 hashes for the release ISO images are included at the
bottom of this message.


The purpose of the images provided as part of the release are as
follows:



		dvd1


		This contains everything necessary to install the base FreeBSD
operating system, a collection of pre-built packages, and the
documentation. It also supports booting into a “livefs” based rescue
mode. This should be all you need if you can burn and use DVD-sized
media.


		disc1


		This contains the base FreeBSD operating system and the
documentation packages for CDROM-sized media. There are no other
packages.


		livefs


		This contains support for booting into a “livefs” based rescue mode
but does not support doing an install from the CD itself. It is
meant to help rescue an existing system but could be used to do a
network based install if necessary.


		bootonly


		This supports booting a machine using the CDROM drive but does not
contain the support for installing FreeBSD from the CD itself. You
would need to perform a network based install (e.g. from an FTP
server) after booting from the CD.


		memstick


		This can be written to an USB memory stick (flash drive) and used to
do an install on machines capable of booting off USB drives. It also
supports booting into a “livefs” based rescue mode. The
documentation packages are provided but no other packages.


As one example of how to use the memstick image, assuming the USB
drive appears as /dev/da0 on your machine something like this should
work:


# dd if="8".1-RELEASE-amd64-memstick.img of=/dev/da0 bs="10240" conv="sync"






Be careful to make sure you get the target (of=) correct.








FreeBSD 8.1-RELEASE can also be purchased on CD-ROM or DVD from several
vendors. One of the vendors that will be offering FreeBSD 8.1-based
products is:



		FreeBSD Mall, Inc. http://www.freebsdmall.com/








BitTorrent


8.1-RELEASE ISOs are available via BitTorrent. A collection of torrent
files to download the images is available at:



		http://torrents.FreeBSD.org:8080/








FTP


At the time of this announcement the following FTP sites have FreeBSD
8.1-RELEASE available.



		ftp://ftp.freebsd.org/pub/FreeBSD/


		ftp://ftp1.freebsd.org/pub/FreeBSD/


		ftp://ftp5.freebsd.org/pub/FreeBSD/


		ftp://ftp10.freebsd.org/pub/FreeBSD/


		ftp://ftp.cz.freebsd.org/pub/FreeBSD/


		ftp://ftp.dk.freebsd.org/pub/FreeBSD/


		ftp://ftp.fr.freebsd.org/pub/FreeBSD/


		ftp://ftp.jp.freebsd.org/pub/FreeBSD/


		ftp://ftp.ru.freebsd.org/pub/FreeBSD/


		ftp://ftp1.ru.freebsd.org/pub/FreeBSD/


		ftp://ftp.tw.freebsd.org/pub/FreeBSD/


		ftp://ftp4.tw.freebsd.org/pub/FreeBSD/


		ftp://ftp.uk.freebsd.org/pub/FreeBSD/


		ftp://ftp1.us.freebsd.org/pub/FreeBSD/


		ftp://ftp5.us.freebsd.org/pub/FreeBSD/


		ftp://ftp10.us.freebsd.org/pub/FreeBSD/





However before trying these sites please check your regional mirror(s)
first by going to:



		ftp://ftp.<yourdomain>.FreeBSD.org/pub/FreeBSD





Any additional mirror sites will be labeled ftp2, ftp3 and so
on.


More information about FreeBSD mirror sites can be found at:



		http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/mirrors-ftp.html





For instructions on installing FreeBSD, please see Chapter 2 of The
FreeBSD Handbook. It provides a complete installation walk-through for
users new to FreeBSD, and can be found online at:



		http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/install.html








Updates from Source


The procedure for doing a source code based update is described in the
FreeBSD Handbook:



		http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/synching.html


		http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/makeworld.html





The branch tag to use for updating the source is RELENG_8_1 for CVS.
For SVN use releng/8.1.





FreeBSD Update


The freebsd-update(8) utility supports binary upgrades of i386 and amd64
systems running earlier FreeBSD releases. Systems running
7.[0123]-RELEASE, 8.0-RELEASE, 8.1-BETA1, or 8.1-RC[12] can upgrade as
follows:


# freebsd-update upgrade -r 8.1-RELEASE






During this process, FreeBSD Update may ask the user to help by merging
some configuration files or by confirming that the automatically
performed merging was done correctly.


# freebsd-update install






The system must be rebooted with the newly installed kernel before
continuing.


# shutdown -r now






After rebooting, freebsd-update needs to be run again to install the new
userland components, and the system needs to be rebooted again:


# freebsd-update install






At this point, users of systems being upgraded from FreeBSD 7.3-RELEASE
or earlier will be prompted by freebsd-update to rebuild all third-party
applications (e.g., ports installed from the ports tree) due to updates
in system libraries.


After updating installed third-party applications (and again, only if
freebsd-update printed a message indicating that this was necessary),
run freebsd-update again so that it can delete the old (no longer used)
system libraries:


# freebsd-update install






Finally, reboot into 8.1-RELEASE:


# shutdown -r now









Support


The FreeBSD Security Team has designated FreeBSD 8.1 an “Extended”
support release and currently plans to support FreeBSD 8.1 until July
31, 2012. For more information on the Security Team and their support of
the various FreeBSD branches see:



		http://www.FreeBSD.org/security/
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Secure Programming





Synopsis


This chapter describes some of the security issues that have plagued
UNIX programmers for decades and some of the new tools available to help
programmers avoid writing exploitable code.





Secure Design Methodology


Writing secure applications takes a very scrutinous and pessimistic
outlook on life. Applications should be run with the principle of “least
privilege” so that no process is ever running with more than the bare
minimum access that it needs to accomplish its function. Previously
tested code should be reused whenever possible to avoid common mistakes
that others may have already fixed.


One of the pitfalls of the UNIX environment is how easy it is to make
assumptions about the sanity of the environment. Applications should
never trust user input (in all its forms), system resources,
inter-process communication, or the timing of events. UNIX processes do
not execute synchronously so logical operations are rarely atomic.





Buffer Overflows


Buffer Overflows have been around since the very beginnings of the
Von-Neuman ? architecture. buffer overflow Von-Neuman They first gained
widespread notoriety in 1988 with the Morris Internet worm.
Unfortunately, the same basic attack remains Morris Internet worm
effective today. By far the most common type of buffer overflow attack
is based on corrupting the stack.


stack
arguments
Most modern computer systems use a stack to pass arguments to procedures
and to store local variables. A stack is a last in first out (LIFO)
buffer in the high memory area of a process image. When a program
invokes a function a new “stack frame” is LIFO process image stack
pointer created. This stack frame consists of the arguments passed to
the function as well as a dynamic amount of local variable space. The
“stack pointer” is a register that holds the current stack frame stack
pointer location of the top of the stack. Since this value is constantly
changing as new values are pushed onto the top of the stack, many
implementations also provide a “frame pointer” that is located near the
beginning of a stack frame so that local variables can more easily be
addressed relative to this value. ? The return address for function
frame pointer process image frame pointer return address stack-overflow
calls is also stored on the stack, and this is the cause of
stack-overflow exploits since overflowing a local variable in a function
can overwrite the return address of that function, potentially allowing
a malicious user to execute any code he or she wants.


Although stack-based attacks are by far the most common, it would also
be possible to overrun the stack with a heap-based (malloc/free) attack.


The C programming language does not perform automatic bounds checking on
arrays or pointers as many other languages do. In addition, the standard
C library is filled with a handful of very dangerous functions.








		strcpy(char *dest, const char *src)
		May overflow the dest buffer



		strcat(char *dest, const char *src)
		May overflow the dest buffer



		getwd(char *buf)
		May overflow the buf buffer



		gets(char *s)
		May overflow the s buffer



		[vf]scanf(const char *format, ...)
		May overflow its arguments.



		realpath(char *path, char resolved_path[])
		May overflow the path buffer



		[v]sprintf(char *str, const char *format, ...)
		May overflow the str buffer.








Example Buffer Overflow


The following example code contains a buffer overflow designed to
overwrite the return address and skip the instruction immediately
following the function call. (Inspired by ?)


#include <stdio.h>

void manipulate(char *buffer) {
  char newbuffer[80];
  strcpy(newbuffer,buffer);
}

int main() {
  char ch,buffer[4096];
  int i=0;

  while ((buffer[i++] = getchar()) != '\n') {};

  i=1;
  manipulate(buffer);
  i=2;
  printf("The value of i is : %d\n",i);
  return 0;
}






Let us examine what the memory image of this process would look like if
we were to input 160 spaces into our little program before hitting
return.


[XXX figure here!]


Obviously more malicious input can be devised to execute actual compiled
instructions (such as exec(/bin/sh)).





Avoiding Buffer Overflows


The most straightforward solution to the problem of stack-overflows is
to always use length restricted memory and string copy functions.
strncpy and strncat are part of the standard C library. string
copy functions strncpy string copy functions strncat These functions
accept a length value as a parameter which should be no larger than the
size of the destination buffer. These functions will then copy up to
`length’ bytes from the source to the destination. However there are a
number of problems with these functions. Neither function guarantees NUL
termination if the size of the input buffer is as large as the NUL
termination destination. The length parameter is also used
inconsistently between strncpy and strncat so it is easy for programmers
to get confused as to their proper usage. There is also a significant
performance loss compared to strcpy when copying a short string into
a large buffer since strncpy NUL fills up the size specified.


Another memory copy implementation exists to get around these problems.
The strlcpy and strlcat functions guarantee that they will
always null terminate the destination string when given a non-zero
length argument.


string copy functions
strlcpy
string copy functions
strlcat
Compiler based run-time bounds checking
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~


bounds checking
compiler-based
Unfortunately there is still a very large assortment of code in public
use which blindly copies memory around without using any of the bounded
copy routines we just discussed. Fortunately, there is a way to help
prevent such attacks — run-time bounds checking, which is implemented by
several C/C++ compilers.


ProPolice
StackGuard
gcc
ProPolice is one such compiler feature, and is integrated into MAN.GCC.1
versions 4.1 and later. It replaces and extends the earlier StackGuard
MAN.GCC.1 extension.


ProPolice helps to protect against stack-based buffer overflows and
other attacks by laying pseudo-random numbers in key areas of the stack
before calling any function. When a function returns, these “canaries”
are checked and if they are found to have been changed the executable is
immediately aborted. Thus any attempt to modify the return address or
other variable stored on the stack in an attempt to get malicious code
to run is unlikely to succeed, as the attacker would have to also manage
to leave the pseudo-random canaries untouched.


buffer overflow
Recompiling your application with ProPolice is an effective means of
stopping most buffer-overflow attacks, but it can still be compromised.



Library based run-time bounds checking


bounds checking
library-based
Compiler-based mechanisms are completely useless for binary-only
software for which you cannot recompile. For these situations there are
a number of libraries which re-implement the unsafe functions of the
C-library (strcpy, fscanf, getwd, etc..) and ensure that
these functions can never write past the stack pointer.



		libsafe


		libverify


		libparanoia





Unfortunately these library-based defenses have a number of
shortcomings. These libraries only protect against a very small set of
security related issues and they neglect to fix the actual problem.
These defenses may fail if the application was compiled with
-fomit-frame-pointer. Also, the LD_PRELOAD and LD_LIBRARY_PATH
environment variables can be overwritten/unset by the user.









SetUID issues


seteuid
There are at least 6 different IDs associated with any given process.
Because of this you have to be very careful with the access that your
process has at any given time. In particular, all seteuid applications
should give up their privileges as soon as it is no longer required.


user IDs
real user ID
user IDs
effective user ID
The real user ID can only be changed by a superuser process. The login
program sets this when a user initially logs in and it is seldom
changed.


The effective user ID is set by the exec() functions if a program
has its seteuid bit set. An application can call seteuid() at any
time to set the effective user ID to either the real user ID or the
saved set-user-ID. When the effective user ID is set by exec()
functions, the previous value is saved in the saved set-user-ID.





Limiting your program’s environment


chroot()
The traditional method of restricting a process is with the chroot()
system call. This system call changes the root directory from which all
other paths are referenced for a process and any child processes. For
this call to succeed the process must have execute (search) permission
on the directory being referenced. The new environment does not actually
take effect until you chdir() into your new environment. It should
also be noted that a process can easily break out of a chroot
environment if it has root privilege. This could be accomplished by
creating device nodes to read kernel memory, attaching a debugger to a
process outside of the MAN.CHROOT.8 environment, or in many other
creative ways.


The behavior of the chroot() system call can be controlled somewhat
with the kern.chroot_allow_open_directories sysctl variable. When
this value is set to 0, chroot() will fail with EPERM if there are
any directories open. If set to the default value of 1, then
chroot() will fail with EPERM if there are any directories open and
the process is already subject to a chroot() call. For any other
value, the check for open directories will be bypassed completely.



FreeBSD’s jail functionality


jail
The concept of a Jail extends upon the chroot() by limiting the
powers of the superuser to create a true `virtual server’. Once a
prison is set up all network communication must take place through the
specified IP address, and the power of “root privilege” in this jail is
severely constrained.


While in a prison, any tests of superuser power within the kernel using
the suser() call will fail. However, some calls to suser() have
been changed to a new interface suser_xxx(). This function is
responsible for recognizing or denying access to superuser power for
imprisoned processes.


A superuser process within a jailed environment has the power to:



		Manipulate credential with setuid, seteuid, setgid,
setegid, setgroups, setreuid, setregid, setlogin


		Set resource limits with setrlimit


		Modify some sysctl nodes (kern.hostname)


		chroot()


		Set flags on a vnode: chflags, fchflags


		Set attributes of a vnode such as file permission, owner, group,
size, access time, and modification time.


		Bind to privileged ports in the Internet domain (ports < 1024)





Jail is a very useful tool for running applications in a secure
environment but it does have some shortcomings. Currently, the IPC
mechanisms have not been converted to the suser_xxx so applications
such as MySQL cannot be run within a jail. Superuser access may have a
very limited meaning within a jail, but there is no way to specify
exactly what “very limited” means.





POSIX.1e Process Capabilities


POSIX.1e Process Capabilities
TrustedBSD
POSIX has released a working draft that adds event auditing, access
control lists, fine grained privileges, information labeling, and
mandatory access control.


This is a work in progress and is the focus of the
TrustedBSD [http://www.trustedbsd.org/] project. Some of the initial
work has been committed to OS.CURRENT (cap_set_proc(3)).







Trust


An application should never assume that anything about the users
environment is sane. This includes (but is certainly not limited to):
user input, signals, environment variables, resources, IPC, mmaps, the
filesystem working directory, file descriptors, the # of open files,
etc.


positive filtering
data validation
You should never assume that you can catch all forms of invalid input
that a user might supply. Instead, your application should use positive
filtering to only allow a specific subset of inputs that you deem safe.
Improper data validation has been the cause of many exploits, especially
with CGI scripts on the world wide web. For filenames you need to be
extra careful about paths (”../”, “/”), symbolic links, and shell escape
characters.


Perl Taint mode
Perl has a really cool feature called “Taint” mode which can be used to
prevent scripts from using data derived outside the program in an unsafe
way. This mode will check command line arguments, environment variables,
locale information, the results of certain syscalls (readdir(),
readlink(), getpwxxx()), and all file input.





Race Conditions


A race condition is anomalous behavior caused by the unexpected
dependence on the relative timing of events. In other words, a
programmer incorrectly assumed that a particular event would always
happen before another.


race conditions
signals
race conditions
access checks
race conditions
file opens
Some of the common causes of race conditions are signals, access checks,
and file opens. Signals are asynchronous events by nature so special
care must be taken in dealing with them. Checking access with
access(2) then open(2) is clearly non-atomic. Users can move
files in between the two calls. Instead, privileged applications should
seteuid() and then call open() directly. Along the same lines,
an application should always set a proper umask before open() to
obviate the need for spurious chmod() calls.
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The release notes for FreeBSD are customized for different platforms, as
some of the changes made to FreeBSD apply only to specific processor
architectures.


Release notes for FreeBSD 6.0-RELEASE are available for the following
platforms:



		alpha


		amd64


		i386


		ia64


		pc98


		sparc64





A list of all platforms currently under development can be found on the
Supported Platforms page.
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Introduction


&os;/&arch.pc98; is a port of &os; which aims to run on the NEC PC-98x1
(pc98) architecture. The project’s goal is to make &os;/&arch.pc98; work
the same as FreeBSD on other architectures. Most of the kernel source is
already included in the FreeBSD source tree and most of the userland
utilities built from the source work fine.





Status


&os;/&arch.pc98; is a Tier
2
architecture at the time of 9.0-RELEASE.


Although FreeBSD/pc98 was a Tier 1 for a long time since 5.0-RELEASE, it
was downgraded due to FreeBSD no longer supporting installation from
floppy disks, and most pc98 machines cannot boot from CD/DVD. Although
later pc98 machines can boot from CDROM, FreeBSD’s support for that has
not been integrated into bsdinstall and release tools.





&os;/&arch.pc98; Hardware Notes


&rel.head;-CURRENT Hardware
Notes





What Needs To Be Done



		Refine resource management system to support discontinuous resources.


		Restore the PC-9801-86 sound card support.


		Restore the MECIA pcmcia controller support.


		Support SMP machines.


		Support the SASI controller.


		Rewrite boot[12] to support the ELF binary format.








&os;/&arch.pc98; Related Links



		FreeBSD(98)
Project [http://www.jp.FreeBSD.org/pc98/index.html.en]


		Unofficial guide to FreeBSD(98) by karl
(Japanese) [http://www.nisoc.or.jp/~karl/freebsd-pc98/]


		Chi’s personal notes on FreeBSD(98)
(Japanese) [http://www32.ocn.ne.jp/~chi/FreeBSD/]


		Kato’s page [http://people.FreeBSD.org/~kato/pc98.html]
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Introduction





Developing on FreeBSD


So here we are. System all installed and you are ready to start
programming. But where to start? What does FreeBSD provide? What can it
do for me, as a programmer?


These are some questions which this chapter tries to answer. Of course,
programming has different levels of proficiency like any other trade.
For some it is a hobby, for others it is their profession. The
information in this chapter might be aimed toward the beginning
programmer; indeed, it could serve useful for the programmer unfamiliar
with the OS platform.





The BSD Vision


To produce the best UNIX like operating system package possible, with
due respect to the original software tools ideology as well as
usability, performance and stability.





Architectural Guidelines


Our ideology can be described by the following guidelines



		Do not add new functionality unless an implementor cannot complete a
real application without it.


		It is as important to decide what a system is not as to decide what
it is. Do not serve all the world’s needs; rather, make the system
extensible so that additional needs can be met in an upwardly
compatible fashion.


		The only thing worse than generalizing from one example is
generalizing from no examples at all.


		If a problem is not completely understood, it is probably best to
provide no solution at all.


		If you can get 90 percent of the desired effect for 10 percent of the
work, use the simpler solution.


		Isolate complexity as much as possible.


		Provide mechanism, rather than policy. In particular, place user
interface policy in the client’s hands.





From Scheifler & Gettys: “X Window System”





The Layout of /usr/src


The complete source code to FreeBSD is available from our public
repository. The source code is normally installed in /usr/src which
contains the following subdirectories:








		Directory
		Description





		bin/
		Source for files in /bin



		cddl/
		Utilities covered by the Common Development and Distribution License



		contrib/
		Source for files from contributed software.



		crypto/
		Cryptographical sources



		etc/
		Source for files in /etc



		games/
		Source for files in /usr/games



		gnu/
		Utilities covered by the GNU Public License



		include/
		Source for files in /usr/include



		kerberos5/
		Source for Kerberos version 5



		lib/
		Source for files in /usr/lib



		libexec/
		Source for files in /usr/libexec



		release/
		Files required to produce a FreeBSD release



		rescue/
		Build system for the /rescue utilities



		sbin/
		Source for files in /sbin



		secure/
		FreeSec sources



		share/
		Source for files in /usr/share



		sys/
		Kernel source files



		tools/
		Tools used for maintenance and testing of FreeBSD



		usr.bin/
		Source for files in /usr/bin



		usr.sbin/
		Source for files in /usr/sbin
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Date: Sun, 19 Nov 1995 14:48:46 -0800


From: “Jordan K. Hubbard” <jkh@freebsd.org>

To: announce@freefall.cdrom.com

Subject: 2.1.0-RELEASE now available!





Could it be? Could the long-awaited release of FreeBSD 2.1 truly have
arrived?


It gives me great pleasure to answer those questions with a ``yes!’‘


FreeBSD 2.1.0-RELEASE is now available on
ftp.freebsd.org [ftp://ftp.freebsd.org/pub/FreeBSD/2.1.0-RELEASE/]
and various FTP mirror sites throughout the
world. It can also be ordered on CD
from Walnut Creek CDROM [http://www.cdrom.com/], from where it will
be shipping shortly.


FreeBSD 2.1 represents the culmination of 6 months worth of work on the
2.1-STABLE branch of FreeBSD since the previous release (FreeBSD 2.0.5).


The STABLE branch was conceived out of the need to allow FreeBSD to grow
and support long-term development projects like devfs, NFSv3, IPX,
PCCARD, etc. while at the same time not jeopardizing the stability of
its existing user base. Experimental or high-impact changes are allowed
into FreeBSD-current, which represents
a sort of shared group development tree, and only well tested or obvious
fixes are allowed into STABLE. In a few rare cases, where some bit of
functionality was entirely missing before, we’ve supplied an ALPHA test
quality version in STABLE on the premise that some functionality is
better than none at all (a good example being the IDE CDROM driver).


For more information on the 2.1 release itself, please consult the
documentation that accompanies the installation
procedure.


Jordan


Release Home
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Description


The acpi driver provides support for the Intel/Microsoft/Compaq/Toshiba
ACPI standard. This support includes platform hardware discovery
(superseding the PnP and PCI BIOS), as well as power management
(superseding APM) and other features. ACPI core support is provided by
the ACPI-CA reference implementation from Intel.


Information on using and debugging ACPI can be found in the handbook
entry and man
page.


If you are looking for the list of completed projects not located on
this page, it can be found here.





TODO List



High Priority Tasks


Task


Responsible


Last updated


Priority


Notes


Save/Restore PCI capabilities lists and MSI config space


&a.njl;


August 3, 2006


&status.wip;


Investigate disabling the LAPIC timer when using ACPI C2-3 states.
Otherwise, the system hangs and no timer interrupts occur while idle.


August 3, 2006


&status.new;


acpi_cpu — Finish work on CPU driver


_CST re-evaluation


&a.njl;


December 4, 2004


&status.new;


Needs testing/debugging


Fix shared user of a P_BLK (refcount)


&a.njl;


December 4, 2004


&status.new;


Disable acpi_cpu taking over idling if only C1 available


&a.njl;


December 4, 2004


&status.new;


I still want to keep acpi_cpu in the loop on SMP systems so we should
leave this as-is for now.


eject methods — implement eject and dynamic reprobing of acpi namespace


&a.njl;


December 4, 2004


&status.untested;





Medium Priority Tasks











		Hotkey/backlight/sound generic driver – Add a driver that generalizes the various device-specific ways of adjusting backlight, sound volume, hotkey support, etc. It should provide generic sysctls for these and attach to the hw-specific drivers (acpi_video, acpi_asus, acpi_toshiba, etc.)
		 
		 
		&status.new;
		 










Low Priority Tasks











		Implement X suspend/resume notification. Currently, the X server on FreeBSD is not notified of a suspend. We explicitly switch to a VTY on syscons before resume to get the server to save and then restore all the registers. This works for many systems but not if the display is left in less initialized at resume than the VTY switch code can handle. There is an interface (in the X server bsd_apm.c) for doing ioctls to find out about the suspend. First, check if this file is built on FreeBSD as it appears to only be built on NetBSD. Then implement the ioctls in both apm and acpi (on the apm compat device). Here is a patch [http://www.root.org/~nate/freebsd/bsd_apm.diff] to help the X file compile. For acpi, we do not want a user process dying to hold up the suspend process so implement the notification with a timeout. That is, if the kernel generates a APM_STANDBY_REQ notification and it doesn’t receive a APM_IOC_STANDBY within say 5 seconds, continue the suspend process. This is needed for standby when X is not running, for instance, or when an emergency suspend is generated by a battery going critical.
		 
		 
		&status.new;
		 



		Examine the two video resume hacks (int 0x10, lcall 0xc000). Linux has begun to test calling the “lcall” VESA reset after PCI devices (including the video card) have been fully resumed, including power state set to PS0. This works for many Radeon cards but fails for others. We could implement this in vm86 calls from a proper video driver resume method. Investigate integrate the techniques used by the Radeontool port in video resume.
		 
		 
		&status.new;
		 



		ACPI-CA should really enable GPEs before calling \_WAK. Currently it does the opposite. This does not match the ACPI spec where \_WAK should be called after the system is up and running (\_BFS is what should be called as soon as possible after waking.)
		 
		 
		&status.new;
		 



		Potential ASL bug: We may need to work around some systems having the S3 object listed under the LPC bus device (PNP0A03) instead of root (\). This is ACPI-CA’s responsibility.
		 
		 
		&status.new;
		 



		For systems that fail to power off, try using the suspend code (acpi_SetSleepState) instead.
		 
		 
		&status.new;
		 



		See if we can enable EC access early even if an ECDT is not present. The _INI method for some ECs accesses the EC region even though _REG has not been called since the region is not initialized yet. It is likely that Windows hard-codes the EC resources and enables the region before initializing the device even though this is not allowed by the spec.
		 
		 
		&status.new;
		 



		Implement reset register functionality for rebooting systems that lack a keyboard controller (see ACPI v2 FADT->ResetRegister).
		 
		 
		&status.new;
		 



		Be sure not to try to disable ACPI on systems that do not have SMI_CMD or ACPI_ENABLE/DISABLE values in the FADT. The ia64 machines specify ACPI-only (no legacy mode) so they have 0 for these values and we should not enable/disable ACPI on them. Doing so gives a “failed to switch modes” warning but no real problems, apparently.
		 
		 
		&status.new;
		 



		Check our implementation of AcpiOsDerivePciId(). It is probably not quite right. Compare against Linux.
		 
		 
		&status.new;
		 



		Run instructions on cpu0 for suspend/resume. We currently do this for shutdown in kern_shutdown.c:boot(). This will also be required for SMP cpufreq drivers that set the frequency via a CPU-specific MSR.
		 
		 
		&status.new;
		 



		Traverse local reference (scope) types in namespace when probing devices.
		 
		 
		&status.new;
		 



		Implement support for _PRS/_SRS and dependent functions. This will allow serial port configuration to occur.
		 
		 
		&status.new;
		 



		Add EC burst mode – Code was written before to add burst mode to the EC. Unfortunately, it had to be disabled since it did not appear to work on all systems. Perhaps on some systems do not function correctly without burst mode, so it will be added back with some logic to fallback if it fails.
		 
		 
		&status.new;
		 



		Intel firmware seems to describe the PCI root bridge where chipset configuration space lives with _STA==”0x8”. The spec says this means “functional, but not present”. The current code ignores things that are “not present” (msg [https://sourceforge.net/mailarchive/message.php?msg_id=6923358]). It is suggested that this should be handled by not attaching a driver to the device (i.e. bridge) but probe its children. Present on Big Sur and Bull systems.
		 
		 
		&status.new;
		 



		Re-work device wake setup to not be recursive. The acpi_wake_sysctl_walk() syscall has to call itself to handle child devices on other busses (PCI). This should probably be changed to be a DEVMETHOD.
		 
		 
		&status.new;
		 



		device_power – Add a “power” argument to devctl(8) that allows a device to be set into various low power or off states.
		 
		 
		&status.new;
		 



		device_eject – Add a devctl(8) program that has an “eject” argument. Allow users to eject various object names (“/dev/cdrom”, “/mnt/flashdrive”, “wi0”, “pci0:2:0”). Call the appropriate _EJD and _EJx methods if appropriate.
		&a.imp;, &a.jhb;, and &a.takawata;
		 
		&status.wip;
		 



		suspend to disk – Implement a suspend/resume from disk mechanism. Possibly use the dump functions to dump pages to disk, then use ACPI to put the system in S4 or power-off. Resume would require changes to the loader to load the memory image directly and then begin executing again.
		 
		 
		&status.new;
		 



		HP/Toshiba Satellite driver – Enabling the extra one-touch/multimedia keys, console blanking, battery and temperature reporting, etc. Get an idea of what is needed from the Linux OMKE project [http://sourceforge.net/projects/omke/].
		 
		 
		&status.new;
		 



		ASL capture bootable CD-R – Build a set of scripts to generate a bootable CD-R. It should have a GENERIC kernel and acpidump/iasl as well as all support libraries. Replace init with a script such that booting the CD generates an acpidump -t -d > machine.asl and dmesg > machine.dmesg in an MFS partition. Then burn this info to a second track on the CD-R. This will make an easy way to take a batch of CDRWs to the local computer store, place them in the CDRW drive, boot FreeBSD and get the ASL.
		 
		 
		&status.new;
		 



		ASL Explorer – Graphical utility for examining the output of acpidump(8). Contact &a.njl; for info about the design if you are interested in implementing this.
		 
		 
		&status.new;
		 



		Document acpi kernel interfaces – Document the interfaces for drivers found in acpivar.h.
		 
		 
		&status.new;
		 



		KTR support for ACPI debug messages – Use the KTR logging facility instead of printf for ACPI debugging messages. This would allow more verbose messages and fast dumping.
		 
		 
		&status.new;
		 



		Add support for the real-time clock (RTC) to use to wake or power-on systems at a certain time of day.
		 
		 
		&status.new;
		 



		Quiesce USB when no device is attached (see Linux UHCI) – this would help such systems use C3 more, saving power with USB loaded. While at it, fix uhci suspend/resume.
		 
		 
		&status.new;
		 












References



		Advanced Configuration and Power Interface
Specification [http://acpi.info/spec.htm]
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The release notes for FreeBSD are customized for different platforms, as
some of the changes made to FreeBSD apply only to specific processor
architectures.


Release notes for FreeBSD 5.1-RELEASE are available for the following
platforms:



		alpha


		i386


		ia64


		pc98


		sparc64





A list of all platforms currently under development can be found on the
Supported Platforms page.
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Project Goal


The netperf project is working to enhance the performance of the FreeBSD
network stack. This work grew out of the SMPng Project, which moved the
FreeBSD kernel from a “Giant Lock” to more fine-grained locking and
multi-threading. SMPng offered both performance improvement and
degradation for the network stack, improving parallelism and preemption,
but substantially increasing per-packet processing costs. The netperf
project is primarily focussed on further improving parallelism in
network processing while reducing the SMP synchronization overhead. This
in turn will lead to higher processing throughput and lower processing
latency.





Project Strategies


Robert Watson


The two primary focuses of this work are to increase parallelism while
decreasing overhead. Several activities are being performed that will
work toward these goals:



		The Netperf project has completed locking work for all components of
the network stack; as of FreeBSD 7.0 we have removed non-MPSAFE
protocol shims, and as of FreeBSD 8.0 we have removed non-MPSAFE
device driver shims.


		Optimize locking strategies to find better balances between locking
granularity and locking overhead. In the first cut at locking for the
kernel, the goal was to adopt a medium-grained locking approach based
on data locking. This approach identifies critical data structures,
and inserts new locks and locking operations to protect those data
structures. Depending on the data model of the code being protected,
this may lead to the introduction of a substantial number of locks
offering unnecessary granularity, where the overhead of locking
overwhelms the benefits of available parallelism and preemption. By
selectively reducing granularity, it is possible to improve
performance by decreasing locking overhead.


		Amortize the cost of locking by processing queues of packets or
events. While the cost of individual synchronization operations may
be high, it is possible to amortize the cost of synchronization
operations by grouping processing of similar data (packets, events)
under the same protection. This approach focuses on identifying
places where similar locking occurs frequently in succession, and
introducing queueing or coalescing of lock operations across the body
of the work. For example, when a series of packets is inserted into
an outgoing interface queue, a basic locking approach would lock the
queue for each insert operation, unlock it, and hand off to the
interface driver to begin the send, repeating this sequence as
required. With a coalesced approach, the caller would pass off a
queue of packets in order to reduce the locking overhead, as well as
eliminate unnecessary synchronization due to the queue being
thread-local. This approach can be applied at several levels in the
stack, and is particularly applicable at lower levels of the stack
where streams of packets require almost identical processing.


		Introduce new synchronization strategies with reduced overhead
relative to traditional strategies. Most traditional strategies
employ a combination of interrupt disabling and atomic operations to
achieve mutual exclusion and non-preemption guarantees. However,
these operations are expensive on modern CPUs, leading to the desire
for cheaper primitives with weaker semantics. For example, the
application of uni-processor primitives where synchronization is
required only on a single processor, and optimizations to critical
section primitives to avoid the need for interrupt disabling.


		Modify synchronization strategies to take advantage of additional,
non-locking, synchronization primitives. This approach might take the
form of making increased use of per-CPU or per-thread data
structures, which require little or no synchronization. For example,
through the use of critical sections, it is possible to synchronize
access to per-CPU caches and queues. Through the use of per-thread
queues, data can be handed off between stack layers without the use
of synchronization.


		Increase the opportunities for parallelism through increased
threading in the network stack. The current network stack model
offers the opportunity for substantial parallelism, with outbound
processing typically taking place in the context of the sending
thread in kernel, crypto occurring in crypto worker threads, and
receive processing taking place in a combination of the receiving
ithread and dispatched netisr thread. While handoffs between threads
introduces overhead (synchronization, context switching), there is
the opportunity to increase parallelism in some workloads through
introducing additional worker threads. Identifying work that may be
relocated to new threads must be done carefully to balance overhead,
and latency concerns, but can pay off by increasing effective CPU
utilization and hence throughput. For example, introducing additional
netisr threads capable of running on more than one CPU at a time can
increase input parallelism, subject to maintaining desirable packet
ordering (present in FreeBSD 8.0).








Project Tasks











		Task
		Responsible
		Last updated
		Status
		Notes





		Prefer file descriptor reference counts to socket reference counts for system calls.
		&a.rwatson;
		20041124
		&status.done;
		Sockets and file descriptors both have reference counts in order to prevent these objects from being free’d while in use. However, if a file descriptor is used to reach the socket, the reference counts are somewhat interchangeable, as either will prevent undesired garbage collection. For socket system calls, overhead can be reduced by relying on the file descriptor reference count, thus avoiding the synchronized operations necessary to modify the socket reference count, an approach also taken in the VFS code. This change has been made for most socket system calls, and has been committed to HEAD (6.x). It has also been merged to RELENG_5 for inclusion in 5.4.



		Mbuf queue library
		&a.rwatson;
		20041124
		&status.prototyped;
		In order to facilitate passing off queues of packets between network stack components, create an mbuf queue primitive, struct mbufqueue. The initial implementation is complete, and the primitive is now being applied in several sample cases to determine whether it offers the desired semantics and benefits. The implementation can be found in the rwatson_dispatch Perforce branch. Additional work must also be done to explore the performance impact of “queues” vs arrays of mbuf pointers, which are likely to behave better from a caching perspective.



		Employ queued dispatch in interface send API
		&a.rwatson;
		20041106
		&status.prototyped;
		An experimental if_start_mbufqueue() interface to struct ifnet has been added, which passes an mbuf queue to the device driver for processing, avoiding redundant synchronization against the interface queue, even in the event that additional queueing is required. This has not yet been benchmarked. A subset change to dispatch a single mbuf to a driver has also been prototyped, and benchmarked at a several percentage point improvement in packet send rates from user space.



		Employ queued dispatch in the interface receive API
		&a.rwatson;
		20041106
		&status.new;
		Similar to if_start_mbufqueue, allow input of a queue of mbufs from the device driver into the lowest protocol layers, such as ether_input_mbufqueue.



		Employ queued dispatch across netisr dispatch API
		&a.rwatson;
		20090601
		&status.done;
		Pull all of the mbufs in the netisr queue into a thread-local mbuf queue to avoid repeated lock operations to access the queue. This work was completed as part of the netisr2 project, and will ship with 8.0-RELEASE.



		Modify UMA allocator to use critical sections not mutexes for per-CPU caches.
		&a.rwatson;
		20050429
		&status.done;
		The mutexes protecting per-CPU caches require atomic operations on SMP systems; as they are per-CPU objects, the cost of synchronizing access to the caches can be reduced by combining CPU pinning and/or critical sections instead. This change has now been committed and will appear in 6.0-RELEASE; it results in a several percentage performance in UDP send from user space, and there have been reports of 20%+ improvements in allocation intensive code within the kernel. In micro-benchmarks, the cost of allocation on SMP is dramatically reduced.



		Modify malloc(9) allocator to use per-CPU statistics with critical sections to protect malloc_type statistics rather than global statistics with a mutex.
		&a.rwatson;
		20050529
		&status.done;
		Previously, malloc(9) used a single statistics structure protected by a mutex to hold global malloc statistics for each malloc type. This change moves to per-CPU statistics structures, which are coalesced when reporting memory allocation statistics to the user, and protects them using critical sections. This reduces cache line contention for common allocation types by avoiding shared lines, and also reduces synchronization costs by using critical sections to synchronize access instead of a mutex. While malloc(9) is less frequently used in the network stack than uma(9), it is used for socket address data, so is on performance critical paths for datagram operations. This has been committed and appeared 6.0-RELEASE.



		Optimize critical section performance
		&a.jhb;
		20050404
		&status.done;
		Critical sections prevent preemption of a thread on a CPU, as well as preventing migration of that thread to another CPU, and maybe used for synchronizing access to per-CPU data structures, as well as preventing recursion in interrupt processing. Currently, critical sections disable interrupts on the CPU. In previous versions of FreeBSD (4.x and before), optimizations were present that allowed for software interrupt disabling, which lowers the cost of critical sections in the common case by avoiding expensive microcode operations on the CPU. By restoring this model, or a variation on it, critical sections can be made substantially cheaper to enter. In particular, this change lowers the cost of critical sections on UP such that it is approximately the same cost as a mutex, meaning that optimizations on SMP to use critical sections instead of mutexes will not harm UP performance. This change has now been committed, and appeared in 6.0-RELEASE.



		Normalize socket and protocol control block reference model
		&a.rwatson;
		20060401
		&status.done;
		The socket/protocol boundary is characterized by a set of data structures and API interfaces, where the socket code acts as both a consumer and a service library for protocols. This task is to normalize the reference model by which protocol state is attached to and detached from socket state in order to strengthen invariants, allowing the removal of countless unused code paths (especially error handling), the removal of unnecessary locking in TCP, and a general improve the structure of the code. This serves both the immediate purpose of improving the quality and performance of this code, as well as being necessary for future optimization work. These changes have been prototyped in Perforce, and now merged to 7-CURRENT. They will be merged into RELENG_6 once they have been thoroughly tested.



		Add true inpcb reference count support
		&a.mohans;, &a.rwatson;, &a.peter;
		20081208
		&status.done;
		Historically, the in-bound TCP and UDP socket paths relied on global pcbinfo info locks to prevent PCBs being delivered to from being garbage collected by another thread while in use. This set of changes introduces a true reference model for PCBs so that the global lock can be released during in-bound process, and appear in 8.0-RELEASE.



		Fine-grained locking for UNIX domain sockets
		&a.rwatson;
		20070226
		&status.done;
		UNIX domain sockets in FreeBSD 5.x and 6.x use a single global subsystem lock. This is sufficient to allow it to run without Giant, but results in contention with large numbers of processors simultaneously operating on UNIX domain sockets. This task introduced per-protocol control block locks in order to reduce contention on a larger subsystem lock, and the results appeared in 7.0-RELEASE.



		Multiple netisr threads
		&a.rwatson;
		20090601
		&status.done;
		Historically, the BSD network stack has used a single network software interrupt context, for deferred network processing. With the introduction of multi-processing, this became a single software interrupt thread. In FreeBSD 8.0, multiple netisr threads are now supported, up to the number of CPUs present in the system.










Netperf Cluster


Through the generous donations and investment of Sentex Data
Communications, FreeBSD Systems, IronPort Systems, and the FreeBSD
Foundation, a network performance testbed has been created in Ontario,
Canada for use by FreeBSD developers working in the area of network
performance. A similar cluster, made possible through the generous
donation of Verio, is being prepared for use in more general SMP
performance work in Virginia, US. Each cluster consists of several SMP
systems inter-connected with giga-bit ethernet such that relatively
arbitrary topologies can be constructed in order to test host-host, IP
forwarding, and bridging performance scenarios. Systems are network
booted, have serial console, and remote power, in order to maximize
availability and minimize configuration overhead. These systems are
available on a check-out basis for experimentation and performance
measurement to FreeBSD developers working on the Netperf project, and in
related areas.


More detailed information on the netperf cluster can be found by
following this link.





Papers and Reports


The following paper(s) have been produced by or are related to the
Netperf Project:



		“Introduction to Multithreading and Multiprocessing in the FreeBSD
SMPng Network Stack”, EuroBSDCon 2005, Basel,
Switzerland [http://www.watson.org/~robert/freebsd/netperf/20051027-eurobsdcon2005-netperf.pdf].








Links


Some useful links relating to the netperf work:



		SMPng Project – Project to introduce finer grained locking in the
FreeBSD kernel.


		Robert Watson’s netperf web
page [http://www.watson.org/~robert/freebsd/netperf/] – Web page
that includes a change log and performance measurement/debugging
information.
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Date: Fri, 04 Nov 2005 08:40:04 -0700


From: Scott Long <scottl@FreeBSD.org>

To: freebsd-announce@FreeBSD.org

Subject: [FreeBSD-Announce] FreeBSD 6.0 Released





It is my great pleasure and privilege to announce the availability of
FreeBSD 6.0-RELEASE. This release is the next step in delivering the
high performance and enterprise features that have been under
development in the FreeBSD 5.x series for that last several years. Some
of the many changes since 5.4 include:



		Significant performance improvements to the filesystem and direct
disk access layers of the OS. The filesystem is now multithreaded and
can take full advantage of multiple CPU systems.


		Expanded support for wireless networking adapters and new support for
the WPA wireless security protocol.


		Experimental support for the PowerPC platform.





For a complete list of new features and known problems, please see the
release notes and errata list, available at:



http://www.FreeBSD.org/releases/6.0R/relnotes.html


http://www.FreeBSD.org/releases/6.0R/errata.html





For more information about FreeBSD release engineering activities,
please see:


http://www.FreeBSD.org/releng



Availability


FreeBSD 6.0-RELEASE supports the i386, pc98, alpha, sparc64, amd64,
powerpc, and ia64 architectures and can be installed directly over the
net using bootable media or copied to a local NFS/FTP server.
Distributions for all architectures are available now.


Please continue to support the FreeBSD Project by purchasing media from
one of our supporting vendors. The following companies will be offering
FreeBSD 6.0 based products:



		FreeBSD Mall, Inc. http://www.freebsdmall.com/


		Daemonnews, Inc. http://www.bsdmall.com/freebsd1.html





If you can’t afford FreeBSD on media, are impatient, or just want to use
it for evangelism purposes, then by all means download the ISO images.
We can’t promise that all the mirror sites will carry the larger ISO
images, but they will at least be available from the following sites.
MD5 and SHA256 checksums for the release images are included at the
bottom of this message.





Bittorrent


The FreeBSD project encourages the use of BitTorrent for distributing
the release ISO images. A collection of torrent files to download the
images is available at:


ftp://ftp.freebsd.org/pub/FreeBSD/torrents/6.0-RELEASE





FTP


At the time of this announcement the following FTP sites have FreeBSD
6.0-RELEASE available.



		ftp://ftp.FreeBSD.org/pub/FreeBSD/


		ftp://ftp2.FreeBSD.org/pub/FreeBSD/


		ftp://ftp3.FreeBSD.org/pub/FreeBSD/


		ftp://ftp4.FreeBSD.org/pub/FreeBSD/


		ftp://ftp5.FreeBSD.org/pub/FreeBSD/


		ftp://ftp6.FreeBSD.org/pub/FreeBSD/


		ftp://ftp7.FreeBSD.org/pub/FreeBSD/


		ftp://ftp10.FreeBSD.org/pub/FreeBSD/


		ftp://ftp2.au.FreeBSD.org/pub/FreeBSD/


		ftp://ftp.cz.FreeBSD.org/pub/FreeBSD/


		ftp://ftp.fr.FreeBSD.org/pub/FreeBSD/


		ftp://ftp2.jp.FreeBSD.org/pub/FreeBSD/


		ftp://ftp1.ru.FreeBSD.org/pub/FreeBSD/


		ftp://ftp2.ru.FreeBSD.org/pub/FreeBSD/


		ftp://ftp2.tw.FreeBSD.org/pub/FreeBSD/


		ftp://ftp3.us.FreeBSD.org/pub/FreeBSD/


		ftp://ftp10.us.FreeBSD.org/pub/FreeBSD/


		ftp://ftp11.us.FreeBSD.org/pub/FreeBSD/


		ftp://ftp15.us.FreeBSD.org/pub/FreeBSD/





FreeBSD is also available via anonymous FTP from mirror sites in the
following countries: Argentina, Australia, Brazil, Bulgaria, Canada,
China, Czech Republic, Denmark, Estonia, Finland, France, Germany, Hong
Kong, Hungary, Iceland, Ireland, Japan, Korea, Lithuania, Amylonia, the
Netherlands, New Zealand, Poland, Portugal, Romania, Russia, Saudi
Arabia, South Africa, Slovak Republic, Slovenia, Spain, Sweden, Taiwan,
Thailand, Ukraine, and the United Kingdom.


Before trying the central FTP site, please check your regional mirror(s)
first by going to:


ftp://ftp.<yourdomain>.FreeBSD.org/pub/FreeBSD


Any additional mirror sites will be labeled ftp2, ftp3 and so on.


More information about FreeBSD mirror sites can be found at:


http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/mirrors-ftp.html


For instructions on installing FreeBSD, please see Chapter 2 of The
FreeBSD Handbook. It provides a complete installation walk-through for
users new to FreeBSD, and can be found online at:


http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/install.html
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CD Image Checksums



For Alpha:


MD5 (6.0-RELEASE-alpha-bootonly.iso) = 98499535a511e85ae5afe4542b6fd7f3
MD5 (6.0-RELEASE-alpha-disc1.iso) = c8f316202b221035086a08709bc011a6
SHA256 (6.0-RELEASE-alpha-bootonly.iso) = 2fcc391dc123baaeaba34f4f925a22223f209d63260d9283d6ba77227bb23dbd
SHA256 (6.0-RELEASE-alpha-disc1.iso) = c71d06359a0dc0c6efb3aa9b40c80df62e359716454aaaf672556638b81b498a









For amd64:


MD5 (6.0-RELEASE-amd64-bootonly.iso) = 4328c66c900ef6e6ddc1daf9dd8b731f
MD5 (6.0-RELEASE-amd64-disc1.iso) = a4e427adaa2bfef868e2bc62d57fbf8d
MD5 (6.0-RELEASE-amd64-disc2.iso) = 2f46d344681c1a82b146b3ed1df68e61
SHA256 (6.0-RELEASE-amd64-bootonly.iso) = afa6eb02845185d1968cce02e752614394f8b9c09fc519ae1b61356c583d6df0
SHA256 (6.0-RELEASE-amd64-disc1.iso) = 449b08c98acc73508219e2a19de0787334fd9237123346b2c7949c3009540170
SHA256 (6.0-RELEASE-amd64-disc2.iso) = 25c3e3da1f2e0a0ecb8a23dd78f35f969cc17eba6072db6a41edab3ecfc2e2d4









For i386:


MD5 (6.0-RELEASE-i386-bootonly.iso) = d71afd22be9ea7fe28e026575cbbb878
MD5 (6.0-RELEASE-i386-disc1.iso) = cfe3c1a2b4991edd6a294ca9b422b9d5
MD5 (6.0-RELEASE-i386-disc2.iso) = 1003806d98cd60ba4b672f4ca546ced3
SHA256 (6.0-RELEASE-i386-bootonly.iso) = 97ee1c1ffc2774c1c2cdc63ed8820fd3aedf7f0b5bb6273b87e40a05e00b2d1f
SHA256 (6.0-RELEASE-i386-disc1.iso) = 0ad601dae704e941beb7d4617bf96b04055849a24835275c716f518eee7a12f1
SHA256 (6.0-RELEASE-i386-disc2.iso) = 1a82de4ff6733ee782da8df80cf66cf47266eefdb9f76cd19bf08063539c1aa0









For ia64:


MD5 (6.0-RELEASE-ia64-bootonly.iso) = 3246ae501dac0067d4085e216fcf376a
MD5 (6.0-RELEASE-ia64-disc1.iso) = e2fbb0e3b19a26e0b2e72bb8c13a57e9
MD5 (6.0-RELEASE-ia64-disc2.iso) = 2f5bbe94ec1438ecaa0b08915500d605
MD5 (6.0-RELEASE-ia64-livefs.iso) = cb227ea0e1db6873dbcb56249bf45418
SHA256 (6.0-RELEASE-ia64-bootonly.iso) = 9e6d502f32b5dc2cfc3d2af69d1512eb0476e6320851b3ecb5918977780c3cda
SHA256 (6.0-RELEASE-ia64-disc1.iso) = fd9aaee8417a1701ebc72db6cd86d15f23738e743149f8a8cb9f6547ab5f336d
SHA256 (6.0-RELEASE-ia64-disc2.iso) = 65618e4547ef7f5238a4987622d34e3f05200b4d6d9c0affbca8931b317197d1
SHA256 (6.0-RELEASE-ia64-livefs.iso) = 3e2e689318f05e9946ad24f443019256e73459bb2000be6b9aaf96c7ec1eaae8









For pc98:


MD5 (6.0-RELEASE-pc98-disc1.iso) = 5ec7737af58ed3a2618523721dc17cec









For powerpc:


MD5 (6.0-RELEASE-powerpc-bootonly.iso) = 09219f4db3d3b94528413901757d2e49
MD5 (6.0-RELEASE-powerpc-disc1.iso) = 2ad675f7e4010c51f173e6c636b18b76
SHA256 (6.0-RELEASE-powerpc-bootonly.iso) = 530db1240a5fc4ae4e91b589630ad74c04eab9113b752c0d101f8dc9d14236ba
SHA256 (6.0-RELEASE-powerpc-disc1.iso) = a7242065cca689d95c0c3611b1d8fdc38bb1c8b5207bc985289c46bcf75e7e00









For sparc64:


MD5 (6.0-RELEASE-sparc64-bootonly.iso) = cf6423fe3c344827fc4a0fb179e0e375
MD5 (6.0-RELEASE-sparc64-disc1.iso) = 5ef7031b720f18bad2e216fb373c8da7
MD5 (6.0-RELEASE-sparc64-disc2.iso) = 31045ae89c097003fe06f77d0ee97227
SHA256 (6.0-RELEASE-sparc64-bootonly.iso) = 17f1849d89bc98107bddc2b86c5b18f33dbc33351e388ea7003efadda6c575b4
SHA256 (6.0-RELEASE-sparc64-disc1.iso) = a212e35e8d016908ec9bc431c66c393ca7e43823aeb7b3333266420ef1b7380c
SHA256 (6.0-RELEASE-sparc64-disc2.iso) = 66ed27a2cb202b4249e00bad73609bfc4ffea4fcae8f941a30eb4b90bc0e43a9
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I want to:






...help testing

...report a bug

...write documentation



You want to help, but do not know C or FreeBSD *that* well?


The absolute best thing you can do is download the latest
release, install it, and try all your favorite Java
applications. If they don’t work, see below.


I have a bug!


If you find an application that does not work, or crashes, here are the
steps you should follow before reporting it:



		Try it again.


		Check your settings for this application. Check to see if you made a
mistake in starting it up.


		Try it on a different platform. If you have access to a reference
platform, try it there. (We need to determine if it is an application
error, a Java bug, or a FreeBSD specific bug.)


		Narrow down the problem. If it is your own code, narrow down the bug
to the offending code. Otherwise, determine the steps required to
reproduce the problem.


		Notify the JDK porting team. Send email to freebsd-java@FreeBSD.org.
Be sure to include the steps you have followed.


		Finally, and most importantly, be willing to work with the team to
fix the problem.





I can help with the web site or documentation!


Everyone can help here. If you have a suggestion to add to the
documentation, write it up and send it to freebsd-java@FreeBSD.org
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                                 RELEASE NOTES
                                    FreeBSD
                                  Release 2.1

1. Technical overview
---------------------

FreeBSD is a freely available, full source 4.4 BSD Lite based release
for Intel i386/i486/Pentium (or compatible) based PC's.  It is based
primarily on software from U.C. Berkeley's CSRG group, with some
enhancements from NetBSD, 386BSD, and the Free Software Foundation.

Since our release of FreeBSD 2.0 over a year ago, the performance,
feature set and stability of FreeBSD has improved dramatically.  The
largest change is a revamped VM system with a merged VM/file buffer
cache that not only increases performance but reduces FreeBSD's memory
footprint, making a 5MB configuration a more acceptable minimum.
Other enhancements include full NIS client and server support,
transaction TCP support, dial-on-demand PPP, an improved SCSI
subsystem, early ISDN support, support for FDDI and Fast Ethernet
(100Mbit) adapters, improved support for the Adaptec 2940 (WIDE and
narrow) and 3940 SCSI adaptors along with many hundreds of bug fixes.

We've also taken the comments and suggestions of many of our users to
heart and have attempted to provide what we hope is a more sane and
easily understood installation process.  Your feedback on this
(constantly evolving) process is especially welcome!

In addition to the base distributions, FreeBSD offers a new ported
software collection with over 350 commonly sought-after programs.  The
list of ports ranges from http (WWW) servers, to games, languages,
editors and almost everything in between.  The entire ports collection
requires only 10MB of storage, all ports being expressed as "deltas"
to their original sources.  This makes it much easier for us to update
ports and greatly reduces the disk space demands made by the ports
collection.  To compile a port, you simply change to the directory of
the program you wish to install, type make and let the system do the
rest.  The full original distribution for each port you build is
retrieved dynamically off of CDROM or a local ftp site, so you need
only enough disk space to build the ports you want.  (Almost) every
port is also provided as a pre-compiled "package" which can be
installed with a simple command (pkg_add).  See also the new Packages
option in the Configuration menu for an especially convenient interface
to the package collection.


A number of additional documents which you may find helpful in the
process of installing and using FreeBSD may now also be found in the
/usr/share/doc directory.  You may view the manuals with any HTML
capable browser by saying:

  To read the handbook:
      <browser> file:/usr/share/doc/handbook/handbook.html

  To read the FAQ:
      <browser> file:/usr/share/doc/FAQ/freebsd-faq.html

You can also visit the master (and most frequently updated) copies at
http://www.FreeBSD.org.

The core of FreeBSD does not contain DES code which would inhibit its
being exported outside the United States.  There is an add-on package
to the core distribution, for use only in the United States, that
contains the programs that normally use DES.  The auxiliary packages
provided separately can be used by anyone.  A freely (from outside the
U.S.) exportable distribution of DES for our non-U.S. users also
exists at ftp://ftp.internat.FreeBSD.org/pub/FreeBSD.

If password security for FreeBSD is all you need and you have no
requirement for copying encrypted passwords from different hosts
(Suns, DEC machines, etc) into FreeBSD password entries, then
FreeBSD's MD5 based security may be all you require!  We feel that our
default security model is more than a match for DES, and without any
messy export issues to deal with.  If you're outside (or even inside)
the U.S., give it a try!


Supported Configurations
------------------------

FreeBSD currently runs on a wide variety of ISA, VLB, EISA and PCI bus
based PC's, ranging from 386sx to Pentium class machines (though the
386sx is not recommended).  Support for generic IDE or ESDI drive
configurations, various SCSI controller, network and serial cards is
also provided.

What follows is a list of all disk controllers and ethernet cards
currently known to work with FreeBSD.  Other configurations may also
work, but we have simply not received any confirmation of this.


    Disk Controllers
    ----------------

WD1003 (any generic MFM/RLL)
WD1007 (any generic IDE/ESDI)
IDE
ATA

Adaptec 152x series ISA SCSI controllers
Adaptec 154x series ISA SCSI controllers
Adaptec 174x series EISA SCSI controller in standard and enhanced mode.
Adaptec 274X/284X/2940/3940 (Narrow/Wide/Twin) series ISA/EISA/PCI SCSI
controllers.
Adaptec AIC-6260 and AIC-6360 based boards, which includes
the AHA-152x and SoundBlaster SCSI cards.

** Note: You cannot boot from the SoundBlaster cards as they have no
   on-board BIOS, such being necessary for mapping the boot device into the
   system BIOS I/O vectors.  They're perfectly usable for external tapes,
   CDROMs, etc, however.  The same goes for any other AIC-6x60 based card
   without a boot ROM.  Some systems DO have a boot ROM, which is generally
   indicated by some sort of message when the system is first powered up
   or reset, and in such cases you *will* also be able to boot from them.
   Check your system/board documentation for more details.

[Note that Buslogic was formerly known as "Bustek"]
Buslogic 545S & 545c
Buslogic 445S/445c VLB SCSI controller
Buslogic 742A, 747S, 747c EISA SCSI controller.
Buslogic 946c PCI SCSI controller
Buslogic 956c PCI SCSI controller

NCR 53C810/15/25/60/75 PCI SCSI controller.
NCR5380/NCR53400 ("ProAudio Spectrum") SCSI controller.

DTC 3290 EISA SCSI controller in 1542 emulation mode.

UltraStor 14F, 24F and 34F SCSI controllers.

Seagate ST01/02 SCSI controllers.

Future Domain 8xx/950 series SCSI controllers.

WD7000 SCSI controller.

With all supported SCSI controllers, full support is provided for
SCSI-I & SCSI-II peripherals, including Disks, tape drives (including
DAT) and CD ROM drives.

The following CD-ROM type systems are supported at this time:
(cd)    SCSI interface (also includes ProAudio Spectrum and
        SoundBlaster SCSI)
(mcd)   Mitsumi proprietary interface (all models)
(matcd) Matsushita/Panasonic (Creative SoundBlaster) proprietary
        interface (562/563 models)
(scd)   Sony proprietary interface (all models)
(wcd)   ATAPI IDE interface (experimental and should be considered ALPHA
        quality!).


    Ethernet cards
    --------------

Allied-Telesis AT1700 and RE2000 cards
SMC Elite 16 WD8013 ethernet interface, and most other WD8003E,
WD8003EBT, WD8003W, WD8013W, WD8003S, WD8003SBT and WD8013EBT
based clones.  SMC Elite Ultra is also supported.

DEC EtherWORKS III NICs (DE203, DE204, and DE205)
DEC EtherWORKS II NICs (DE200, DE201, DE202, and DE422)
DEC DC21140 based NICs (SMC???? DE???)
DEC FDDI (DEFPA/DEFEA) NICs

Fujitsu FMV-181 and FMV-182

Intel EtherExpress

Isolan AT 4141-0 (16 bit)
Isolink 4110     (8 bit)

Novell NE1000, NE2000, and NE2100 ethernet interface.

3Com 3C501 cards

3Com 3C503 Etherlink II

3Com 3c505 Etherlink/+

3Com 3C507 Etherlink 16/TP

3Com 3C509, 3C579, 3C589 (PCMCIA) Etherlink III

Toshiba ethernet cards

PCMCIA ethernet cards from IBM and National Semiconductor are also
supported.

Note that NO token ring cards are supported at this time as we're
still waiting for someone to donate a driver for one of them.  Any
takers?


    Misc Hardware
    -------------

AST 4 port serial card using shared IRQ.

ARNET 8 port serial card using shared IRQ.

BOCA ATIO66 6 port serial card using shared IRQ.

Cyclades Cyclom-y Serial Board.

STB 4 port card using shared IRQ.

SDL Communications Riscom/8 Serial Board.

Adlib, SoundBlaster, SoundBlaster Pro, ProAudioSpectrum, Gravis UltraSound
and Roland MPU-401 sound cards.

FreeBSD currently does NOT support IBM's microchannel (MCA) bus.

---


Reporting problems, making suggestions and submitting code:
===========================================================

Your suggestions, bug reports and contributions of code are always
valued - please do not hesitate to report any problems you may find
(preferably with a fix attached, if you can!).

The preferred method to submit bug reports from a machine with
internet mail connectivity is to use the send-pr command.  Bug reports
will be dutifully filed by our faithful bugfiler program and you can
be sure that we'll do our best to respond to all reported bugs as soon
as possible.  Bugs filed in this way are also visible on our WEB site
in the support section and are therefore valuable both as bug reports
and as "signposts" for other users concerning potential problems to
watch out for.

If, for some reason, you are unable to use the send-pr command to
submit a bug report, you can try to send it to:

                bugs@FreeBSD.org


Otherwise, for any questions or suggestions, please send mail to:

                questions@FreeBSD.org


Additionally, being a volunteer effort, we are always happy to have
extra hands willing to help - there are already far more desired
enhancements than we'll ever be able to manage by ourselves!  To
contact us on technical matters, or with offers of help, please send
mail to:

                hackers@FreeBSD.org


Please note that these mailing lists can experience *significant*
amounts of traffic and if you have slow or expensive mail access and
are only interested in keeping up with significant FreeBSD events, you
may find it preferable to subscribe instead to:

                announce@FreeBSD.org


Any of the groups can be freely joined by anyone wishing to do so.
Send mail to MajorDomo@FreeBSD.org and include the keyword `help' on a
line by itself somewhere in the body of the message.  This will give
you more information on joining the various lists, accessing archives,
etc.  There are a number of mailing lists targeted at special interest
groups not mentioned here, so send mail to majordomo and ask about
them!


6. Acknowledgements
-------------------

FreeBSD represents the cumulative work of many dozens, if not
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        Garrett A. Wollman <wollman@FreeBSD.org>
        Gary Palmer <gpalmer@FreeBSD.org>
        Jörg Wunsch <joerg@FreeBSD.org>
        John Dyson <dyson@FreeBSD.org>
        Jordan K. Hubbard <jkh@FreeBSD.org>
        Justin Gibbs <gibbs@FreeBSD.org>
        Peter Wemm <peter@FreeBSD.org>
        Poul-Henning Kamp <phk@FreeBSD.org>
        Rich Murphey <rich@FreeBSD.org>
        Satoshi Asami <asami@FreeBSD.org>
        Søren Schmidt <sos@FreeBSD.org>

Special mention to:

        Walnut Creek CDROM, without whose help (and continuing support)
        this release would never have been possible.

        Dermot McDonnell for his donation of a Toshiba XM3401B CDROM
        drive.

        Additional FreeBSD helpers and beta testers:

        Atsushi Murai               Coranth Gryphon
        Dave Rivers                 Frank Durda IV
        Guido van Rooij             Jeffrey Hsu
        John Hay                    Julian Elischer
        Kaleb S. Keithley           Michael Smith
        Nate Williams               Peter Dufault
        Rod Grimes                  Scott Mace
        Stefan Esser                Steven Wallace
        Terry Lambert               Wolfram Schneider

        And everyone at Montana State University for their initial support.

And to the many thousands of FreeBSD users and testers all over the
world without whom this release simply would not have been possible.

We sincerely hope you enjoy this release of FreeBSD!

                        The FreeBSD Core Team
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Completed Project List








		Add methods to get/set ints acpi_EvaluateInteger only gets an int. Update api to get/set so that every consumer does not end up defining their own.
		&a.marks;



		Fix getenv_string. Does not seem to work in sys/dev/acpica/Osd/OsdTable.c. Turned out the name should not end in “_name”.
		&a.marks; and &a.grehan;



		acpi_video manpage. See appendix B of the ACPI 2.0 spec for info on what this driver does as well as look at the sysctls it exports.
		&a.marks;



		fd0 not working on Intel boards. The floppy device did not work due to the _CRS object on some systems splitting the IO port into three 2 port resources (6 ports total). Fix committed to sys/isa/fd.c to work with this type of resource specification.
		&a.njl; and &a.jhb;



		Some BIOSs use 0x3f2-0x3f5 as the port range – the real range is 0x3f0-0x3f5, 0x3f7. Workaround committed.
		&a.imp;



		ACPI Debugging Handbook Page – Introduction to ACPI for new users as well as how to assist us in fixing problems as they arise.
		&a.njl; and &a.trhodes;



		acpi_video driver (njl) – Imported.
		&a.njl; and Taku YAMAMOTO (driver author)



		BIOS blacklist – implement a mechanism and specific quirks to disable features or ACPI entirely on known broken systems. If a custom DSDT is loaded, do not check it against the blacklist (since a user may fix the DSDT without changing the vendor/revision fields.) Add blacklist option for disabling acpi on certain systems.
		&a.njl;



		acpi_toshiba man page – Driver submitted by Hiroyuki Aizu and committed. All it needs is someone to try it out and document the sysctls.
		&a.philip;



		Invalid PBLK length workaround – Accept a PBLK of length 5 (spec says 6). Only enable C2 for this though. Some people may be using 7 to indicate another C3 state but we do not support the extra state.
		&a.njl;



		Check EcSpacehandler to make sure it is correct for multi-byte access. Found off-by-one in that the last address (0xff) could never be written or read.
		 



		Pick a default MS OS to claim – Too much ASL depends on a MS OS string so we should masquerade as the most accurate one. Picked Win2k™ (“Microsoft Windows NT™”), then reverted once _OSI support was available. ACPI-CA still has a default of “Microsoft Windows NT™”.
		&a.njl;



		Handle DPF resource types in acpi_pcib.c – Some _PRS values are bracketed with start/end dependent function resource descriptors. Parse/skip them to fix PCI IRQ routing.
		&a.njl;



		acpi_toshiba updates – Implement support for DSSX which appears to be the only way to do display switching (other than acpi_video).
		&a.njl;



		ASUS driver – Driver for ASUS ACPI extras (hotkeys). Similar to the acpi4asus.sf.net Linux project.
		&a.philip;



		Fix sysctls for debug layer/level – setting from usermode via a sysctl did not work.
		&a.njl;



		Make lid and sleep button sysctls default to min(supported_states) – lid switch now defaults to NONE, sleep button to minimum sleep state available.
		&a.njl;



		newbus attachments for cpu – Get cpu devices under newbus so drivers like cpufreq can probe/attach.
		&a.njl;



		Make CPU cx_lowest sysctl more readable – Use C[1-9] instead of the index value.
		&a.njl;



		Update EC GLK check – Use the handle from the table to read _GLK instead of always defaulting to using the global lock.
		&a.njl;



		Merge ECDT/EC probe
		&a.njl;



		_INI methods – run for all devices, not just Device objects. ACPI-CA now calls _INI for Devices, ThermalZones and Processors.
		 



		Fix acpidump failing on several systems – acpidump(8) fails on some systems. I suspect this may be in how we search low memory for the RSDP. Changed to only search EBDA (1 KB pointed to by 16 bit pointer at 0x40E) and high memory (0xE0000 - 0xFFFFF) according to the spec (section 5.2.2).
		&a.njl;



		Fix apm compat interface – Hacked around this in the userland utility by marking values >= 255 as “unknown”.
		&a.njl;



		Update GPE code to handle general device wake – Also, disable GPEs that are not valid when entering a new sleep state. Without this, GPEs for the lid left enabled on a Thinkpad™ X22 restart the system after power off. Add userland interface for enabling device wake (done as per-device sysctls).
		&a.njl;



		Fix shutdown routines to not poke all the events (causes auto power on for some people). Workaround is to set hw.acpi.disable_on_poweroff=”0”. Now that GPEs are properly disabled based on _PRW during suspend and poweroff, we can hopefully remove the call to acpi_Disable() in the poweroff path. We now handle the reboot case also by hooking device_shutdown().
		&a.njl;



		Cleanup acpidump/boot EBDA lengths.
		&a.njl;



		Fix acpi_cpu busy refcount – We no longer use a refcount but instead avoid doing any housekeeping after re-enabling interrupts at the end of acpi_cpu_idle(). Otherwise, the context switch after unmasking ints could disrupt device state.
		&a.njl;



		Do not print an error message for _PR0 method – If not present, do not print an error in switch_consumer.
		&a.njl;



		acpi sysresource probing – Probe/attach acpi resources in the acpi bus and then dole it out to children as necessary. Requires rman(9). Includes more sophisticated handling of device ordering in scan.
		&a.njl;



		Update ACPI blacklist – Read entries from various OS’s and add them to our blacklist table.
		&a.njl;, &a.marks;



		Fix general wake code – remove use of device_t flags as they may collide with the driver. Use an acpi ivar instead. Fix for non-acpi devices as well by using a bus walk routine instead of device_suspend. Add code to turn on appropriate power resources. Disable EC in shutdown path.
		&a.njl;



		Fix drivers and the apm compat interface – Currently, the apm compat interface expects byte values but the ABI used is a set of u_ints and an int. Either the apm or acpi battery drivers (or both) are setting the value to -1, which results in 0xffffffff being passed back as the current state. Really, only 255 should be returned in this case. The apm userland utility marks values >= 255 as “unknown” to work around this. But really the underlying drivers should be fixed.
		&a.imp;



		Fix EC timeouts – move to a sx lock to cover EcWait instead of a mutex so we can hold it across msleep. This fixed the timed out errors that occurred occasionally for some users.
		&a.njl;



		Package all info on how to do an ACPI import – done and handed off to &a.marks; for inclusion in the acpi projects website.
		&a.njl;



		ACPI floppy driver probing – Add a fdc_acpi_probe method to enumerate floppies using _FDE, _FDI methods.
		&a.njl;



		Rework ACPI PCI link support – _DIS all links, ignore invalid _CRS, ignore _STA, assume _SRS succeeds.
		&a.njl;



		Fix EISA probe not to write to registers. Turns out an inb actually triggers the boot hang. Patch committed to only probe the first slot; however, this breaks the Adaptec VLB adapter (not EISA). &a.gibbs; is fixing that device’s probe. Done.
		&a.njl;



		Giant-free locking – Remove dependency on Giant.
		&a.njl;



		Add SSDT support to acpidump(8) – Right now we only dump the fixed tables and DSDT. Change acpidump(8) to dump the SSDT tables. It currently concatenates them with the DSDT.
		&a.marcel;



		Change shutdown path – do not use smp_rendezvous() since it acquires a spinlock. Instead, MI code should run the shutdown path only on the BSP and all other processors should be halted.
		&a.peter;



		Turn ACPI and PCI devices off or to a lower power state in suspend and back on again in resume. Override the default of D3 with the value the BIOS specifies in _SxD, if present. Skip serial devices (PNP05xx) since they seem to hang when set to D3 and may require special driver support. Also skip non-type 0 PCI devices (i.e., bridges) since they don’t seem to handle being powered off.
		&a.njl;



		Giant-free locking.
		&a.njl;



		newbus attachments for cpu — get cpu devices under newbus so drivers like cpufreq can probe/attach.
		&a.njl;



		Write initial drivers: ICH SpeedStep, ACPI performance, ACPI throttling, Enhanced SpeedStep, P4 TCC.
		&a.njl;



		Add bus methods/ivars for child attachments to both acpi and legacy cpu devices
		&a.njl;



		Design sysctl interface.
		&a.njl;



		Design notify interface for Px changes.
		&a.njl;



		Update power_profile to use cpufreq.
		&a.njl;



		Import powerd.
		&a.njl;



		Fujitsu driver – Driver for Fujitsu laptop extras. Just needs to be cleaned up (use acpi_UserNotify instead of the signal stuff) and imported.
		&a.marks;



		IBM Thinkpad extras driver – Driver for Thinkpad hotkeys.
		&a.takawata;



		Call _S0D on resume (power up?).
		&a.njl;



		Implement the int 10h resume hack that Linux has since we do not have that yet. It is unclear how effective it is but some systems do require it.
		&a.njl;



		Check our DWORD access to EC regions, including endianness. Currently, we treat DWORD access as little-endian, which makes sense on PCs. It’s really not correct to do use access other than BYTE for EC space but some ASL uses DWORD. Also, we should test what happens for AnyAccess reads/writes to EC space since some ASL does this too. The existing implementation seems correct.
		&a.njl;



		Implement passive cooling in ACPI thermal. It should use the cpufreq interface to cool the processor, based on the various _PSV settings. Also, we need to implement variable polling intervals for thermal zones based on both the passive settings and polling explicitly specified in the ASL.
		&a.ume;



		Fix stray irq 9 on reboot – AcpiTerminate -> AcpiEvTerminate unhooks the SCI and then we get a stray irq. Debug why. Also, disable/ re-enable acpi gives “SCI already attached”. Check flags for AcpiDisable vs. AcpiTerminate. This looks uncommon and does not cause any problems so it will be ignored for now.
		&a.njl;



		Add smart battery support – Smart batteries use the SMBus to communicate data instead of the embedded controller for control-method batteries. Newer ACER laptops have this and it will be needed for battery status on them. This is rather difficult since it involves interfacing with the SMBus drivers (likely need some kobj methods for this.)
		&a.njl;
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The hardware notes for FreeBSD are customized for different platforms,
as many devices are only supported on (or are only relevant for)
specific processors or architectures.


Hardware notes for FreeBSD 6.0-RELEASE are available for the following
platforms:



		alpha


		amd64


		i386


		ia64


		pc98


		sparc64





A list of all platforms currently under development can be found on the
Supported Platforms page.
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Introduction


The release engineering team utilizes a code freeze to maintain
stability in the period immediately preceding a release. The developers
below have been given explicit approval by re@ to continue conservative
work in a narrowly defined area until the expiration dates below. All
other developers are required to get approval for each individual change
from re@ before committing to the release branch.


General discussions about the release engineering process or quality
assurance issues should be sent to the public
freebsd-qa mailing list.
MFC
requests should be sent to re@FreeBSD.org.





Approval List









		Committer
		Area
		Expiration





		Ruslan Ermilov
		manual pages
		1 July 2005



		Joseph Koshy
		Performance measurement toolset work: sys/dev/hwpmc, usr.sbin/pmcstat, etc.
		1 July 2005



		Max Laier
		IP6FW removal, contrib/pf PR bugfixes, if_bridge cleanup.
		1 July 2005



		Jeff Roberson
		VFS stability fixes.
		1 July 2005



		Brooks Davis
		ifnet restructuring fixes.
		1 July 2005



		Christian Brueffer
		manual pages and release documentation
		1 July 2005



		Bruce A. Mah
		release documentation
		1 July 2005



		Wilko Bulte
		Alpha release documentation
		1 July 2005



		Peter Wemm
		i386 / amd64 syncing
		1 July 2005



		Robert Watson
		minor manual page tweaks
		1 July 2005



		Denis Peplin
		ru_RU.KOI8-R translation of release documentation
		1 July 2005










Additional Information



		FreeBSD &local.rel; developer todo list.


		FreeBSD &local.rel; release engineering schedule.


		FreeBSD Release Engineering website.
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[image: Jump to &java;] [http://java.sun.com/]



Getting Java


There are two choices of Java Development Kits on FreeBSD:



		OpenJDK


The &openjdk; project provides a native open-source implementation of
the &java; SE Platform and is available in versions 6 and 7 for all
supported FreeBSD releases on the i386 and amd64 platforms. Both
versions can be installed using the usual methods of package
installation (openjdk6 and openjdk7)


To install &openjdk; 7 package use the pkg(8) utility:



pkg install openjdk7


or

``cd /usr/ports/java/openjdk7       make install clean       ``





&openjdk; 7 is frequently updated, and it is suggested to refer to a
revision
log [http://svnweb.freebsd.org/ports/head/java/openjdk7/Makefile?view=log]
for detailed release history. Additionally, one may choose to review
more information at
FreshPorts [http://www.freshports.org/java/openjdk7].


&openjdk; 6 is frequently updated, and it is suggested to refer to a
revision
log [http://svnweb.freebsd.org/ports/head/java/openjdk6/Makefile?view=log]
for detailed release history. Additionally, one may choose to review
more information at
FreshPorts [http://www.freshports.org/java/openjdk6].





		Oracle JDK for Linux


This port installs the Java Development Kit from Oracle which was
built for Linux. It will run under FreeBSD using the Linux
compatibility.


``cd /usr/ports/java/linux-sun-jdk17     make install clean     ``


Note: Please note that due to the current licensing policy the
Oracle JDK on FreeBSD binaries can not be distributed and you are
only permitted to use them personally. For the same reason, the
sources must be fetched manually.





		Legacy Native JDK


The FreeBSD Foundation is no longer providing supported &java; &jdk;
and &jre; packages based on Sun’s partner sources. Older packages for
&java; &jdk; and &jre; 5.0 and 6.0 are still available below for
reference and legacy use only, but are no longer supported.


Further information about downloading the unsupported binaries is
available from the FreeBSD Foundation &java;
Downloads [http://www.FreeBSDFoundation.org/java] page.











Documentation



		Creating Ports








I want to help by...



... testing


The best thing you can do is download the latest release, install it,
and try all your favorite Java applications. If they don’t work, see
below.





... reporting a bug


If you find an application that does not work, or crashes, here are the
steps you should follow before reporting it:



		Try it again.


		Check your settings for this application. Check to see if you made a
mistake in starting it up.


		Try it on a different platform. If you have access to a reference
platform, try it there. (We need to determine if it is an application
error, a Java bug, or a FreeBSD specific bug.)


		Narrow down the problem. If it is your own code, narrow down the bug
to the offending code. Otherwise, determine the steps required to
reproduce the problem.


		Notify the JDK porting team. Send email to freebsd-java@FreeBSD.org.
Be sure to include the steps you have followed.


		Finally, and most importantly, be willing to work with the team to
fix the problem.








...writing documentation


Everyone can help here. If you have a suggestion to add to the
documentation, write it up and send it to freebsd-java@FreeBSD.org
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The installation notes for FreeBSD are customized for different
platforms, as the procedures for installing FreeBSD are highly dependent
on the hardware platform.


Installation notes for FreeBSD 6.0-RELEASE are available for the
following platforms:



		alpha


		amd64


		i386


		ia64


		pc98


		sparc64





A list of all platforms currently under development can be found on the
Supported Platforms page.
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  $FreeBSD$ 2007 11 DataPipe and Rackspace are the Most Reliable Hosting
Companies in October 2007
http://news.netcraft.com/archives/2007/11/19/datapipe_and_rackspace_are_the_most_reliable_hosting_companies_in_october_2007.html
Netcraft http://www.netcraft.com/ 19 November 2007 Paul Mutton


FreeBSD using web hosting provider DataPipe was ranked the most reliable
provider in October 2007 by Netcraft.


10 Desktop FreeBSD Part 9: FreeBSD and Broadband
http://www.ofb.biz/safari/article/441.html Open For Business
http://www.ofb.biz/ 30 October 2007 Ed Hurst


An article that briefly covers broadband setup on FreeBSD.


Squeeze Your Gigabit NIC for Top Performance
http://www.enterprisenetworkingplanet.com/nethub/article.php/3485486
Enterprise Networking Planet http://www.enterprisenetworkingplanet.com/
24 October 2007 Charlie Schluting


Describes the TCP stack tuning process used to get FreeBSD 5.3 to run at
gigabit speeds.


Low-Cost Storage Tools
http://www.processor.com/editorial/article.asp?article=articles/p2942/23p42/23p42.asp&guid=&searchtype=&WordList=&bJumpTo=True
Processor Magazine http://www.processor.com/ 19 October 2007 Processor
magazine staff


FreeBSD-based FreeNAS is touched upon in an article on open-source
storage tools.


Creating And Managing A Jailed Virtual Host in FreeBSD
http://www.openaddict.com/node/36 OpenAddict http://www.openaddict.com/
18 October 2007 Sharaz


An article discussing how to build and subsequently manage FreeBSD
jails.


Managing Multiple FreeBSD Systems http://www.openaddict.com/node/35
OpenAddict http://www.openaddict.com/ 18 October 2007 Sharaz


An article on keeping multiple FreeBSD machines upto-date by building
from source code.


Desktop FreeBSD Part 8: Updating the Core System
http://www.ofb.biz/safari/article/439.html Open For Business
http://www.ofb.biz/ 5 October 2007 Ed Hurst


An article that touches on the process of rebuilding a FreeBSD system
from source.


9 PC-BSD revisited
http://blogs.ittoolbox.com/webdesign/php/archives/pcbsd-revisited-18820
ITToolbox http://www.ittoolbox.com/ 6 September 2007 Gregory L.
Magnusson


A reviewer is impressed by the FreeBSD-based PC-BSD desktop system.


8 Downtime, What’s That?
http://www.processor.com/editorial/article.asp?article=articles/P2935/21p35/21p35.asp&guid=
Processor Magazine http://www.processor.com/ 31 August 2007 Processor
Magazine staff


An article in the Processor Magazine discusses using FreeBSD or OpenBSD
as part of a strategy to increase server uptime.


Linux vs. BSD, What’s the Difference?
http://www.linuxdevcenter.com/pub/a/linux/2007/08/23/linux-vs-bsd-whats-the-difference.html
Linux Dev Center http://www.linuxdevcenter.com/ 23 August 2007 Dru
Lavigne


An introduction to PC-BSD for Linux users.


Desktop FreeBSD Part 7: Terminal Emulator Settings
http://www.ofb.biz/safari/article/435.html Open For Business
http://www.ofb.biz/ 10 August 2007 Ed Hurst


An article on using and configuring the command line in FreeBSD.


The INQ takes a dip into open sauce
http://www.theinquirer.net/?article=41377 The Inquirer
http://www.theinquirer.net/ 1 August 2007 Dr. John


The Inquirer takes FreeBSD-based PC-BSD 1.4 (beta) for a test drive.


7 BSDTalk Interview: Embedding FreeBSD
http://bsdtalk.blogspot.com/2007/07/bsdtalk122-embedding-freebsd-with-m.html
bsdtalk http://bsdtalk.blogspot.com/ 26 July 2007 Will Backman


A podcast interview with M. Warner Losh on embedding FreeBSD.


BSDTalk Interview: George Neville-Neil
http://bsdtalk.blogspot.com/2007/07/bsdtalk121-fast-ipsec-with-george.html
bsdtalk http://bsdtalk.blogspot.com 18 July 2007 Will Backman


BSDTalk interviews FreeBSD developer George Neville-Neil about FAST
IPSec


Desktop FreeBSD Part 6: User PPP Connections
http://www.ofb.biz/safari/article/433.html Open For Business
http://www.ofb.biz/ 7 July 2007 Ed Hurst


A tutorial on setting up user PPP on FreeBSD.


6 24-hour test drive: PC-BSD
http://arstechnica.com/reviews/os/pc-bsd-a-24-hour-test-drive.ars Ars
Technica http://www.arstechnica.com/ 18 June 2007 Troy Unrau


Ars Technica reviews PC-BSD 1.3 and is favorably impressed.


Desktop FreeBSD Part 5: Printing
http://www.ofb.biz/safari/article/430.html Open For Business
http://www.ofb.biz/ 11 June 2007 Ed Hurst


An introduction to printing on a FreeBSD desktop.


Kazakhs shower president with cryptic questions
http://www.reuters.com/article/technologyNews/idUSL0131903220070601
Reuters http://www.reuters.com/ 1 June 2007 Reuters


An article about FreeBSD being part of the most popular question in a
webcast with the Kazakhian president.


5 A BSD Rootkit Primer
http://www.onlamp.com/pub/a/bsd/2007/05/31/defending-against-rootkits-under-bsd.html
ONLamp.com http://www.onlamp.com/ 31 May 2007 Federico Biancuzzi


An interview with the author of the first book on BSD rootkits.


BSDTalk Interview: FreeBSD Core Team
http://bsdtalk.blogspot.com/2007/05/bsdtalk114-few-freebsd-core-team.html
bsdtalk http://bsdtalk.blogspot.com/ 25 May 2007 Will Backman


BSDTalk interviews a few FreeBSD Core team members at BSDCAN ‘07.


Desktop FreeBSD Part 4: Internet Mail Setup
http://www.ofb.biz/safari/article/427.html Open For Business
http://www.ofb.biz/ 18 May 2007 Ed Hurst


An article on setting up email for a FreeBSD desktop.


Linux too vanilla? Try this
http://www.theinquirer.net/default.aspx?article=39621 The Inquirer
http://www.theinquirer.net/ 15 May 2007 Liam Proven


A review of PC-BSD 1.3.


BSDTalk Interview: Diane Bruce
http://bsdtalk.blogspot.com/2007/05/bsdtalk111-freebsd-developer-diane.html
bsdtalk http://bsdtalk.blogspot.com 9 May 2007 Will Backman


BSDTalk interviews FreeBSD developer Diane Bruce about Ham radio on BSD.


4 BSDTalk Interview: George Neville-Neil
http://bsdtalk.blogspot.com/2007/04/bsdtalk109-george-neville-neil-and.html”
bsdtalk http://bsdtalk.blogspot.com 26 April 2007 Will Backman


In this BSDTalk interview FreeBSD developer George Neville-Neil talks
about using VMs for development.


Desktop FreeBSD Part 3: Adding Software
http://www.ofb.biz/safari/article/425.html Open For Business
http://www.ofb.biz/ 12 April 2007 Ed Hurst


An article that walks the reader through the process of installing 3rd
party software using the FreeBSD’s ports and package collection.


3 Deploying a FreeBSD 6.2 Server
http://www.openaddict.com/deploying_a_freebsd_6_2_server.html
OpenAddict http://www.openaddict.com/ 10 March 2007 Sharaz


The third article in a series covering the deployment of a FreeBSD based
server with Apache 2.2, PHP 5, MySQL 5.0, Sendmail with SMTP-AUTH,
Webmail, Bind DNS, SNMP, synchronized local time, Webmin and with
graphing using rrdtool/cacti.


BSDTalk Interview: Randall Stewart
http://bsdtalk.blogspot.com/2007/03/bsdtalk102-cisco-distinguished-engineer.html
bsdtalk http://bsdtalk.blogspot.com 6 March 2007 Will Backman


BSDTalk interviews FreeBSD developer Randall Stewart about his work
bringing SCTP to FreeBSD.


2 BSDTalk Interview: George Neville-Neil
http://bsdtalk.blogspot.com/2007/02/bsdtalk101-freebsd-developer-george.html
bsdtalk http://bsdtalk.blogspot.com 26 February 2007 Will Backman


BSDTalk interviews FreeBSD developer George Neville-Neil on his packet
construction set and packet debugger tools.


Interview: The BSD Certification Group’s Dru Lavigne
http://www.thejemreport.com/mambo/content/view/305/ The Jem Report
http://www.thejemreport.com/ 20 February 2007 Jem Matzan


BSD Certification Group member Dru Lavigne puts forth the idea that
free/open source software provided an excellent opportunity to
inexpensively change one’s career path.


Interview: Sam Leffler of the FreeBSD Foundation
http://www.thejemreport.com/mambo/content/view/304/ The Jem Report
http://www.thejemreport.com/ 15 February 2007 Jem Matzan


An interview with FreeBSD developer and FreeBSD Foundation Director Sam
Leffler about the FreeBSD Foundation.


Open source is the ticket for In Ticketing
http://business.newsforge.com/business/07/01/25/1642213.shtml?tid=33
NewsForge http://www.newsforge.com/ 2 February 2007 Tina Gasperson


Ticket broking firm In Ticketing [http://www.inticketing.com/]
prefers FreeBSD on account of the security it provides.


1 Inside PC-BSD 1.3
http://www.onlamp.com/pub/a/bsd/2007/01/25/inside-pc-bsd-13.html
Onlamp.com http://www.onlamp.com/ 25 January 2007 Dru Lavigne


An interview with Kris Moore, Andrei Kolu, and Charles Landemaine of the
PC-BSD release engineering team.


Interview with Matteo Riondato, FreeSBIE
http://distrowatch.com/weekly.php?issue=20070122#interview DistroWatch
http://distrowatch.com/ 22 January 2007 Distrowatch staff


An interview with Matteo Riondato, FreeBSD developer and release
engineer for FreeSBIE, a FreeBSD-based ``Live CD’‘.


FreeBSD 6.2: Polished, More Stable
http://www.internetnews.com/dev-news/article.php/3654371
InternetNews.com http://www.internetnews.com/ 17 January 2007 Sean
Michael Kerner


A brief look at FreeBSD 6.2.


FreeSBIE 2.0-RELEASE is Now Available!
http://osnews.com/story.php/16957/FreeSBIE-2.0-Released OSnews
http://www.osnews.com 16 January 2007 Thom Holwerda


A new release of FreeSBIE, a FreeBSD Live-CD, has been released after
two years of development.


New Year, New Look For PC-BSD
http://www.internetnews.com/dev-news/article.php/3651641
InternetNews.com http://www.internetnews.com/ 2 January 2007 Sean
Michael Kerner


A look at the new features in PC-BSD 1.3.


Project of the Month: January 2007 - FreeNAS
http://sourceforge.net/potm/potm-2007-01.php SourceForge.Net
http://sourceforge.net/ January 2007 SF.Net Staff


An interview with the developers of the FreeBSD-based FreeNAS project,
on the occasion of it being selected as SourceForge’s Project of the
Month.
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September 2002 - October 2002 Status Report


The September-October status report is now available; see the status
reports Web page for more
information.


23


BSD Conference Japan 2002


BSD Conference Japan 2002 [http://bsdcon.jp/] was held in Tokyo on
November 23rd, 2002. During the conference FreeBSD/NetBSD/OpenBSD folks
in Japan got together to discuss various topics of mutual interest. In
addition, Apple Computer, Inc. [http://www.apple.com/] gave us
excellent lectures about Mac OS X and Rendezvous. Matsui Securities
Co.,Ltd [http://www.matsui.co.jp/], Yahoo Japan
Corporation [http://www.yahoo.co.jp/], and SRS SAKURA Internet
Inc. [http://www.sakura.ad.jp/] gave case studies of how FreeBSD is
used in their production environments. Brains
Corporation [http://www.brains.co.jp/eng-ver/e-index.html] gave a
talk on
mmEye [http://www.brains.co.jp/eng-ver/e-mmeyedemo/index.html],
which is equipped with 32bit RISC CPU SH-3 and runs NetBSD.


The event report published by Mainichi Communications inc., can be found
at MYCOM PCWEB (but sorry, Japanese
only) [http://pcweb.mycom.co.jp/news/2002/11/25/10.html]. There were
172 attendees at the conference. We are pleased with this turnout,
considering that this was the first attempt to hold such an event in
Japan.


18


FreeBSD 5.0 Developer Preview #2 Now Available


The second developer preview snapshot of 5.0-CURRENT is now
available. Please see the
release notes,
errata, and the new Early
Adopter’s Guide for
more information.


7


nVidia releases Geforce drivers for FreeBSD! Check out the
README [ftp://download.nvidia.com/freebsd/1.0-3203/README.txt] for
more information.


1


New committer: Stéphane Legrand
(Documentation Project)


10 31


Opera is natively ported to FreeBSD! Read the official press
release [http://www.FreeBSD.org/news/press-rel-6.html] for more
information.


22


New committer: Edwin Groothuis (Ports)


18


New committer: Tilman Linneweh (Ports)


18


New committer: Daichi GOTO (Ports)


New committer: Maho Nakata (Ports)


16


New committer: Adam Weinberger (Ports)


11


New committer: Olivier Houchard


10


FreeBSD 4.7-RELEASE is now available


FreeBSD 4.7-RELEASE has been
released. Please see the Release
Information page for more details. Also
be sure to check the release
errata after installation for any
late-breaking news and/or issues with 4.7.


9


New committer: Eric Moore


4


New committer: Martin Heinen
(Documentation Project)


3


July 2002 - August 2002 Status Report


The July-August status report is now available; see the status reports
Web page for more information.


9 10


New committer: Peter Grehan (PowerPC)


2


Notes from the USENIX ATC 2002 FreeBSD Developer
Summit are now available.


1


FreeBSD-STABLE tree frozen in preparation for 4.7


The FreeBSD-STABLE branch of the source tree has now been frozen in
preparation for the release of
FreeBSD 4.7. This means that any new commits to the -stable source tree
must be approved by the release engineering team
first. Our expected “ship” date for 4.7 is October 1, 2002.


New committer: David Xu (KSE)


8 21


New committer: Oliver Braun (Ports)


20


New committer: Thomas Quinot


15


May 2002 - June 2002 Status Report


The May-June 2002 status report is now available; see the status
reports Web page for more
information.


FreeBSD 4.6.2-RELEASE is now available


FreeBSD 4.6.2-RELEASE has
been released. Please see the Release
Information page for more details. Also
be sure to check the release
errata after installation for
any late-breaking news and/or issues with 4.6.2.


New committer: Sean Chittenden (Ports)


14


New committer: Yen-Ming Lee (Ports)


8


New committer: Jennifer Jihui Yang


7


New committer: Nate Lawson


1


The Open Group makes a generous donation to FreeBSD


The Open Group [http://www.opengroup.org] has generously donated
several copies of the Authorized Guide to The Single UNIX Specification,
Version 3, books and CD-ROMs to the FreeBSD C99 & POSIX Conformance
Project. We are greatly appreciative
of their gift.


7 19


New committer: Alexander Kabaev


1


New committer: Johan Karlsson


6 25


New committer: Hye-Shik Chang (Ports)


18


New committer: Ville Skyttä
(projects/cvsweb)


16


New committer: Marc Fonvieille
(Documentation Project)


15


FreeBSD 4.6-RELEASE is now available


FreeBSD 4.6-RELEASE has been
released. Please see the Release
Information page for more details. Also
be sure to check the release
errata after installation for any
late-breaking news and/or issues with 4.6.


12


New committer: Alan Eldridge (Ports)


5 23


FreeBSD PR Handling Guidelines


The FreeBSD PR Handling Guidelines provide recommended practices for
working with FreeBSD problem
reports.


18


February 2002 - April 2002 Status Report


The February-April status report is now available; see the status
reports Web page for more
information.


16


New committer: Gordon Tetlow


7


New committer: Tony Finch


1


FreeBSD-STABLE tree frozen in preparation for 4.6


The FreeBSD-STABLE branch of the source tree has now been frozen in
preparation for the release of
FreeBSD 4.6. This means that any new commits to the -stable source tree
must be approved by the release engineering team first. Our expected
“ship” date for 4.6 is June 1, 2002.


4 29


New committer: Katsushi Kobayashi


21


New committer: Eric Anholt


15


New committer: Jonathan Mini


12


New committer: Tim Robbins


11


New committer: Greg Lewis (Ports)


8


FreeBSD 5.0 Developer Preview #1 now available


A developer preview snapshot of 5.0-CURRENT is now
available. Please see the
release notes for more
information. Also be sure to check the release
errata for a list of known
problems.


New committer: Gerald Pfeifer (Ports)


5


New committer: Joe Marcus Clarke (Ports)


1


New committer: Norikatsu Shigemura (Ports)


3 30


Notes from the BSDCon 2002 FreeBSD Developer
Summit are now available.


28


New committer: Tom Rhodes
(Documentation Project)


29


New committer: SUZUKI Shinsuke (IPv6)


19


New committer: Alexander Leidinger
(Ports)


17


New committer: Ceri Davies (Documentation)


12


Updated release schedule now available


A new area of the FreeBSD web site has been created dedicated to
release engineering. This new section
contains information about future releases of FreeBSD, a specific
schedule for the upcoming releases of FreeBSD 4.6 and 5.0, and more.


9


SMP sparc64 now works


FreeBSD now works with multiple processors on sparc64 systems, thanks to
the efforts of Jake Burkholder, and
Thomas Moestl.


3


New committer: Maxime Henrion (VFS, SMP,
...)


2 25


December 2001 - January 2002 Status Report


The December/January status report is now available; see the status
reports Web page for more
information.


New committer: J. Mallett


18


New committer: Bernd Walter (Alpha)


11


New GNOME section of the FreeBSD.org site


FreeBSD GNOME team is proud to
announce new section of the FreeBSD.org site devoted to various aspects
of the GNOME desktop and development environment on the FreeBSD. Check
it out here.


7


New committer: Maxim Konovalov


1 31


BSDCon Europe 2002 - Call for Papers


The announcement and call for
papers [http://www.eurobsdcon2002.org/cfp.html] for BSDCon Europe
2002 has been released. This conference will take place in Amsterdam,
The Netherlands some time in November 2002. Individuals interested in
presenting a paper at the conference should submit an abstract by June
24, 2002.


29


FreeBSD 4.5 is now available


FreeBSD 4.5 has been released.
Please see the Release Information page
for more details. Also be sure to check the release
errata after installation for any
late-breaking issues with 4.5 that may occur.


12


Testing Guide now available for upcoming 4.5 release.


The FreeBSD 4.5 Release Engineering Team has submitted a testing
guide for the upcoming FreeBSD 4.5
release. Please help us ensure that 4.5 is our most stable and highest
performance release yet.


10


New tutorial: “The Euro symbol on FreeBSD”


Aaron Kaplan has submitted a new article explaining how to adjust your
system configuration to use the new Euro symbol on
FreeBSD [http://docs.freebsd.org/doc/9.0-RELEASE/usr/share/doc/freebsd/en_US.ISO8859-1/articles/euro/index.html].
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FreeBSD 6.3-RC2 Available


The second release candidate of FreeBSD 6.3 has been
announced [http://lists.freebsd.org/pipermail/freebsd-stable/2007-December/039352.html].
ISO images and distributions for Tier-1 architectures are now available
on most of the FreeBSD mirror
sites [http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/mirrors-ftp.html].


30


FreeBSD 7.0-RC1 Available


The first release candidate of FreeBSD 7.0 is now
available [http://lists.freebsd.org/pipermail/freebsd-stable/2007-December/039334.html].
ISO images for Tier-1 architectures are now available on most of the
FreeBSD mirror
sites [http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/mirrors-ftp.html].


28


New committer: Weongyo Jeong (src)


26


New committer: Rafal Jaworowski (src)


25


Juniper Networks, Inc has donated a reference FreeBSD port to the MIPS
architecture


Juniper Networks, Inc. (http://www.juniper.net) has donated a reference
FreeBSD port to the MIPS architecture to The FreeBSD Project. This code
will be used as one reference for creating an official project-supported
FreeBSD/MIPS offering.


Information about the code drop can be found
here [http://people.freebsd.org/~obrien/juniper-mips.html].


10


End-of-Year Fund Raising Drive


The FreeBSD Foundation [http://www.freebsdfoundation.org] has
announced an End-of-Year Fund Raising Drive. The goal this year is to
raise over $250,000. This money is used for sponsoring FreeBSD related
conferences, providing travel grants to developers to attend these
conferences, providing grants for projects that improve FreeBSD, and
providing legal support on issues like understanding the GPLv3 impact on
FreeBSD, trademarks, and other legal issues that come up.


Donations can be made online from
http://www.freebsdfoundation.org/donate/.


5


&os; 7.0-BETA4 Available


The &os; 7.0 release process proceeds and as a consequence the 7.0-BETA4
ISO images for Tier-1 architectures are now
available [http://lists.freebsd.org/pipermail/freebsd-stable/2007-December/038873.html]
for download on most &os; mirror
sites.
We ask our users to report any outstanding bugs, as this will presumably
be the last BETA release before the first RC release.


11 29


FreeBSD 6.3-RC1 Available


The first release candidate of FreeBSD 6.3 has been
announced [http://lists.freebsd.org/pipermail/freebsd-stable/2007-November/038670.html].
ISO images and distributions for Tier-1 architectures are now available
on most of the FreeBSD mirror
sites [http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/mirrors-ftp.html].


19


&os; 7.0-BETA3 Available


The &os; 7.0 release process proceeds and as a consequence the 7.0-BETA3
ISO images for Tier-1 architectures are now
available [http://lists.freebsd.org/pipermail/freebsd-stable/2007-November/038388.html]
for download on most &os; mirror
sites.
We ask our users to report any outstanding bugs.


4


&os; 7.0-BETA2 Available


The &os; 7.0 release process proceeds and as a consequence the 7.0-BETA2
ISO images for Tier-1 architectures are now
available [http://lists.freebsd.org/pipermail/freebsd-stable/2007-November/037966.html]
for download on most &os; mirror
sites.
We ask our users to report any outstanding bugs, as this will presumably
be the last BETA release before the first RC release.


1


New committer: Henrik Brix Andersen
(ports)


10 27


The FreeBSD Foundation auctions the first copy of the book “Absolute
&os;, 2nd Edition”


The &os; Foundation has started its Fall Fund-Raising Campaign with an
auction of the first copy of the book “Absolute &os;, 2nd Edition” which
was graciously donated by the author Michael Lucas. The winner of this
auction will get a laser-printed Certificate of Authenticity together
with a signed bookplate. All proceeds will go to The &os; Foundation!
The bidding ends on November 2nd. More information is available on
eBay [http://cgi.ebay.com/ws/eBayISAPI.dll?ViewItem&item=120175384688&ssPageName=ADME:L:LCA:US:1123].


26


Enhanced commit privileges: Martin Wilke
(ports, doc)


25


New committer: Ulf Lilleengen (src).
SoC2007 alumnus.


Ulf Lilleengen is now a src/ committer. He
participated in the Summer of Code program, where he worked on gvinum.
In FreeBSD, Ulf will continue to work on gvinum, as well as csup and
filesystem-related parts.


22


&os; 7.0-BETA1 Available


The final stage of the &os;-7.0 Release cycle has begun with the first
beta release. The &os; 7.0-BETA1 ISO images for Tier-1 architectures are
now
available [http://lists.freebsd.org/pipermail/freebsd-stable/2007-October/037539.html]
for download on most of the &os; mirror
sites [http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/mirrors-ftp.html].
The more people that test and report bugs, the better &os; 7.0-RELEASE
will be. For more information about the &os; 7.0 release process, please
check the official
schedule [http://www.freebsd.org/releases/7.0R/schedule.html] and
the todo [http://www.freebsd.org/releases/7.0R/todo.html] list.


10


July-October, 2007 Status Reports


The July-October, 2007 Status Reports is now
available with 21
entries.


3


PC-BSD 1.4 Released


PC-BSD 1.4 has just been released. PC-BSD is a successful desktop
operating system based on FreeBSD that focuses on providing an easy to
use desktop system for casual computer users. The release may be
downloaded [http://www.pcbsd.org] or
purchased [http://www.freebsdmall.com] on CD.


9 28


New committer: Kai Wang (src). SoC2007
alumnus.


Kai Wang, a student in the Summer of Code
program, is now a src/ committer.


25


New committer: Rui Paulo (src). SoC2007
alumnus.


Rui Paulo, a student in the Summer of
Code program, is now a full src/ committer.


17


Summer of Code Projects Completed


We are happy to report that 22 students successfully completed their
FreeBSD Summer of Code
projects. Congratulations to both mentors and students, and thanks to
Google [http://www.google.com/] for running this program and
providing funding.


8 29


FreeBSD Foundation August 2007 newsletter


The FreeBSD Foundation has published their August 2007
newsletter [http://www.freebsdfoundation.org/press/2007Aug-newsletter.shtml]
which summarizes their activities so far this year.


20


New committer: Thomas Abthorpe
(ports)


2


IPv6 live at the FreeBSD.org cluster


Most of the machines and services in the FreeBSD.org cluster are now
available through IPv6. This includes www, mail and developer ssh
access. Connectivity is provided from ISC using a tunnel.


New committer: Fukang Chen (doc)


7 10


April-June, 2007 Status Report


The April-June, 2007 Status Report is now
available with 49
entries.


9


New committer: Lars Engels (ports)


6 25


Enhanced commit privileges: Edwin
Groothuis (src, ports)


24


New committer: Sean C. Farley (src)


12


New committer: Timur I. Bakeyev (ports)


Enhanced commit privileges: Chin-San
Huang (doc, ports)


7


FreeBSD Project Integrates Support for the Camellia Block Cipher


Support for the Camellia block cipher has been integrated into FreeBSD
7-CURRENT and will be part of the upcoming FreeBSD 7-RELEASE. For more
information, please refer to the press
release [http://www.emediawire.com/releases/2007/6/emw531216.htm].


4


Enhanced commit privileges: Johann Kois
(full doc/www)


5 30


New committer: Beech Rintoul (ports)


29


New committer: Attilio Rao (src).
SoC2007 alumnus.


Attilio Rao, a student in the Summer of
Code program, is now a full src/ committer.


19


Xorg 7.2 imported into the ports collection.


Thanks to the hard work of Florent Thoumie
(and others), the FreeBSD ports collection now uses the modular Xorg 7.2
as its default X server. i386 and AMD64 6.2-STABLE packages are
available and other architectures/releases will be available later, or
you can compile it from source. In both cases, see the 20070519 entry
in
/usr/ports/UPDATING [http://www.freebsd.org/cgi/cvsweb.cgi/ports/UPDATING?rev=1.504;content-type=text%2Fplain]
on how to upgrade. Please track
-ports [http://docs.freebsd.org/mail/archive/freebsd-ports.html] for
last minute information.


4 26


New committer: Marcelo Araujo (ports)


25


New committer: Tong Liu (ports)


13


Funded Summer of Code Projects Announced


The FreeBSD Project received over 120 applications for Google’s Summer
of Code [http://code.google.com/soc] program, amongst which 25 were
selected for funding. Unfortunately, there were far more first rate
applications than available spots for students. However, we encourage
students to work together with us all year round. The FreeBSD Project is
always willing to help mentor students learn more about operating system
development through our normal community mailing lists and development
forums. Contributing to an open source software project is a valuable
component of a computer science education and great preparation for a
career in software development.


A complete list of the winning students and projects is available
here [http://www.freebsd.org/projects/summerofcode-2007.html]. A
Summer of Code
wiki [http://wiki.freebsd.org/moin.cgi/SummerOfCode2007] is also
available with additional information.


New committer: Edward Tomasz Napierala
(ports)


Mongolian FreeBSD Documentation Project Launches


Under the supervision of Ganbold
Tsagaankhuu the Mongolian translation
goes live. The official translation of the FreeBSD Handbook, completed
by the Mongolian FreeBSD Documentation Project, adds support for
documentation in another language. For more information about the
ongoing work of the MFDP, please refer to the Translations page of the
FreeBSD Documentation Project.


12


New committer: Alexander Motin (src)


9


January-March, 2007 Status Report


The January-March, 2007 Status Report is now
available with 19
entries.


6


ZFS Now Part of FreeBSD


Support for Sun’s ZFS [http://www.sun.com/2004-0914/feature/] has
been committed to the FreeBSD 7-CURRENT development branch and will be
available as an experimental feature in FreeBSD 7.0-RELEASE. For more
information please refer to the
announcement [http://lists.freebsd.org/pipermail/freebsd-current/2007-April/070544.html].


4


New committer: Martin Matuska (ports)


3


New committer: Li-Wen Hsu (ports)


3 28


New committer: Sepherosa Ziehau (src)


14


Accepting Applications for Summer of Code


The FreeBSD Project is now accepting applications for the Google Summer
of Code 2007 [http://code.google.com/summerofcode.html] program. This
program will provide funding for students to spend the summer
contributing to open source software projects. A list of FreeBSD
specific projects and potential mentors is available
here.


Once a suitable project and mentor have been identified, interested
students should complete a proposal and submit it to Google. Proposals
are now being accepted and the final deadline is March 24, 2007. Please
see the Google
FAQ [http://code.google.com/support/bin/topic.py?topic=10442] for
more information.


12


March 2007 Snapshot Releases Available


FreeBSD 7-CURRENT and 6-STABLE snapshot releases for March 2007 now
available. The FreeBSD Release Engineering Team issues snapshot releases
to encourage users to test new features and improve the reliability. For
more details, please visit the snapshots
page.


11


New committer: Michael Bushkov (src).
An SoC2006 alumnus.


Michael Bushkov, a successful student
from last year’s Summer of Code program, has continued working with the
FreeBSD Project and is now a full src/ committer.


10


Progress on scaling of FreeBSD on 8 CPU systems


Recently there has been significant progress on optimizing FreeBSD 7.0
for MySQL running an 8-core amd64 system. Under the test workload
FreeBSD has peak performance consistent with Linux, and outperforms it
by a factor of 4 under higher loads. Continue reading for a more
detailed report
here. [http://people.freebsd.org/~kris/scaling/mysql.html]


7


FreeBSD Announces Intel Approval for Redistribution of Wireless Firmware


The FreeBSD project has reached an agreement with Intel about the
redistribution of firmware images for Intel wireless cards. Please refer
to the press
release [http://www.prweb.com/releases/2007/03/prweb509818.htm] for
more information.


2 27


Information about how the change in
Daylight Savings Time for some time zones affects FreeBSD releases.


23


Enhanced commit privileges: Remko Lodder
(doc,src)


17


New committer: JINMEI, Tatuya (src)


16


New committer: Stephane E. Potvin
(src)


10


New committer: Benjamin Close (src)


9


Podcast Interview with FreeBSD Core Team Member and AsiaBSDCon 2007
Program Committee Chair George V. Neville-Neil.


In his latest bsdtalk [http://bsdtalk.blogspot.com/] podcast, Will
Backman interviews FreeBSD Developer George V. Neville-Neil about the
upcoming AsiaBSDCon conference.
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/bsdtalk099.mp3.


8


AsiaBSDCon 2007 Announces Conference Schedule


AsiaBSDCon, the BSD conference for Asia, has posted its schedule of
tutorials, papers and presentations for the conference, taking place in
Tokyo from March 8th through 11th 2007. The complete schedule can be
found here [http://www.asiabsdcon.org/timetable.html].


Registration will begin on or about the 12th of February.


2


Enhanced commit privileges: Gábor
Kövesdán (doc, ports)


1 31


Enhanced commit privileges: Rong-En Fan
(src, ports)


18


New committer: Diane Bruce (ports)


16


October-December, 2006 Status Report


The October-December, 2006 Status Report is now
available with 41
entries.


15


FreeBSD 6.2-RELEASE is Now Available


FreeBSD 6.2-RELEASE has been
released. Please check the release
errata before installation for
any late-breaking news and/or issues with 6.2. The Release
Information page has more information
about FreeBSD releases.


9


Hungarian FreeBSD Documentation Project Launches


Under the supervision of FreeBSD developer Gábor Kövesdán, the Hungarian
translation goes live. This official translation, completed by the
Hungarian FreeBSD Documentation Project, adds support for documentation
in another language. For more information about the ongoing work of the
HFDP team, please refer to the Translations page of the FreeBSD
Documentation
Project [http://www.FreeBSD.org/docproj/translations.html].
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  $FreeBSD$ 2005 12 FreeBSD Waters Are Easily Waded
http://www.serverwatch.com/sreviews/article.php/3569631 ServerWatch
http://www.serverwatch.com/ 8 December 2005 Charlie Schluting


According to this review, “FreeBSD is an enterprise-grade operating
system that leaves little to be desired.”


11 Beyond The Big Three BSDs, BSD Alternatives
http://www.serverwatch.com/tutorials/article.php/3565016 Serverwatch
http://www.serverwatch.com/ 17 November 2005 Martin Brown


Covers a few FreeBSD-derived operating systems.


Using Software RAID-1 with FreeBSD
http://www.onlamp.com/pub/a/bsd/2005/11/10/FreeBSD_Basics.html Onlamp
http://www.onlamp.com/ 10 November 2005 Dru Lavigne


The author shows how to set up a RAID 1 using the gmirror facility
available in FreeBSD 5 and 6.


Return of The BSDs
http://www.internetnews.com/dev-news/article.php/3561526
Internetnews.Com http://www.internetnews.com/ 03 November 2005 Sean
Michael Kerner


Press about new releases from the *BSD projects.


Desktop FreeBSD: Upgrading to 6.0
http://www.ofb.biz/modules.php?name=News&file=article&sid=387 Open For
Business http://www.ofb.biz/ 08 November 2005 Ed Hurst


A reviewer recommends FreeBSD 6.0 for the desktop.


10 Selecting a Secure Enterprise OS: Don’t Make the First Step the Wrong
Step http://www.informit.com/articles/article.asp?p=421896 Informit
http://www.informit.com/ 28 October 2005 Bruce Potter


A comparison of the operational security of Windows(r), Linux and
FreeBSD.


A Comparison of Solaris, Linux, and FreeBSD Kernels
http://www.opensolaris.org/os/article/2005-10-14_a_comparison_of_solaris__linux__and_freebsd_kernels/
OpenSolaris http://www.opensolaris.org/ 14 October 2005 Max Bruning


A technical article comparing scheduling, memory management, and file
system architecture in these three open-source kernels.


Destination FreeBSD: Interview with Release Engineer Scott Long
http://www.bsdforums.org/forums/showthread.php?t=35212 BSDForums.org
http://www.bsdforums.org 04 October 2005 BSDForums.org


BSDForums interviews FreeBSD release engineer Scott Long about various
aspects of FreeBSD, including FreeBSD 6.0, Apple G4 PowerMac support,
AMD64 and wireless compatibility.


9 Sun Cobalt Ported to FreeBSD
http://www.emediawire.com/releases/2005/9/emw282859.htm eMediaWire
http://www.emediawire.com/ 09 September 2005 OffMyServer, Inc. Press
Release


The Sun Cobalt RaQ550 web hosting platform has been ported to FreeBSD.


Developer aims for Dtrace on FreeBSD
http://www.zdnet.com.au/news/software/soa/Developer_aims_for_Dtrace_on_FreeBSD/0,2000061733,39210618,00.htm
ZDNet Australia http://www.zdnet.com.au/ 08 September 2005 Renai LeMay


An article about work being done to port Sun’s DTrace to FreeBSD.


8 FreeBSD 6.0 will target wireless devices
http://news.zdnet.co.uk/software/linuxunix/0,39020390,39214098,00.htm
ZDNet UK http://www.zdnet.co.uk/ 19 August 2005 Ingrid Marson


An interview with FreeBSD release engineer Scott Long about the upcoming
6.0 release.


7 Information Security with Colin Percival
http://www.onlamp.com/pub/a/bsd/2005/07/21/Big_Scary_Daemons.html
Onlamp http://www.onlamp.com/ 21 July 2005 Michael W. Lucas


Colin Percival, FreeBSD developer and independent security researcher,
describes his recent work on covert channels in hyperthreaded
processors.


Why FreeBSD
http://www.ibm.com/developerworks/opensource/library/os-freebsd/
developerWorks http://www.ibm.com/developerworks/ 19 July 2005 Frank
Pohlmann


A brief introduction to the BSD family of OSes.


Project Evil: Windows network drivers on FreeBSD
http://www.pingwales.co.uk/tutorials/project-evil.html Ping Wales
http://www.pingwales.co.uk/ 15 July 2005 David Chisnall


On using Windows(R) network drivers in FreeBSD.


6 Open-source projects get free checkup by automated tools
http://www.securityfocus.com/news/11230 SecurityFocus
http://www.securityfocus.com/ 28 June 2005 Robert Lemos


Code analysis software firm Coverity analyses FreeBSD’s source base and
finds a very low number of software flaws.


Interview: Looking at FreeBSD 6 and Beyond
http://www.osnews.com/story.php?news_id=10951 OSnews
http://www.osnews.com/ 23 June 2005 Eugenia Loli-Queru


OSnews interviews FreeBSD developers Scott Long, Robert Watson and John
Baldwin about the upcoming FreeBSD 6 release.


Eric Raymond advocates BSD license over GPL
http://www.myfreebsd.com.br/static/raymond-20050604.html MyFreeBSD
Brazil http://www.MyFreeBSD.com.br/ 4 June 2005 Luiz Gustavo Ramos


“Freedom and choice are pretty cool. But we should talk about many other
things. GPL is based on the belief that open source software is weak and
needs to be protected. With it, we continue injuring ourselves, cutting
ourselves from the economic benefits of BSD license”.


5 First BitDefender for FreeBSD products launched
http://www.moneyweb.co.za/business_today/440831.htm MoneyWeb
http://www.moneyweb.co.za/ 17 May 2005 BitDefender Press Release


BitDefender announces their move into enterprise space with a FreeBSD
version of their products.


LSI MegaRAID(R) Adapters Now Feature FreeBSD 5.4 Support
http://biz.yahoo.com/prnews/050511/sfw107.html Yahoo News
http://biz.yahoo.com/ 11 May 2005 LSI Logic Press Release


LSI Logic MegaRAID(R) SCSI and SATA adapters now support the latest
FreeBSD 5.4 release.


4 Desktop FreeBSD: New Life for Old Laptops
http://www.ofb.biz/modules.php?name=News&file=article&sid=358 Open for
Business http://www.ofb.biz 27 April 2005 Ed Hurst


An article on using FreeBSD 5.4 on a laptop.


Large Web Hosting Provider Switches to FreeBSD
http://www.w3reports.com/index.php?itemid=869 W3reports
http://www.w3reports.com 24 April 2005 Submission


Offmyserver, a rackmount server provider, recently migrated 50 servers
to FreeBSD, on account of its reliability and ability to handle large
amounts of disk.


3 FreeBSD Process Management
http://www.informit.com/articles/article.asp?p=366888&rl=1 InformIT
http://www.informit.com/ 03 March 2005 George Neville-Neil, Marshall
Kirk McKusick


An excerpt from the book “The Design and Implementation of the FreeBSD
Operating System”.


2 FreeBSD Tips and Tricks for 2005
http://www.onlamp.com/pub/a/bsd/2005/02/17/FreeBSD_Basics.html
OnLamp.com http://www.onlamp.com 17 February 2005 Dru Lavigne


Dru Lavigne describes the steps taken for maintaining up to date a
FreeBSD system this year.


1 FreeBSD’s SMPng http://www.onlamp.com/pub/a/bsd/2005/01/20/smpng.html
OnLamp.com http://www.onlamp.com/ 20 January 2005 Federico Biancuzzi


OnLamp.com’s writer interviews FreeBSD’s Core Team member Scott Long
about FreeBSD’s implementation on SMPng.
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  $FreeBSD$ 1999 12 Freei.Net Doubles Service Speed With Intel(R) Server
Platforms http://biz.yahoo.com/prnews/991215/wa_freei_d_1.html
Freei.Net http://www.freei.net 15 December 1999 Freei.Net Press Release


Freei.Net is purchasing hundreds of Intel’s LB440GX 2U Rack Server
Platforms as the Internet service provider continues to experience
explosive growth in its subscriber base. ``The LB440GX flawlessly
supports our FreeBSD operating system,’’ said Steve Bourg, Freei.Net’s
Chief Technical Officer.


FreeBSD 3.3. Robust OS well suited for Internet/Intranet Deployment
http://www.data.com/features/1206a.html Data Communications Online
http://www.data.com/ December 1999 Juha Saarinen


Linux administrator turns to FreeBSD and finds it impressive.


11 FreeBSD at COMDEX
http://slashdot.org/article.pl?sid=99/11/21/1430208&mode=nocomment
Slashdot http://slashdot.org/ 21 November 1999 Brett Glass


Brett Glass sent this message to the FreeBSD -chat mailing list, about
his experiences and perceptions at COMDEX. Of particular interest are
the problems he had trying to get vendors to support the BSDs and Linux.


Who controls free software?
http://www.salon.com/tech/feature/1999/11/18/red_hat/index.html Salon
Magazine http://www.salon.com/ 18 November 1999 Andrew Leonard


Discusses RedHat [http://www.redhat.com/]‘s acquisition of
Cygnus [http://www.cygnus.com/], quotes Jordan
Hubbard at length, and mentions FreeBSD.


The Darwinist: Darwin for x86?
http://macweek.zdnet.com/1999/11/14/darwinist.html MacWeek
http://macweek.zdnet.com/ 15 November 1999 Stephan Somogyi


A report on Wilfredo Sanchez’s session on FreeBSD and the Apple Darwin
project at the first FreeBSDCon.


Bob Frankenberg’s breaking Windows
http://cbs.marketwatch.com/archive/19991108/news/current/soapbox.htx?source=blq/yhoo&dist=yhoo
CBS MarketWatch http://cbs.marketwatch.com/ 08 November 1999 Michael
Tarsala


In an interview with CBS MarketWatch, Bob Frankenberg, ex-CEO of
Novell [http://www.novell.com/], praises FreeBSD for doing ``an
exceptionally good job’‘. FreeBSD is used in his current company,
Encanto [http://www.encanto.com/].


Applix and Walnut Creek Partner to Provide Applixware Office for the
FreeBSD Operating System
http://www.applix.com/releases/99-11-03_applixware_office_for_freebsd_os.cfm
Applix Inc. http://www.applix.com/ 03 November 1999 Applix Inc. press
release


Walnut Creek will distribute Applixware Office v4.4.2 in their FreeBSD
3.3 Power Desktop product. In addition, Walnut Creek will bundle
Applix’SHELF [http://www.applixware.org/], a visual open-source
application development toolset and runtime environment with FreeBSD.


LinuxWorld report on FreeBSDCon 99
http://www.linuxworld.com/linuxworld/lw-1999-10/lw-10-bsd_p.html
LinuxWorld http://www.linuxworld.com/ 01 November 1999 Vicki Brown


October 17, 1999 marked a milestone in the history of FreeBSD – the
first FreeBSD conference was held in the city where it all began.


FreeBSDCon‘99: Fans of Linux’s lesser-known sibling gather for the first
time http://cnn.com/TECH/computing/9911/01/freebsd.con99.idg/index.html
CNN http://cnn.com/ 01 November 1999 Vicki Brown


Repost of IDG article about FreeBSDCon ‘99.


10 ServerWatch’s Review of FreeBSD
http://serverwatch.internet.com/reviews/platform-freebsd.html
ServerWatch http://serverwatch.internet.com/ 25 October 1999 Kevin
Reichard


FreeBSD v3.2 is as close to the perfect Internet server operating system
as it comes.


Grass Roots Daemocracy
http://www.upside.com/texis/mvm/story?id=380d3cf90&src=yahoo Upside
http://www.upside.com/ 20 October 1999 Sam Williams


A report from the first annual FreeBSDCon held in Berkeley, California.


ENTERA DELIVERS FreeBSD STREAMING SERVER SUPPORTING QUICKTIME
http://www.entera.com/news/pressreleases/1004elsabsd.html Entera
http://www.entera.com/ 04 October 1999 Entera Press Release


Entera announces a free, standards-based RTSP/RTP
server [http://www.streamingserver.org/] to stream QuickTime from a
FreeBSD platform.


Open Source Software Development as a Special Type of Academic Research
http://www.firstmonday.dk/issues/issue4_10/bezroukov/index.html First
Monday http://www.firstmonday.dk/ October 1999 Nikolai Bezroukov


This paper tries to explore links between open source software
development and academic research as a better paradigm for OSS
development.


9 The Boston Globe http://www.boston.com/ 16 September 1999


Claims that the operating systems based on BSD are more reliable and
secure. (requires registration with The Boston Globe prior to viewing)


Beyond Linux, Free Systems Help Build The Web
http://dowjones.wsj.com/n/SB936961814325017645-d-main-c1.html Wall
Street Journal http://dowjones.wsj.com/ 10 September 1999 Lee Gomes


An introduction to the BSD family of free operating systems.


Maintaining Patch Levels with Open Source BSDs
http://www.samag.com/archive/0809/feature.shtml SysAdmin
http://www.samag.com/ September 1999 Michael Lucas


Focusses on the BSD development model and the ease of keeping upto-date
with tools like sup and CVSup.


8 Out of Linux limelight, devil gets its due
http://web.boston.com/technology/packages/opensource/linux_limelight.shtml
Boston Globe http://web.boston.com/ 12 August 1999 Hiawatha Bray


A short (but not very accurate) introduction to FreeBSD for people who
have heard about Linux.


Reporter’s notebook: Hackers on holiday
http://www.cnn.com/TECH/computing/9908/11/hacker.hols.idg/index.html CNN
http://www.cnn.com/ 11 August 1999 Ann Harrison


CNN reports that the winner during the “Linux Death Match” at the Chaos
Computer Camp in Germany used FreeBSD tools to win out over Linux
attackers. More details are available at
http://www.42.org/~sec/Berichte/199908Camp/index.en.html#match.


More FreeBSD Comics
http://www.userfriendly.org/cartoons/archives/99aug/19990803.html User
Friendly the Comic Strip http://www.userfriendly.org/ 03 August 1999
Illiad


See also the comics for the
4th [http://www.userfriendly.org/cartoons/archives/99aug/19990804.html]
and the
5th [http://www.userfriendly.org/cartoons/archives/99aug/19990805.html].


World’s Biggest Internet Search Engine Goes Online
http://www.fast.no/company/press/twbs02081999.html Fast Search &
Transfer http://web.fast.no/ 02 August 1999 FAST Press Release


Said to be the largest search engine on the Internet, FAST Web
Search [http://www.alltheweb.com/] uses the FreeBSD operating
system [http://www-new.fast.no/faq/faqfastwebsearch.html#Hardware].


Duke Computer Scientists Exceed “Gigabit” Data Processing Speeds With
Internet Software
http://www.sciencedaily.com/releases/1999/08/990802072727.htm Science
Daily Magazine http://www.sciencedaily.com/ 02 August 1999 Duke
University press release


Using FreeBSD, Duke University computer science researchers have
developed a system for communication at speeds higher than one billion
bits per second in a local area network of personal computers. More
details can be found at the Trapeze
project [http://www.cs.duke.edu/ari/trapeze] web site.


7 WORLDS LARGEST INDEPENDENT IPP HITS NEW MILESTONE
http://www.pair.com/pair/press/19990727.html Pair Networks
http://www.pair.com/ 27 July 1999 pair Networks press release


pair Networks, Inc., the World’s largest independently owned and
operated paid hosting service, today announced that it has surpassed the
60,000 Web site milestone. Their web servers in their state-of-the-art
data center house more than 2 Terabytes of storage, and deliver up to
100 million hits per day to site visitors. pair uses FreeBSD in order to
ensure maximum uptime and reliability.


Free OS? It’ s as easy as BSD
http://www.techwebuk.com/story/TUK19990726S0029 TechWeb UK
http://www.techwebuk.com/ 26 July 1999 Peter McGarvey


Network manager Peter McGarvey writes about his experience with a number
of varieties of Unix. He sums up: FreeBSD is the greatest.


BSD a better OS than Linux?
http://www.zdnet.com/zdnn/stories/news/0,4586,2299366,00.html ZD Net
News http://www.zdnet.com/ 22 July 1999 Bob Sullivan


BSD is the software behind the world’s most popular Web site and the
world’s most popular FTP site.


The Net’s stealth operating system http://www.msnbc.com/news/292376.asp
MSNBC http://www.msnbc.com/ 21 July 1999 Bob Sullivan


BSD powers some of the biggest sites, and its users are among the most
jealous of Linux.


Embed Together: The Case For BSD In Network Appliances
http://www.performancecomputing.com/features/9906of2.shtml Performance
Computing http://www.performancecomputing.com/ 02 July 1999 Kevin Rose
and Charles Davidson


Underlines the advantages of BSD for the embedded device market.
Mentions picoBSD [http://www.FreeBSD.org/~picobsd/].


6 Radio interview: Linux and FreeBSD
http://ebs.tamu.edu/kamu-fm/gig-24jun99.ram GigABytes Radio Talk Show
http://cis.tamu.edu/news/gigabytes/index.html June 1999 Chris DiBona and
Jordan Hubbard


Chris DiBona of VA Research and Jordan Hubbard of the FreeBSD Project
give their views on Linux and FreeBSD.


Thin Servers
http://www.ntsystems.com/db_area/archive/1999/9906/306r1.shtml Windows
NT Systems http://www.ntsystems.com/ June 1999 Ted Drude


A survey of thin servers, featuring products using FreeBSD as their
internal operating system.


Information Technology and the Internet in Co-operation Ireland
http://www.pcc.ie/net/ci.html Public Communications Centre, Ireland
http://www.pcc.ie/ June 1999 Interview with Michael Doyle


Michael Doyle, system administrator for Co-operation
Ireland [http://www.co-operation-ireland.ie] roots for FreeBSD in
this interview. Michael is using FreeBSD and
PostgreSQL [http://www.postgresql.org] as a cost-effective and
ultra-reliable solution for his organization’s I.T. needs.


GPL and BSD: explication and comparison
http://www.32bitsonline.com/article.php3?file=issues/199906/gplbsd&page=1
32BitsOnline http://www.32bitsonline.com/ June 1999 Rob Bos


An article comparing BSD and GPL style licenses.


CmdrTaco on Slashdot Sale
http://www.wired.com/news/news/business/story/20483.html Wired Business
News http://www.wired.com/ 29 June 1999 Leander Kahney


In an interview with Wired News, Rob Malda, founder of
Slashdot [http://slashdot.org/], says that he would now like to
spend some more time reporting on FreeBSD.


Server Platforms - FreeBSD Review
http://serverwatch.internet.com/reviews/platform-freebsd.html
ServerWatch http://serverwatch.internet.com/ 17 June 1999 Kevin Reichard


FreeBSD: Is it the perfect Internet server operating system? As close as
it comes.


Yes! There is intelligent life beyond Linux
http://www.networkweek.com/openwindow/story/NWW19990611S0005 Network
Week Online http://www.networkweek.com/ 16 June 1999 David Cartwright


It looks like Unix, it tastes like Unix but it isn’t Unix. It’s FreeBSD!


5 Silicon Carny: Why I run FreeBSD
http://www.sunworld.com/sunworldonline/swol-05-1999/swol-05-silicon.html
SunWorld http://www.sunworld.com/ May 1999 Rich Morin


Rich Morin explains why FreeBSD is the superior OS for him.


INTERNET’S BUSIEST SOFTWARE ARCHIVE REACHES NEW DOWNLOAD MILESTONE
http://www.wccdrom.com/press/wcarchive_milestone.phtml Walnut Creek
CDROM http://www.wccdrom.com/ 26 May 1999 David Greenman


Walnut Creek CDROM, Inc. announces that their popular software archive
at ftp://ftp.cdrom.com has surpassed the one trillion bytes (one
terabyte) milestone of files downloaded per day from a single server
machine.


Bye-Bye, Windows http://home.cnet.com/category/0-3709-7-284910.html CNet
http://home.cnet.com 24 May 1999 Christopher Lindquist


Reviews alternative PC operating systems. Includes a review of FreeBSD
3.2 [http://home.cnet.com/category/topic/0,10000,0-3709-7-285083,00.html].


Gnome is no Windows dwarf
http://news.bbc.co.uk/hi/english/sci/tech/newsid_321000/321433.stm BBC
http://bbc.co.uk/ 20 May 1999 Chris Nuttall


Article on Gnome and the Open Source movement. Mentions FreeBSD.


OS Also-Rans http://www.pioneerplanet.com/reprints/051799tech.htm
Pioneer Planet http://www.pioneerplanet.com 17 May 1999 JULIO
OJEDA-ZAPATA


A short article introducing a few alternative OSes, including FreeBSD
and OpenBSD. Aimed at the general public.


Micron Electronics NetFRAME chosen for Internet’s busiest site
http://www.wccdrom.com/press/micron.phtml Walnut Creek CDROM
http://www.wccdrom.com/ 04 May 1999 David Greenman


During its first full day of operation, the new NetFRAME 9201 server set
a new all-time one day download record of 969GB of files, surpassing the
previous record set last year of 873GB/day.


The other open-source OS: FreeBSD
http://www.zdnet.com/pcweek/stories/news/0,4153,400844,00.html ZD Net
http://www.zdnet.com/ 03 May 1999 Anne Chen


Examples of FreeBSD deployment in the real world and why some technology
officers find it attractive.


4 Open-Source Software: Power to the People
http://www.data.com/issue/990407/open.html Data Communications
http://www.data.com April 1999 Lee Bruno


Linux and BSD Unix are starting to show up on more and more corporate
servers, running alongside or even replacing Netware and Windows NT.


XML: Complete XML Development System Integrated with FreeBSD
http://advocacy.FreeBSD.org/stories/pr_xml.html FreeBSD Advocacy
http://advocacy.FreeBSD.org/ 29 April 1999 Jordan Hubbard


Included with FreeBSD 3.1 is a complete, integrated SGML/XML development
system that installs with a simple, easy to use command sequence.


Inktomi Announces Traffic Server 3.0
http://www.inktomi.com/new/press/ts3.html Inktomi http://www.inktomi.com
26 April 1999 Inktomi press release


FreeBSD is a supported operating system for a new version of Inktomi’s
carrier-class network cache platform.


The Matrix: FreeBSD Used to Generate Special Effects
http://advocacy.FreeBSD.org/stories/pr_matrix.html FreeBSD Advocacy
http://advocacy.FreeBSD.org/ 22 April 1999 Jordan Hubbard


Dual-Processor FreeBSD systems were used to generate a large number of
special effects in the cutting edge Warner Brothers film, The Matrix.


Let’s Get More Educated About FreeBSD
http://www.osopinion.com/Opinions/PrestonWiley/PrestonWiley1.html
osOpinion http://www.osopinion.com/ 20 April 1999 Preston S. Wiley


A system administrator shares his views on FreeBSD.


The Oldest Free OS
http://www.zdnet.com/sr/stories/column/0,4712,398025,00.html ZD Net
http://www.zdnet.com 15 April 1999 Steven J. Vaughan-Nichols


What are the oldest free operating systems around? The answer is the
Berkeley Software Distribution (BSD) Unix variants.


FreeBSD wants a place in the sun
http://www.upside.com/texis/mvm/down_the_toilet?id=3714d4820 Upside
http://www.upside.com 13 April 1999 Sam Williams


Introduces FreeBSD to Linux users.


FreeBSD Offers a Sound Open Source Alternative
http://www.internetworld.com/print/current/webdev/19990412-freebsd.html
Internet World http://www.internetworld.com 12 April 1999 James C. Luh


Outside technical circles, many remain unaware of viable choices for
internet servers—like the FreeBSD operating system that drives Web
servers for such high-profile names as Yahoo and Best Internet
Communications (now part of Verio).


Serious FTP: Behind the scenes of Walnut Creek CDROM
http://cnn.com/TECH/computing/9904/08/cdrom.idg/index.html CNN
http://cnn.com 08 April 1999 Rich Morin


A description of the Walnut Creek CDROM setup. The article is also
available from
SunWorld [http://www.sunworld.com/swol-04-1999/swol-04-silicon.html].


Thin Servers: Off-the-Shelf Internet Help
http://www.techweb.com/se/directlink.cgi?DAT19990407S0024 TechWeb
http://www.techweb.com/ 07 April 1999 Christine Zimmerman


Discusses thin-servers, including six built using an embedded FreeBSD
kernel.


3 A FreeBSD Comic Strip
http://www.userfriendly.org/cartoons/archives/99mar/19990320.html User
Friendly the Comic Strip http://www.userfriendly.org/ 20 March 1999
Illiad


See also the serial from the
22nd [http://www.userfriendly.org/cartoons/archives/99mar/19990322.html],
23rd [http://www.userfriendly.org/cartoons/archives/99mar/19990323.html],
24th [http://www.userfriendly.org/cartoons/archives/99mar/19990324.html],
25th [http://www.userfriendly.org/cartoons/archives/99mar/19990325.html],
26th [http://www.userfriendly.org/cartoons/archives/99mar/19990326.html],
and
27th [http://www.userfriendly.org/cartoons/archives/99mar/19990327.html]
of March, 1999.


Rising support for BSD
http://www.it.fairfax.com.au/990316/openline1.html Fairfax IT News
http://www.it.fairfax.com.au 16 March 1999 Nathan Cochrane


Columnist Nathan Cochrane talks about the BSD family of open source
operating systems.


Whence the Source: Untangling the Open Source/Free Software Debate
http://opensource.oreilly.com/news/scoville_0399.html O’Reilly Open
Source http://opensource.oreilly.com 05 March 1999 Thomas Scoville


An article on the open-source / free-software debate. Mentions Berkeley
Unix as one of the early successes of shared source code collaboration.


2 LWN interviews Alan Cox http://lwn.net/1999/features/ACInterview/
Linux Weekly News http://lwn.net/ February 1999


There is a small but interesting FreeBSD mention in LWN in an interview
with Linux’s Alan Cox.


The Economist http://www.economist.com 20 February 1999


Software that has been developed by thousands of volunteers and is given
away is often better than the stuff for sale. Note: The article is no
longer available online without registration.


1 Twenty Years of Berkeley Unix
http://www.oreilly.com/catalog/opensources/book/kirkmck.html O’Reilly
and Associates http://www.oreilly.com January 1999 Marshall Kirk
McKusick


A short history of Berkeley Unix.


WWWsmith: Installation and Configuration of FreeBSD
http://www.linuxjournal.com/issue57/2515.html LINUX JOURNAL
http://www.linuxjournal.com/ January 1999 Sean Eric Fagan


Here is how to set up a web server using another freely available
operating system, FreeBSD, a high performance, mature, Unix-like system.


The return of BSD - What are the BSD flavors and why might you use them?
http://www.sunworld.com/swol-01-1999/swol-01-bsd.html SunWorld
http://www.sunworld.com/ January 1999 Greg Lehey


Introduces the modern BSD OSes to the general public.


GartnerGroup http://www.gartner.com/ 18 January 1999


While finished thin servers should be optimized in both hardware and
software for the task at hand, who says the software and hardware must
come from the same developer? This Perspective examines the emerging
trend in the OEM market of divorcing the software layer from the
hardware layer. Many operating systems are vying to be the OS of choice
for thin servers. This document examines this issue in detail,
particularly the differences between Linux and FreeBSD, the current de
facto leaders in the market. Note: The article is no longer available
online without registration.


Nature Web Matters: Internet tomography
http://helix.nature.com/webmatters/tomog/tomog.html Nature
http://www.nature.com/ 07 January 1999 K.C. Claffy, Tracie Monk & Daniel
McRobb, UCSD/CAIDA, USA.


The article describes a network management tool built on FreeBSD that
has even used network connections to www.FreeBSD.org for performing
network research.
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  $FreeBSD$ 2002 10 Opera Software Releases Version for FreeBSD
http://www.opera.com/pressreleases/en/2002/10/31/b/ Opera Software
http://www.opera.com/ 31 October 2002 Opera Software Press Release


Opera Software proudly announces the first golden release of a new port
of its software to FreeBSD.


DVD Playback on FreeBSD
http://www.onlamp.com/pub/a/bsd/2002/10/03/FreeBSD_Basics.html
OnLamp.com http://www.onlamp.com/ 03 October 2002 Dru Lavigne


Dru Lavigne delves into the world of DVD playback on FreeBSD.


9 The BSDs: Sophisticated, Powerful and (Mostly) Free
http://www.extremetech.com/article2/0,3973,555451,00.asp Extreme Tech
http://www.extremetech.com/ 26 September 2002 Brett Glass


An article on the history and culture of the BSD projects.


Using Sound on FreeBSD
http://www.onlamp.com/pub/a/bsd/2002/09/19/FreeBSD_Basics.html
OnLamp.com http://www.onlamp.com/ 19 September 2002 Dru Lavigne


Dru Lavigne describes the process of configuring sound on a FreeBSD
multimedia workstation.


BSD, An Enterprise OS? Well, Yes
http://www.itworld.com/nl/unix_insider/09172002/ ITworld.com
http://www.itworld.com/ 17 September 2002 UNIX in the Enterprise


A short interview with committer Michael Lucas, on using BSD in
enterprise environments.


Turn FreeBSD into a Multimedia Workstation
http://www.onlamp.com/pub/a/bsd/2002/09/05/FreeBSD_Basics.html
OnLamp.com http://www.onlamp.com/ 05 September 2002 Dru Lavigne


Dru Lavigne explains how to create a multimedia workstation with
FreeBSD.


8 Chasing Linux
http://www.infoworld.com/articles/fe/xml/02/08/12/020812fefreebsd.xml
InfoWorld http://www.infoworld.com/ 09 August 2002 Maggie Biggs


Maggie Biggs takes a look at the upcoming FreeBSD 5.0, and discovers
that this open-source OS shows significant gains in available
applications and tools along with beefed-up security.


6 Interview with Jordan Hubbard http://kerneltrap.org/node.php?id=278
Kerneltrap http://kerneltrap.org/ 20 June 2002 Jeremy Andrews


Kerneltrap speaks with Jordan Hubbard, one of the creators of FreeBSD,
and currently manager of Apple’s Darwin project.


5 Dual-Booting FreeBSD and FreeBSD
http://www.onlamp.com/pub/a/bsd/2002/05/09/Big_Scary_Daemons.html
OnLamp.com http://www.onlamp.com/ 16 May 2002 Michael Lucas


Michael Lucas explains how a machine can be made to dual-boot FreeBSD
-CURRENT and -STABLE.


4 Jordan Hubbard resigns from FreeBSD core
http://daily.daemonnews.org/view_story.php3?story_id=2837 Daemon News
http://www.daemonnews.org/ 29 April 2002 Gregory Sutter


FreeBSD co-founder Jordan Hubbard leaves the core team.


Technology a la Carte
http://www.byte.com/documents/s=7145/byt1019082849618/ Byte
http://www.byte.com/ 22 April 2002 Bill Nicholls


A review of FreeBSD 4.5 with mention of the FreeBSD 5.0 “Developer
Preview” release.


Testing FreeBSD-Current
http://www.onlamp.com/pub/a/bsd/2002/04/18/Big_Scary_Daemons.html
OnLamp.com http://www.onlamp.com/ 18 April 2002 Michael Lucas


Committer Michael Lucas takes a look at the FreeBSD 5.0 Developers’
Preview 1.


Connecting to IPv6 with FreeBSD
http://www.linuxorbit.com/modules.php?op=modload&name=Sections&file=index&req=viewarticle&artid=524
Linux Orbit http://www.linuxorbit.com/ 18 April 2002 David LeCount


This tells how to use freenet6 from the ports collection to tunnel IPv6
over IPv4.


System Panics, Part 2: Recovering and Debugging
http://www.onlamp.com/pub/a/bsd/2002/04/04/Big_Scary_Daemons.html
OnLamp.com http://www.onlamp.com/ 04 April 2002 Michael Lucas


Michael Lucas talks about what to do when a system panic does happen.
This is the second part of a two part article; part
1 [http://www.onlamp.com/pub/a/bsd/2002/03/21/Big_Scary_Daemons.html]
dealt with preparing a FreeBSD system to deal with panics.


Configuring a FreeBSD Access Point for your Wireless Network
http://www.samag.com/documents/s=7121/sam0205a/sam0205a.htm Sys Admin
Magazine http://www.samag.com/ April 2002 Michael S. DeGraw-Bertsch


This has instructions for securely configuring a PC running FreeBSD as a
gateway between an 802.11b network and a traditional wired network.


Anti-Unix campaign falters
http://www.infoworld.com/articles/hn/xml/02/04/01/020401hnunixcamp.xml
InfoWorld http://www.infoworld.com/ 01 April 2002 Matt Berger


InfoWorld reports on the use of FreeBSD to power a website built for a
prominent advertising campaign.


3 A Multimedia Tutorial For FreeBSD
http://www.examnotes.net/forums/default.php?ind=122 ExamNotes.net
http://www.examnotes.net/ 30 March 2002 Tracey J. Rosenblath


This tells how to set up and use the audio support in FreeBSD.


System Panics, Part 1: Preparing for the Worst
http://www.onlamp.com/pub/a/bsd/2002/03/21/Big_Scary_Daemons.html
OnLamp.com http://www.onlamp.com/ 21 March 2002 Michael Lucas


Preparing a FreeBSD system to handle a panic.


Understanding CVSup, Mounting, Ports and Init on FreeBSD
http://www.osnews.com/story.php?news_id=818 OS News
http://www.osnews.com/ 19 March 2002 Nathan Mace


An article on configuring and maintaining a FreeBSD install.


Want a Windows alternative? Try BSD
http://zdnet.com.com/2100-1107-863169.html ZDNet http://www.zdnet.com/
19 March 2002 Stephan Somogyi


This is a non-technical introduction to the BSD family (except BSD/OS).


Find: Part Two
http://www.onlamp.com/pub/a/bsd/2002/03/14/FreeBSD_Basics.html
OnLamp.com http://www.onlamp.com/ 14 March 2002 Dru Lavigne


Looking for your files with find.


Building a CD Bootable Firewall
http://www.bsdtoday.com/2002/March/Features646.html BSD Today
http://www.bsdtoday.com/ 08 March 2002 Etienne de Bruin


This article has instructions for making a FreeBSD system which boots
from CD-ROM. Its use as a firewall is mentioned.


2 IPv6, Meet FreeBSD
http://www.onlamp.com/pub/a/bsd/2002/02/22/ipv6.html OnLamp.com
http://www.onlamp.com/ 22 February 2002 Mike DeGraw-Bertsch


A walk-through on configuring IPv6 on FreeBSD.


Finding Things in Unix
http://www.onlamp.com/pub/a/bsd/2002/02/21/FreeBSD_Basics.html
OnLamp.com http://www.onlamp.com/ 21 February 2002 Dru Lavigne


Getting acquainted with find.


Understanding NFS
http://www.onlamp.com/pub/a/bsd/2002/02/14/Big_Scary_Daemons.html
OnLamp.com http://www.onlamp.com/ 14 February 2002 Michael Lucas


Using NFS in FreeBSD.


1 How to Become a FreeBSD Committer
http://www.onlamp.com/pub/a/bsd/2002/01/31/Big_Scary_Daemons.html
OnLamp.com http://www.onlamp.com/ 31 January 2002 Michael Lucas


Michael documents the process of becoming a FreeBSD committer.


FreeBSD Week: Migrating from Linux to FreeBSD
http://www.osnews.com/story.php?news_id=580 OS News
http://www.osnews.com/ 31 January 2002 Nathan Mace


A guide for users migrating from Linux to FreeBSD.


FreeBSD Week: Interview with Robert Watson
http://www.osnews.com/story.php?news_id=572 OS News
http://www.osnews.com/ 29 January 2002 Eugenia Loli-Queru


An interview with Robert Watson, member of FreeBSD’s core and security
on the upcoming FreeBSD 4.5 and FreeBSD 5.0 releases.


American Megatrends Inc. Releases Latest Version of StorTrends NAS
Software http://biz.yahoo.com/bw/020123/232287_1.html Yahoo! Finance
http://biz.yahoo.com/ 23 January 2002 AMI Press Release


American Megatrends [http://www.ami.com/] Inc. announced the release
of StoreTrends(tm) NAS software version 1.1, which is based on FreeBSD.


Contributing to BSD
http://www.onlamp.com/pub/a/bsd/2002/01/17/Big_Scary_Daemons.html
OnLamp.com http://www.onlamp.com/ 17 January 2002 Michael Lucas


Michael Lucas shows what it takes for non-coders to contribute to BSD.


A basic guide to securing FreeBSD 4.x-STABLE
http://draenor.org/securebsd/secure.txt draenor.org http://draenor.org/
17 January 2002 Marc Silver


This article is for system administrators. It explains how to configure
and maintain a FreeBSD system for high security.


FreeBSD to change hands
http://dailynews.yahoo.com/h/cn/20020114/tc/freebsd_to_change_hands_1.html
Yahoo News http://dailynews.yahoo.com/ 14 January 2002 Stephen Shankland
CNET


Wind River Systems [http://www.windriver.com/] announces the
transfer of its FreeBSD assets to the FreeBSD
Mall [http://www.freebsdmall.com/].


Kerneltrap Interview with Matt Dillon
http://kerneltrap.com/article.php?sid=459 Kerneltrap
http://kerneltrap.com/ 02 January 2002 Jeremy Andrews


Kerneltrap interviews Matt Dillon, one of FreeBSD’s key developers.
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FreeBSD Foundation December Newsletter Published


The FreeBSD Foundation has published its December
Newsletter [http://www.freebsdfoundation.org/press/2005Dec-newsletter.shtml],
which summarizes the activities the Foundation has undertaken this year.


21


Returned committer: Jason Evans (src)


17


Release schedule for 2006


The release engineering team, represented by Scott Long, has announced
the release schedule for 2006. Please refer to the
announcement [http://lists.freebsd.org/pipermail/freebsd-current/2005-December/058964.html]
for more information.


14


Read-only XFS support in FreeBSD-CURRENT


Read-only support for the XFS file system has been committed to
FreeBSD-CURRENT. The code is derived from sources provided by SGI and is
covered by the GPL. Additional information can be found in the
announcement [http://lists.freebsd.org/pipermail/freebsd-current/2005-December/058907.html].


12


New committer: Andrey Slusar (ports)


7


New website section: Projects and ideas for volunteers


The FreeBSD project has hundreds of active developers spread all over
the world, and many of them have their own parts of the source-tree that
they work on. However, there are always a lot of new interesting
projects and ideas that needs to be investigated and evaluated, and this
is where the FreeBSD project relies on heroic efforts from volunteers. A
new section on the FreeBSD website has been created with the purpose of
listing such projects. The list is in no way complete, but it should
serve as a nice starting point for volunteers who would like to become
committers in the future. You can view the projects list
here.


1


Hewlett-Packard Donates Blade Cluster to The FreeBSD Foundation


The FreeBSD Foundation received a donation of a blade system from
Hewlett-Packard for use as a third-party software build cluster. This
20-node HP BladeSystem cluster triples the speed of the build process
for i386 packages. You can see more details from
here [http://www.freebsdfoundation.org/press/20051201-PRreleaseHP.pdf].


New committer: Tim Bishop (ports)


11 29


New committer: Oleg Bulyzhin (src)


27


New article: Building Products with FreeBSD


A new article, Building Products with
FreeBSD
describes the benefits of collaborating with the FreeBSD project when
developing products. Much of the engineering cost of software product
development for a successful product comes from the need to evolve to
keep pace with the market. By working with a mature, reuse-friendly
source base like that of the FreeBSD project, and by following the
best-practices listed in this article, organizations can reap the
benefits of reduced engineering costs and improved market adaptability.


18


July-October 2005 Status Report


The July-October, 2005 status report is now
available with 37
entries.


5


KDE 3.4.3 available for FreeBSD


KDE 3.4.3 has been merged into the ports tree. For a detailed list of
improvements since the KDE 3.4.2 release, please refer to the KDE 3.4.2
changelog [http://www.kde.org/announcements/changelogs/changelog3_4_2to3_4_3.php].
For more information, see the KDE 3.4.3 info
page [http://www.kde.org/info/3.4.3.php]. For general information
about KDE on FreeBSD, please see the KDE on FreeBSD project
page [http://freebsd.kde.org].


GNOME 2.12.1 available for FreeBSD


Now that 6.0 is out the door, GNOME 2.12.1 has been merged into the
ports tree. Be sure to checkout our upgrade
FAQ for all the changes, upgrade
instructions, and known issues. Additional resources can be found at the
FreeBSD GNOME homepage.


4


FreeBSD 6.0-RELEASE is Now Available


FreeBSD 6.0-RELEASE has been
released. Please check the release
errata before installation for any
late-breaking news and/or issues with 6.0. The Release
Information page has more information
about FreeBSD releases.


1


FreeBSD Logo Design Competition Result


We are pleased to announce the winner of our logo competition: Anton K.
Gural. For competition details, please see the result
page [http://logo-contest.freebsd.org/result/]. With our new logo, we
will be able to show our own identity on the ‘net, and this will make
our marketing efforts much easier. We will publish soon a guideline page
which gives usage rules and usable (vector format) logo data under the
same BSD license as the rest of FreeBSD.


10 30


New committer: Aaron Dalton (ports)


18


New committer: Ariff Abdullah (src)


11


FreeBSD 6.0-RC1 Available


The first release candidate of FreeBSD 6.0 is now
available [http://lists.freebsd.org/pipermail/freebsd-stable/2005-October/018790.html].
The RC1 ISO images and FTP based install support are available on most
of the FreeBSD Mirror
sites [http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/mirrors-ftp.html].


6


New Case Study: Argentina.com


A new case study,
argentina.com,
describes how a successful ISP in Latin America excels in a competitive
market with FreeBSD.


5


New website launched


A new website has been launched. We hope you find the new design easier
to navigate. The site was implemented by Emily Boyd as part of Google’s
Summer of Code [http://code.google.com/summerofcode.html] program. A
copy of the old site for comparison purposes is archived
here [http://www.FreeBSD.org/old]. Please post your comments and
suggestions about the new site to the freebsd-www@FreeBSD.org list.


3


New committer: Vitaly Bogdanov (doc)


New committer: Emanuel Haupt (ports)


New committer: Andrej Zverev (ports)


9 18


New committer: Tom McLaughlin (ports)


15


New committer: Marcus Alves Grando (ports)


7


FreeBSD 6.0-BETA4 Available


6.0-BETA4
announcement [http://lists.freebsd.org/pipermail/freebsd-stable/2005-September/018186.html].


8 29


FreeBSD 6.0-BETA3 Available


6.0-BETA3
announcement [http://lists.freebsd.org/pipermail/freebsd-stable/2005-August/018061.html].


22


New committer: Gary W. Swearingen (doc)


21


New Security Officer: Colin Percival


After 43 months Jacques Vidrine has passed the Security Officer hat to
Colin Percival, known for his FreeBSD Update, portsnap, and bsdiff
utilities, and recently for his paper “Cache missing for fun and profit”
regarding sensitive information disclosure within hyperthreaded
processor systems. You can read more about this
here [http://lists.freebsd.org/pipermail/freebsd-security/2005-August/003115.html].


17


FreeBSD Events iCalendar Feed Introduced


Users with organisational software that understands iCalendar format
files can now subscribe to the FreeBSD Events
Calendar.


New Article: Choosing a FreeBSD Version


A new article, Choosing the FreeBSD Version That Is Right For
You [http://docs.freebsd.org/doc/9.0-RELEASE/usr/share/doc/freebsd/en_US.ISO8859-1/articles/version-guide/index.html],
discusses considerations that should go into the selection of the most
suitable version of FreeBSD for individual needs. Included are such
concepts as the differences between a Release and a Branch, and between
FreeBSD-STABLE and FreeBSD-CURRENT. Also covered is how FreeBSD
development is moving towards a goal of more frequent major releases,
each of which introduces smaller feature sets, as compared to how
releases were done in the past. The target audience is both the user who
is considering installing FreeBSD, and also existing users who wish to
plan their future upgrades.


5


FreeBSD 6.0-BETA2 Available


6.0-BETA2
announcement [http://lists.freebsd.org/pipermail/freebsd-stable/2005-August/017586.html].


1


New FreeBSD/Linux Whitepaper


Dru Lavigne has just published FreeBSD: An Open Source Alternative to
Linux. The
objective of this whitepaper is to explain some of the features and
benefits provided by FreeBSD, and where applicable, compare those
features to Linux. This paper provides a starting point for those
interested in exploring Open Source alternatives to Linux.


7 22


March-June 2005 Status Report


The March-June, 2005 status report is now
available with 43
entries.


20


New committer: Vsevolod Stakhov
(ports)


18


New committer: Bruno Ducrot (src)


16


Funded Student Projects Announced


The FreeBSD Project received over 350 applications for Google’s Summer
of Code [http://code.google.com/summerofcode.html] program, amongst
which 18 were selected for funding. Unfortunately, there were far more
first rate applications than available spots for students. However, we
encourage students to work together with us all year round. The FreeBSD
Project is always willing to help mentor students learn more about
operating system development through our normal community mailing lists
and development forums. Contributing to an open source software project
is a valuable component of a computer science education and great
preparation for a career in software development.


More information about the funded student projects is available from the
FreeBSD Summer of Code
Wiki [http://wiki.freebsd.org/moin.cgi/SummerOfCode2005].


15


FreeBSD 6.0-BETA1 Available


6.0-BETA1
announcement [http://lists.freebsd.org/pipermail/freebsd-stable/2005-July/016958.html].


11


6-STABLE branch (RELENG_6) forked


Next milestone in 6.0-RELEASE process is reached. RELENG_6 CVS branch
is forked from HEAD. The upcoming 6.0-RELEASE, and all following 6.x
releases will be cut from this branch. For more information see:
6.0-RELEASE schedule,
RELENG_6
announcement [http://lists.freebsd.org/pipermail/freebsd-stable/2005-July/016855.html].


New committer: Renato Botelho (ports)


6


New committer: Jung-uk Kim (src)


2


Snapshot Release in July 2005 Available


The FreeBSD 6-CURRENT snapshot releases in July 2005 are now available.
This will likely be the last snapshot of 6.0-CURRENT before the
RELENG_6 branch is made. The FreeBSD Release Engineering Team has
released snapshot releases of 5-STABLE and 6-CURRENT to encourage people
to test new features and improve the reliability. For more details,
please visit the snapshots page.


1


New committer: Wayne Salamon (src)


6 17


New contributor: Matteo Riondato (PR
database)


New committer: Kip Macy (src)


11


Code Freeze for 6.0-RELEASE


The FreeBSD 6.0 code freeze has
begun. Developers must have approval from re@FreeBSD.org to commit to
the HEAD branch of src/. 6.0 snapshots are available from the FTP sites
for those able to help test the upcoming major new release of FreeBSD.
For more information, please see the release
engineering area of the web site.


1


Funded Student Coding Opportunity


The FreeBSD Project is happy to participate in Google’s Summer of Code
2005 [http://code.google.com/summerofcode.html] program. This program
will provide funding for students to spend the summer contributing to
open source software projects. A list of FreeBSD specific projects and
potential mentors is available
here.


New committer: Brad Davis (doc)


5 26


New committer: Andrew Thompson (src)


21


New committer: Craig Rodrigues (src)


15


Successful BSDCan Concluded


Another great BSD conference [http://www.bsdcan.org] in Ottawa has
just concluded. There was a highly successful 2 day FreeBSD Developer
summit preceding the official conference. Special thanks should go to
Dan Langille for organizing the conference and to Scott Long for
organizing the developer summit.


9


FreeBSD 5.4-RELEASE is Now Available


FreeBSD 5.4-RELEASE has been
released. Please check the release
errata before installation for any
late-breaking news and/or issues with 5.4. The Release
Information page has more information
about FreeBSD releases.


3


FreeBSD 5.4-RC4 Release Available


The FreeBSD 5.4-RC4 release is now available. The FreeBSD Release
Engineering Team is pleased to announce the availability of FreeBSD
5.4-RC4, the last Release Candidate of the FreeBSD 5.4 unless a major
problem is discovered as part of RC4. The RC4 ISO images and FTP based
install support are available on most of the FreeBSD Mirror
sites [http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/mirrors-ftp.html].


PF updated to 3.7


The packet filter (pf) code has been updated to the upcoming OpenBSD
release 3.7. Several new features including nested anchors and
connection rate limiting are now available to the FreeBSD userbase.


4 21


January-March 2005 Status Report


The January-March, 2005 status report is now
available with 39
entries.


18


FreeBSD 5.4-RC3 Release Available


The FreeBSD 5.4-RC3 release is now available. The FreeBSD Release
Engineering Team is pleased to announce the availability of FreeBSD
5.4-RC3, the third Release Candidate of the FreeBSD 5.4 release cycle.
The RC3 ISO images and FTP based install support are available on most
of the FreeBSD Mirror
sites [http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/mirrors-ftp.html].


13


New committer: Qing Li (src)


12


New committer: Jean-Yves Lefort
(ports)


New committer: Sam Lawrance (ports)


11


FreeBSD 5.4-RC2 Release Available


The FreeBSD 5.4-RC2 release is now available. The FreeBSD Release
Engineering Team is pleased to announce the availability of FreeBSD
5.4-RC2, the second Release Candidate of the FreeBSD 5.4 release cycle.
We encourage people to help with testing so that any final bugs can be
identified and worked out before the actual release. The RC2 ISO images
and FTP based install support are available on most of the FreeBSD
Mirror
sites [http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/mirrors-ftp.html].


7


New committer: Joel Dahl (doc)


5


FreeBSD 5.4-RC1 Release Available


The FreeBSD 5.4-RC1 release is now available. The FreeBSD Release
Engineering Team is pleased to announce the availability of FreeBSD
5.4-RC1, the first Release Candidate of the FreeBSD 5.4 release cycle.
We encourage people to help with testing so that any final bugs can be
identified and worked out before the actual release. The RC1 ISO images
and FTP based install support are available on most of the FreeBSD
Mirror
sites [http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/mirrors-ftp.html].


3 31


Enhanced commit privileges: Alexander
Leidinger (src, ports)


20


FreeBSD 5.4-BETA1 Release Available


The FreeBSD 5.4-BETA1 release is now available. This is the first BETA
release for the FreeBSD 5.4 release cycle and the Release Engineering
Team encourages people to help with testing so that any final bugs can
be identified and worked out before the actual release. The BETA1 ISO
images and FTP based install support are available on most of the
FreeBSD Mirror
sites [http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/mirrors-ftp.html].


17


Snapshot Release in March 2005 Available


The FreeBSD 6-CURRENT snapshot releases in March 2005 are now available.
Note that 5-STABLE snapshots are not available in this month because
5.4-PRERELEASE builds will be available soon. The FreeBSD Release
Engineering Team has released snapshot releases of 5-STABLE and
6-CURRENT on a monthly basis to encourage people to test new features
and improve the reliability. For more details, please visit the
snapshots page.


12


GNOME 2.10.0 available for FreeBSD


GNOME 2.10.0 has been released and merged into the ports tree in time
for 5.4-RELEASE. Be sure to checkout our upgrade
FAQ for all the changes, upgrade
instructions, and known issues. Additional resources can be found at the
FreeBSD GNOME homepage.


7


New committer: Roman Bogorodskiy (ports)


3


New committer: Damien Bergamini (src)


1


New committer: Jesus R. Camou (doc)


New committer: Florent Thoumie (ports)


2 27


New committer: Simon Barner (ports)


22


Logo design competition [http://logo-contest.FreeBSD.org/] is open


New committer: Tai-hwa Liang (src)


1 25


FreeBSD 4.11-RELEASE is Now Available


FreeBSD 4.11-RELEASE has been
released. Please check the release
errata before installation for
any late-breaking news and/or issues with 4.11. The Release
Information page has more information
about FreeBSD releases.


17


July-December 2004 Status Report


The July-December, 2004 status report is now
available with 44
entries.


FreeBSD 4.11 RC3 Available


The third Release Candidate for FreeBSD 4.11 has been made available.
Please see the full announcement on the FreeBSD-STABLE mailing list
here [http://docs.freebsd.org/cgi/mid.cgi?20050117020739.GA2736].
The full 4.11 release schedule is
here.


2


FreeBSD 4.11 RC2 Available


The second Release Candidate for FreeBSD 4.11 has been made available.
Please see the full announcement on the FreeBSD-STABLE mailing list
here [http://docs.freebsd.org/cgi/mid.cgi?20050103054251.GA60361].
The full 4.11 release schedule is
here.
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http://www.osnews.com/story/20351/Review_PC-BSD_7 OS News
http://www.osnews.com/ 02 October 2008 Amjith Ramanujam


A review of PC-BSD 7.


8 Network-Attached Storage on the Cheap
http://www.washingtonpost.com/wp-dyn/content/article/2008/08/26/AR2008082600237.html
Washington Post http://www.washingtonpost.com/ 27 August 2008 Tom
Mainelli


FreeBSD based FreeNAS is recommended for turning an old PC into a
storage appliance.


How Do Open Source Installations Compare by Operating System?
https://www.osscensus.org/newsletter/Census-News-August-2008.html The
Open-Source Census http://www.osscensus.org/ August 2008 Stormy Peters


A recent census shows interesting data about FreeBSD use.


7 Book Review: Building a Server with FreeBSD 7
http://www.freesoftwaremagazine.com/articles/book_review_building_server_freebsd_7
Free Software Magazine http://www.freesoftwaremagazine.com/ 7 July 2008
Ken Leyba


A review of the book “Building a Server with FreeBSD 7” by Bryan J.
Hong.


Book Review: The Best of FreeBSD Basics
http://www.osnews.com/story/19947/Book_Review:_The_Best_of_FreeBSD_Basics
OS News http://www.osnews.com/ 2 July 2008 Peter Hummers


A review of the book “The Best of FreeBSD Basics”.


6 How FreeBSD makes vulnerability auditing easy: portaudit
http://blogs.techrepublic.com.com/security/?p=477 Tech Republic
http://www.techrepublic.com.com/ 24 June 2008 Chad Perrin


An article that highlights the ease with which a FreeBSD system can be
kept upto-date with respect to vulnerabilities.


Writing a kernel module for FreeBSD 7
http://www.freesoftwaremagazine.com/articles/writing_a_kernel_module_for_freebsd
Free Software Magazine http://www.freesoftwaremagazine.com/ 19 June 2008
Yousef Ourabi


A short introduction to building kernel modules on FreeBSD 7.


3 Review of FreeBSD 7
http://www.freesoftwaremagazine.com/articles/review_of_freebsd_7 Free
Software Magazine http://www.freesoftwaremagazine.com/ 5 March 2008
Yousef Ourabi


A review of FreeBSD 7.0 Beta 3.


2 Faster Performance, Fewer Machines For FreeBSD?
http://www.internetnews.com/dev-news/article.php/3731386/Faster+Performance+Fewer+Machines+For+FreeBSD.htm
InternetNews.com http://www.internetnews.com/ 29 February 2008 Sean
Michael Kerner


A brief look at FreeBSD 7.0.


What’s New in FreeBSD 7.0
http://www.onlamp.com/pub/a/bsd/2008/02/26/whats-new-in-freebsd-70.html
ONLamp.com http://www.onlamp.com/ 26 February 2008 Federico Biancuzzi


An interview with several FreeBSD developers about features in FreeBSD
7.0-RELEASE.


1 DesktopBSD 1.6 Released
http://www.osnews.com/story/19134/DesktopBSD_1.6_Released OSNews
http://www.osnews.com/ 9 January 2008 Thom Holwerda


Version 1.6 of DesktopBSD has been released.
DesktopBSD [http://www.desktopbsd.net/] is a desktop operating
system based on FreeBSD.
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December 1999



		30-Dec-1999 A new committer: Gerard
Roudier (Symbios SCSI driver)





		20-Dec-1999 FreeBSD 3.4
has been released. Please see the Release
Information page for more details.
Also be sure to check the release
errata after installation for
any late-breaking issues with 3.4 that occur.





		18-Dec-1999 A new committer: Robert
Watson (Coda, POSIX.1e
ACLs/Capabilities/Auditing/MAC, FFS extended attributes, Jail code
improvements/documentation, IPFW/BPF cleanup)





		16-Dec-1999 Remove a committer: James Raynard, “I have decided
to resign as a committer as it’s been a very long time since I last
had the time to work on FreeBSD and things have now got to the point
where not even “speed reading” can help me keep up with the commit
mail.” Our thanks to James for the time and effort he has
contributed to FreeBSD.


A new committer: Jeroen Ruigrok van der
Werven (Docs, in particular mdoc,
low-level interfaces, and other source tree related documentation)





		15-Dec-1999 A new committer: Chris D.
Faulhaber





		14-Dec-1999 A new committer: Neil
Blakey-Milner (Docs)











October 1999



		24-Oct-1999 The FreeBSD Con [http://www.freebsdcon.org/] ‘99
event this year was a big success! Over 350 people attended, and both
the vendors and attendees alike said they found the event to be both
entertaining and valuable. Many thanks to Walnut Creek
CDROM [http://www.wccdrom.com/] for producing this event and to
Dr. Marshall Kirk McKusick [http://www.mckusick.com/] for
teaching two kernel internals tutorials and giving his History of
BSD [http://www.mckusick.com/history/index.html] talk at the
conference.


		10-Oct-1999 A new committer: Josef
Karthauser








September 1999



		27-Sep-1999 A new committer: Yukihiro
Nakai (Ports)


		26-Sep-1999 A new committer: Dan
Moschuk (Ports)


		17-Sep-1999 FreeBSD 3.3
has been released. Please see the Release
Information page for more details.
Also be sure to check the release
errata after installation for
any late-breaking issues with 3.3 that occur.


		08-Sep-1999 New committers: Boris
Popov (Netware) and Wilfredo
Sanchez (FreeBSD/Apple Darwin
collaboration)


		05-Sep-1999 A new committer: Jose M.
Alcaide (Docs/Spanish translation)


		03-Sep-1999 New committers: R.
Imura (Ports/KDE), Andrey
Zakhvatov (Docs/Russian translation) and
Sebastien Gioria (Docs/French
translation)


		02-Sep-1999 A new committer: Alexey
Zelkin (Localization/Docs/Russian
translation)








August 1999



		23-Aug-1999 A new committer: John
Baldwin (Docs)


		11-Aug-1999 New committers: Alfred
Perlstein (SMP) and Jim
Mock (Docs)


		10-Aug-1999 C-Forge [http://www.codeforge.com/], an
Integrated Development Environment, has been released (beta) for
FreeBSD, supporting C, C++, Perl, Tcl, and many other languages.


		06-Aug-1999 A new committer: Chris
Costello (Docs)


		04-Aug-1999 A new committer: Peter
Holm (Docs)








July 1999



		29-Jul-1999 New committers: Yoshinobu
Inoue and Munechika
Sumikawa (KAME/IPv6)


		27-Jul-1999 A new committer: Matthew N.
Dodd (EISA/PCI/newbus)


		14-Jul-1999 A new committer: Seigo
Tanimura (MIDI)


		07-Jul-1999 A new committer: Cameron
Grant (PCM)


		03-Jul-1999 A new committer: Marcel
Moolenaar (Linux compat)


		01-Jul-1999 New committers: Takahashi
Yoshihiro (PC98) and Masahide
MAEKAWA








June 1999



		30-Jun-1999 New committers: Larry
Lile (Token Ring), Daniel
Baker (Ports), and Daniel
Eischen


		19-Jun-1999 A new committer: Chris
Piazza


		18-Jun-1999 A new committer: Mitsuru
IWASAKI


		17-Jun-1999 A new committer: Brian
Feldman


		14-Jun-1999 A new committer: Sheldon
Hearn


		10-Jun-1999 FreeBSD 3.2-RELEASE CDs are shipping. Subscribers who
did not make any special shipping arrangements should be receiving
their CDs soon. Anyone who wishes to order 3.2-RELEASE or to
subscribe may do so via The FreeBSD
Mall [http://www.freebsdmall.com/].


		08-Jun-1999 A new Australian FreeBSD Web
Mirror [http://freebsd.itworks.com.au/] now exists. Thanks to
ITworks Consulting [http://www.itworks.com.au/] for providing the
host.








May 1999



		28-May-1999 A new committer: Kevin
Lo


		27-May-1999 A new committer: Ruslan
Ermilov


		26-May-1999 A new committer: Mark J.
Taylor


		18-May-1999 FreeBSD 3.2
has been released. Please see the Release
Information page for more details.
Also be sure to check the release
errata after installation for
any late-breaking issues with 3.2 that you might need to be aware of.








April 1999



		30-Apr-1999 A new committer: Tom
Hukins (Docs)


		22-Apr-1999 The FreeBSD Documentation Project
Primer is now available (in the
tutorials section) for people who
want to learn the technical details of the Documentation
Project.


		15-Apr-1999 A new committer: Richard
Seaman


		13-Apr-1999 A new committer: Michael
Haro








March 1999



		30-Mar-1999 A new committer: Nick
Sayer


		10-Mar-1999 A new committer: Jason
Evans


		05-Mar-1999 The USENIX Association [http://www.usenix.org/]
has announced the 1999 USENIX Annual Technical
Conference [http://www.usenix.org/events/usenix99/], scheduled for
06-11 June 1999 in Monterey, CA, USA. Our own Jordan Hubbard is
chairing the FREENIX Track, devoted to open source software’s latest
developments and interesting applications.


		02-Mar-1999 A new committer: Satoshi
TAOKA (Ports)


		01-Mar-1999 A secure server has been set up to accept monetary
donations to the FreeBSD Project. For more information, see:
http://www.freebsdmall.com/donate/.


		01-Mar-1999 FreeBSD 3.1-RELEASE CDs are now shipping. Subscribers
should receive their CDs soon. See http://www.wccdrom.com/ to order.








February 1999



		25-Feb-1999 A new committer: Shigeyuki
FUKUSHIMA


		23-Feb-1999 A new committer: Alan
Cox (VM)


		19-Feb-1999 A new committer: Kris
Kennaway


		17-Feb-1999 The Gartner Group has released a report, Divorcing
Thin Server Software from the Hardware, examining the trend in the
OEM market of using software and hardware from different vendors.


		15-Feb-1999 FreeBSD 3.1
has been released. Please see the Release
Information page for more details.
Also be sure to check the release
errata after installation for
any late-breaking issues with 3.1 that you might need to be aware of.


		04-Feb-1999 The FreeBSD Diary [http://www.freebsddiary.org/],
a collection of how-to entries aimed at Unix novices, is now
available.


		03-Feb-1999 A new committer: Daniel
Sobral (Bootloader)








January 1999



		21-Jan-1999 A new committer: Roger
Hardiman (bt8x8 driver)


		20-Jan-1999 3.0-STABLE has now departed the -CURRENT branch. The
next release on this branch will be 3.1-RELEASE, in mid-February
1999.


		15-Jan-1999 A new committer: Andrew
Gallatin (Alpha)


		13-Jan-1999 The FreeBSD ezine [http://www.freebsdzine.org/]
is a monthly collection of easy to read (we hope) articles written by
FreeBSD users and administrators just like you.


		10-Jan-99 Jordan Hubbard’s “State of the
Union”, a look back at 1998, and a look
forward to the future.


		02-Jan-1999 A new committer: Hidetoshi
Shimokawa (Alpha/Ports)





News Home
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Project Goal


The FreeBSD/MIPS Project is responsible for the maintenance and
development of FreeBSD on platforms using MIPS processors. The port
currently runs multi-user on a number of platforms and a wide variety of
32-bit and 64-bit MISP ISA processors.





Supported MIPS Platforms


FreeBSD supports a broad range of MIPS-based devices, including MIPS
Malta, Ubiquiti Networks Router-Station and Router-Station Pro, Cavium
Octeon, NetLogicMicro/RMI XLS and XLR (XLP in progress), as well as
emulated MIPS environments such as gxemul. On supporting hardware
platforms, FreeBSD supports both multi-core and hardware multi-threading
features. In many cases, additional accelerator functions, such as
cryptographic and network offload engines, are also supported.





How to Contribute


If you have code that you are interested in committing, you can send it
for review to the freebsd-mips mailing list.





Resources and Links



		The FreeBSD.org wiki’s FreeBSD/MIPS
port [http://wiki.freebsd.org/FreeBSD/mips] page, which includes
information on building FreeBSD/mips.


		General MIPS information is available from MIPS Technologies,
Inc. [http://www.mips.com]


		Most discussion relating to this project takes place on the &a.mips;
mailing list. To subscribe to the list, send a message to
&a.mips.subscribe;.


		zrouter [http://zrouter.org/], a FreeBSD-based MIPS router
firmware build environment.
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FreeBSD 7.1-RC2 Available


The second and last release candidate of &os; 7.1 is now
available [http://lists.freebsd.org/pipermail/freebsd-stable/2008-December/047203.html].
ISO images for Tier-1 architectures are now available on most of the
&os; mirror
sites.


23


&os; Foundation December 2008 Newsletter


The &os; Foundation has published their Semi-Annual December 2008
newsletter [http://www.freebsdfoundation.org/press/2008Dec-newsletter.shtml]
which summarizes what they have done to help the &os; Project and
community.


9


FreeBSD 7.1-RC1 Available


The first release candidate of &os; 7.1 is now
available [http://lists.freebsd.org/pipermail/freebsd-stable/2008-December/047014.html].
ISO images for Tier-1 architectures are now available on most of the
&os; mirror
sites.


3


BSD channel launched on YouTube


We are pleased to announce the availability of a dedicated YouTube
channel for technical lectures about FreeBSD and other BSD operating
systems. The channel is available at
www.youtube.com/bsdconferences [http://www.youtube.com/bsdconferences].


This channel allows us to post full hour long lectures from FreeBSD
conferences. The first four videos that Julian Elisher recorded at
MeetBSD [http://www.meetbsd.com] have been posted, and more are on
the way.


11 28


FreeBSD 6.4-RELEASE Available


FreeBSD 6.4-RELEASE is now
available. Please be sure to check the Release
Notes and Release
Errata before installation for
any late-breaking news and/or issues with 6.4. More information about
FreeBSD releases can be found on the Release
Information page.


18


Commit bit restored: Peter Holm (src)


16


Official FreeBSD Forums Launched


The FreeBSD project is finally, after much work, pleased to announce the
availability of an official FreeBSD web based discussion forum. It is
our hope that this forum will serve as a public support channel for
FreeBSD users around the world and as a complement to our fine mailing
lists.


You can register and start using our new service here:
http://forums.FreeBSD.org.


10


July - September, 2008 Status Reports


The July - September, 2008 Status Reports are now
available with 14
entries.


3


New committer: René Ladan (doc-nl)


&os; 6.4-RC2 Available


The second Release Candidate for &os; 6.4 is now
available [http://lists.freebsd.org/pipermail/freebsd-stable/2008-November/046364.html].
ISO images for Tier-1 architectures are available for download on most
of the &os; mirror
sites. &os;
6.4-RC2 should be the last of the public test builds for the FreeBSD 6.4
release cycle, therefore we encourage people to test and report any
outstanding bugs as soon as possible.


1


New committer: Konrad Jankowski (src) -
SoC2008 alumnus.


New committer: Konrad Jankowski (src).
Konrad participated in Summer Of Code
2008 [http://code.google.com/soc]. He will begin his work in the i18n
area, specifically in bringing his SoC code (UTF-8 collation) to the
coming releases.


10 19


&os; 7.1-BETA2 Available


The second beta release of &os; 7.1 is now
available [http://lists.freebsd.org/pipermail/freebsd-stable/2008-October/046037.html].
ISO images for Tier-1 architectures can be found on most of the &os;
mirror sites.


12


FreeBSD 6.4-RC1 Available


The first release candidate of FreeBSD 6.4 is now
available [http://lists.freebsd.org/pipermail/freebsd-stable/2008-October/045869.html].
ISO images for Tier-1 architectures are now available on most of the
FreeBSD mirror
sites [http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/mirrors-ftp.html].


6


New committer: Lawrence Stewart (src)


9 18


Summer of Code Projects Completed


We are happy to report that 19 students successfully completed their
FreeBSD Summer of Code
projects. Congratulations to both mentors and students, and thanks to
Google [http://www.google.com/] for running this program and
providing funding.


New committer: Marko Zec (src)


15


PC-BSD 7 Released


PC-BSD 7 has just been released. PC-BSD is a successful desktop
operating system based on FreeBSD that focuses on providing an easy to
use desktop system for casual computer users. The release may be
downloaded [http://www.pcbsd.org] or
purchased [http://www.freebsdmall.com] on DVD.


New committer: Robert Noland (src)


13


&os; 6.4-BETA/7.1-BETA Available


The final stage of the &os;-6.4 and &os;-7.1 Release cycle has begun
with the first beta releases. The ISO images for Tier-1 architectures
are now
available [http://lists.freebsd.org/pipermail/freebsd-stable/2008-September/045016.html]
for download on most of the &os; mirror
sites. We
encourage people to test and report any outstanding bugs. Please find
more information about these releases on the Release Engineering
Information page.


5


New committer: Josh Paetzel (ports)


8 26


New committer: Max Brazhnikov (ports)


25


Enhanced commit privileges: Stanislav
Sedov (src, ports)


22


Enhanced commit privileges: Edward Tomasz
Napierala (src, ports) SoC2008 alumnus.


19


April - June, 2008 Status Reports


The April - June, 2008 Status Reports are now
available with 14
entries.


6


Enhanced commit privileges: Gábor Páli
(full doc/www)


7 28


&os; Foundation Requesting Project Proposals


The &os; Foundation is seeking the submission of proposals for work
relating to any of the major &os; subsystems or infrastructure. A budget
of $80,000 was allocated for 2008 to fund multiple development projects.
Proposals will be evaluated based on desirability, technical merit and
cost-effectiveness.


To find out more about the proposal process please read the
call [http://www.freebsdfoundation.org/documents/FreeBSD%20Foundation%20Proposals.pdf].


21


New committer: Robert Noland (ports)


New committer: Yvan Vanhullebus (src)


18


&os; Foundation July 2008 Newsletter


The &os; Foundation has published their Semi-Annual July 2008
newsletter [http://www.freebsdfoundation.org/press/2008Jul-newsletter.shtml]
which summarizes what they have done to help the &os; Project and
community.


17


New &os; Core Team elected


The &os; Project is pleased to announce the conclusion of our fourth
consecutive democratic election of project leadership. The &os; Core
Team constitutes the project’s “Board of Directors” and is responsible
for vetting new src committers, arbitrating technical disagreements,
weighing in on policy and administrative issues, and appointing
sub-committees for handling specific duties (security officer, release
engineers, port managers, webmasters, etc..). The core team has been
democratically elected every 2 years by active &os; committers since
2000.


Peter Wemm is rejoining the team after a 2 year hiatus, and Kris
Kennaway is joining the team for the first time. The remaining 7 slots
were filled with incumbents Wilko Bulte, Brooks Davis, Giorgos
Keramidas, George V. Neville-Neil, Hiroki Sato, Murray Stokely, and
Robert Watson.


The new core team would like to especially thank outgoing members Wes
Peters and Warner Losh for their many years of service to &os;, our
electioneer Dr. Josef Karthauser for running another election for us,
and our returning core secretary Philip Paeps.


New committer: Philip M. Gollucci
(ports)


New committer: Greg Larkin (ports)


8


iXsystems Announces Professional &os; and PC-BSD Support Offering


A press
release [http://www.prweb.com/releases/2008/7/prweb1073304.htm]
announcing the launch of iXsystems’ Professional Services Division which
will provide Professional Enterprise Grade support, consulting, and
development for &os; and PC-BSD.


New committer: Stacey Son (src)


3


New committer: Nathan Whitehorn
(src)


6 23


New committer: Erik Cederstrand (projects)


FreeBSD Technologies in Firefox 3


A press
release [http://www.prweb.com/releases/2008/6/prweb1042664.htm]
describing FreeBSD technologies used by Mozilla Firefox.


19


New committer: Dmitry Marakasov (ports)


16


New committer: Ermal Luçi (src)


10


New committer: Ivan Voras (src).
SoC2005-2007 alumnus.


Ivan Voras is now a src/ committer. He
participated in the Google Summer of
Code [http://code.google.com/soc] program in 2005, 2006, and 2007.


3


FreeBSD begins switch to Subversion


The FreeBSD Project has begun the switch of its source code management
system from CVS to Subversion [http://subversion.tigris.org/]. At
this point in time, FreeBSD’s developers are making changes to the base
system in the Subversion repository. We have a replication system in
place that exports our work to the legacy CVS tree on a continuous
basis.


People who are using our extensive CVS based distribution network
(including anoncvs, CVSup, cvsweb, ftp) will not be interrupted by our
work-in-progress. We are committed to maintaining the existing CVS based
distribution system for at least the support lifetime of all existing
“stable” branches. Security and errata patches will continue to be made
available in their usual CVS locations.


We expect to make our Subversion based source tree and other supporting
infrastructure public soon. There will be new mailing lists to subscribe
to if you wish to receive Subversion commit notifications.


Our ports, doc and www trees are not affected at this time. A separate
decision will be made regarding those CVS repositories soon.


Many people have contributed to the effort, but we wish to thank Michael
Haggerty and the cvs2svn [http://cvs2svn.tigris.org/] project
developers for their assistance with cvs2svn. Peter
Wemm spent several weeks of
Yahoo!’s [http://www.yahoo.com/] time repairing the CVS tree,
preparing for and performing the conversion, and the configuration of
the Subversion infrastructure. Yahoo! donated the server hardware.


5 24


New committer: Manolis Kiagias
(doc/www)


22


New committer: Ed Schouten (src)


14


January - March, 2008 Status Reports


The January - March, 2008 Status Reports are now
available with 13
entries.


4 22


Funded Summer of Code Projects Announced


The FreeBSD Project received over 100 applications for Google’s Summer
of Code [http://code.google.com/soc] program, amongst which 21 were
selected for funding. Unfortunately, there were far more first rate
applications than available spots for students. However, we encourage
students to work together with us all year round. The FreeBSD Project is
always willing to help mentor students learn more about operating system
development through our normal community mailing lists and development
forums. Contributing to an open source software project is a valuable
component of a computer science education and great preparation for a
career in software development.


A complete list of the winning students and projects is available
here [http://www.freebsd.org/projects/summerofcode-2008.html]. A
Summer of Code wiki [http://wiki.FreeBSD.org/SummerOfCode2008] has
been created and additional information about the projects will be added
there soon.


New committer: Gábor Páli (Hungarian
doc/www)


3 31


Student deadline extended for Summer of Code


The deadline for student applications to participate in the Google
Summer of Code [http://code.google.com/soc] has been extended by one
week. The new deadline is Monday, April 7, 2008. If you haven’t already,
please visit our FreeBSD Summer of Code
page [http://www.FreeBSD.org/projects/summerofcode.html] and look at
the example project ideas we’ve listed there, or propose your own. There
are many new ideas listed since the first announcements went out.


26


Now Accepting Student Applications for Google Summer of Code


The student application period for the Google Summer of Code
2008 [http://code.google.com/summerofcode.html] program has begun.
Please peruse our list of FreeBSD specific projects and potential
mentors and prepare your
application before the March 31 deadline. Earlier applications are
encouraged as this provides an opportunity for potential mentors to work
on improving the applications with students before the deadline.


17


Participating in Google Summer of Code


The FreeBSD Project will soon be accepting applications for the Google
Summer of Code 2008 [http://code.google.com/summerofcode.html]
program. This program will provide funding for students to spend the
summer contributing to open source software projects. A list of FreeBSD
specific projects and potential mentors is available
here.


Once a suitable project and mentor have been identified, interested
students should complete a proposal and submit it to Google. The
application period begins on March 24, 2008 and the final deadline is
April 1, 2008 0:00 UTC. Please see the Google
FAQ [http://code.google.com/opensource/gsoc/2008/faqs.html] for more
information.


14


New committer: Roman Divacky (src).
SoC2006-2007 alumnus.


Roman Divacky is now a src/ committer.
He participated in the Summer of Code program in 2006 and 2007, where he
worked on Linux 2.6 compatibility.


8


New committer: Felippe M. Motta (ports)


2


New committer: Philippe Audeoud (ports)


2 27


FreeBSD 7.0-RELEASE Available


FreeBSD 7.0-RELEASE is now
available. The release errata
will be updated with late-breaking news and/or issues with 7.0, and
should be consulted before installation. For more information about
FreeBSD releases, see the Release
Information page.


26


pfSense 1.2 released [http://blog.pfsense.org/?p=170].


New committer: Ganbold Tsagaankhuu
(doc/www)


21


New committer: Pietro Cerutti (ports)


17


October-December, 2007 Status Reports


The October-December, 2007 Status Reports are now
available with 25
entries.


14


New committer: Oliver Fromme (src)


12


FreeBSD 7.0-RC2 Available


The second release candidate of FreeBSD 7.0 is now
available [http://lists.freebsd.org/pipermail/freebsd-stable/2008-February/040426.html].
ISO images for Tier-1 architectures are now available on most of the
FreeBSD mirror
sites [http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/mirrors-ftp.html].


5


New committer: Antoine Brodin (src)


1 27


New committer: Oleksandr Tymoshenko (src)


18


FreeBSD 6.3-RELEASE Available


FreeBSD 6.3-RELEASE is now
available. Please be sure to check the release
errata before installation for
any late-breaking news and/or issues with 6.3. More information about
FreeBSD releases can be found on the Release
Information page.


17


6 New RSS 2.0 Feeds Available


Six new RSS 2.0 feeds have been made available on the FreeBSD website.
It is now possible to subscribe to RSS 2.0 feeds for : FreeBSD Project
News [http://www.FreeBSD.org/news/rss.xml], FreeBSD In the
Media [http://www.FreeBSD.org/news/press-rss.xml], Upcoming FreeBSD
Events [http://www.FreeBSD.org/events/rss.xml], FreeBSD Security
Advisories [http://www.FreeBSD.org/security/rss.xml], FreeBSD Java
Updates [http://www.FreeBSD.org/java/rss.xml], and FreeBSD GNOME
Updates [http://www.FreeBSD.org/gnome/rss.xml]. There is also an RSS
0.91 feed available for FreeBSD KDE
Updates [http://freebsd.kde.org/news.rdf].


The new feeds all validate properly and have been tested with popular
feed reading software. Please mail freebsd-www@FreeBSD.org if you have
any problems with the new feeds.


9


DesktopBSD 1.6 is
released [http://www.desktopbsd.net/index.php?id=43&tx_ttnews[tt_news]=33&tx_ttnews[backPid]=55&cHash=46bfdce5e4].


4


New committer: Wesley Shields (ports)
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The installation notes for FreeBSD are customized for different
platforms, as the procedures for installing FreeBSD are highly dependent
on the hardware platform.


Installation notes for FreeBSD 5.1-RELEASE are available for the
following platforms:



		alpha


		i386


		ia64


		pc98


		sparc64





A list of all platforms currently under development can be found on the
Supported Platforms page.
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The FreeBSD Project is proud to have taken part in the Google Summer of
Code 2005 [http://code.google.com/summerofcode05.html]. By all
accounts, the FreeBSD participation in this program was an unqualified
success. We received over 350 applications for student projects, amongst
which 19 were selected for funding. These student projects included
improved installation tools, filesystem enhancements, new utilities, and
more. Many of the students have continued working on their FreeBSD
projects even after the official close of the program. We are happy to
see continued development in our source code repository by these
talented young programmers and we look forward to working with more
students in the future.



2005 Student Projects


Student:


Anders Persson


Summary:


FreeBSD userland/kernel interface cleanups


Mentor:


&a.brooks.email;


Student:


Andrew Turner


Summary:


BSD Installer integration


Mentor:


&a.re;, &a.ru.email;, &a.jhb.email;


Student:


Brian Wilson


Summary:


UFS Journalling


Mentor:


&a.scottl.email;


Student:


Chris Jones


Summary:


Gvinum ‘move’, ‘rename’, etc..


Mentor:


&a.le.email;, &a.phk.email;


Student:


Christoph Mathys


Summary:


Rewriting CVSup in C, the Csup project


Mentor:


&a.mux.email;


Student:


Csaba Henk


Summary:


SSH based networking filesystem


Mentor:


&a.scottl.email;


Student:


Dario Freni


Summary:


FreeSBIE integration


Mentor:


&a.murray.email; / &a.re;


Student:


Emiliano Mennucci


Summary:


pluggable disk scheduler


Mentor:


&a.luigi.email;


Student:


Ivan Voras


Summary:


GEOM Journaling Layer (gjournal),


Mentor:


&a.phk.email;, &a.pjd.email;


Student:


Michael Bushkov


Summary:


nsswitch / caching daemon


Mentor:


&a.brooks.email;, &a.nectar.email;


Student:


Paolo Pisati


Summary:


libalias improvements


Mentor:


&a.luigi.email;


Student:



		Tyler Ballance





Summary:


Implement MacOS launchd(8) for FreeBSD


Mentor:


&a.murray.email;


Student:


RuGang Xu


Summary:


K kernel meta-language project


Mentor:


&a.gnn.email;, &a.phk.email;


Student:


Samy Al Bahra


Summary:


Mandatory Access Control (MAC)


Mentor:


&a.rwatson.email;


Student:


Victor Cruceru


Summary:


SNMP monitoring


Mentor:


&a.harti.email;


Student:


Yanjun Wu


Summary:


SEBSD


Mentor:


&a.rwatson.email;


Student:


Emily Boyd


Summary:


Website improvements


Mentor:


&a.murray.email;


Student:


Shteryana Shopova


Summary:


bsnmp


Mentor:


&a.philip.email;





FreeBSD Summer of Code 2005 in the Press



		FreeBSD Foundation December 2005
Newsletter [http://www.freebsdfoundation.org/press/2005Dec-newsletter.shtml]


		FreeBSD Summer of Code 2005
Wiki [http://wiki.freebsd.org/moin.cgi/SummerOfCode2005] - with
links to student project pages.


		Dr. Dobbs Journal - Google’s Summer of
Code [http://www.ddj.com/documents/s=9914/ddj0512i/0512i.html]
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The ideas page has moved to the FreeBSD
wiki [http://wiki.freebsd.org/IdeasPage].
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Introduction


This is a specific schedule for the release of FreeBSD 5.1. For more
general information about the release engineering process, please see
the Release Engineering section of the
web site.


General discussions about the release engineering process or quality
assurance issues should be sent to the public
FreeBSD-qa mailing list.
MFC
requests should be sent to re@FreeBSD.org.


One of the major features of FreeBSD 5.1 will be further refinement of
the re-worked SMP support introduced in FreeBSD 5.0.


FreeBSD 5.1 will continue to be released from the 5-CURRENT development
stream. For more details about the milestones for reaching 5-STABLE, see
the 5-STABLE
Roadmap [http://docs.freebsd.org/doc/5.1-RELEASE/usr/share/doc/en_US.ISO8859-1/articles/5-roadmap/index.html]
page.


The current release engineering TODO
list is also available. This list is
updated periodically through the release cycle.





Schedule










		Action
		Expected
		Actual
		Description



		-CURRENT code freeze
		5 May 2003
		5 May 2003
		The src/ code freeze for 5.1. Commits to HEAD require re@FreeBSD.org approval.



		5.1-BETA
		5 May 2003
		15 May 2003
		5.1-BETA release of x86, alpha, sparc64, and ia64.



		5.1-BETA2
		19 May 2003
		22 May 2003
		Second 5.1-BETA release of x86, alpha, sparc64, and ia64.



		RELENG_5_1 branched
		30 May 2003
		31 May 2003
		Branch of src/ from HEAD for the release. Note: no branch for RELENG_5 will happen at this time.



		Turn off debugging for RELENG_5_1
		30 May 2003
		31 May 2003
		Turn off WITNESS, INVARIANTS, and malloc debugging options similar to what was done for 5.0.



		First release candidate
		30 May 2003
		1 June 2003
		x86, alpha, sparc64, and ia64 images released and uploaded to ftp-master.FreeBSD.org.



		src/ unfrozen
		30 May 2003
		31 May 2003
		Unfreeze HEAD src. Continue to coordinate significant check-ins with re@FreeBSD.org in order to work towards 5-STABLE.



		Ports tree tagged
		30 May 2003
		27 May 2003
		Tentative date of RELEASE_5_1_0 tag for ports.



		Version numbers bumped
		2 June 2003
		3 June 2003
		The files listed here are updated to reflect FreeBSD 5.1.



		src/ tree tagged
		2 June 2003
		4 June 2003
		Tag the RELENG_5_1 branch with RELENG_5_1_0_RELEASE.



		doc/ tree tagged
		2 June 2003
		30 May 2003
		Tag the doc/ tree with RELEASE_5_1_0.



		Final builds
		2 June 2003
		4 June 2003
		Start x86, alpha, sparc64, ia64, and pc98 builds.



		Warn hubs@FreeBSD.org
		5 June 2003
		5 June 2003
		Heads up email to hubs@FreeBSD.org to give admins time to prepare for the load spike to come. The site administrators have frequently requested advance notice for new ISOs.



		Upload to ftp-master
		5 June 2003
		8 June 2003
		Release and packages uploaded to ftp-master.FreeBSD.org.



		FreeBSD 5.1 Released
		9 June 2003
		9 June 2003
		FreeBSD 5.1 is announced to the mailing lists.



		FreeBSD 5.1 Press Release
		9 June 2003
		9 June 2003
		A formal press release statement is in the works and should be released at this time to the www.FreeBSD.org website and various tech publications.
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Introduction


The netperf cluster provides a multi-node, SMP-capable, network
functionality and performance test capability for the FreeBSD
Project, supporting a variety of on-going sub-projects
including the netperf project, and on-going work on
high performance threading. The cluster is available on a check out
basis for developers, who must request accounts be created by contacting
one of the netperf cluster admins. The cluster includes
both 1gbps and 10gbps test segments, with network hardware from a number
of vendors.





Donors


The netperf cluster was made possible through the generous donation of a
number of organizations, including:



		Sentex Data Communications [http://www.sentex.ca/], who not only
host the complete cluster, provide front-end build system, several
test systems, and the management infrastructure (remote power, serial
console, network switch, etc), but also appear to be endlessly
willing to help configure, reconfigure, and troubleshoot at almost
any time of day or night.


		FreeBSD Systems [http://www.freebsdsystems.com/], who through a
generous matching grant with the FreeBSD Foundation, provide the
majority of testing hardware used in the cluster, including three
dual-Xeon test systems.


		The FreeBSD Foundation [http://www.FreeBSDFoundation.org/], who
provided a matching grant for the purposes of purchasing testing
hardware, as well as taking ownership of hardware, offering tax
receipts to donors in its role as a non-profit, and participating in
cluster planning.


		IronPort Systems [http://www.ironport.com], who have donated a
test server.


		iXsystems [http://www.ixsystems.com/], who have donated several
test servers.


		Google, Inc. [http://www.google.com/], who have donated two test
servers.


		Cisco, Inc. [http://www.cisco.com/], who have donated a 10gbps
switch.


		Chelsio Communications [http://www.chelsio.com/], who have
donated two 10gbps network cards.


		Myricom, Inc. [http://www.myricom.com/], who have donated two
10gbps network cards.


		Intel Corporation [http://www.intel.com/], who have donated two
10gbps network cards.


		Meinberg [http://www.meinberg-usa.com/], who have donated a
LANTIME M600 IEEE 1588 Grandmaster Clock.


		&a.gnn;, who has donated a quad-core AMD test system.


		&a.rwatson;, who has donated a dual-CPU PIII system and a Portmaster
terminal server.





Donations to support the netperf cluster have an immediate and
substantial impact on the success of a number of on-going performance
projects, providing access to high-end hardware to a large number of
developers. If you or your company are interested in helping to support
continued development of the netperf cluster as a resource for FreeBSD
development, please contact the netperf cluster admins.





Netperf Cluster Admins


The FreeBSD netperf cluster is managed by a small team of
developer/administrators to support SMP development and performance
testing on high-end hardware. If you have any questions, including
questions about access to the cluster as a developer, or about possible
future donations of testing hardware, please feel free to contact them
via netperf-admin at FreeBSD.org.





Netperf Cluster Resources


The Netperf cluster consists of several systems interconnected using a
management network, as well as individual back-to-back gigabit ethernet
links for a test network. The following systems are available as testing
resources on a check-out basis:



		zoo.FreeBSD.org is the front-end build and management system.
This system was donated by Sentex Communications.


		elephant is a dual-PIII 800MHz system with ATA disk subsystem.


		orangutan is a dual-Xeon 2GHz system equipped with an Adaptec
SCSI RAID array. This system was donated by IronPort Systems.


		tiger-1, tiger-2, and tiger-3 are a set of
interconnected, matching dual-Xeon 3GHz systems with ATA disk
subsystems. Each has four if_em network interfaces, and these are
interconnected so that various topologies can be created. These
systems were donated by FreeBSD Systems and the FreeBSD Foundation.


		cheetah is a dual core Opteron 270 system with two 2GHz CPUs each
with two cores using a Tyan K8S Pro (S2882) motherboard. The machine
identifies as a quad processor machine in dmesg. The system has SATA
disk, 2GB of RAM, 1GB for each processor, and 5 ethernet ports. fxp0
is the management port and em0, em1, bge0 and bge1 are gigE
interfaces which will eventually connect cheetah to elephant and
orangutan. This system was donated by George Neville-Neil.


		hippo is a quad-processor Pentium III 500MHz system with 50GB
RAID array, donated by Sentex Communications.


		camel is a dual core Pentium D 3.0Ghz SMP system with four SATA
disks and two hardware crypto devices, donated by Sentex
Communications.


		interlope is a Celeron 2.5GHz system with two SATA disks running
SUN Solaris 10, donated by Sentex Communications.


		apc2, apc3, and apc4 are the remote power consoles for
the test network. These systems were donated by Sentex
Communications.


		leopard1, leopard2, and leopard3 are dual-core Intel
systems hooked up to the 10gbps test cluster, and use Chelsio and
Myricom 10gbps cards. These systems were donated by iXsystems.


		hydra1 and hydra2 are 8-core Intel systems hooked up to the
10gbps test cluster. These systems were donated by Google and the
FreeBSD Foundation.





The current serial port and network configuration of test systems, as
well as password information, can be found in /etc/motd on zoo. We are
currently interested in adding amd64 and em64t hardware to the cluster.





Netperf Cluster Procedures


As the netperf cluster is a centrally managed and shared resource,
understanding and consistent following of its procedures is important.
In particular, following of the procedures makes it easier for
developers to have reasonable expectations about the configuration of
systems in the cluster, as well as to avoid treading on each others
toes.


Pointers and documentation on Netperf Cluster procedures can be found on
the Test Cluster One
Pointers [https://wiki.freebsd.org/TestClusterOnePointers] page on
the FreeBSD wiki.





Current Configuration Notes and News


A few hopefully up-to-date configuration notes that may be relevant to
users of the netperf cluster:



		20070727 - The 10gbps testbed is now being configured, thanks to
donations from iXsystems, Chelsio, Myricom, Intel, Google, Cisco, and
the FreeBSD Foundation.


		20061211 - The Netperf Cluster Reservations
page [http://wiki.freebsd.org/NetperfClusterReservations] is now
online on the wiki. Also, a Netperf Cluster
Pointers [http://wiki.freebsd.org/NetperfClusterPointers] wiki
page has been set up documenting procedures for the Netperf cluster.


		20061205 - zoo.FreeBSD.org has been updated to the most
recent version of 6-STABLE.


		20050624 - cheetah is now online!


		20050204 - orangutan is now configured to use PXEboot, thanks
to help from Sentex.


		20050203 - system upgrades to tiger-1, tiger-2, and
tiger-3 have been completed – the latest versions of 4.x (ar0s1)
and 6.x (ar0s2) are now installed.


		20050203 - zoo.FreeBSD.org has been updated to the most
recent version of 5-STABLE.
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Open Issues


This is a list of open issues that need to be resolved for FreeBSD 5.1.
If you have any updates for this list, please e-mail re@FreeBSD.org.



Must Resolve Issues for 5.1-RELEASE










		Issue
		Status
		Responsible
		Description





		 
		 
		 
		 










Desired Features for 5.1-RELEASE










		Issue
		Status
		Responsible
		Description





		 
		 
		 
		 










Documentation items that must be resolved for 5.1










		Issue
		Status
		Responsible
		Description





		 
		 
		 
		 










Areas requiring immediate testing










		Issue
		Status
		Responsible
		Description





		Fresh ACPI-CA import
		–
		–
		The 20030228 vendor sources have been imported. Further testing is appreciated.



		PAE support for i386
		–
		–
		PAE support allows the use of up to 64GB of RAM on Pentium Pro and above systems. Virtual addresses are still constrained to 32-bits.



		if_wi problems on Lucent hardware
		–
		–
		The recently upgraded if_wi driver is more tuned to Prism hardware than to Lucent hardware, resulting in system lockups and poor performance when using Lucent hardware. These problems are believed to be fixed but more testing is welcome.



		UFS2 as installation, newfs default
		–
		&a.rwatson;
		For 5.1-RELEASE, the default file system type for newly created file systems is UFS2 rather than UFS1. newfs(8) and sysinstall(8) have been updated to use this new default. Testing to make sure all goes well after the change (committed on April 20, 2003) is vital.



		NSSwitch support
		–
		&a.nectar;
		Support for pluggable directory services using NSS, including adaptations of current directory services (local databases, NIS), and support for new services (LDAP, Active Directory, etc). This change has been committed, and requires broader testing.



		Spurious alpha panics
		–
		–
		&a.kris; reports that he has seen several unique panics on the alpha machines, but since gdb -k doesn’t work on alpha I haven’t been able to get more than a DDB traceback. No-one has looked into them.
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The following resources are some of those which &os; newbies have found
most helpful when learning to use &os;. Please send corrections and
additions to
FreeBSD-doc@FreeBSD.org.



		Using the &os; web site


		Learning about &os;


		Learning about &os;-derived projects


		Learning about &unix;


		Learning about the X Window System


		Helping other people






Using the &os; web site


This web site is the main source of up to date information about &os;.
Newbies have found the following pages particularly helpful:



		Search the Handbook and FAQ, the
whole web site, or the &os; mailing list archives.


		The Documentation page has links to the
Handbook and FAQ, tutorials, information about contributing to the
Documentation Project, documents in languages other than English,
online manual pages, and much more.


		The Support page contains a wealth of
information about &os;, including mailing lists, user groups, web and
FTP sites, release information, and links to some sources of &unix;
information.








Learning about &os;



		You should most probably look for the latest mainstream
release. (See the Handbook for why you should
not be tempted by any of the other branches.) Before you begin,
carefully read the installation
instructions, as well as each
one of the *.TXT files in the FTP directory or on the installation
CD. They are there because they contain information that you will
need. Also pick up the latest errata
file from the web site, in case it
has been updated.


		A number of short articles and
tutorials are available. The
short tutorial, For People New to Both &os; and
Unix, is popular with
absolute beginners. You do not have to know much about anything to
enjoy this one.


		There is a lot of documentation to help for setting up ppp. You might
start with the PPP and
SLIP chapter of the &os;
Handbook and explore the ppp
page [http://www.awfulhak.org/ppp.html] for links to the other
valuable information and the latest updates.


		The &os; Handbook and
Frequently Asked Questions (FAQ) are
the main documents for &os;. Essential reading, they contain a lot of
material for newbies as well as some pretty advanced stuff. Do not
worry if you are unable to understand the advanced sections. The
handbook contains the installation instructions and also provides
lists of books and on-line resources, and the FAQ has a
troubleshooting section.


		Join the &os;-Questions mailing list to see the questions you were
too afraid to ask, and their answers. Subscribe by filling out the
following form:
http://lists.FreeBSD.org/mailman/listinfo/freebsd-questions. You can
look up old questions and answers via the
search page.


		The main newsgroup for &os; is
comp.unix.bsd.freebsd.misc.
General UNIX questions are dealt with in the newsgroup
comp.unix.questions and the associated
FAQ [ftp://rtfm.mit.edu/pub/usenet/news.answers/unix-faq/faq/]
from the RMIT FTP site. Newbies are likely to be most interested in
sections 1 and 2 initially.


		Manual pages are good for reference but not
always the best introduction for a novice. The more you work with man
pages the more familiar they become. Some are very good for newbies,
so always check them out. The ppp man page, for example, is more like
a tutorial.








Learning about &os;-derived projects


&os; is widely used as a building block for other commercial and
open-source operating systems. Some of the most widely used and publicly
available systems are listed below.



		PC-BSD [http://www.pcbsd.org] is a &os; derivative with a
graphical installer and impressive desktop tools aimed at ease of use
for the casual computer user.


		Apple’s Mac OS X [http://www.apple.com/macosx] is based in
part [http://www.apple.com/server/macosx/technology/unix.html] on
&os; and includes a rich &unix; foundation in addition to the
proprietary Apple user interface.








Learning about &unix;


Many of the problems we have as newbies come from being unfamiliar with
the UNIX commands, needed to fix our &os; problems. Without a UNIX
background you will be faced with two things to learn at once.
Fortunately a lot of resources are available to make this easier.



		The &unix; Basics chapter of
the &os; Handbook covers the basic commands and functionality of &os;
operating system. Most of information provided in this document is
also relevant for any other &unix;-like operating system.


		There are many easy books, such as the “Dummies” guides, in any large
book shop. If you want something really easy, take a look at what is
available and pick one that seems to speak your language. Pretty soon
you will want to move on to a book that gives more coverage.


		Another popular book is UNIX Power Tools by Jerry Peek, Tim
O’Reilly and Mike Loukides, published by O’Reilly and Associates. It
is organized as a series of short articles each of which solves a
problem, and these articles are cross-referenced to other articles
with related material. Though not specifically aimed at newbies, the
design makes it ideal for a newbie with a burning question or the odd
few minutes to browse. More elementary material is near the front of
the book, but there are short easy articles throughout.


		A UNIX Introductory
Course [http://www.cs.duke.edu/csl/docs/unix_course/] from Ohio
State University is available online in HTML format.


		A UNIX System Administration
Course [http://www.cs.duke.edu/csl/docs/sysadmin_course/] from
Ohio State University is available online in HTML format.


		UNIXhelp for Users [http://www.mcsr.olemiss.edu/unixhelp/] is
another introductory guide which is available in HTML at a mirror
site near you, or can be installed on your own system.


		Many other web sites hold lists of UNIX tutorials and reference
material. One of the best places to start looking is the little known
search engine Google [https://google.com].








Learning about the X Window System


The X Window System is used with a number of operating systems,
including &os;. The documentation for X can be found at the X.Org
Foundation [http://www.x.org/] web site. Beware, much of this
documentation is reference material which is more likely to be difficult
for newcomers to digest.



		Before you can get X running exactly the way you like, you will need
to choose a window manager. Visit the Window Managers for
X [http://xwinman.org/] page and follow the link to the
introduction to find out about window managers, then return and read
“The Basics”. Then go back and compare the different types that are
available. (Bonus: there is another beginners guide to UNIX there
too.) Most, if not all, of these window managers are available to
install from the &os; Ports Collection.








Helping other people


Everyone has something to contribute to the &os; community, even
newbies! Some are busy working with the new advocacy group and some have
become involved with the Documentation
Project as reviewers. Other &os;
newbies might have particular skills and experiences to share, either
computer related or not, or just want to meet new newbies and make them
feel welcome. There are always people around who help others simply
because they like to.


Friends who run &os; are a great resource. No book can replace chatting
on the phone or across a pizza with someone who has the same interests,
enjoys similar accomplishments, and faces the same challenges. If you do
not have many friends who use &os;, consider using your old &os; CDs to
create some more.


User groups are good places to meet other
&os; users. If there is no one nearby, you might consider starting one!


Before talking to real humans about your new skills, you might want to
check the Jargon File [http://www.catb.org/jargon/].
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In addition to the mainstream development path of FreeBSD, a number of
developer groups are working on the cutting edge to expand FreeBSD’s
range of applications in new directions. Follow the links below to learn
more about these exciting projects.


If you feel that a project is missing, please send the URL and a short
description (3-10 lines) to www@FreeBSD.org.


In addition, some of these projects regularly submit status reports,
which can be viewed on the status reports
page.



		Documentation


		Advocacy


		Applications


		Networking


		Storage


		Kernel and Security


		Device drivers


		Architecture


		Misc


		Google Summer of Code






Documentation



		FreeBSD Documentation Project: The
FreeBSD Documentation Project is a group of people who maintain and
write the documentation (such as the Handbook and FAQ) for the
FreeBSD project. If you want to help with the documentation project,
subscribe to the freebsd-doc@FreeBSD.org mailing list and
participate.


		FreeBSD Resources for Newbies: A list of resources
to help those new to FreeBSD and &unix; in general.


		The FreeBSD Diary [http://www.freebsddiary.org/]: A collection of
how-to entries aimed at UNIX novices. The aim is to provide a set of
step-by-step guides to installing and configuring various ports.


		The FreeBSD Developers’
Handbook


		Contributing to the FreeBSD Ports
Collection








Applications



		&java; on FreeBSD: This contains information
on where to obtain the latest &jdk; for FreeBSD, how to install and
run it, and a list of &java; software that you may find interesting.


		GNOME on FreeBSD: This contains information
on where to obtain the latest GNOME for FreeBSD, how to install and
run it, latest project news and updates, FAQ covering
FreeBSD-specific GNOME issues, application porting guidelines and
much more.


		KDE on FreeBSD [http://freebsd.kde.org]: This contains links to
the latest KDE releases for FreeBSD, as well as documentation and
tutorials about how to install and run KDE on FreeBSD. Project news
and a FreeBSD-specific FAQ are also available.


		Mono on FreeBSD [http://www.mono-project.com/Mono:FreeBSD]: Here
you can find information about the state of Mono and C# for FreeBSD.


		OpenOffice.org on
FreeBSD [http://porting.openoffice.org/freebsd/]: Information
about the various OpenOffice.org ports.


		FreeBSD Ports Collection: The FreeBSD Ports
Collection provides an easy way to compile and install a wide range
of applications with a minimum amount of effort. A list of current
ports is available along with a search mechanism to see if a specific
application exists in the Ports Collection.


		FreeBSD Ports distfiles scanner [http://portscout.FreeBSD.org/]:
A list which checks the Ports Collection for unfetchable distfiles
and provides a summary for each port.


		FreshPorts [http://FreshPorts.org/]: Provides the most up-to-date
list of ports and port changes. Add your favourite ports to your
watch list and receive email notification of any changes.


		PortsMon [http://portsmon.FreeBSD.org/]: Is a server which checks
the Ports Collection and keeps package building logs and error logs
for each port.








Networking



		Netperf: Network stack
performance and optimization, a follow-on to the SMPng network stack
locking work for FreeBSD 5.3. This project is exploring and
implementing optimizations strategies for a multi-threaded network
stack.


		KAME Project [http://www.kame.net/]: A free IPv6/IPsec stack for
BSD.


		SYSLOG-SECURE [http://www.faqs.org/rfcs/rfc3164.html]: In August
2001 a standard of syslog was made: RFC3164. This RFC describes some
extensions to add security to syslog. A project started in 2002 to
adapt RFC3164 to the FreeBSD version of syslog and to add some
security extensions, at least syslog-sign. Both libc and syslogd will
be modified. And optionally some tools to verify or manage the
security would be made. All help is welcome. Send an email to
albert@ons-huis.net for info.








Storage



		Arla [http://www.stacken.kth.se/projekt/arla/]: A free AFS client
implementation. The main goal is to make a fully functional client
with all capabilities of normal AFS. Other planned and implemented
things are all the normal management tools and a server.


		Coda [http://www.coda.cs.cmu.edu/]: A distributed filesystem.
Among its features are disconnected operation, good security model,
server replication and persistent client side caching.


		Journaling versus Soft
Updates [http://www.ece.cmu.edu/~ganger/papers/]: Asynchronous
Meta-data Protection in File Systems.


		Tertiary Disk [http://now.cs.berkeley.edu/Td/]: A storage system
architecture to create large disk storage systems that avoid the
disadvantages of custom built disk arrays. The name comes from twin
goals: to have the cost per megabyte and capacity of tape libraries
and the performance of magnetic disks. We use commodity, off the
shelf components to develop a scalable, low cost, terabyte capacity
disk system. Our target is to build a complete storage system with
about 30-50% extra to the cost of the raw disk. Tertiary Disk uses
PCs connected by a switched network to host a large number of disks.
Our prototype consists of 20 200MHz PC PCs, which host 370 8GB disks.
The PCs are connected through a 100Mbps Ethernet switch.


		Vinum [http://www.vinumvm.org/]: A logical volume manager modeled
after the VERITAS volume manager™. However, it is not a clone of
Veritas, and attempts to solve a number of problems more elegantly
than Veritas. It also offers features that Veritas does not have.








Kernel, security



		OpenBSM [http://www.OpenBSM.org/]: An open source implementation
of Sun’s Basic Security Module (BSM) Audit API and file format.
OpenBSM provides the userland libraries, tools, and documentation for
the TrustedBSD audit implementation that will be integrated into
FreeBSD.


		TrustedBSD [http://www.TrustedBSD.org/]: Provides a set of
trusted operating system extensions to the FreeBSD operating system.
This includes features such as fine-grained privileges
(capabilities), Access Control Lists, and Mandatory Access Control.
These features are being integrated back into the base FreeBSD
distribution, as well as being ported to other BSD-derived systems.


		Kernel Stress Test Suite [http://www.holm.cc/stress/]: The
purpose of this stress test is to crash the system. The stress test
is composed of small test programs and scripts. Each test targets a
specific area of the kernel. The key concept of this test suite is
chaos. Each test sleeps for a random number of seconds before it
starts up in a random number of invocations.








Device drivers



		busdma and SMPng driver
conversion: busdma provides a
portable abstraction to the Direct Memory Access (DMA) hardware
primitives used by many high performance device drivers. By using
this abstraction, device driver authors avoid adding
platform-specific DMA management code, improving the portability of
drivers between hardware architectures. This page also tracks the
progress of drivers towards being SMPng-safe.


		Home
Automation [http://people.FreeBSD.org/~fsmp/HomeAuto/HomeAuto.html]:
Using FreeBSD to run appliance controllers, infra-red controllers,
automated telephone systems, and more.


		Xircom CEM Ethernet Driver: A mailing list exists for further
development of Scott Mitchell’s Xircom CEM ethernet driver. Send
subscribe freebsd-xircom to majordomo@lovett.com to join.








Architecture



		Porting FreeBSD to IA-64 systems:
This project is responsible for porting FreeBSD to the IA-64
architecture. Direct any questions specific to this project to the
freebsd-ia64@FreeBSD.org mailing list.


		Porting FreeBSD to PowerPC® systems:
Contains information on the FreeBSD PPC port, such as mailing list
information and so on.


		Porting FreeBSD to SPARC® systems:
Contains information on the FreeBSD SPARC port including a FAQ, some
early boot code, information on SPARC processors and motherboards,
and other SPARC projects.


		SysVR4 Emulation [http://slash.dotat.org/~newton/freebsd-svr4/]:
This page describes an SysVR4 emulator for FreeBSD. It is currently
capable of running (or walking, in some cases) a wide-ish variety of
SysV executables taken from Solaris™/x86 2.5.1 and 2.6 systems. I
have reason to believe that it will also run SCO UnixWare and SCO
OpenServer binaries.


		The OSKit [http://www.cs.utah.edu/flux/oskit/]: The OSKit is a
framework and a set of 31 component libraries oriented to operating
systems, together with extensive documentation. By providing in a
modular way not only most of the infrastructure “grunge” needed by an
OS, but also many higher-level components, the OSKit’s goal is to
lower the barrier to entry to OS R&D and to lower its costs. The
OSKit makes it vastly easier to create a new OS, port an existing OS
to the x86 (or in the future, to other architectures supported by the
OSkit), or enhance an OS to support a wider range of devices,
filesystem formats, executable formats, or network services. The
OSKit also works well for constructing OS-related programs, such as
boot loaders or OS-level servers atop a microkernel.








Misc



		NanoBSD: NanoBSD is a tool
designed to create a possibly reduced FreeBSD system image, which is
suited to fit on a Compact Flash card (or other mass storage medium)
in a way which is suitable for use in appliance like applications.
The FreeBSD documentation collection includes an introductory
article about NanoBSD, which
includes useful tips about setting up, running and using NanoBSD.


		GLOBAL [http://www.gnu.org/software/global/global.html]: A common
source code tag system that works the same way across diverse
environments. Currently, it supports the shell command line, the nvi
editor, web browser, the emacs editor, and the elvis editor, and the
supported languages are C, Yacc, and Java.


		ACPI on FreeBSD: A Project created to get
ACPI working smoothly on FreeBSD.


		Binary Updater [http://www.daemonology.net/freebsd-update/]:
FreeBSD Update is a system for automatically building, distributing,
fetching, and applying binary security updates for FreeBSD. This
makes it possible to easily track the FreeBSD security branches
without the need for fetching the source tree and recompiling (except
on the machine building the updates, of course). Updates are
cryptographically signed; they are also distributed as binary diffs
using a binary diff tool, which dramatically reduces the bandwidth
used.


		CVSweb: A WWW interface for CVS repositories with
which you can browse a file hierarchy on your browser to view each
file’s revision history in a very handy manner.


		TET Integration [http://wiki.freebsd.org/TetIntegration]: The
Test Execution Toolkit from The Open
Group [http://www.opengroup.org/] is a light-weight open-source
test execution framework that supports distributed testing. This
project investigates using TET and existing TET-based open-source
standards-compliance test suites (VSX-PCTS, VSC-Lite, VSTH-Lite, VSW5
and others) in FreeBSD.
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Project Goal


busdma


The busdma interfaces permit hardware device drivers to operate on a
variety of platforms avoiding the encoding of platform-specific access
methods into drivers. This lowers the maintenance costs for drivers
across platforms, and improves the chances that a driver will “just
work” on a new platform. Modifying a driver to make use of busdma is
relatively straight forward, but does require familiarity with both the
device driver and busdma primitives. For busdma to be used in FreeBSD,
two sets of changes are generally required: adaptation of the busdma
implementation to run on all platforms, and adaptation of drivers to use
the framework. As such, status information on this project is broken
down into platform support, and driver support (sorted by category).
Completing this work requires a thorough audit of the system device
drivers, then prioritized conversion of drivers. Drivers are also
expected to use bus_space functions, and this column is sometimes used
to denote a driver in need of conversion to bus_space as well.


INTR_MPSAFE


Hardware drivers register their interrupt handler with the
bus_setup_intr() function. Setting the flag INTR_MPSAFE tells
the system interrupt code to call the interrupt routine without holding
the Giant mutex. This can give a significant performance gain on SMP
systems.


Drivers can set this flag even if they are not fully locked down as long
as their interrupt routine is careful about not touching other data
structures in the driver. An easy way to do this is to check and clear
the hardware interrupt status registers and then schedule the interrupt
processing for a taskqueue or kernel thread.


SMPng locked


Drivers should employ mutexes and sx locks to protect their data
structures and hardware registers from competing threads. Mutex
operations are somewhat expensive, so a good strategy is combine as many
atomic operations into a single mutex acquisition as possible.


p!=a safety


Intel PAE support requires that pointers and physical address
representations be of differing sizes. This means that drivers must be
written to use vm_paddr_t or bus_addr_t rather than assuming that
physical addresses can be represented using a void *. In addition,
format strings and casts must be carefully handled.


The task list below is not intended to be complete, but does represent a
set of relevant and/or important components of the overall work. The
“Responsible” field identifies a developer who has expressed willingness
to be responsible for completing the identified task; this doesn’t
preclude others working on it, but suggests that coordination with the
responsible party might be appropriate so as to avoid unnecessary
duplication of work, and to maximize forward progress. If beginning work
on a new area of substantial size, or one that appears unclaimed, it may
be worth dropping an e-mail to &a.mux; to see if any progress has been
made.


The definition of the date field varies depending on the status of a
task. For completed tasks, it refers to the date completed or reported
completed. For in-progress tasks, it refers to the date of the last
update of the entry. For stalled tasks, it refers to the date that the
task was declared stalled. For new tasks, it refers to the date the task
was added to the list.


Tasks are sorted first by status, then by date.





Resources and Links


A series of manual pages related to this project can be found here:



		Physical Address Extensions -
pae(4)


		Bus and Machine-independent DMA Mapping Interface -
bus_dma(9)


		Machine-dependent part of the Virtual Memory (VM) system -
pmap(9)


		Resource Management Functions -
rman(9)








Platform Support Status











		Task
		Responsible
		Last updated
		Status
		Details





		amd64
		&a.peter;
		July 1, 2003
		&status.done;
		Fully supported.



		arm
		&a.cognet;
		December 23, 2005
		&status.done;
		Fully supported.



		ia64
		&a.marcel;
		December 10, 2002
		&status.done;
		There may be problems for systems with large amounts of memory.



		i386
		&a.sam;
		December 9, 2002
		&status.done;
		Fully supported.



		powerpc
		&a.grehan;
		January 15, 2003
		&status.done;
		Fully supported.



		sparc64
		&a.tmm;
		January 6, 2003
		&status.done;
		Fully supported.










Network Interface Driver Status














		Driver
		Responsible
		Last updated
		busdma
		INTR_MPSAFE
		SMPng locked
		a!=p
		Notes





		if_an
		 
		December 23, 2005
		&status.unknown;
		&status.unknown;
		&status.unknown;
		&status.unknown;
		 



		if_ar
		 
		 
		&status.new;
		&status.new;
		&status.new;
		&status.new;
		kvtop()



		if_arl
		 
		August 27, 2006
		&status.unknown;
		&status.unknown;
		&status.unknown;
		&status.unknown;
		 



		if_ath
		 
		August 27, 2006
		&status.unknown;
		&status.unknown;
		&status.unknown;
		&status.unknown;
		 



		if_aue
		 
		September 3, 2006
		&status.na;
		&status.new;
		&status.unknown;
		&status.unknown;
		 



		if_awi
		 
		August 27, 2006
		&status.unknown;
		&status.unknown;
		&status.unknown;
		&status.unknown;
		 



		if_axe
		 
		September 3, 2006
		&status.na;
		&status.new;
		&status.unknown;
		&status.unknown;
		 



		if_bce
		 
		August 25, 2006
		&status.done;
		&status.done;
		&status.done;
		&status.done;
		 



		if_bfe
		&a.silby;
		August 23, 2006
		&status.done;
		&status.wip;
		&status.wip;
		&status.wip;
		 



		if_bge
		&a.wpaul;
		April 13, 2004
		&status.done;
		&status.done;
		&status.done;
		&status.done;
		 



		if_cdce
		 
		September 3, 2006
		&status.na;
		&status.new;
		&status.unknown;
		&status.unknown;
		 



		if_cnw
		 
		August 27, 2006
		&status.unknown;
		&status.unknown;
		&status.unknown;
		&status.unknown;
		 



		if_cp
		&a.rik;
		October 31, 2005
		&status.done;
		&status.done;
		&status.done;
		&status.new;
		 



		if_cs
		&a.imp;
		December 23, 2005
		&status.new;
		&status.new;
		&status.new;
		&status.unknown;
		Needs bus_space conversion



		if_ct
		&a.rik;
		October 31, 2005
		&status.done;
		&status.done;
		&status.done;
		&status.new;
		 



		if_cue
		 
		September 3, 2006
		&status.na;
		&status.new;
		&status.unknown;
		&status.unknown;
		 



		if_cx
		&a.rik;
		June 24, 2004
		&status.done;
		&status.wip;
		&status.wip;
		&status.new;
		 



		if_dc
		&a.mux;
		August 19, 2005
		&status.done;
		&status.done;
		&status.done;
		&status.done;
		 



		if_de
		&a.mux;
		August 17, 2005
		&status.done;
		&status.done;
		&status.done;
		&status.new;
		 



		if_ed
		&a.imp;
		December 23, 2005
		&status.done;
		&status.done;
		&status.done;
		&status.done;
		 



		if_em
		&a.pdeuskar;
		April 13, 2004
		&status.done;
		&status.done;
		&status.done;
		&status.done;
		 



		if_en
		&a.harti;
		November 2, 2005
		&status.done;
		&status.new;
		&status.new;
		&status.done;
		Locking present; not yet marked INTR_MPSAFE?



		if_ep
		&a.mdodd;,&a.imp;
		April 13, 2004
		&status.done;
		&status.done;
		&status.done;
		&status.done;
		 



		if_ex
		&a.imp;
		Dcember 23, 2005
		&status.done;
		&status.new;
		&status.new;
		&status.done;
		 



		if_fatm
		&a.harti;
		November 2, 2005
		&status.done;
		&status.done;
		&status.done;
		&status.done;
		 



		if_fwe
		 
		 
		&status.new;
		&status.new;
		&status.new;
		&status.new;
		 



		if_fxp
		&a.mux;
		April 13, 2004
		&status.done;
		&status.done;
		&status.done;
		&status.done;
		 



		if_gem
		&a.tmm;
		July 31, 2005
		&status.done;
		&status.done;
		&status.done;
		&status.new;
		 



		if_hatm
		&a.harti;
		November 2, 2005
		&status.done;
		&status.done;
		&status.done;
		&status.done;
		 



		if_hme
		&a.tmm;
		January 30, 2005
		&status.done;
		&status.done;
		&status.done;
		&status.done;
		 



		if_idt
		 
		 
		&status.new;
		&status.new;
		&status.new;
		&status.new;
		vtophys()



		if_ipw
		 
		August 27, 2006
		&status.unknown;
		&status.unknown;
		&status.unknown;
		&status.unknown;
		 



		if_iwi
		 
		August 27, 2006
		&status.unknown;
		&status.unknown;
		&status.unknown;
		&status.unknown;
		 



		if_ixgb
		 
		August 21, 2006
		&status.untested;
		&status.new;
		&status.new;
		&status.new;
		 



		if_kue
		 
		September 3, 2006
		&status.na;
		&status.new;
		&status.unknown;
		&status.unknown;
		 



		if_le
		&a.marius;
		January 31, 2006
		&status.done;
		&status.done;
		&status.done;
		&status.done;
		 



		if_lge
		 
		November 23, 2005
		&status.new;
		&status.done;
		&status.done;
		&status.new;
		vtophys()



		if_lmc
		 
		February 11, 2006
		&status.done;
		&status.done;
		&status.done;
		&status.unknown;
		Untested on PAE



		if_mn
		 
		 
		&status.new;
		&status.new;
		&status.new;
		&status.new;
		vtophys(). Please contact &a.phk; for info/hardware.



		if_mxge
		&a.gallatin;
		August 23, 2006
		&status.done;
		&status.done;
		&status.done;
		&status.done;
		 



		if_my
		 
		August 17, 2005
		&status.new;
		&status.done;
		&status.done;
		&status.new;
		vtophys()



		if_nfe
		 
		August 23, 2006
		&status.done;
		&status.done;
		&status.done;
		&status.new;
		 



		if_nge
		 
		August 17, 2005
		&status.new;
		&status.done;
		&status.done;
		&status.new;
		vtophys()



		if_nve
		 
		November 23, 2005
		&status.new;
		&status.done;
		&status.done;
		&status.new;
		vtophys()



		if_pcn
		&a.obrien;
		August 19, 2005
		&status.new;
		&status.done;
		&status.done;
		&status.new;
		vtophys()



		if_pdq
		 
		 
		&status.new;
		&status.new;
		&status.new;
		&status.new;
		Mostly busdma, except for vtophys().



		if_ral
		 
		August 27, 2006
		&status.unknown;
		&status.unknown;
		&status.unknown;
		&status.unknown;
		 



		if_ray
		 
		August 27, 2006
		&status.unknown;
		&status.unknown;
		&status.unknown;
		&status.unknown;
		 



		if_re
		 
		May 30, 2005
		&status.done;
		&status.done;
		&status.done;
		&status.done;
		 



		if_rl
		&a.wpaul;
		April 13, 2004
		&status.done;
		&status.done;
		&status.done;
		&status.new;
		 



		if_rue
		 
		September 3, 2006
		&status.na;
		&status.new;
		&status.unknown;
		&status.unknown;
		 



		if_sf
		 
		August 19, 2005
		&status.new;
		&status.done;
		&status.done;
		&status.new;
		vtophys()



		if_sis
		&a.wpaul;
		April 13, 2004
		&status.done;
		&status.done;
		&status.done;
		&status.new;
		 



		if_sk
		 
		August 24, 2006
		&status.done;
		&status.done;
		&status.done;
		&status.done;
		 



		if_sn
		&a.imp;
		December 23, 2005
		&status.done;
		&status.done;
		&status.done;
		&status.done;
		 



		if_snc
		 
		December 23, 2005
		&status.unknown;
		&status.unknown;
		&status.unknown;
		&status.unknown;
		pc98 only device (although it could work with many cardbus bridges)



		if_sr
		 
		 
		&status.new;
		&status.new;
		&status.new;
		&status.new;
		vtophys()



		if_ste
		 
		August 31, 2005
		&status.new;
		&status.done;
		&status.done;
		&status.new;
		vtophys()



		if_stge
		&a.yongari;
		August 23, 2006
		&status.done;
		&status.done;
		&status.done;
		&status.done;
		 



		if_ti
		 
		December 13, 2005
		&status.done;
		&status.done;
		&status.done;
		&status.done;
		 



		if_tl
		 
		September 15, 2005
		&status.new;
		&status.done;
		&status.done;
		&status.new;
		 



		if_tx
		&a.mux;
		April 19, 2003
		&status.done;
		&status.new;
		&status.new;
		&status.untested;
		 



		if_txp
		 
		September 22, 2005
		&status.wip;
		&status.done;
		&status.done;
		&status.new;
		 



		if_udav
		 
		September 3, 2006
		&status.na;
		&status.new;
		&status.unknown;
		&status.unknown;
		 



		if_ural
		 
		September 3, 2006
		&status.na;
		&status.new;
		&status.unknown;
		&status.unknown;
		 



		if_vge
		 
		August 23, 2006
		&status.done;
		&status.done;
		&status.done;
		&status.done;
		 



		if_vr
		 
		April 23, 2004
		&status.new;
		&status.done;
		&status.done;
		&status.new;
		 



		if_vx
		 
		September 22, 2005
		&status.na;
		&status.done;
		&status.done;
		&status.new;
		Uses PIO to copy mbufs to and from hardware.



		if_wb
		 
		September 22, 2005
		&status.new;
		&status.done;
		&status.done;
		&status.new;
		 



		if_wi
		&a.sam;, &a.imp;
		November 4, 2003
		&status.unknown;
		&status.done;
		&status.unknown;
		&status.unknown;
		This driver needs lots of help



		if_xe
		&a.imp;
		December 23, 2005
		&status.done;
		&status.done;
		&status.done;
		&status.done;
		 



		if_xl
		&a.mux;
		April 13, 2004
		&status.done;
		&status.done;
		&status.done;
		&status.done;
		 










Storage Device Driver Status














		Driver
		Responsible
		Last updated
		busdma
		INTR_MPSAFE
		SMPng locked
		a!=p
		Notes





		aac
		 
		January 31, 2005
		&status.done;
		&status.done;
		&status.done;
		&status.done;
		Not endian clean.



		adv
		 
		December 9, 2002
		&status.done;
		&status.new;
		&status.new;
		&status.new;
		 



		aha
		 
		April 13, 2004
		&status.done;
		&status.wip;
		&status.wip;
		&status.new;
		Uses BUSDMA, but may pun bus address with host address.



		ahb
		 
		December 9, 2002
		&status.done;
		&status.new;
		&status.new;
		&status.new;
		 



		ahc
		&a.gibbs;
		January 31, 2005
		&status.done;
		&status.new;
		&status.new;
		&status.done;
		 



		ahd
		&a.gibbs;
		January 31, 2005
		&status.done;
		&status.new;
		&status.new;
		&status.done;
		 



		aic
		 
		December 23, 2005
		&status.unknown;
		&status.unknown;
		&status.unknown;
		&status.unknown;
		Neeeds evaluation



		amd
		 
		December 14, 2002
		&status.done;
		&status.new;
		&status.new;
		&status.new;
		 



		amr
		 
		January 30, 2005
		&status.done;
		&status.done;
		&status.done;
		&status.done;
		 



		asr
		 
		January 4, 2003
		&status.new;
		&status.new;
		&status.new;
		&status.new;
		vtophys(). Requires major work. A new I2O framework would be desirable.



		ata
		&a.sos;
		December 9, 2002
		&status.done;
		&status.done;
		&status.done;
		&status.done;
		 



		buslogic
		 
		 
		&status.new;
		&status.new;
		&status.new;
		&status.new;
		vtophys()



		ciss
		 
		December 9, 2002
		&status.done;
		&status.new;
		&status.new;
		&status.new;
		 



		ct
		 
		 
		&status.new;
		&status.new;
		&status.new;
		&status.new;
		 



		dpt
		 
		 
		&status.new;
		&status.new;
		&status.new;
		&status.new;
		vtophys()



		fdc
		 
		December 23, 2005
		&status.unknown;
		&status.unknown;
		&status.unknown;
		&status.unknown;
		Needs evaluation



		ida
		 
		December 9, 2002
		&status.done;
		&status.new;
		&status.new;
		&status.new;
		 



		iir
		 
		March 1, 2006
		&status.done;
		&status.done;
		&status.done;
		&status.done;
		64-bit DMA without bouncing is possible, but needs work.



		isp
		 
		February 8, 2003
		&status.done;
		&status.done;
		&status.new;
		&status.new;
		 



		ips
		 
		January 30, 2005
		&status.done;
		&status.done;
		&status.done;
		&status.done;
		 



		mlx
		 
		February 8, 2003
		&status.done;
		&status.wip;
		&status.wip;
		&status.new;
		 



		mly
		 
		February 8, 2003
		&status.done;
		&status.wip;
		&status.wip;
		&status.new;
		 



		mpt
		 
		December 9, 2002
		&status.done;
		&status.done;
		&status.new;
		&status.new;
		 



		ncr
		 
		 
		&status.new;
		&status.new;
		&status.new;
		&status.new;
		vtophys(). Please contact &a.phk; for a possible source of hardware.



		ncv
		 
		 
		&status.unknown;
		&status.unknown;
		&status.unknown;
		&status.unknown;
		Needs evaluation



		nsp
		 
		 
		&status.unknown;
		&status.unknown;
		&status.unknown;
		&status.unknown;
		Needs evaluation



		pst
		 
		April 11, 2003
		&status.new;
		&status.done;
		&status.new;
		&status.new;
		vtophys()



		stg
		 
		December 9, 2002
		&status.done;
		&status.new;
		&status.new;
		&status.new;
		At least, it looks like it may well be.



		sym
		 
		December 19, 2002
		&status.done;
		&status.new;
		&status.new;
		&status.new;
		 



		trm
		&a.cognet;
		December 9, 2002
		&status.done;
		&status.new;
		&status.new;
		&status.new;
		 



		twe
		 
		December 9, 2002
		&status.done;
		&status.new;
		&status.new;
		&status.new;
		 



		wds
		 
		February 2, 2005
		&status.done;
		&status.new;
		&status.new;
		&status.new;
		 










Miscellaneous Device Driver Status














		Driver
		Responsible
		Last updated
		busdma
		INTR_MPSAFE
		SMPng locked
		a!=p
		Notes





		agp
		 
		October 31, 2005
		&status.new;
		&status.new;
		&status.new;
		&status.new;
		vtophys()



		bktr
		&a.cognet;
		January 15, 2003
		&status.wip;
		&status.new;
		&status.new;
		&status.new;
		vtophys()



		digi
		 
		 
		&status.new;
		&status.new;
		&status.new;
		&status.new;
		vtophys()



		drm
		&a.anholt;
		October 27, 2003
		&status.wip;
		&status.done;
		&status.done;
		&status.wip;
		vtophys(). The locking could use some review.



		fb
		 
		 
		&status.new;
		&status.new;
		&status.new;
		&status.new;
		vtophys()



		firewire
		&a.simokawa;
		April 17, 2003
		&status.done;
		&status.new;
		&status.new;
		&status.done;
		vtophys()



		hfa
		 
		 
		&status.new;
		&status.new;
		&status.new;
		&status.new;
		vtophys()



		hifn
		&a.sam;
		April 13, 2004
		&status.done;
		&status.done;
		&status.done;
		&status.new;
		 



		musycc
		 
		 
		&status.new;
		&status.new;
		&status.new;
		&status.new;
		vtophys(). Please contact &a.phk; for info/hardware.



		pcm
		&a.cognet;
		February 20, 2003
		&status.done;
		&status.done;
		&status.new;
		&status.new;
		 



		ubsec
		&a.sam;
		April 13, 2004
		&status.done;
		&status.done;
		&status.done;
		&status.new;
		vtophys() is used in debugging printf.



		usb
		&a.jmg;
		July 24, 2003
		&status.done;
		&status.new;
		&status.new;
		&status.untested;
		a!=p should be clean, but requires further testing.










Documentation Status











		Task
		Responsible
		Last updated
		Status
		Notes





		Manual pages for the busdma API
		&a.hmp;
		January 15, 2003
		&status.done;
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The FreeBSD Project is proud to have taken part in the Google Summer of
Code [http://code.google.com/summerofcode.html] again in 2006. By all
accounts, the FreeBSD participation in this program was an unqualified
success. We received over 150 applications for student projects, amongst
which 14 were selected for funding. These student projects included
security research, improved installation tools, new utilities, and more.
Many of the students have continued working on their FreeBSD projects
even after the official close of the program.


We are happy to report than all 14 of our students this year
successfully completed the program. There were many other strong
applications which we unfortunately couldn’t fund and many of these
students also spent the summer working on FreeBSD. We are happy to see
continued development in our source code repository by these talented
young programmers and we look forward to working with more students in
the future.


Information about the student projects is available from our Summer of
Code wiki [http://wiki.freebsd.org/SummerOfCode2006] and all of the
code is checked into
Perforce [http://perforce.freebsd.org/depotTreeBrowser.cgi?FSPC=//depot/projects/soc2006/].
The summaries below were submitted by the individual students and their
mentors.



2006 Student Projects


Student:


Clement Lecigne


Summary:


IPv6 stack vulnerabilities


Mentor:


&a.gnn.email;


Summary:


The focus of this project was to review past vulnerabilities, create
vulnerability testing tools and to discover new vulnerabilities in the
FreeBSD IPv6 stack which is derived from the KAME project code. During
the summer Clement took two libraries, the popular libnet, and his
mentor’s Packet Construction Set (PCS) and created tools to find
security problems in the IPv6 code. Several issues were found, bugs
filed, and patches created. At the moment Clement and George are editing
a 50 page paper that describes the project which will be submitted for
conference publication.


All of the code from the project, including the tools, is on line and is
described in the paper.


By all measures, this was a successful project. Both student and mentor
gained valuable insight into a previously externally maintained set of
code. In addition to the new tools development in this effort, the
FreeBSD Project now also has a new engineer to help work on the code.


Student:


Chris Jones


Summary:


Jail Resource Limits


Mentor:


&a.kmacy.email;


Summary:


Chris added support for limiting CPU and memory use by jails. This
allows fairer sharing of systems’ resources between divergent uses by
preventing one jail from monopolizing the available memory and CPU time,
if other users and jails have processes to run.


The code is currently available as patches against RELENG_6, and
Chris is in the process of applying it to -CURRENT. More details can be
found at
JailResourceLimits [http://wiki.freebsd.org/JailResourceLimits].


Student:


Ivan Voras


Summary:


GEOM storage virtualization (gvirstor)


Mentor:


&a.pjd.email;


Summary:


The goal of this project was to create a virtual storage class for the
GEOM framework in FreeBSD that would allow creating “overcommitted”
storage devices, with a size larger than that of available physical
storage (e.g. hard drives). The project was completed successfully, and
the result is available on the project’s home page. It’s expected the
project will be included in FreeBSD CVS after it gets more testing or
after FreeBSD 6.2 is released, whichever comes first.


Working on the project was very pleasant, there was enough documentation
and the mentor was very helpful and responsive. Google’s team was apt
and provided ample support to the participants of the project. The
project will help both OEMs of embedded devices (such as NAS devices)
and big users to make use of FreeBSD for large storage projects.


Student:


Paolo Pisati


Summary:


Study analyze and improve the interrupt handling infrastructure


Mentor:


&a.jhb.email;


Summary:


This project consisted in the improvement of the interrupt handling
system in FreeBSD: while retaining backward compatibility with the
previous models (FAST and ITHREAD), a new method called ‘Interrupt
filtering’ was added. With interrupt filtering, the interrupt handler is
divided into 2 parts: the filter (that checks if the actual interrupt
belong to this device) and the ithread (that is scheduled in case some
blocking work has to be done). The main benefits of interrupt filtering
are:



		feedback from filters (the system finally knows if any handler has
serviced an interrupt or not, and can react consequently).


		lower latency/overhead for shared interrupt line.


		previous experiments with interrupt filtering showed an increase in
performance against the plain ithread model





Moreover, during the development of interrupt filtering, some MD
dependent code was converted into MI code, PPC was fixed to support
multiple FAST handlers per line and an interrupt stray storm detection
logic was added. While the framework is done, there are still machine
dependent bits to be written (the support for ppc, sparc64, arm and
itanium has to be written/reviewed) and a serious analysis of the
performance of this model against the previous one is a WIP.


Student:


Yuan Jue


Summary:


Porting Xen to FreeBSD.


Mentor:


&a.kmacy.email;


Summary:


Successfully got a domU kernel usable for installation. dom0 support
still in progress. Kip and Yuan Jue are continuing to work together on
this project after the official end of SoC. Yuan Jue has published a
more comprehensive FreeBSD/Xen howto
here [http://www.yuanjue.net/xen/howto.html].


Student:


Adam David Alan Martin


Summary:


AutoFS - An Automounting Filesystem implementation for FreeBSD


Mentor:


&a.benno.email;


Summary:


Adam used PseudoFS as a starting point for an in-memory representation
of an Automounter Filesystem. This involved making a few tweaks to
PseudoFS to allow AutoFS to detect lookups. At this time, the filesystem
works and sends signals up to a userland program. Adam plans to continue
working on this, with Benno and Erez, to get AutoFS working with Erez
Zadok’s AMD. The goal is to merge this work into -CURRENT.


Student:


Ryan Beasley


Summary:


OSSV4 Sound support


Mentor:


&a.ariff.email;, &a.netchild.email;


Summary:


This summer was spent adding support for 4Front’s OSSV4 API to FreeBSD.
A large number of audio
ioctls [http://wiki.freebsd.org/RyanBeasley/ioctlref] were added,
with a few pending, and there is still work left to do with mixers/mixer
extensions (4Front’s specs are still in flux) and MIDI (low priority
because, IIRC, MIDI still needs maintainership). Ryan plans to continue
work related to the mixer extensions as best he can while attending
university full-time. All of the code is committed to FreeBSD-current.


Student:


Markus Boelter


Summary:


Bundled PXE Installer


Mentor:


&a.ps.email;


Summary:


For me, Google Summer of Code was a new and very exciting experience. I
got actively involved in doing Open Source Software and giving something
back to the community. Facing to some challenges within the project
forced me to look behind the scenery of FreeBSD. The result was a better
understanding of the overall system. Getting in touch with a lot of
developers directly also gave a very special spirit to the Summer of
Code.


I really enjoyed the time and will continue to work on the project also
after the deadline. For me, it was a great chance to get involved in
active development and not just doing some scripts and hacks at home.
Getting paid for the work was just a small part of the overall feeling.


Thanks people at FreeBSD and Google for the really, really great time!


Student:


Shteryana Sotirova Shopova


Summary:


Integrated SNMP monitoring


Mentor:


&a.bz.email;


Summary:


After working on bsnmptools last year, Shteryana concentrated on the
server side this year. An implementation for if_vlan(4) monitoring was
dropped from the original proposal in favor of extended support for the
new if_bridge(4) network bridge device monitoring module. In addition
to RFC 4188 single bridge support and extending the kernel to get access
to all the information a private MIB was designed. This was needed to be
able to monitor multiple bridges supported by FreeBSD and adding an
extended bridge management interface and definitely was the greatest
technical challenge of the project.


The project was successfully completed - including code review - and the
kernel part has already been committed to CURRENT. User space part will
follow soon. For STABLE a patch is available too (see wiki). Shteryana
is going to continue her work on bsnmpd and is already planning support
for if_vlan(4) and jails monitoring modules. We are happy that she will
stay with the FreeBSD project and continue to work on bsnmp and FreeBSD
after SoC.


See also ShteryanaShopova [http://wiki.freebsd.org/ShteryanaShopova]
and SnmpBridgeModule [http://wiki.freebsd.org/SnmpBridgeModule].


Student:


Michael Bushkov


Summary:


Nss-LDAP importing and nsswitch subsystem improvement


Mentor:


&a.ume.email;


Summary:


The project consisted of 5 parts:



		Nsswitch modules and libc separation. The idea was to move the source
code for different nsswitch sources (such as “files”, “dns”, “nis”)
out of the libc into the separate shared libraries. This task was
successfully finished (the patch is available).


		Regression tests for nsswitch. A set of regression tests to test the
correctness of all nsswitch-related functions and the invariance of
their behavior between system upgrades. I think that task can be
considered successfully completed (the patch is available).


		nss_ldap rewriting. Though, this task was not clearly mentioned in
the original proposal, during the SoC we found reasonable not to
simply import PADL’s nss_ldap, but to rewrite it from scratch
(licensing issues were among the basic reasons for this). The
resulting nss_ldap nsswitch module, though, behaves mostly similar
to the PADL’s one, has different (I believe - more flexible)
architecture. Though it’s basically finished, several useful features
from the PADL’s nss_ldap still need to be implemented. But, despite
the lack of some features, I believe, that this task can be
considered to be successfully completed. (Missing features will be
implemented ASAP - hopefully during the September).


		nss_ldap importing into the base. The task was to prepare a patch,
that will allow users to use nss_ldap from the base system. The task
was successfully completed (the patch is available), but required to
import OpenLDAP into the base in order for nss_ldap to work
properly, and it had led to a long discussion in the mailing list.
This discussion, however, have concluded with mostly positive
opinions about nss_ldap and OpenLDAP importing.


		cached performance optimization. The caching daemon performance needs
to be as high as possible in order for cached to be as close (in
terms of speed) to “files” nsswitch source as possible. Cached’s
performance analysis was made and nsswitch database precaching was
introduced as the optimization. This task was completed (the patch is
available). However there is an area for improvements - more precise
and extensive performance analysis should be made and more
optimizations need to be introduces. This will be done in the nearest
future.





Though none of the code was committed yet into the main, official
FreeBSD tree, my experience from the previous year makes me think that
this situation is normal. I hope, that the code will be reviewed and
committed in the coming months.


More detailed information about the project can be found at
LdapCachedDetailedDescription [http://wiki.freebsd.org/LdapCachedDetailedDescription].


Student:


Roman Divacky


Summary:


Linux emulation layer update


Mentor:


&a.netchild.email;


Summary:


The goal was to implement the basics of 2.6.16 support. This has been
implemented, and several programs from Fedora Core 4 work now with
osrelease=”2”.6.16. More complex applications do expose some bugs,
however. All of Roman’s SoC work is in FreeBSD-current (the default
compatibility is still 2.4.2) and his current focus is to fix the
remaining bugs as time permits while attending university full-time. A
more detailed status of what is supported and what is not can be found
in the linux kernel project
wiki [http://wiki.FreeBSD.org/linux-kernel].


Student:


Spencer Whitman


Summary:


K Kernel Meta-Language


Mentor:


&a.phk.email;


Summary:


Spencer investigated implementing CPP macros in the first stage of the
prototype ‘K’ compiler. Spencer has expressed interest to continue
working with us on the ‘K’ project.


Student:


Dongmei Liu


Summary:


Porting the seref policy and setools to SEBSD


Mentor:


&a.csjp.email;


Summary:


Dongmei Liu spent the summer working on the basic footwork required to
port the SEREF policy to SEBSD. This work has been submitted and can be
viewed in the soc2006/dongmei_sebsd Perforce branch. This work was
originated from the sebsd branch: //depot/projects/trustedbsd/sebsd.
Additionally setools-2.3 was ported from Linux and can be found in
contrib/sebsd/setools directory. It is hoped that this work will be
merged into the main SEBSD development branch.


Student:


&a.gabor;


Summary:


Improving FreeBSD Ports Collection Infrastructure


Mentor:


&a.erwin.email;


Summary:


This project consists of the following tasks:



		New handling for i386 binary ports


		Cleanup: use ECHO_CMD and ECHO_MSG in bsd.port.mk properly


		Add a basic infrastructure support for debugging


		Installing ports with different destination (DESTDIR macro)


		Cleanup: Move fetch shell scripts out of bsd.port.mk


		Make ports respect CC and CFLAGS


		Cross-compiling Ports


		Plist generator tool





The first three items are completed and the next two items are being
worked on. The DESTDIR support was more complicated than presumed, so it
took more time and the student didn’t have time to finish the other
items. Gábor will continue working on these and other ports related
tasks and FreeBSD is happy to have interested him to keep working on
ports and ports infrastructure.


More details can be found at Gábor’s Wiki
page [http://wiki.freebsd.org/G%C3%A1borK%C3%B6vesd%C3%A1n].
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The FreeBSD Project is proud to have taken part in the Google Summer of
Code 2007 [http://code.google.com/soc]. We received more high quality
applications this year than ever before. In the end it was a very tough
decision to narrow it down to the 25 students selected for funding by
Google. These student projects included security research, improved
installation tools, new utilities, and more. Many of the students have
continued working on their FreeBSD projects even after the official
close of the program.


We are happy to report that all students made some progress towards
their goals for the summer, and the 22 students listed below completed
the program successfully.


Information about the student projects is available from our Summer of
Code wiki [http://wiki.freebsd.org/SummerOfCode2007] and all of the
code is checked into
Perforce [http://perforce.freebsd.org/depotTreeBrowser.cgi?FSPC=//depot/projects/soc2007/].
The summaries below were submitted by the individual students and their
mentors with minor editing for consistency.



2007 Student Projects



		
Project: GNOME front-end to freebsd-update(8)


Student: Andrew Turner

Mentor: &a.marcus;

Summary:





The FreeBSD update front-end is a GTK+ interface to freebsd-update.
It is split into a GUI to allow system administrators to select the
binary patches to update or rollback and a back-end that communicates
with freebsd-update. Development of both parts has moved to Berlios
at http://developer.berlios.de/projects/facund/.



Ready to enter CVS: The back-end is not yet ready to enter CVS,
but a port is being made for the front-end






		
Project: Multicast DNS responder (BSD-licensed)


Student: Fredrik Lindberg

Mentor: &a.bms;

Summary:





Multicast DNS (mDNS) is a part of Zero Configuration Networking
(Zeroconf) and provides the ability to address hosts using DNS-like
names without the need of an existing (unicast), managed DNS server.


The Multicast DNS responder (mdnsd), is more or less feature complete
and is currently in a bug fixing and testing phase. A few more
features are planned, most notably mdns proxy support. The daemon
performs multicast dns queries on behalf of clients and acts as a
unified cache to all clients. Provides the ability to announce its
own mdns records onto the network.


The daemons abilities are exposed to clients through libmdns, it
provides an API to do mDNS queries and to add/remove/list records and
view/flush cache. Two consumers exists, one console based basic
debugging and administrative utility (mdns) which simply provides
whatever libmdns provides and a NSS module (nss_mdns) which
integrates mDNS lookups with the systems name lookup routines.



Ready to enter CVS: after testing and reviewing






		
Project: Unified ports / package system database backend


Student: Garrett Cooper

Mentor: &a.krion;

Summary:





This project revised FreeBSD’s package tools
(/usr/src/usr.sbin/pkg_install) to use Berkeley DB files for storing
information held in /var/db/pkg/*, and use Hash table structures. It
also aims to devise a frontend for dealing with package and ports
installation and management and insert virtuals into ports
infrastructure to support modular components functionality, for
dealing with ports installed components vs base installed components
(OpenSSL, OpenSSH, Kerberos).



Ready to enter CVS: not determined yet






		
Project: Super Tunnel Daemon


Student: Matus Harvan

Mentor: &a.mlaier;

Summary:





The project implements the Super Tunnel Daemon, a tunneling daemon
using plugins for different encapsulations and automagically
selecting the best encapsulation in each environment. When the
environment changes, the user should not notice the transition to a
different encapsulation except for a small delay. Connections
established within the tunnel shall seamlessly migrate to a different
encapsulation. In this way, mobility is supported as well, even to
the extent of changing between different physical network interfaces,
e.g. disabling the wireless interface and plugging in an ethernet
cable. New encapsulations can easily be added in the future using the
plugin interface.


The daemon and several plugins have been written. The daemon now has
multi-user support, i.e., one server supports multiple clients.
Plugins implemented so far are UDP, TCP, ICMP, DNS. There are also
sys patches allowing it to listen on all unused UDP and TCP ports as
well as processing ICMP echo requests in the user space.


Missing features:



		more plugins (HTTP, SSH,...)


		config file format and parsing


		and some more...





More details are available at http://wiki.freebsd.org/mtund



Ready to enter CVS: after some additional features as part of
the Ports Collection






		
Project: Rewriting lockmgr(9)


Student: Attilio Rao

Mentor: &a.jeff;

Summary:





This project involved rewriting the lockmgr synchronization primitive
since recent efforts (in particular sun4v porting) evicted that this
is a strong bottleneck for fs workloads (due to its spreadness in VFS
land). One of the main goals of the rewriting was offering a more
customized interface, trimming all unused (and possibly bugged)
features of lockmgr and offering a more intelligent interface (that
would help a lot in debugging and lock assertions).



Ready to enter CVS: not determined yet






		
Project: Apple’s MacBook on FreeBSD


Student: Rui Paulo

Mentor: &a.andre;

Summary:





Apple’s MacBook computers are nicely designed and have neat features
that other laptops don’t. While Mac OS X is a nice operating system,
UNIX folks (like me) would prefer to run other operating systems like
FreeBSD. This project brings bug fixes and new drivers to FreeBSD
that help running this OS on this platform.



Ready to enter CVS: some parts committed already






		
Project: Security regression tests


Student: Zhouyi ZHOU

Mentor: &a.rwatson;

Summary:





This project involved testing the correctness of FreeBSD Mandatory
Access Control Framework including correctly passing the security
label from userland to kernel and non-bypassibility of Mandatory
Access Control Hooks. Specific contributions include:



		A pair of pseudo ethernet drivers used for testing network related
hooks. To avoid the packet go through the lo interface, the IP
address in the packet is twisted in the driver.


		A framework for logging Mandatory Access Control hooks which is
called during a period of time.
		In kernel, every non-null label is got externalized into human
readable string and recorded in a tail queue together with the
name of hook that got called and possible flags or modes (etc.
VREAD/VWRITE for mac_check_vnode_open hook). There is a
thread much like audit subsystem’s audit_worker logging the
queue into a userspace file. The userland program use open,
ioctl and close the /dev/mactest node to trigger and stop the
logging. The logging file is truncated to zero every time the
logging mechanism is triggered.


		In userland, a bison based parsing tool is used to parse the
logged file and reconstruct the record chain which will be
compared with testsuite supplied configuration file to examine
if expected hooks is got called and the label/flags/modes are
correct. The testsuite mainly follows
src/tools/regression/fstest, modified to adapt to test
Mandatory Access Control Framework and include tests for
signals








		The test cases about mandatory access control hooks for fifo,
link, mdconfig, netinet, open, pipe, rename, rmdir, signal,
symlink, sysvshm and truncate are written. Two security
vulnerabilities where found during the test case writing.






Ready to enter CVS: not determined yet






		
Project: GVinum Enhancements


Student: Ulf Lilleengen

Mentor: &a.le;

Summary:





The project schedule was a bit changed in the start, because there
were some rewriting of some internal parts of gvinum. Much of the
time went to adapt the rest of gvinum to this new event-based system.
This rewrite made gvinum less vulnerable to race bugs, and made it
much easier for a developer to reason about the code.


Improvements were made to the rebuild and syncing process of volumes,
so that one could still use the volume (e.g. have it mounted) while
rebuilding or syncing gvinum plexes.


The growing of striped volumes (includes RAID-5) in the background
was also implemented. Perhaps most important, is that most important
gvinum features were implemented, and many bugs were fixed. A lot of
testing has been done to make gvinum more robust.



Ready to enter CVS: yes






		
Project: TCP/IP regression test suite


Student: Nanjun Li

Mentor: &a.gnn;

Summary:





The project was about a testing suite for any host’s perform-ability
in TCP/IP networks. N. Li implemented it on a FreeBSD machine using
libpcap (a library of BSD Packet Filter) to sniff frames on MAC
layer, decode them into human-readable format, and send crafted ones
to examinate if the target host follows RFC793’s requirements.



Ready to enter CVS: no






		
Project: Avoiding syscall overhead


Student: Jesper Brix Rosenkilde

Mentor: &a.scottl;

Summary:





In FreeBSD the setproctitle call is implemented with a sysctl, this
has the unfortunate side effect that this simple call locks the
Giant-lock. As this call is a simple matter of setting a value, it
could be better implemented with shared memory between the kernel and
user-space.


This project proposes a scheme to securely share process specific
data between the kernel and a user-space process. This is done by
having each process allocate a special memory page, in which the
kernel and user-space process can share data. This will give the
security needed, as the VM-system will make sure that no outside
processes can fiddle with a process’ data. As everything is going on
in user-space, there is no concern about a rogue process could write
inside the kernel memory. There is still a locking concern, which
will be addressed either by locking the entire page, or micro-locking
each data field on the page.


A suggestion by Howard Su is a multi page scheme, where a read/write
page is used for things like get/setproctitle and a read-only page
for things like getpid. And maybe a system wide read-only page for
things like getdomain, gethostname etc.



Ready to enter CVS: not determined yet






		
Project: Port OpenBSD’s sysctl Hardware Sensors framework


Student: Constantine A. Murenin

Mentor: &a.syrinx;

Summary:





The GSoC2007/cnst-sensors project was about porting the sysctl
hw.sensors framework from OpenBSD to FreeBSD. The project was
successfully completed, and is pending final review and
integration [http://lists.freebsd.org/pipermail/freebsd-hackers/2007-September/021722.html]
into the CVS tree.


The sensors framework provides a unified interface for storing,
registering and accessing information about hardware monitoring
sensors. Sensor types include, but are not limited to, temperature,
voltage, fan RPM, time offset and logical drive status. In the
OpenBSD base system, the framework spans sensor_attach(9),
sysctl(3), sysctl(8), systat(1), sensorsd(8), ntpd(8), and more than
50 drivers, ranging from I2C temperature sensors and Super I/O
hardware monitors to ipmi(4) and RAID controllers. Several
third-party tools are also available, for example, a plug-in for
Nagios and ports/sysutils/symon.


As a part of this project, all major parts of the framework were
ported, including sysctl, systat and sensorsd. Some drivers for most
popular Super I/O Hardware Monitors were ported, too: it(4),
supporting most contemporary ITE Tech Super I/O, and lm(4),
supporting most contemporary Winbond Super I/O. Moreover, some
existing FreeBSD drivers were modified to use the new framework, for
example, coretemp(4).



Ready to enter CVS: after more testing and review






		
Project: Distributed audit daemon


Student: Alexey Mikhailov

Mentor: &a.bz;

Summary:





The basic idea of this project was to implement secure and reliable
log file shipping to remote hosts. While the implementation focuses
on audit logs, the goal was to build tools that will make it possible
to perform distributed logging for any application by using a simple
API and linking with a shared library. The audit logs served as a
testbed, other logs can be adopted.



Ready to enter CVS: not yet, needs further work






		
Project: Generic input device layer


Student: Maxim Zhuravlev

Mentor: &a.philip;

Summary:





Originally selected to design and implement a common way to retrieve
and process data from input devices, the project resulted in a code
base of a bigger and more generic project – Enhanced NewBus. The
following features are introduced by now: basic functional devices
support, filter drivers and NewBus input/output subsystem. Functional
devices (ex. demuxing, muxing, terminals) are supposed to coordinate
real devices. Each device is handled by a stack of drivers (low-level
and filters). Filter drivers are to simplify code reuse. The NewBus
input/output subsystem is designed to push io requests through the
NewBus graph.



Ready to enter CVS: not determined yet






		
Project: bus_alloc_resources() Code Update


Student: Christopher Davis

Mentor: &a.imp;

Summary:





Currently, many devices in FreeBSD’s source tree use the excessively
verbose methods of resource allocation and deallocation. Numerous
calls to bus_alloc_resource() or bus_alloc_resource_any() are
used to allocate resources, and subsequently, multiple calls to
bus_release_resource() are used to free the resources after an
error in allocation or when the device is detached.


Recently, however, the bus_alloc_resources() and
bus_release_resources() functions have been added. These simple
wrappers around bus_alloc_resource_any() and
bus_release_resource() both operate on the same resource
description, so that much of the repetition once needed to allocate
and free resources can be mitigated.


This project updated driver source code where necessary using the new
functions to make the code related to allocation and deallocation
simpler and clearer, while making other refinements as needed.
Approximately 40 drivers were updated during SoC, although testing is
still needed. There are likely 25 or more other drivers that could be
updated as well, and these are listed on the wiki.



Ready to enter CVS: not determined yet






		
Project: BSD bintools project (Part I)


Student: Kai Wang

Mentor: &a.jkoshy;

Summary:





This project re-implemented part of the GNU binutils based on the
libelf and libarchive libraries. It will bring FreeBSD a BSD Licensed
toolchain for processing ELF binary files. The project mainly
concentrated on re-implementing the tools ar(1), ranlib(1),
objcopy(1), strip(1) and composing corresponding manual pages.



Ready to enter CVS: soon






		
Project: Update of Linuxulator for Linux 2.6


Student: Roman Divacky

Mentor: &a.kib;

Summary:





This is a continuation of the same project of the last GSoC. While
the last year the focus was to bring basic 2.6 compatibility to
FreeBSD, this year was focused on bug fixing and implementing epoll()
and *at().



Ready to enter CVS: after a final review






		
Project: FreeBSD ‘safety net’ IO logging utility


Student: Sonja Milicic

Mentor: &a.le;

Summary:





Some administrative operations like filesystem or partition table
debugging/repair would benefit from an “Undo” function, so they can
be performed without putting vital data at risk. This project’s goal
was to implement a module which plugs into the GEOM framework and
allows copy-on-write style logging of I/O requests to one or more
snapshot files, including the possibility to rollback, replay or
analyze their effects.


The core functionality of this module and a userland tool was
finished, but will need more testing/bug fixing.



Ready to enter CVS: not determined yet






		
Project: Provide an audit log analysis tool


Student: Liu Dongmei

Mentor: &a.rwatson;

Summary:





A GUI audit log analysis tool which can display audit log in tree
view and list view and analyze audit log lively. It is important to
provide a intuitionistic and visualize audit log to administrator.
This program’s intention is to provide a totally GUI audit log
display, filter and statistic, in addition provide expandability when
a new type of token added. The Glib library is used as a basic
platform abstraction library and GTK are used to build
AuditAnalyzer’s GUI.



Ready to enter CVS: not determined yet






		
Project: Improve the FreeBSD Ports Collection Infrastructure


Student: &a.gabor;

Mentor: &a.sat;

Summary:





This project reimplemented the DESTDIR support from the last GSoC by
the same student in a technically better way. Additionally, the PERL
support was refactored from bsd.port.mk into its own file and
enhanced to provide more features.



Ready to enter CVS: already committed






		
Project: http support for PXE


Student: Alexey Tarasov

Mentor: Ed Maste

Summary:





The goal of this project was to write extendable code wrappers (as
much as possible in C) to provided by PXE and UNDI APIs to support
downloading of files via TCP-based protocols in the preboot
environment. This allows to download and prepare the booting of a
FreeBSD kernel from a remote server via a direct connection or a http
proxy.



Ready to enter CVS: not determined yet






		
Project: Graphical installer for FreeBSD (finstall)


Student: Ivan Voras

Mentor: Murray Stokely

Summary:





This project aims to create a user-friendly graphical installer for
FreeBSD & FreeBSD-derived systems. The project should yield something
usable for 7.x-RELEASE, but the intention is to keep it as a “second”
installer system during 7.x, alongside sysinstall. In any case,
sysinstall will be kept for architectures not supported by finstall
(e.g. currently all except i386 and amd64).



Ready to enter CVS: ready to enter the Ports Collection after
some src patches






		
Project: Porting Linux KVM to FreeBSD


Student: Fabio Checconi

Mentor: Luigi Rizzo

Summary:





Linux KVM is a Virtual Machine Monitor, part of the Linux kernel,
that uses Intel VT-x or AMD-V extensions for x86 processors to create
a full virtualization environment. This project consists in porting
Linux KVM to the FreeBSD kernel.


Since Linux KVM has a structure similar to that of a device driver
(actually, it is a device driver, from many points of view) core
kernel changes are not required to support it, so it is an external
loadable kernel module, exporting an interface based on ioctl() calls
to a device descriptor. Part of the project was also the porting of
the userspace client for that interface, a modified qemu that uses
KVM to execute its guests.


A project snapshot at the end of the Summer of Code is available. It
supports only AMD-V (SVM) on amd64, as this was the hardware used
during the development (adding support for other platforms is in
progress); it is still highly experimental code, but it can boot
FreeBSD guests.


For code, further details, and future developments, please refer to:
http://feanor.sssup.it/~fabio/soc07/



Ready to enter CVS: no












FreeBSD Summer of Code Links



		FreeBSD Summer of Code 2007
Wiki [http://wiki.freebsd.org/moin.cgi/SummerOfCode2007] - with
links to student project pages.
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The FreeBSD Project is proud to have taken part in the Google Summer of
Code 2008 [http://code.google.com/soc]. We received more high quality
applications this year than ever before. In the end it was a very tough
decision to narrow it down to the 21 students selected for funding by
Google. These student projects included security research, improved
installation tools, new utilities, and more. Many of the students have
continued working on their FreeBSD projects even after the official
close of the program.


We are happy to report that the 19 students listed below completed the
program successfully.


Information about the student projects is available from our Summer of
Code wiki [http://wiki.freebsd.org/SummerOfCode2008] and all of the
code is checked into
Perforce [http://perforce.freebsd.org/depotTreeBrowser.cgi?FSPC=//depot/projects/soc2008/].
The summaries below were submitted by the individual students and their
mentors with minor editing for consistency.



2008 Student Projects



		
Project: Implementation of MPLS in FreeBSD


Student: Ryan French

Mentor: &a.andre;

Summary:





MPLS is a networking protocol used for routing information quickly
and efficiently. It is used extensively in the internet’s backbone
networks. Over the course of the program, code has been ported to
FreeBSD from the OpenBSD/NetBSD operating systems. Basic
functionality of sending and receiving packets was the main goal of
the project, but unfortunately this was not achieved. It is very
close to having this functionality, but there are a few minor bugs
preventing the code from integrating fully with the FreeBSD
networking stack.


This project will continue to be worked on until sending, receiving,
label swapping, tunnels, and the LDP daemon has been successfully
implemented.


Ready to enter CVS/SVN: No.





		
Project: TCP/IP regression test suite (tcptest)


Student: Victor Hugo Bilouro

Mentor: &a.gnn;

Summary:





As a testing tool, it can perform regression, protocol conformance,
and fuzz tests. The tool may also be employed as an aid to protocol
developers and both testing and debugging of firewalls/routers.


It is built on top of PCS(Packet Construction Set) “PCS is a set of
Python modules and objects that make building network protocol code
easier for the protocol developer. PCS enables testing at OSI layers
3, 4, and 5.”


Tcptest mainly is a python module and one script for each test
covered (more then one per script often) The module count with
methods acting as fasteners, doing things like (a)three way
handshake, (b)active/passive close and (c)several createXX and
assertXX, where XX=(ip, tcp, rst, urg, fin, syn, psh, so on...) As
the tests are being created, the number of ‘fasteners’ are growing,
turning each moment easier to create new tests.


Use of small tests. So we can cover a wide range of traffics, events
and transitions predetermined separately. The development would be
like a protocol, but without covering all possible events and
transitions, only traffic previously determined. Instead of targeting
a TCP Finite State Machine (FSM) like the implementation of TCP/IP
protocols, the development will be based towards flow of packets,
where traffic is composed of packets that are sent and received in a
previously registered way.


Links: project
wiki [http://wiki.freebsd.org/VictorBilouro/TCP-IP_regression_test_suite]
&os; Perforce project
repository [http://perforce.freebsd.org/depotTreeBrowser.cgi?FSPC=//depot/projects/soc2008/bilouro_tcptest/src]
source code download [http://code.google.com/p/tcptest/] source
code documentation [http://bilouro.com/tcptest] Packet
Construction Set [http://pcs.sf.net]





		
Project: Porting Open Solaris Dtrace Toolkit to FreeBSD


Student: Liqun Li

Mentor: &a.jb;

Summary:





Sun Open Solaris Dtrace is pretty useful feature. Users can find
performance bottlenecks with Dtrace in real production environment.
Since many probes implemented in Open Solaris are not supported in
FreeBSD, the Open Solaris Dtrace Toolkit should be ported to &os;.
Its main job is to find whether a given probe is supported by
FreeBSD, if so, find it; if not, develop one to support this
function. This summer, at first, I went through all DTK script
commands, found some of them work directly. But most do not. Under my
mentor John Birrell careful help, I retrieved the respective FreeBSD
kernel variables, and ended up making system/uname.d work. In
addition, I tried to make sar-c.d work under FreeBSD. Since we need
to investigate in Sun Open Solaris Kernel how Open Solaris defines
the probe and what probes it needs, this work is really time
consuming, and not done yet. From this project, I got to know much
about FreeBSD kernel and Dtrace probes. I found kernel hacking/coding
pretty interesting.


Ready to enter CVS/SVN: not decided





		
Project: Adding .db support to pkg_tools –> pkg_improved


Student: Anders Nore

Mentor: &a.flz;

Summary:





This project is a replication of the pkg_install tools with several
new features and speed improvements due to the caching of some
package-information to a B-Tree Berkeley DB file. Some of the new
features is the adding of installtime to the installed packages
+CONTENTS file, human-readable size-output in pkg_info(1), progress
indication to pkg_add’s remote option. Installtime range searches
with pkg_info(1) and pkg_delete(1) similar to that of version
search is now available using the -M option.


A new tool pkg_convert(1), caches some parts of the existing
/var/db/pkg/ flat database into a Berkeley DB file, and the tools
check for this file and uses it for speed improvements if it is
available and updates it according to pkg_{add|delete}’s. You can
also use pkg_convert(1) to view the entries in the cache. The tools
will give you an indication if the database is corrupt, and it is
fully recoverable by using pkg_convert(1).


Two bugs in the existing pkg_tools have also been discovered and
fixed, everything is of course backwards-compatible with the
older/original pkg_install tools.





		
Project: Porting BSD-licensed text-processing tools from
OpenBSD


Student: Gabor Kovesdan

Mentor: Max Khon

Summary:





At the moment, BSD grep seems to be ready and highly compatible with
the GNU version. However, there are differences in the regex
handling, which is a result of the different interpretations, that
the different regex libraries use and thus it is not really possible
to fix at the level of grep. As for diff, some progress has been
made, but some important features are still missing. The sort utility
seemed to be badly constructed concerning the wide character support
and the overall implementation. Because of these difficulties, the
efforts were prioritized for grep and diff. Probably sort needs a
complete rewrite or at least an extreme amount of modifications.


Ready to enter CVS/SVN: If we can accept the regex differences in
grep, it is ready to enter SVN after some thorough testing. As for
diff and sort, they can be installed via the Ports Collection.





		
Project: Multibyte collation support


Student: Konrad Jankowski

Mentor: &a.dds;

Summary:





Collation is what allows for current language/encoding correct
sorting/ordering of strings. This project aimed to add proper
collation in UTF-8 encodings for all languages for FreeBSD. This
summer I have accomplished:



		imported data from the Unicode Consortium: POSIX locale files and
regression test data


		written converter scripts to extract collation data from this
files


		ported Apple’s version of colldef (which is our version, but much
extended by them)


		extended the colldef even more, to work on collation data from the
Unicode Consortium


		added some performance improvements, the biggest one not used by
default now (no time to test yet) - reading the charmap only once
for all languages


		ported Apple version of strcoll, wcscoll, strxfrm, wcsxfrm and
locale/collate.c, taking out xlocale (rationale on wiki)


		Written regression test scripts. It appeared that Apple’s code
doesn’t full Unicode Collation Algorithm - the part which deals
with expansions. It is needed for half of languages to pass the
more advanced regression tests.


		for last few days I am working on implementing expansions, I will
not rest until they work


		I was not able to start writing manpages and create a megapatch
against HEAD, I’ll do that when the algorithm is 100% correct for
all the languages.





Current information will be available on my wiki:
http://wiki.freebsd.org/KonradJankowski/Collation


Ready to enter CVS/SVN: After finishing expansion support and
cleanup.





		
Project: VM Algorithm Improvement


Student: Mayur Shardul

Mentor: &a.jeff;

Summary:





A new data structure, viz. radix tree, was implemented and used for
management of the resident pages. The objective is efficient use of
memory and faster performance. The biggest challenge was to service
insert requests on the data structure without blocking. Because of
this constraint the memory allocation failures were not acceptable,
to solve the problem the required memory was allocated at the boot
time. Both the data structures were used in parallel to check the
correctness and we also benchmarked the data structures and found
that radix trees gave much better performance over splay trees.


Ready to enter CVS/SVN: We will investigate some more approaches
to handle allocation failures before the new data structure goes in
CVS.





		
Project: TCP anomaly detector


Student: Rui Paulo

Mentor: &a.andre;

Summary:





The TCP Anomaly Detector (tcpad, for short) project went reasonably
well. I am currently tracking some bugs and lowering the number of
false positives.


tcpad tries to monitor TCP connections and detect non-conformant
hosts. It does this by sniffing packets on the wire and creating,
what I would like to call, a virtual TCP stack on each end. When an
error is detected, tcpad creates a pcap file with all the packets
exchanged between the two hosts and the state of each virtual TCP
stack.


tcpad is still being developed, so expect it to “detect” dozens of
“problems” after running for some minutes.


I was a bit late developing results because the SoC began before my
exams did (I was still having classes), but now, that “damage” is
partly fixed. ;-) Overall, this SoC was a really interesting learning
experience. I must say that my TCP knowledge has increased a few
points. :-)


Andre Oppermann is my mentor. I blogged a bit about this project at
my blog [http://blogs.freebsdish.org/rpaulo/]. The wiki page is
located here [http://wiki.freebsd.org/RuiPaulo/TCPAnomaly].


Ready to enter CVS/SVN: No.





		
Project: FreeBSD auditing system testing


Student: Vincenzo Iozzo

Mentor: Attilio Rao

Summary:





The project was focused on testing the audit system. The first part
of the project consisted of writing a patch for /dev/auditpipe in
order to preselect events by process’ pid. The second half was
focused on creating a testing framework for audit. Some auxiliary
functions and modules were written. What is missing: - More
abstraction in the framework - More tests for events





		
Project: Dynamic memory allocation for dirhash in UFS2


Student: Nick Barkas

Mentor: &a.dwmalone;

Summary:





Modified dirhash code in perforce is now able to free up memory used
by older dirhashes when the VM system invokes vm_lowmem events. This
will allow the default dirhash_maxmem value to be increased,
improving performance on large directory lookups when there is memory
to spare on they system. There are versions of the low memory event
handling code for both -CURRENT and 7-STABLE. A number of tests have
been run showing the new event handler seems to work properly.


I intend to do further testing and benchmarking to find the best
default values to use for vfs.ufs.dirhash_reclaimage (the number of
seconds a dirhash can sit unused before the dirhash low memeory event
handler will unconditionally delete it) and the minimum percentage of
memory that will be freed upon vm_lowmem events even if there are
not enough hashes older than dirhash_reclaimage (currently this is
hard coded to 10%). I would also like to add some code to choose a
reasonable new default vfs.ufs.dirhash_maxmem value based upon the
amount of memory in the system, set automatically at boot time and
tunable via sysctl. Once these tweaks have been made I plan to ask
for testing from more users to shake out any bugs or potential
workloads where the new code may hurt overall performance.


Current details about status are on the
wiki [http://wiki.freebsd.org/DirhashDynamicMemory].





		
Project: Reference implementation of the SNTP client


Student: Johannes Maximilian Kohn

Mentor: Harlan Stenn

Summary:





A reference implementation of the SNTP client based on the latest
ntpv4 document. SNTP is a lightweight client that enables admins to
synchronize with NTP servers. SNTP’s networking code is written
protocol independent and should work with almost any protocol like
IPv4 or IPv6. SNTP supports MD5 authentication to verify the
authenticity of the queried server.


Ready to enter CVS/SVN: Not determined yet.





		
Project: NFSv4 ACLs


Student: Edward Tomasz Napierala

Mentor: &a.rwatson;

Summary:





The aim of my GSoC project was to implement NFSv4 ACLs in a similar
way POSIX.1e ACLs are supported. That was done by extending user
utilities (setfacl(1)/getfacl(1)), libc API and adding necessary
kernel stuff, for ACL storage and enforcement on both UFS and ZFS.
Regression tests were implemented to ensure correct operation.
Semantics is supposed to be identical to the one in SunOS. There is
also a wrapper (distributed separately) that implements
SunOS-compatible acl(2)/facl(2) API, to make porting applications
like Samba easier.


Ready to enter CVS/SVN: not yet





		
Project: Enhancing FreeBSD’s Libarchive


Student: Anselm Strauss

Mentor: &a.kientzle;

Summary:





The idea was to work on some missing parts of Libarchive. Despite the
many goals, only few of them could be implemented. So far the project
contributed a ZIP writer with tests. It supports basic functionality,
except compression, ZIP64 and some fancy features of the ZIP
specification. Work will now continue free from GSOC. It will include
finishing the ZIP writer, and working a bit on the other goals, like
PAX frontend, and others.


Ready to enter CVS/SVN: not yet





		
Project: Allowing for parallel builds in the FreeBSD Ports


Collection Student: David Forsythe

Mentor: Mark Linimon

Summary:





This project added locks to targets taken from bsd.port.mk that could
perform conflicting operations if multiple builds were running at the
same time. First, fake-pkg was modified to obtain a lock over
PKG_DBDIR to prevent clobbering of the database in case more than
one port tries to register at a time. Next, a lock called BASE_LOCK
was added for every port to obtain at the beginning of a build. This
lock is located in a ports directory, and prevents any port from
being built by multiple make processes. Locks were then added for
other sensitive targets, and the pkg_install tools were modified to
honor locks on PKG_DBDIR.


Once these locks were added, a new variable, FAKE_J, to take
advantage of makes -j flag. This allows make to fork multiple
processes to handle dependencies and fetching, without passing the -j
flag onto the actual build of a port.


Ready to enter CVS/SVN: Probably not.





		
Project: Ports license auditing infrastructure


Student: Alejandro Pulver

Mentor: &a.brooks;

Summary:





This project is about adding license support to the Ports Collection,
so ports with certain licenses can be identified. The ports makefile
part is functional (may need some adjustments though): definition of
licenses by port, notions of permissions (sell and redistribute, for
distfiles and packages) replacing NO_{PACKAGE,CDROM} and RESTRICTED,
configuration (one-time, and saved; with checksum in case the license
changes), verbose/diagnostic output of the internal processing logic
(how it is accepted or rejected, if by the user, by default or by
saved configuration), registration of license information and license
itself in the package (so that both packages and ports can be
searched for properties such as license types or restrictions), and
more can be easily added to the current code.


The license database (a list of them and their properties) was going
to be mirrored from FOSSology: a tool to analyze software licenses.
We are working on getting FOSSology to automatically classify ports
(I’ve sent suggestions and patches to the developers, who accepted
them and provided very good support). So for the moment it is not
usable (at least licenses/properties are defined manually, and each
port is marked manually to indicate its license).


I will continue working on the FOSSology’s port, and on the missing
features such as multiple licenses support (AND, OR, etc). For more
information see the wiki page: Ports license auditing infrastructure


Ready to enter CVS/SVN: not yet





		
Project: Improving layer2 filtering


Student: Gleb Kurtsou

Mentor: Andrew Thompson

Summary:





Project aimed to improve layer2 filtering in ipfw and pf. All of the
project goals are achieved: pfil framework is extended to handle
ethernet packets, ipfw layer2 filtering is greatly simplified, added
l2filter and l2tag per interface flags. Both ipfw and pf firewalls
support filtering by ethernet addresses, support stateful filtering
with ethernet addresses and firewall’s lookup tables are extended to
contain ethernet addresses.


ipfw was extended to perform arp packet filtering: arp-op, src-arp
and dst-arp options added.


Details and usage examples are on my
blog [http://blogs.freebsdish.org/gleb/].


Ready to enter CVS/SVN: Not yet, diff is submitted to
freebsd-net@ for public review.





		
Project: Porting FreeBSD to Efika (PPC bring up)


Student: Przemek Witaszczyk (vi0@)

Mentor: &a.raj;

Summary:





The main aim of the project is to port FreeBSD operating system to
MPC5200B evaluation board. Among subleading tasks, there were
objectives such as making kernel proceed to device drivers
initialization, modelling newbus hierarchy of devices, writing the
programmable interrupt controller driver, writing the PCI driver. The
ultimate goal is reaching multiuser mode.


As for now, half of the project is realized. After solving a few
difficult problems at the basic level (binary interface issues with
entry point to the SmartFirmware on the device), the boot procedure
reaches the device drivers initialization stage, and hits the PIC
driver init. At this point, the driver skeleton is constructed and is
called. The driver uses ofwbus bus driver which intermediates between
the openfirmware and the FreeBSD newbus devices hierarchy. After
completing the PIC driver, I’ll be in the position to write the
remaining drivers for peripherals integrated on the MPC5200B chip
using the newbus architecture.


I am determined to continue the work on the project after the formal
GSoC end date in order to bring at least the interrupt controller
driver to operation.


More info available at project’s wiki :
http://wiki.freebsd.org/PrzemekWitaszczyk and at my GSoC 2008 blog:
http://bitbay.blogspot.com/


Ready to enter CVS/SVN: not yet, at least PIC driver required.





		
Project: Audit Firewall Events from Kernel


Student: Diego Giagio (diego@)

Mentor: &a.csjp;

Summary:





This project is part of TrustedBSD project and aims to provide
auditing support to security-related events generated by various
firewall implementations on FreeBSD such as IPFW, PF and IPFILTER.


Currently both administrative events (such as add/remove rules) and
network events (such as network connection establishment) are being
audited on IPFW. This means that all IPFW security-related events are
already being audited the way we planned it to. Although PF and
IPFILTER auditing support aren’t yet finished, all the hard
infrastructure work needed to implement that is already committed.


The next step is basically finish implementing PF and IPFILTER’s
auditing support. On the IPFW side, my research showed that the way
it handles stateful connections (even before my work) needs
improvement. I will also work on this. I will keep working on this
project in order to polish every rough edge we might find. Once this
is finished, I’ll probably begin working on other interesting
TrustedBSD projects.


More information can be found here:
http://wiki.freebsd.org/DiegoGiagio/Audit_Firewall_Events_from_Kernel


Ready to enter CVS/SVN: Not determined yet, perhaps parts of it.





		
Project: Create a tiny operating system from FreeBSD


Student: James Harrison

Mentor: &a.imp;

Summary:





This project was a success and a failure at the same time. I started
work imagining that I would be creating, genuinely creating, a new
tiny operating system from FreeBSD. This was to be a worthy goal, a
challenging goal, and overall a fun goal. I imagined it would involve
making a bunch of shell scripts for stripping out various parts of
the OS, integrate a custom kernel, and bob’s your mother’s brother,
everything’s done. This was even reflected in the name of the
project; it’s the same approach as TinyBSD, so I called mine ShinyBSD
as a kind of homage.


Instead, I gained respect for TinyBSD, which is a fantastic tool. A
truly, truly, fantastic tool. Ultimately, with just a few tweaks, it
could do exactly what I needed it to do; building a small OS has been
completed for some time.


The second portion was to cross compile and boot an arm device. I had
more hardware issues than you can shake a large stick at, so though I
can verify that I was working hard on cross compiling, I cannot
verify that the cross compiled product I had made sense as a bootable
image. I’ve started configuring qemu now to see if I can verify via
that. In discussion with my mentor, I believe a profitable method of
applying my knowledge post-GSOC is to get a Makefile prepared for
TinyBSD that cross compiles out of the box.


Ready to enter CVS/SVN: Not yet, though when the Makefile is
complete it would be good to offer it up for inclusion in base.











FreeBSD Summer of Code Links



		FreeBSD Summer of Code 2008
Wiki [http://wiki.freebsd.org/moin.cgi/SummerOfCode2008] - with
links to student project pages.


		Perforce Directory for 2008
Projects [http://perforce.freebsd.org/depotTreeBrowser.cgi?FSPC=//depot/projects/soc2008/].
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The FreeBSD Project is looking forward to participating as a mentoring
organization in Google Summer of
Code [http://www.google-melange.com/gsoc/homepage/google/gsoc2015]
2015. This program funds students $5,500 USD to contribute to an open
source project over the summer break. We have had over 170 successful
students working on FreeBSD as part of this program in
2005,
2006,
2007,
2008,
2009 [https://wiki.FreeBSD.org/SummerOfCode2009Projects],
2010 [https://wiki.FreeBSD.org/SummerOfCode2010Projects],
2011 [https://wiki.FreeBSD.org/SummerOfCode2011Projects],
2012 [https://wiki.FreeBSD.org/SummerOfCode2012Projects],
2013 [https://wiki.FreeBSD.org/SummerOfCode2013Projects] and
2014 [https://wiki.FreeBSD.org/SummerOfCode2014Projects].


This page and the ideas lists will be updated throughout the application
period to include new information, such as project ideas, proposal
information, and potential mentor contact information. If you don’t see
an idea that interests you, visit again in a couple of days!
Additionally, we welcome proposals unrelated to the ideas listed here.



		Benefits of Participating


		Past Student Projects


		Example Proposal Ideas


		Possible Mentors


		Proposal Guidelines


		Infrastructure Provided to Students


		Frequently Asked Questions


		Advertise on Your Campus






Benefit of Participating


Google Summer of Code is an exciting opportunity for students to
“intern” with an open source project for a summer. The FreeBSD Project,
as one of the most successful and oldest open source projects, is an
excellent place to do this internship. Founded in 1993, the project now
consists of several hundred “committers” and tens of thousands of
contributors. FreeBSD is the foundation for many commercial products,
including Apple’s Mac OS X, NetApp’s OnTap/GX, Juniper’s JunOS, as well
countless other products, and is widely used in the Internet Service
Provider and corporate IT worlds. Many of these sponsors participate
daily in the FreeBSD community, and students have the opportunity to
develop software ideas in an exciting environment with many real world
applications, and under the mentorship of experienced developers.


After the summer ends, students can be sponsored by Google or the
FreeBSD Foundation to attend operating systems and open source
conferences to present on their work, and a significant number go on to
become FreeBSD developers. It’s also a great job networking opportunity!





Past Student Projects


For a complete list of student projects from previous years, visit:



		Summer of Code 2014 FreeBSD Projects
Wiki [https://wiki.FreeBSD.org/SummerOfCode2014Projects]


		Summer of Code 2013 FreeBSD Projects
Wiki [https://wiki.FreeBSD.org/SummerOfCode2013Projects]


		Summer of Code 2012 FreeBSD Projects
Wiki [https://wiki.FreeBSD.org/SummerOfCode2012Projects]


		Summer of Code 2011 FreeBSD Projects
Wiki [https://wiki.FreeBSD.org/SummerOfCode2011Projects]


		Summer of Code 2010 FreeBSD Projects
Wiki [https://wiki.FreeBSD.org/SummerOfCode2010Projects]


		Summer of Code 2009 FreeBSD Projects
Wiki [https://wiki.FreeBSD.org/SummerOfCode2009Projects]


		Summer of Code 2008 FreeBSD Projects
Summary


		Summer of Code 2007 FreeBSD Projects
Summary


		Summer of Code 2006 FreeBSD Projects
Summary


		Summer of Code 2005 FreeBSD Projects
Summary





See also our wiki pages for student projects
[2008 [https://wiki.FreeBSD.org/SummerOfCode2008],
2007 [https://wiki.FreeBSD.org/SummerOfCode2007],
2006 [https://wiki.FreeBSD.org/SummerOfCode2006], and
2005 [https://wiki.FreeBSD.org/SummerOfCode2005]].





Example Proposal Ideas


The FreeBSD Project maintains a list of possible
ideas [https://wiki.FreeBSD.org/SummerOfCodeIdeas] on our wiki. All
projects listed are believed to be sized for a useful summer hacking,
and have technical contacts who can help answer questions as you write
your proposal. We also maintain a more generic Ideas
Page [https://wiki.FreeBSD.org/IdeasPage]. These projects are less
suitable as Summer of Code projects as they may be scoped larger or
smaller than a summer, or might not have such a clear mentor — we
suggest e-mailing our soc-admins alias for help if you do decide to
propose one of them. These pages exist to help provide inspiration.
Students are also welcome, and are indeed encouraged to propose your own
ideas, and if the proposal is strong, we’ll try to match you with a
mentor!


For additional ideas about upcoming development projects in FreeBSD,
take a look at recent Developer Status Reports.





Proposal Guidelines


Students are responsible for writing a proposal and submitting it to
Google before the application deadline. The following outline was
adapted from the Perl Foundation. The objective of the proposal is to
identify what is to be done, explain why this needs to be done, and
convince us that:



		You are qualified to do this project. This means both having the
necessary background and demonstrating a general understanding of the
problem.


		You have the resources (especially time!) needed to complete the
project within the working period of the Summer of Code.





A strong proposal will include (at least):



General Information



		Name





		Email





		Phone





		IM/IRC





		Availability


How many hours per week will you spend working on this? How many on
other things? What other obligations (work, school, vacation,
weddings, etc.) do you have this summer? Be as specific as possible:
when will the project begin and end? You should be ready to produce a
day by day schedule before the program starts.)


Please note: participating in Google Summer of Code is a
significant time commitment, and you should not apply if you already
have another full-time job planned for the summer.





		Biography


Who are you? What skills do you bring to this project? What is your
past involvement with The FreeBSD Project? (Past involvement is not
required, but ideally you will have at least installed FreeBSD and
perhaps fixed a bug or two) If your project includes programming in a
particular language, such as C, or in a specific environment, such as
the kernel or an embedded platform, what experience do you have
working in that area? Are you familiar with or a user of revision
control systems? Have you completed courses that will be relevant to
your project idea? What do you think you will need to learn to
complete this project?





		Possible Mentor


Optional, but highly recommended. Do not put a name here if you have
not contacted them.











Project Information



		Project Title


In forty characters or less, what you propose to do.





		Project Description


A few paragraphs describing your project. Direct copies from the
ideas page will be rejected - proposals should reveal that you have
done some research into the problem and its solutions. Include both
what you will be doing and why it is a good thing for The FreeBSD
Project.





		Deliverables


A list quantifiable results and related code milestones. We suggest
at least two milestones before the mid-term evaluations and two
after. Where appropriate, this schedule should include multiple
committable or releasable points so people can benefit from and/or
test your work as early as possible.





		Test Plan


What parts of your code need testing and how do you plan to test
them? This might include both functionality and performance tests.





		Project Schedule


How long will the project take? When can you begin work?













Mentors


A number of FreeBSD committers are willing to mentor students. A good
place to start is the ‘Technical contacts’ listed with the example
projects on the ideas
page [https://wiki.FreeBSD.org/SummerOfCodeIdeas].





Infrastructure Provided to Students


In previous years, the FreeBSD Project provided access to FreeBSD
Subversion and Perforce revision control infrastructure in order to
facilitate student collaboration, provide public access and archiving
for the on-going student projects, and to help mentors and the community
monitor on-going work. It is expected that students participating in
future programs will be offered the same facilities. Students will also
be asked to maintain wiki pages on their on-going projects. In the past,
e-mail, IRC, and instant messaging have proven popular among students
and mentors, and students participating in the FreeBSD summer program
are encouraged to use these and other electronic communication
mechanisms to become active in the community.





Frequently Asked Questions



		When are proposals due, and how do I submit mine?


At the time of writing, Google has announced the following dates of
interest relating to the application process:



		16 March - Student application period opens.


		27 March 19:00 UTC - Student application period closes.


		27 April - Accepted students announced, students start
creating their work plans.


		25 May - Coding starts.


		17 August - Suggested end of coding.





Note that these dates may change, and the Google FAQ timeline is the
authoritative source of detailed schedule information:



		GSoC 2015
Timeline [http://www.google-melange.com/gsoc/events/google/gsoc2015]





All students must register with, and submit applications via, the
Google Summer of Code home page:



		Google Summer of Code Home
Page [http://www.google-melange.com/gsoc/homepage/google/gsoc2015]








		What advice do you have for a student who might want to submit a
proposal?


Experience suggests that the strongest proposals come from students
who contact FreeBSD developers and potential mentors well in advance
of submitting their proposal, seek feedback on their proposal ideas,
and write proposals that reflect time spent exploring and
understanding the problem area to be addressed. Even if the FreeBSD
developer(s) you contact aren’t the eventual mentor of the project,
their feedback can be invaluable.





		Can I submit multiple project proposals to the FreeBSD Project?


Yes, but do make sure you invest adequate time in each proposal. We
are not able to accept more than one project per student, so you may
do better spending more time on one or two detailed proposals than by
submitting lots of less-detailed ones.





		Will the FreeBSD Project accept more than one student for the same
idea?


In general, we will accept only one student for any given proposal
idea, as most proposal ideas in our ideas list are sized with a
single student summer project in mind. This is a good reason to
consider coming up with your own idea, or at least, making sure that
your proposal for one of our project ideas reflects your unique
contribution and viewpoint. If you plan to submit multiple proposals,
you might consider doing one with an idea from the list, and another
with an original idea.





		What if my proposal is not selected in the application process? Can
I still participate?


We always have more good applications than student places, but that
doesn’t mean you can’t do the project anyway. The FreeBSD Project
always welcomes new volunteers to work on projects, and is generally
happy to provide mentoring and support for students whose proposals
could not be selected in order to allow them to work on their project
anyway. You will need to work with the FreeBSD Project GSoC
administrators to identify a possible mentor. However, Google will
not fund that participation.





		What projects were completed successfully by students in previous
summers?


Please see the 2014 FreeBSD Summer of Code
page [https://wiki.FreeBSD.org/SummerOfCode2014Projects], as well
as older project pages from
2013 [https://wiki.FreeBSD.org/SummerOfCode2013Projects],
2012 [https://wiki.FreeBSD.org/SummerOfCode2012Projects],
2011 [https://wiki.FreeBSD.org/SummerOfCode2011Projects],
2010 [https://wiki.FreeBSD.org/SummerOfCode2010Projects],
2009 [https://wiki.FreeBSD.org/SummerOfCode2009Projects],
2008, 2007,
2006, and
2005 for a list of the completed
projects from previous years.





		How can I learn more about FreeBSD?


The FreeBSD Project Home Page is the best
way to learn more about the project — from there you can reach the
FreeBSD Handbook, FreeBSD Developer’s Handbook, project mailing list
archives, regular project status reports, and more. If you have
questions about specific project ideas, e-mail the technical contacts
for those ideas. If you have general GSoC questions relating to
FreeBSD, such as if you are unable to reach a project technical
contact, need help finding documentation, or want to know who might
be a good person to talk to about your idea, send them to
soc-admins@FreeBSD.org.





		Is there an IRC channel I can join to talk about proposal ideas or
get help finding out more?


You can join #freebsd-soc on the efnet IRC network to chat with
FreeBSD developers interested in mentoring student proposals and
projects, past FreeBSD/GSoC students, and other students applying to
FreeBSD/GSoC this year.











Advertise on Your Campus


Please help us advertise Google Summer of Code with FreeBSD at your
local university or college campus! You can forward around our e-mail
announcement to department and club mailing lists, and to department
secretaries to distribute. You can also print out and post copies of the
FreeBSD GSoC 2015 poster.


[image: [FreeBSD GSoC 2015 poster thumbnail]]
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The Ports Tree Is Not Branched


Unlike the src tree, the FreeBSD ports tree is not branched. It
has always been felt that there are too few volunteers to be able to
handle the work of merging hundreds of changes from the latest tree into
various branches.





Practical Considerations


There are thousands, if not tens of thousands, of user installations
that track the ports tree on a daily basis, rather than relying on the
packages that shipped with the most current FreeBSD release.
Accordingly, any fatal error in the ports framework will immediately
affect all of these sites. This is why commits to bsd.port.mk are
only allowed with portmgr approval. Except in unusual cases, this
approval is only granted after a regression test has been run on a
dedicated area of the automated ports building
cluster [http://pointyhat.FreeBSD.org]. Typically, a dozen or more
proposed changes to the infrastructure are tested at the same time, and
only after a build of the entire ports tree succeeds will portmgr commit
the changes.





Changes That Require Regression Tests


Changes to bsd.port.mk are not the only commits that can have a
drastic effect on the tree. We request that any such changes also be
tested on the cluster. Examples of such changes that should be tested
before committing include:



		changes to packages with many dependencies, including X11 servers,
GNOME, KDE, gettext, autotools, and so forth


		changes that change the “accepted best practice” for ports Makefiles,
such as definitions or usage of common make variables (or
Makevars). (e.g. consolidation of various implementations of
USE_*, WITH_*, and so forth)


		large repocopies (such as when an existing port category is divided
up)





If you are unsure of whether your proposed change will require a
regression test, please send email to portmgr@FreeBSD.org.





Implications for the Release Cycle


When a new release of FreeBSD is upcoming, committers are asked to shift
their emphasis away from introducing new ports and features and instead
focus on fixing existing problems. At some time during the release, the
tree is tagged and packages are created from each of the ports, for
each of the architectures. Due to the large number of ports and the
speed of the slower architectures, the build process takes several days.


In an ideal world, these would be the packages that went on the release
CDs, and the time from the creation of the packages to the time of the
actual release would be just long enough to test them and no longer.
However, in practice, problems are found with both the ports and with
the source tree as the QA effort continues. But to be able to release in
a timely manner, only certain port changes will be merged back into the
actual (tagged) tree, and the affected packages will be rebuilt. Only
severe security problems and licensing issues will have their tags
slipped in this manner.


Since the release period can take weeks, it is unrealistic not to allow
any commit to the ports tree during this time. The problem with allowing
unrestricted commits at that time is that it becomes impossible to
separate out only the critical changes so that they, and only they, can
have their affected tags slipped. The terminology for changes that are
not allowed is sweeping changes.





What Is A Sweeping Change?


A sweeping change is a commit that would affect a non-trivial number
of packages in a way such that any other change (such as fixing a single
security problem) would mean that we would have to rebuild the entire
set of packages, which would delay the upcoming release, possibly by
weeks, because the set of changes overlap.


Here is an incomplete list. If you are unsure that your proposed change
falls into this categorization, you must ask portmgr before
committing.



		any commit to bsd.*.mk


		anything else that would normally require a regression
test


		shared library version bumps


		repocopies involving multiple ports





The following do not fall into the above category:



		commits to leaf ports (i.e. ports upon which no other port depends)


		cosmetic changes that would not affect the package (such as changes
to pkg_descr)


		new ports


		repocopies of individual ports





To summarize: the basic test is will this change affect other
packages?.
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The FreeBSD Ports Collection is a product intended first and foremost
for the end-users of FreeBSD. The Ports Management Team (portmgr) is the
group charged with overseeing its development. Its members are appointed
by the FreeBSD Core Team (core).


The primary responsibility of the portmgr team is to ensure that the
FreeBSD Ports Developer community provides a ports collection that is
functional, stable, up-to-date and full-featured. Its secondary
responsibility is to coordinate among the committers and developers who
work on it.


The Ports Management Team has the following specific responsibilities:



		Assure the integrity of the Ports Collection by managing commits to
the ports portion of the FreeBSD repository. This includes
maintaining certain key files directly; running test builds of
proposed large changes; and acting as arbiter over other commits.


		Maintain the automated package building
cluster [http://pkg.FreeBSD.org], and make the resulting packages
available for download by FreeBSD users.


		Work with the FreeBSD Security team to insure that security problems
are indentified and handled in a timely fashion.


		Work with FreeBSD Ports and Documentation Committers to keep the
relevant documentation up to date.


		To the extent possible with a volunteer project, ensure that the
legal rights of authors whose works are installed in the Ports
Collection are respected.


		Act as arbiter of first resort for disputes between FreeBSD community
members such as maintainers and committers.


		Manage commit access to the ports tree. All new committer approvals
must be sent to admins@, and CC’d to core@; they must be PGP-signed.


		Establish guidelines and policies governing the rights and
responsibilities of Ports Committers and maintainers.


		Help prioritize future directions for the overall Ports Collection.





In addition to its specific responsibilities, The Ports Management Team
may take whatever actions it believes prudent to manage the ports
collection responsibly.


Please see Ports Team Policies for a complete list
of the current policies which have been adopted to help implement these
goals.


This charter is under the control of the FreeBSD Core Team. It is valid
until such time as it is modified or revoked by the Core Team; any
changes to this charter must be approved by the Core Team.
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There are a number of tasks that the Ports Management Team undertakes to
try to improve the quality of the Ports Collection. These fall into two
main categories: activities during a release
cycle and activities between release
cycles.



Activities During a Release Cycle



		Work with the Release Engineering Team to
coordinate the release schedule.





		Work with the RE team to determine which pre-built packages can be
included on the default install ISOs.





		Manage commits to the CVS tree for package builds via the following
steps:



		Institute a freeze and produce packages for all the appropriate
architectures. Often this process has to be repeated because
either bugs are identified in various ports, or changes to the src
tree create a risk that the packages that have already been built
would not work with those changes.


To make sure that package builds are consistent and correct, all
commits must be approved by portmgr during a freeze. Changes that
are generally approved are:



		fixes to make a package build at all;


		security fixes to critical packages;


		problems that are noticed with licensing issues.





Unfortunately, due to the sheer size of the Ports Collection and
the speed that applications are developed, it is impossible to fix
every single problem for a release.





		The tree is then locked for all commits and a CVS tag is laid
down.





		The tree is then unlocked and a slush is announced. The intent
of this state is to allow routine changes to be made to the Ports
Collection, but with the note that these changes will not ship on
the release ISOs. What we particularly want to avoid is sweeping
changes.


The reason we want to avoid these commits is if some kind of
show-stopper problem is found (either security- or license-
related) such that we need to make a change that can go on the
release ISOs, we will need to slip the CVS tag on the changed
file(s). By allowing unlimited commits, the risk is high that any
such change would involve having to recreate all the packages all
over again, resulting in an endless release cycle.








Only once the RE team and portmgr are happy with the final state of
the release ISOs is the ports tree completely available for commits
again.











Activities Between Release Cycles



		Manage the Ports Build Cluster [http://pointyhat.FreeBSD.org]
machines. These machines continually build packages on all possible
combinations of OS release and CPU architecture (in our terminology,
build environments.)


These builds also produce error logs for packages that do not build
correctly (see the above URL). Periodically, the team marks these
ports as BROKEN so that maintainers may be notified. (See below.)


Successfully built packages (at least, the ones that are freely
redistributable) are also copied to the master FTP server and thus
become the default “latest package” for installations that use
packages rather than ports.





		Notify the FreeBSD community of problems within the Ports Collection
so that problems do not get overlooked. To do this, there are a
number of emailed reports. Ones marked public are posted to
freebsd-ports.



		a public list of all ports to be removed due to security problems,
build failures, or general obsolescence, unless they are fixed
first.


		private email to all maintainers of the affected ports (including
ports dependent on the above).


		private email to all maintainers of ports that are already marked
BROKEN and/or FORBIDDEN.


		private email to maintainers who are not committers, who have PRs
filed against their ports (to flag PRs that might never have been
Cc:ed to them).


		public email about port commits that break building of INDEX.


		public email about port commits that send the revision metadata
backwards (and thus confuse tools like portupgrade).


		a public list of all ports that have at least one file that fails
to fetch from any non-FreeBSD mastersite. For the complete list of
results for all files versus all mastersites, see Emanuel Haupt’s
port survey [http://people.freebsd.org/~ehaupt/distilator/].


		private email to an affected port maintainer when a port is about
to be marked BROKEN, Cc:ed to the last committer to the port.
(This email is not automated but it should be sent as a courtesy.)








		Remove expired ports. Ports that have been marked BROKEN for some
time are marked DEPRECATED (with an EXPIRATION_DATE) and then are
removed if no one has fixed them by that time. The intent of this
this process is to try to insure that if a user installs a port,
there is the best possible change that it can be made to work.


In other cases, ports are marked DEPRECATED when they have been
replaced by a newer version and the older version is no longer
maintained by the authors. The EXPIRATION_DATE should generally be
set at least two months in the future to allow everyone sufficient
time to upgrade.














          

      

      

    


    
        © Copyright 2015, The FreeBSD Project.
      Created using Sphinx 1.3.1.
    

  

_images/wall1-thumb.jpg
el lldel 1 1AL
el lotolel | 1111111
el elotel 11114115






htdocs/portmgr/policies_contributors.html


    
      Navigation


      
        		
          index


        		FreeBSD 10.1 documentation »

 
      


    


    
      
          
            
  
&title;


]>


These are the time periods that apply to maintainer and committer
responses to issues brought to their attention via email.



Problem Report (PR) Timeouts


The time limit for a maintainer to respond to a PR is two weeks. After
that period, if it is a minor change, any ports committer can commit the
change. If it is a major change (e.g. would require a regression run),
please contact portmgr first.


We have an add-on to the Problem Reports database known as the
auto-assigner, which attempts to automatically notify maintainers of
PRs; however, it depends on the Synopsis containing category/portname.
In general, various people attempt to catch and fix cases where it does
not work, but you should not assume so. Therefore, please check to see
whether or not the maintainer knows about the PR before declaring a
timeout. You can generally tell this from the Audit-Trail and Cc: lines
in the PR.





Maintainer Reset


A maintainer who does not respond to any port issues for 3 months may be
reset by any ports committer. If you are a committer and concerned about
whether you are doing the right thing, please contact portmgr.


This period may be shortened by portmgr if the email address returns
with a hard bounce. In this case, it is probably desirable to reset all
the maintainer’s ports and change any PRs set to ‘feedback’ back to
‘open’.





Commit Privileges


Ports committers who are not active for one year will lose commit
privileges. portmgr will contact the committer by email before invoking
this limit.
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FreeBSD Search Services



		Web pages


		Manual pages


		Ported applications


		Mailing list archives


		Message-ID


		Problem Reports (Bugs)
database [https://bugs.FreeBSD.org/search/]


		Manual Pages


		Ports Changes


		The Source Code [http://fxr.watson.org/]


		MarkMail: FreeBSD mail archives
search [http://freebsd.markmail.org/]





List of FreeBSD OpenSearch Plugins







Web pages (including FAQ and Handbook)



Search within sites:







Search













Manual Pages



Search for:















Ported applications



Search for:















Mailing list archives


The mailing list archive [http://www.FreeBSD.org/mail/] indexes are
now updated weekly!


An alternative way to read the mailing lists archives is to use the
Mailman/Pipermail list
archive [http://lists.FreeBSD.org/mailman/listinfo] (note that this
archive only carries messages from March 2003 onward).


The mailing lists (as well as many others) have also been archived by
MarkMail [http://markmail.org/browse/?q=list:org.freebsd].





Search














          

      

      

    


    
        © Copyright 2015, The FreeBSD Project.
      Created using Sphinx 1.3.1.
    

  

_images/logo-full-thumb.png





htdocs/search/searchhints.html


    
      Navigation


      
        		
          index


        		FreeBSD 10.1 documentation »

 
      


    


    
      
          
            
  
&title;


]>



If you got lots of irrelevant results...



		If you search for several words such as
“quantum     hard drives”, an OR is implied meaning that to be
counted as relevant, only one of the words has to appear in a
message. To find only messages with all three words, change the
search to “quantum and hard and     drives“


		If you still get lots of irrelevant messages, see if they have
something in common. If so, you can exclude them with the not
operator. For example “quantum and hard and drives not ide”
will exclude any messages about ide quantum hard drives.








If you do not think you received everything you should have...



		If one of your keywords has variant forms, be sure to enter all
relevant forms. If you are searching for “buslogic”, you might
change it to “buslogic       or bustek”.


		Words with varying suffixes can be wildcarded. Searching for
“drive*” will pick up words such as drive, drives,
driver, drivers and so on.


		Try discarding words that could be implied by the context of the
message. For example “quantum and     hard and drive” might
miss some relevant messages that “quantum and drive” would get.







Return to the search page
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Message-ID:




Answers to a Message-ID:



You can search only the mail header keywords Message-ID,
Resent-Message-id, In-Reply-to, and References. A Message-ID
looks like <199802242058.MAA24843@monk.via.net>. No other mail header
keywords are supported. The Message-ID database will be updated every
hour.


Full text mailing list archives.
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The FreeBSD Ports Management Team (also known as portmgr due to its
email alias) is responsible for issues relating to the FreeBSD Ports
Collection.



Charter


Discusses the goals, rights, and responsibilities of the team. The
contents of this document are approved by the FreeBSD Core Team.





Policies


Discusses current policies that the team has adopted to meet its goals,
such as timeouts for inactivity and
when commits are allowed. Also contains
the policy for supported releases and branches.





Implementation Issues


Discusses how that the way that the Ports Collection is implemented
affects the above policies, and, in particular, such concepts as
changes that require regression
tests and sweeping
changes.





Quality Assurance Activities


A behind-the-scenes look at the efforts that are made to ensure that the
Ports Collection works as well as it possibly can.





Team Members


portmgr@FreeBSD.org: &a.portmgr.members;


Secretary: &a.culot; (portmgr-secretary@FreeBSD.org)





Resources Of Interest To FreeBSD Contributors and Developers



		
Contributing to the FreeBSD Ports
Collection


An introduction to how you can help contribute to the Ports
Collection, by either contributing new ports or helping to fix
problems in existing ports. Included is detailed information on
what the community will expect from you if you volunteer to
maintain one or more ports. Also includes a list of further
resources.








		
FreeBSD Porter’s
Handbook


The central reference book for FreeBSD ports submitters,
maintainers, and committers, mostly technically oriented. It
includes both mandatory requirements and recommendations of what
portmgr believes are the best approaches to common problems. one or
more ports. Also includes information about keeping with
changes
as well.








		
FreeBSD Ports Build Cluster [http://pointyhat.FreeBSD.org]


These machines continually build packages on all possible
combinations of OS release and CPU architecture (in our
terminology, build environments), and produce error logs of
problems that are encountered along the way.








		
FreeBSD Release Engineering for Third Party
Packages


Describes the approach used by the FreeBSD release engineering
team to produce a high quality package set suitable for official
FreeBSD release media, with specific emphasis on how to split up
the packages for the release media, and how to verify that a
package set is consistent.








		
FreeBSD Committer’s
Guide


Includes a discussion of policies and issues that are of
particular interest to committers to the ports
tree.








		
Problem Report Handling
Guidelines


While primarily aimed at FreeBSD committers, this should also be
read by users interested in how best to attract attention to their
PRs.














Resources Of General Interest



		
FreshPorts [http://www.FreshPorts.org]


A site maintained by Dan Langille that lets you browse the state
of the entire Ports Collection or any individual port within it.
Includes cross-references, links, charts and graphs, and many other
things. Of interest to users and developers alike.
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  October - December 2007


Introduction


This report covers FreeBSD related projects between October and December
2007. AsiaBSDCon 2008 [http://2008.asiabsdcon.org/] is approaching
and will be held at the Tokyo University of Science in Tokyo, Japan on
the 27th - 30th of March 2008. The FreeBSD Foundation has released a
Newsletter [http://www.freebsdfoundation.org/press/2007Dec-newsletter.shtml]
detailing their activities over the past few months.


FreeBSD 7.0 is nearing release and the 2nd Release Candidate is ready
for testing and is available for download
now [http://www.freebsd.org/where.html#helptest].


Thanks to all the reporters for the excellent work! We hope you enjoy
reading.


proj Projects team FreeBSD Team Reports kern Kernel docs Documentation
bin Userland Programs ports Ports misc Miscellaneous


Bug Busting


Mark Linimon bugmeister_at_FreeBSD_dot_org GNATS BugBusting
Resources January 2008 Bugathon


As a result of a posting on freebsd-current@ complaining about a
communication gap between users and developers, there has been a great
deal of new interest in working on bugbusting – in particular, we
brainstormed on ideas on how non-committers can help. The two main ideas
that are being discussed are incoming bug triage (classifying, rating,
and so forth), and working with users (helping users to work through
problems that aren’t classical Problem Reports.


As a result of this, we held our first Bugathon in quite some time (on
#freebsd-bugbusters on EFNet). Over 30 people participated. As a result
of this, over 120 PRs were closed, and dozens more were put into the
‘feedback’ state. Most of these PRs were in the kern/ and bin/
categories, which are the two that need the most work. (The new arrival
rate was over 40/day during this time, including ports, so there was a
significant net decrease.)


Several new wiki pages were created to support this effort, and finally
capture a lot of the previous discussions from both the mailing list and
the IRC channel. There are even more good ideas which Mark Linimon has
promised to work up and investigate, including:



		a web page to show “last N days of PRs”


		some way for committers to only view PRs that have been in some way
‘vetted’ or ‘confirmed’


		more publicity for what we’ve already got in place, and for what we
intend to do next


		new categories, classifications, and states for PRs, that will better
match our workflow





Note: at this time we are not yet looking to replace GNATS. The idea
right now is to see what we can learn about how our workflow does (and
ought to) work, and experiment with some low-cost changes to get various
people’s reactions. Linimon’s feeling is that any of these kinds of
changes would carry over to a new system, if we were to change over.


rwatson also created a wiki page to put down some thoughts about how to
work on the various kernel problems that are reported. Although
preliminary, this captures some expertise and puts it into a place where
prospective volunteers can more easily find it.


The overall PR count is back up to just under 5300. Although this is net
increase from the previous report, there were long periods of src and
ports freeze during this time, which creates a spike in the overall
count. (src and ports both remain in slush during that time). The peak
number was approaching 5500.


Overall, we seem to have some momentum and new volunteers interested in
working on user-reported problems. bugmeister is hopeful that we can
capitalize on this and make some good progress in the rest of 2008.


Coda


Robert Watson rwatson@FreeBSD.org


A large number of bugs have been fixed in the FreeBSD “coda” kernel
module over the past six months, and a man page has been added to
describe the module. Many of these bugs were the result of the coda
module failing to keep up with the many enhancements to FreeBSD VFS over
the last few years. As a result of these fixes, it is now possible to
use Coda with FreeBSD 7.x and 8.x without immediate panics, and possibly
for an extended period. The new man page does clarify that Coda is an
experimental distributed file system and not yet appropriate for
production use on FreeBSD, but things are looking a lot better than they
were.


The Spanish Documentation Project


José Vicente Carrasco Vayá carvay@FreeBSD.org Gábor Kövesdán
gabor@FreeBSD.org Info for volunteers


Since the last status report we have made a nice progress about the
website translation. The structure of the translated sites is polished
and we have brought a significant set of pages up-to-date. New pages
with important content have also been translated. Apart from the good
progress, there is a still a lot to do. Some pages are still seriously
outdated and some important parts are missing.


At the same time, we have added one new article translation and one is
still awaiting review before being committed.


Continue synchronizing the website with the English one and translate
further important parts


Synchronize the articles and the Handbook


Add new translations


The Hungarian Documentation Project


Gábor Kövesdán gabor@FreeBSD.org Gábor Páli pgj@FreeBSD.org Hungarian
webpage Hungarian articles Perforce changelist


We have added the translation of the FreeBSD Flyer and maintained the
existing translations. A huge progress is being made to provide a
Hungarian translation of the FreeBSD Handbook. Also, there is an ongoing
effort to provide Hungarian release notes for the upcoming FreeBSD
releases.


Translate Handbook


Add release notes for HEAD and RELENG_7


0


DTrace


John Birrell jb@FreeBSD.org Change summary


Thanks to support from Cisco Systems, Inc, the port of the DTrace
dynamic tracing framework from OpenSolaris to FreeBSD is active again. A
solution to the integration issues surrounding the CDDL and BSD licenses
has been found. There is an entirely BSD licensed set of hooks/shims
which are optionally compiled into the kernel. This option can be
included in the GENERIC kernel and shipped without any CDDL patent
encumberance. The CTF (Compact C Type Format) tools now work across all
architectures enabled in a ‘make universe’. A BSD licensed DWARF library
has been developed. The kernel DTrace support is limited to amd64 and
i386 at the moment. It currently passes 822 of the tests in the DTrace
Test Suite. It is expected that the initial commit to FreeBSD-CURRENT
will occur within the next month after review. Refer to the change
summary page for details of the proposed changes.


FreeBSD Installer


Mike Makonnen mtm@FreeBSD.Org


The FreeBSD Installer project (FIN) is yet another attempt to replace
the aging sysinstall(8). I am attempting to keep the best parts of
sysinstall(8) and combine them with the framework provided by the
BSDInstaller (bsdinstaller.org) to create an installation program for
FreeBSD that is multi-lingual, supports multiple installation media,
supports remote installation, and is easily extensible to other
installation types (gui, cgi, etc). The current implementation will
slice disks, install your choice of base distributions, and set hostname
and root password.


Setting date, time, and time zone information


Choosing and installing packages


Support for installation media other than IDE CD-Rom (HTTP, FTP, etc)


Integration with devel/gettext


LVM geom class


Andrew Thompson thompsa@FreeBSD.org


glvm is a geom class which reads the metadata from a LVM2 (Linux volume
manager) disk and creates a geom provider for each logical volume. An
example is the logs lv on a volume group called vg0 appearing as
/dev/lvm/vg0-logs, this can be mounted as a disk.


The code is working and will be posted for testing soon.


malloc(3)


Jason Evans jasone@FreeBSD.org


malloc(3) has been enhanced in several ways to reduce lock contention
when multi-threaded programs concurrently use the malloc(3) functions.
The primary enhancements are lazy deallocation and dynamic arena load
balancing.


Lazy deallocation is designed to reduce contention for programs that use
the producer-consumer model, where a thread produces (allocates)
objects, and a pool of worker threads consumes (deallocates) those
objects. As a side benefit, lazy deallocation also substantially reduces
lock contention if multiple unrelated threads are using the same arena.


Allocation activity patterns can change throughout the lifetime of a
program. Dynamic arena load balancing monitors arena lock contention and
re-assigns threads to other arenas as necessary, thus smoothing out
allocator performance.


In order to monitor lock contention in support of arena load balancing,
I had to switch to using pthreads mutexes. This all by itself smoothed
out allocator performance under high load, since the internal libc
“spinlocks” aren’t really spinlocks, whereas malloc now spins for a bit
before blocking.


I plan to MFC these changes to RELENG_7, hopefully in time for the
FreeBSD 7.1 release.


FreeBSD/mips


Warner Losh imp@FreeBSD.org Oleksandr Tymoshenko gonzo@FreeBSD.org
Ollivier Houchard cognet@FreeBSD.org Randall Stewart rrs@FreeBSD.org


FreeBSD/mips boots to multiuser using gxemul on the MALTA board with a
4Kc based CPU. The port is targeting MIPS32 and MIPS64 release 1 and
release 2 based systems. Work is underway to support multicore systems.


Preliminary ports to adm 5120, the IDT RC32434, the Sentry 5, and a few
other targets have started. These ports are in various stages of
stability.


Juniper Networks has donated a generic MIPS FreeBSD port. This port
doesn’t run on any real hardware, but contains the necessary parts to
run on idealized MIPS hardware. The FreeBSD/mips workers have been
merging the current base and the Juniper code into a unified base. In
addition, Cavium Networks has donated code supporting their multicore
mips64r2 platform. This code is also being merged into the tree and
cleaned up as well. The merged code base presently is making it to the
first (or maybe second) call to cpu_switch before dying. Active work is
underway in this area.


FreeBSD Mirror Site Status


Edwin Groothuis edwin@FreeBSD.org


There are several websites already with overview of the FreeBSD FTP
mirrror sites, but they all seem to have one problem: They are not
manually updated with the list of sites. For example,
http://mirrorlist.freebsd.org/FBSDsites.php, despite being hosted by an
Australia, doesn’t have the Australian mirrors on it, while
http://people.freebsd.org/~kuriyama/mirrors/ doesn’t tell you which
files are available from there. The data on my page shows the
availability of the ISO images on all FTP mirror sites. The list of FTP
mirror sites is obtained from DNS by either doing a zone-transfer or by
just trying the standard names. The first data block shows a quick
overview of the availability of the ISO image directories per server,
architecture and mirror site. The second data block shows a verbose
availability of the contents of the ISO image directories per server.


The next addition will be the availability of the pre-build packages.


Multi-IPv4/v6 jails


Bjoern A. Zeeb bz@FreeBSD.ORG


The multi-IPv4/v6 jails project was resumed in early January after
previous work had been abandoned in 2006.


As an alternate solution to full network stack virtualization, this work
shall provide a lightweight solution for multi-IP virtualization. The
changes are even more important because of the emerging demand for IPv6.


The current status includes updated user space utilities. Kernel side
has grown support for multiple IP addresses for both address families in
jails, while the old kernel internal lookup/checking functions were kept
and can be compiled in during the transition period limiting jails to
one IP address. Additionally a show jails DDB command was added to ease
debugging.


As an auxiliary project the last suser(9) checks were replaced in
netinet6/ to support optional raw IPv6 sockets with jails. The new
priv(9) checks were committed to HEAD.


Check for proper v4-mapped v6 address handling.


Review/add SCTP jail checks.


Think of enhanced lookups for jails with lots of IP addresses
(preserving the “primary” IPv4 address).


Regression tests and review.


if_nxge – Neterion Xframe 10GbE Server/Storage adapter driver


Robert Watson rwatson@FreeBSD.org


The if_nxge driver, contributed by Neterion, has been merged into
FreeBSD 8-CURRENT and FreeBSD 7-STABLE, and will appear in FreeBSD 7.0.


The nxge driver provides support for Neterion Xframe-I and Xframe-II
adapters. The driver supports TCP Segmentation Offload (TSO/LSO), Large
Receive Offload (LRO), Jumbo Frames (5 buffer mode), Header Separation
(Rx 2 buffer mode), VLAN, and Promiscuous mode.


For general information and support, please visit the Neterion support
page http://www.neterion.com/support/support.html.


The nxge driver supports Neterion Xframe 10 Gigabit Ethernet adapters
listed in http://www.neterion.com/how/pricing.html.


Performance Monitoring Project


Erik Cederstrand erik@cederstrand.dk Temporary website location


As part of my thesis, I’ve been working on a framework to monitor the
performance of CURRENT over time. The project is now in a state where a
server and a slave are producing benchmark results and publishing the
results to a web page for testing. Already, the setup has detected
regressions. Lots of improvements can be made, but it is already quite
useful. Over the next month I’ll be adding a few features, fixing bugs
and writing documentation.


Decide on a useful set of benchmarks


Find a more permanent home for the database and webserver


Go live


Ports 2.0


Aryeh Friedman aryeh.friedman@gmail.com Alejandro Pulver
alepulver@FreeBSD.org David Southwell david@vizion2000.net


Completed initial requirements gathering. Selection of development tools
complete. General internal design complete.


Ports 2.0 goals are:



		Re-engineer/modernize the ports build process using graph theory and
more flexible depends calculations.


		Better document ports 1.0 and 2.0


		Maintain 100% user level compatibility with ports 1.0


		After a long trial period replace ports 1.0 in the “base system”





Create engine


Combine ports 1.0 docs from porters guide and the handbook into a single
guide


Create a proof of concept by building xorg (including all dependanicies)
under the new system


Create mailing list and web site


Ports Collection


Mark Linimon linimon@FreeBSD.org The FreeBSD Ports Collection
Contributing to the FreeBSD Ports Collection FreeBSD ports unfetchable
distfile survey (Bill Fenner’s report) FreeBSD ports monitoring system
The FreeBSD Ports Management Team marcuscom Tinderbox


The ports count continues to accelerate and is now over 18,000. The PR
count, which had dipped to around 750 before the 6.3/7.0 freeze, is now
back up to about 1000, due to the fact that we remain in ports slush.


Because of the freeze/slush, no experimental ports runs have been
committed since the last report. Although 2 more -exp runs have been
completed, we are waiting for 7.0R to commit them.


Once 7.0R happens, a lot of chaos is going to happen in the Ports
Collection. This has built up during the long release cycle. Get ready
for the following changes, among others:



		upgrade of KDE to 4.0 (being tested)


		upgrade to gettext


		upgrade to libtool


		introduction of perl 5.10


		final removal of XFree86 (deprecated for quite some time)


		removal of other expired ports





Most of the portmgr activity was related to the QA process for the
releases. In addition, linimon spent quite some time trying to get the
sparc64 ports into better shape, and sent out a request for more people
to help test sparc64 ports. Some people have responded with offers for
letting committers get accounts on their machines.


Unfortunately during this time period, we became unable to build
packages for ia64-7. As a result, we are not currently building packages
for ia64 any more. If any one wants to step up to work on this
architecture, let portmgr know.


We are currently building packages for amd64-5, amd64-6, amd64-7,
amd64-8, i386-5, i386-6, i386-7, i386-8, sparc64-6, and sparc64-7. Note,
however, that RELENG_5 will reach the end of its supported life on May
31, and package builds for those 2 buildenvs will stop as of that date.
(8 buildenvs * 18,000 ports should be enough to keep us busy.)


Other than that, the packages are in the best shape that they have been
in for some time. linimon continues to work on package analysis tools
for portsmon.


We have added 2 new committers since the last report.


Most of the remaining ports PRs are “existing port/PR assigned to
committer”. Although the maintainer-timeout policy is helping to keep
the backlog down, we are going to need to do more to get the ports in
the shape they really need to be in.


Although we have added many maintainers, we still have over 4,000
unmaintained ports (see, for instance, the list on portsmon). We are
always looking for dedicated volunteers to adopt at least a few
unmaintained ports. As well, the packages on amd64 and sparc64 lag
behind i386, and we need more testers for those.


procstat(1)


Robert Watson rwatson@FreeBSD.org


A new command line tool, procstat(1), allows detailed inspection and
printing of process properties, including file descriptors, threads,
kernel thread stacks, credentials, and virtual memory mappings of
processes. Several new sysctls have been added to the kernel in order to
export this information cleanly, and the stack(9) facility has been
enhanced to allow the capture of kernel stacks from threads other than
curthread. None of these features depends on procfs, continuing the
effort to remove a requirement for procfs in order to print process
information, as well as adding new types of information not available
with procfs. Kernel stack printing is particularly useful as it provides
much more detailed information on why a thread is blocked in kernel
beyond the useful but limited wmesg context provided to date. This is
helpful in debugging both user process problems and kernel problems.
procstat has been merged into FreeBSD 8-CURRENT, and will be merged to
7-STABLE after FreeBSD 7.0 is released.


Merge to RELENG_7.


Add a mode to print process signal disposition.


FreeBSD Greek Documentation Team


Giorgos Keramidas keramida@FreeBSD.org Online Hg repository of the
translation team’s work-in-progress changes


The Greek doc translation team has grown significantly since we started
the translations. Most of the Handbook has already been translated to
Greek (and committed to the CVS tree), as a collaborative effort of
Manolis Kiagias, Nikos Kokkalis, Panagiotis Kritikakos, Vaggelis
Typaldos, Stylianos Sideridis and others. Manolis has started
translating the FAQ too, and we also tagged most of the Greek documents
with their original, English revision ID. There are also plans for a
translation of www/en , but these may have to be deferred until we
find the time to complete the Handbook, which is our primary target
right now.


Finish the Handbook translation


Carefully review the translated text


Resync the rest of the SRCID tags with English file revisions


Keep translating more parts of the FAQ


Start updating the articles to the latest English versions too


As time permits, start a www translation too


FreeBSD SMP network stack scalability


Robert Watson rwatson@FreeBSD.org Kris Kennaway kris@FreeBSD.org


There are a variety of on-going projects relating to improving SMP
scalability of the FreeBSD network stack post-7.0. These include:


Detailed profiling of application workloads such as BIND9, MySQL, PgSQL
and Apache have been used to identify performance bottlenecks and to
guide changes to the source code.


rwlock(9) use for pcbinfo and inpcb locking , allowing the acquisition
of only read locks for pcbinfo and inpcb during UDP receive and
transmit–this is highly desirable in order to improve BIND9
performance, which sends and receives from many threads at a time on a
single UDP socket.


Breaking out pcbinfo into a series of parallel data structures , where
the particular pcbinfo instance is selected using a hash of the
connection tuple (and where ambiguous cases are present in all
instances). This would allow greatly reducing pcbinfo contention for
parallel input cases, which are increasingly likely with multiple input
queue network devices, such as the Chelsio cxgb 10gbps driver.


Investigation of use opportunities for rmlock(9) – rmlocks provide
very lightweight acquisition for read, but expensive acquisition for
write, and may be an appropriate replacement for rwlocks where
significantly more reads than writes take place – such as for firewall
rule list protection, pf hook registration, address lists, etc.


Weak connection affinity , in which the effective affinity of a
connection, determined by its hash/rss work assignment to a particular
input queue by the network stack or network card, is tracked and exposed
to user space so that work associated with that connection can be
performed on or close to the CPU where the kernel will be processing
input for the connection. Software work placement has been done using
the netisr2 implementation, which creates per-CPU netisr threads and
assigns work based on connection properties.


There are also many other pieces of related work going on, especially
relating to 10gbps network drivers, and workloads of particular interest
include BIND9, MySQL, pgsql, Apache, and general TCP parallelism.


Security Officer and Security Team


Security Officer security-officer@FreeBSD.org Security Team
security-team@FreeBSD.org


In the time since the last status report, four security advisories have
been issued concerning problems in the base system of FreeBSD; one of
these problems was in “contributed” code maintained outside of FreeBSD.
The FreeBSD Vulnerabilities and Exposures Markup Language (VuXML)
document has continued to be updated; since the last status report, 61
new entries have been added, bringing the total up to 1023. Many of
these new VuXML entries were made by members of the “ports-security”
team.


The “ports-security” team is still looking for more committers who can
periodically help with fixing ports security issues and documenting them
in the FreeBSD VuXML document. Committers who wish to help with this
effort can contact simon@ for details.


The following FreeBSD releases are supported by the FreeBSD Security
Team: FreeBSD 5.5, FreeBSD 6.1, FreeBSD 6.2, and FreeBSD 6.3. The
respective End of Life dates of supported releases are listed on the web
site; it is expected that the upcoming FreeBSD 7.0 release will be
supported for one year after its release.


Opensource Solutions ‘08


Mathieu Arnold mat@FreeBSD.org Ollivier Robert roberto@FreeBSD.org
Thierry Thomas thierry@FreeBSD.org Rodrigo Osorio rodrigo@bebik.net


Like every year for the past few years is held what in France is mostly
called “Solutions Linux” in Paris La Défense. The exhibition will take
place the 29, 30 and 31st of January in the CNIT.


The interesting thing about this event is that 80% of the floor is taken
by companies (IBM, Novell, Oracle), and the remaining 20% is given
freely to associations and non-profit organizations, where you’ll find
many (if not most) french LUGs, *BSDs, most Linux distributions,
Mozilla, OOo...


This year, FreeBSD will once again have a booth, and we’ll be showing
what FreeBSD is, why it’s the damn best OS out there. We’ll also be
distributing flyers and CD’s for the whole three days


Admission to the exhibitions is free, so if you ever happen to pass by,
come and see us, we’ll be at booth A39.


TCP ECN


Rui Paulo rpaulo@FreeBSD.org Perforce repository Mail discussion Patch


Completed and tested. Awaiting review from other committers.


TCP Reassembly Queue Optimization


Andre Oppermann andre@FreeBSD.org Change log TCP reassembly queue source
file


The FreeBSD TCP reassembly queue system has reached its limits with
today’s high speed links over long distances and large socket buffers.
The old code is almost unchanged compared to 4.4BSD and gets quite
inefficient with large mbuf chains.


The new code aggregates consecutive segments into blocks and inserts the
blocks into a tail queue. The insertion points for a newly arrived
segment are checked in order of their probability. This prevents full
chain traversals and is very efficient.


To prevent easy resource exhaustion attacks the effective mbuf usage is
accounted for and limited by the size of socket buffer. This way the
reassembly queue can’t be abused with many holes among small segments.


A further addition is the combination of received SACK block tracking
with the reassembly queue. The reassembly queue now tracks all blocks of
segments. This makes tracking it again for SACK unnecessary.
Additionally the limitation to six SACK blocks is lifted and the size of
the inpcb structure is reduced quite a bit.


The new code is stable and in testing correctly handles the download of
a full set of FreeBSD CDROM images and 180 ports distfiles from widely
distributed sites around the world at 2% packet loss.


Additional small performance and space optimizations.


Extended testing with new ipfw tcptruncate option to chop up TCP
segments and feed them with full and partial loss into reassembly.


Full code review by other TCP developers.


Major TCP Code Cleanup and Rewrite


Andre Oppermann andre@FreeBSD.org Change log TCP input source code


The FreeBSD TCP code has evolved a lot over time and many new features
were added. However over time it got crufty, complex and hard to read
and track. In some places functionality was moved away but the
corresponding code in the main TCP functions was not or not fully
removed.


The main purpose of of the TCP code cleanup and rewrite is to make the
code:



		Easily readable again;


		Easily trackable again;


		A lot simpler to maintain;


		Verifiably correct and RFC conforming;


		Easily extendable for new congestion control algorithms;


		Increase in performance.





Quite a bit of code is already (re)written but a lot still remains to be
done.


Integration of code from private branch into public perforce repository.


Completion of code and rewrite. Integration with pluggable congestion
control algorithms.


Full code behavior check against all TCP RFCs and drafts of upcoming
RFCs.


Extended testing and full code review by other TCP developers.


DDB scripting, output capture, and textdumps


Robert Watson rwatson@FreeBSD.org


The kernel DDB facility has been enhanced to add several new features:


DDB scripting allows the user to define a set of simple scripts from
within the debugger or userspace using the new ddb(8) tool to automate
debugging steps. Scripts can be automatically executed when the debugger
is entered (“kdb.enter.panic”, “kdb.enter.break”, ...) or manually using
the DDB “run” command.


DDB output capture allows the user to request that the output of DDB
be captured into a buffer for access from user space or to be written
out in a textdump.


DDB textdumps, a new dump format that writes out a tarball of
text-based debugging information, such as the kernel message buffer,
panic message, kernel configuration, kernel version, and DDB capture
buffer to the swap partition, to be extracted via savecore(8). This
provides a compact, portable, and kernel compile independent debugging
package.


Various interesting formulas for use are described in ddb(4) and
textdump(4); the facilities are separable, so you can, for example, run
a few DDB commands and capture their output, then write a regular dump
and extract that output using kgdb, or you can do the same and write it
out as a textdump. Likewise, scripts can be used to automate manual
debugging, or implement textdumps by enabling output capture, running a
series of commands, and forcing a textdump to be written before
rebooting.


Support for these facilities has been merged into 8-CURRENT, and will be
merged to 7-STABLE after the release of FreeBSD 7.0.


Improve semantics of combining textdumps with KDB_UNATTENDED.


Allow scripts to use the DDB “continue” command when the script has been
started automatically as a result of a KDB enter event, such as
“kdb.enter.sysctl” or “kdb.enter.break”.


TrustedBSD Audit


Robert Watson rwatson@FreeBSD.org Christian Peron csjp@FreeBSD.org
TrustedBSD Audit Mailing List trustedbsd-audit@TrustedBSD.org TrustedBSD
Audit home page TrustedBSD OpenBSM home page BSMtrace home page


The TrustedBSD Project was proud to release OpenBSM 1.0, the first
production release of OpenBSM, which is shipped with FreeBSD 6.3 and
will ship with FreeBSD 7.0. This release represents largely polishing,
bug fixing, and cleanup over the previous alpha release, but for FreeBSD
6.x introduced features such as XML audit trail printing, new token
types, and new event identifiers.


A variety of development work continues on audit, including initial work
on OpenBSM 1.1 alpha, work on improving the performance and semantics of
audit pipes, and the experimental bsmtrace host intrusion detection
package.


Improve performance for live intrusion detection by introducing
additional buffering and multi-record copying for audit pipes.


Improve flexibility for live intrusion detection and monitoring by
adding finer-grained record matching support for audit pipes, such as
by-pid and by-pid-tree.


Introduce multi-host network support for experimental bsmtrace intrusion
detection package, allowing central monitoring and alarms on live bsm
traces from many hosts.


Continue analysis of CC audit requirements to flesh out missing event
sources, such as user admin tools that don’t currently generate audit
records.


VM Overcommit


Konstantin Belousov kostikbel@gmail.com Peter Holm peter@holm.cc The
project page


The patch to account the possibly required swap space and limit it by
total amount of configured swap or per-uid limit is revived, ported to
the 8-CURRENT. Now it is intensively tested by Peter Holm. Please, give
it a run in the diverse workloads. Your comments are welcome!


Xen


Kip Macy kmacy@FreeBSD.org A small file-backed disk and some sample
configuration files can be found


The port will only run as a guest (i.e. domU) right now, on i386/PAE
platforms. Status:



		domU is self-hosting on 8-CURRENT (can compile world + kernel in a
VM).


		Xen 3.0.3 and earlier are not supported.


		Device structure needs to be cleaned up, it’s not conformant to
newbus.


		SMP and amd64 are targeted for support by May for RELENG_6 and
RELENG_7.


		dom0 support is not currently on the roadmap.





Substantial cleanup needed, talk with Kip Macy or Scott Long if you are
interested in helping
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Introduction


Throughout July and August, the FreeBSD Project has been working on
pulling together the last few major pieces of new functionality for
FreeBSD 5.0-RELEASE. At this point, the release appears to be on track
for late November or early December. Work on fine-grained locking
continues, especially in the VFS, as with improved support for threading
through the KSE work; features such as GEOM, UFS2, and TrustedBSD MAC
are maturing, and the new ia64 and sparc64 hardware ports are
approaching production quality. In the next two months, we have a lot to
look forward to: additional 5.0 developer preview snapshots, additional
locking and threading improvements, and many cleanups on the new
supported architectures. Firewire support has been imported into the
main tree, and substantial cleanup of the ACPI/legacy PCI code is also
in the works. Also, expect the import of new IPsec hardware acceleration
support in the near future.


When new developer previews are posted, please give them a try! While we
know that 5.0-RELEASE will be for “early adopters”, the more testing we
get out of the way now, the less we have to tidy up later. The new
features are extremely exciting, and understanding when and how to
deploy them properly will be important. In the next two months, among
other things, the release engineering team will post updated release
schedules, as well as guidance for FreeBSD consumers as to how to decide
what releases of FreeBSD will be right for them. Keep an eye out for
this, and provide us with feedback.


Also, for those of you in Europe – we look forward to seeing you at
BSDCon Europe in a couple of months!


Scott Long, Robert Watson


BSDCon 2003


Gregory Shapiro gshapiro@FreeBSD.org BSDCon 2003 Call For Papers


The BSDCon 2003 Program Committee invites you to contribute original and
innovative papers on topics related to BSD-derived systems and the Open
Source world. Topics of interest include but are not limited to:



		Embedded BSD application development and deployment


		Real world experiences using BSD systems


		Using BSD in a mixed OS environment


		Comparison with non-BSD operating systems; technical, practical,
licensing (GPL vs. BSD)


		Tracking open source development on non-BSD systems


		BSD on the desktop


		I/O subsystem and device driver development


		SMP and kernel threads


		Kernel enhancements


		Internet and networking services


		Security


		Performance analysis and tuning


		System administration


		Future of BSD





Submissions in the form of extended abstracts are due by April 1, 2003.
Be sure to review the extended abstract expectations before submitting.
Selection will be based on the quality of the written submission and
whether the work is of interest to the community.


We look forward to receiving your submissions!


Network interface cloning and modularity


Brooks Davis brooks@FreeBSD.org


Cloning support for ppp(4) and disc(4) interfaces has been committed. A
man page for disc has been created and the disc devices now appear as
disc# instead of ds#. Some work is still needed on pppd to make it
understand cloning though it should work as long as the devices are
created beforehand.


On the API front, management of mandatory interfaces (i.e. lo0) is
handled by the generic cloning code so if_clone_destroy has the same
API as NetBSD again and <if>_modevent doesn’t need to create the
necessary devices manually.


At this point, all pseudo interfaces have been converted to the cloning
API or already did their own cloning (sl(4) for example uses it’s own
mechanism). Some devices such as tun(4) and tap/vmware should probably
be converted to use the cloning API instead of their current ad-hoc,
devfs based cloning system. This would be a good junior kernel hacker
task. Also, the handbook and FAQ could use some general cloning
documentation prior to 5.0 release.


jpman project


Kazuo Horikawa horikawa@FreeBSD.org jpman project


We have been updating RELENG_4 targeting for 4.7-RELEASE. When port
ja-man-1.1j_5 was broken around the end of July, Kumano-san and
Mori-san tried to update the port to be based on a newer FreeBSD base
system’s man commands. But, we decided only to fix the port
ja-man-1.1j_5 to be buildable, as the new one was not complete at that
time.


GEOM - generalized block storage manipulation


Poul-Henning Kamp phk@FreeBSD.org Old concept paper here.


The GEOM code has gotten so far that it beats our current code in some
areas while still lacking in others. The goal is for GEOM to be the
default in 5.0-RELEASE.


Currently work on a cryptographic module which should be able to protect
a diskpartition from practically any sort of attack is progressing.


UFS2 - 64bit UFS with native extended attributes


Poul-Henning Kamp phk@FreeBSD.org Kirk McKusick mckusick@FreeBSD.org


The UFS2 filesystem approaches feature completion: Extended attribute
functionality have been added, including a new compound modification API
and basic testing has been passed.


French FreeBSD Documentation Project


Sebastien Gioria gioria@FreeBSD.org Marc Fonvieille blackend@FreeBSD.org
Stephane Legrand stephane@FreeBSD-fr.ORG The French FreeBSD
Documentation Project. The FreeBSD Web Server translate in French.
Translation of the Hanbook.


We’ve got currently almost 50% of the new handbook translated (all the
installation part is translated). Most of the articles are translated
too.


The web site in on the way, see the Web Server. We need now to integrate
it on the US CVS tree.


One of the big job now, is to translate the latest FAQ and the very big
project will be the manual pages


Bluetooth stack for FreeBSD (Netgraph implementation)


Maksim Yevmenkin m_evmenkin@yahoo.com Latest snapshot Linux BlueZ stack


I’m very pleased to announce that another engineering release is
available for download at
http://www.geocities.com/m_evmenkin/ngbt-fbsd-20020909.tar.gz


This release features several major changes and includes support for H4
UART and H2 USB transport layers, Host Controller Interface (HCI), Link
Layer Control and Adaptation Protocol (L2CAP) and Bluetooth sockets
layer. It also comes with several user space utilities that can be used
to configure and test Bluetooth devices. Also there are several man
pages.


Service Discovery Protocol (SDP) is now supported. This release includes
SDP daemon, configuration tool and user space library (ported from
BlueZ-sdp-0.7).


RFCOMM is now supported. This release includes rfcommd daemon that
provides RFCOMM service via pseudo ttys. Not very useful for legacy
application, but it is possible to run PPP over Bluetooth now. This was
ported from old BlueZ-rfcommd-1.1 (no longer supported by BlueZ) and
still has some bugs in it.


Next step is to fix current RFCOMM support and work on new in-kernel
RFCOMM and BNEP (Bluetooth Network Encapsulation Protocol)
implementation. Also user space need more work (better tools, libraries,
documentation etc.).


Netgraph ATM


Harti Brandt brandt@fokus.fhg.de Introduction to NgAtm


Version 1.2 has been released recently. It should compile and work an
any recent FreeBSD-current. Support to manipulate SUNI registers has
been added to the ATM drivers (to switch between SONET and SDH modes,
for example). The ngatmsig package now includes a small and simple call
control module that may be used to build a simple ATM switch. The
netgraph stuff has been patched to use the official netgraph locking.


FreeBSD C99 & POSIX Conformance Project


Mike Barcroft mike@FreeBSD.org FreeBSD-Standards Mailing List
standards@FreeBSD.org


On the API front, fmtmsg(3) was implemented, glob(3) was given support
for new flags, ulimit(3) was implemented, and wide character/string
support was significantly improved with the addition of 30 new functions
(see the project status board for details). Work is progressing on
adding the C99 restrict type-qualifier to functions throughout the
system. This allows the compiler to make additional optimizations based
on the knowledge that a restrict-qualified argument is the only
reference to a given object (ie. it doesn’t overlap with another
argument).


Several headers have been brought up to conformance with POSIX.1-2001,
they include: <fmtmsg.h>, <poll.h>, <sys/mman.h>, and <ulimit.h>. The
header <cpio.h> was implemented. The headers <machine/ansi.h> and
<machine/types.h> were merged into a single header to help simplify the
way variable types are created.


The sh(1) built-in, command(1), was reimplemented to conform with POSIX.
Additionally, several utilities which were previously brought up to
conformance were merged into the 4-STABLE branch.


FreeBSD GNOME Project


Joe Marcus marcus@FreeBSD.org Maxim Sobolev sobomax@FreeBSD.org FreeBSD
GNOME Project Homepage.


The GNOME 2 desktop port has reach version 2.0.2rc1 with an expected
2.0.2 release before 4.7-RELEASE. Mozilla 1.1 has been ported, and is
resident in the tree with Mozilla 1.0.1. The GNOMENG porting effort is
going well. A good deal of ports have been moved to the new
infrastructure with the help of Edwin Groothuis. We are now working on
smoothing out some of the rough edges, then, once all the work is done,
make GNOMENG the default.


A long-standing annoyance in Nautilus has also been recently corrected.
The desktop is no longer cluttered with volume icons, and removable
media (such as CDs) should now be handled correctly.


ATAPI/CAM Status Report


Thomas Quinot thomas@FreeBSD.org


The ATAPI/CAM module allows ATAPI devices (CD-ROM, CD-RW, DVD drives,
floppy drives such as Iomega Zip, tape drives) to be accessed through
the SCSI subsystem (CAM). ATAPI/CAM has been integrated in -CURRENT. The
code should be fairly functional (it has been used by many testers as
patches against -STABLE and -CURRENT over the past eight months), but
there are pending issues on SMP machines. Testers most welcome.


A MFC of this feature will probably happen after the end of the 4.7 code
freeze.


Hardware Crypto Support Status


Sam Leffler sam@FreeBSD.org


The goal of this project is to import the OpenBSD kernel-level crypto
subsystem. This facility provides kernel- and user-level access to
hardware crypto devices for the calculation of cryptographic hashes,
ciphers, and public key operations. The main clients of this facility
are the kernel RNG (/dev/random), network protocols (e.g. IPSEC), and
OpenSSL (through the /dev/crypto device).


OpenSSL 0.9.7 beta 3 was imported and patched with fixes from OpenBSD’s
source tree. This permits any user-level application that use -lcrypto
to automatically get hardware crypto acceleration. Otherwise the core
crypto support is stable and has been in production use on -stable
machines for several months.


Import of this work into the -current tree has started. A publicly
available patch against 4.7 will be released once 4.7 ships. Integration
of this work into the -stable source tree is planned for 4.8.


Fast IPsec Status


Sam Leffler sam@FreeBSD.org


The main goal of this project is to modify the IPsec protocols to use
the kernel-level crypto subsystem imported from OpenBSD (see elsewhere).
A secondary goal is to do general performance tuning of the IPsec
protocols.


Recent work focused on increasing performance. Support is still limited
to IPv4 protocols, with IPv6 support coded but not yet tested.


Import of this work into the -current tree has started. A publicly
available patch against 4.7 will be released once 4.7 ships.


VM issues in -stable


Matthew Dillon dillon@FreeBSD.org VM corruption patch for -stable.


Work is in progress to MFC a number of bug fixes related to vm_map
corruption into -stable. This work is probably too involved to make it
into the 4.7 release but is expected to be committed just after the
freeze is lifted. The corruption in question typically occurs in
large-memory systems under heavy loads and typically panics or KPFs
(kernel-page-fault’s) the machine in a vm_map related function.


New SCSI Target Emulator


Nate Lawson nate@root.org


The existing SCSI target code has been rewritten. The kernel driver is
much simpler, deferring all functionality to usermode and simply passing
CCBs to and from the SIM. The supplied usermode emulates a disk (RBC)
with IO going to a backing file. It replaces
/sys/cam/scsi/scsi_target* and /usr/share/examples/scsi_target.


The code is definitely alpha quality and has known problems on -current
although it appears to work ok on -stable. See the included README for
how to install and test. Feedback is welcome!


Lottery Scheduler for FreeBSD -STABLE


Mário Sérgio Fujikawa Ferreira lioux@FreeBSD.org


Yet another implementation of Lottery Scheduling devised by Carl
Waldspurger et. al. is being developed against FreeBSD -STABLE branch.
It is being developed as part of a graduation project in Computer
Science at Universidade de Brasília in Brazil. Therefore, other
implementations have not yet been verified to avoid plagiarization but
will be checked in a later stage of this project searching for better
implementation ideas. Currently, part of the necessary scheduling kernel
structure has been mapped and work has progressed despite the general
lack of kernel documentation. Further outcomes of this project will be a
simple documentation of the kernel scheduler structure of -STABLE
branch, a port of the Lottery Scheduler to -CURRENT branch and
additional implementations of other scheduling disciplines from Carl
Waldspurger et. al. Members of the FreeBSD community have been and will
continue to be instrumental in both testing and providing feedback for
ideas implemented here.


The FreeBSD Brazilian Portuguese Documentation Project


Edson Brandi ebrandi.home@uol.com.br Mário Sérgio Fujikawa Ferreira
lioux@FreeBSD.org Ricardo Nascimento Ferreira nightwish@techemail.com
Diego Linke gamk@gamk.com.br Jean Milanez Melo
jmelo@freebsdbrasil.com.br Patrick Tracanelli
eksffa@freebsdbrasil.com.br Alexandre Vasconcelos
alexandre@sspj.go.gov.br FUG-BR Grupo de Usuários FreeBSD - Brasil


The FreeBSD Brazilian Portuguese Documentation Project is merging with a
translation group formed by members of the FUG-BR FreeBSD Brazilian user
group. The Brazilian Project decided to become an official group under
FUG-BR after receiving continued excellent contributions from them. They
have managed to complete the translation of the FreeBSD FAQ which is
currently undergoing both proofing and SGML”fication” stages. Work is
progressing fast: the Handbook has been half translated and articles are
under way. The previous Brazilian Project is proud to become part of
such a dedicate group. The contacts above represent the current official
contacts for the new translation group. We hope to have at least part of
this work ready for the FreeBSD 4.7 Release.


KSE


Julian Elischer julian@FreeBSD.org Jonathon Mini mini@FreeBSD.org Dan
Eischen deischen@FreeBSD.org poor description


David Xu and I have been working on cleaning up some of the work done in
KSE-III and Jonathon and Dan have been working on the userland
interface. The userland library will be committed soon in a prototypical
state and a working test program using that interface will hopefully
accompany it. I have just committed a rework of the run states for
kernel threads that simplifies or solves some problems that were being
seen recently.


Hopefully in the next few weeks we will be able to run threads on
separate processors. The basics of Signal support are presently
evolving. Archie Cobbs will also be assisting with some of this work. I
have a mail alias for all the developers at kse@elischer.org. It is
managed by hand at the moment.


Release Engineering


re@FreeBSD.org


The Release Engineering (RE) Team completed and released FreeBSD 4.6.2.
This ``point release’’ fixes several important bugs in the ATA
subsystem, as well as addressing a number of security issues in the base
system that surfaced shortly after FreeBSD 4.6 was released. The release
documentation distributed with FreeBSD 4.6.2 contains more details.
(Note: Some earlier documents and reports referred to this release as
version 4.6.1.) The next release in the 4.X series will be FreeBSD 4.7,
which has a scheduled release date of 1 October 2002.


Concurrently, work is continuing on the 5.0-DP2 developer preview
snapshot, an important milestone along the release path of FreeBSD 5.0,
which is scheduled for release on 20 November. As 5.0 draws closer, we
are focusing more on getting the system stabilized, as opposed to adding
new functionality. To help us with this effort, developers should
discuss with us any new features planned for -CURRENT, beginning 1
October.


jp.FreeBSD.org daily SNAPSHOTs project


Makoto Matsushita matusita@jp.FreeBSD.org Project Webpage Project
Webpage (in Japanese )


The project runs as it should be. New security-branch snapshots are
available for both 4.5 and 4.6(.2). I’ve update buildboxes OS to the
latest 5-current/4-stable without any errors. Also current problem, less
CPU power for the future, is not solved yet – but situation is not so
bad, I hope I’ll show a good news in the next report.


FreeBSD Donations Team


Michael Lucas donations@FreeBSD.org


The Donations team started rolling in the last couple of months. Offers
of equipment are coming in, and we are allocating them to FreeBSD
committers as quickly as possible. We now have a “Committer Want List”
available in our section of the Web site. Several small items, such as
network cards, have been routed to people who are willing to write the
code to support them. We have a few larger donations (i.e., actual
servers) ready to go to developers, once shipping information is
straightened out.


RAIDFrame for FreeBSD


Scott Long scottl@FreeBSD.org Project homepage


Work on RAIDFrame stalled for quite a bit, then it picked up in early
summer, then it stalled, and now it’s going again. A significant amount
of work has been done to make the locking SMPng-friendly and to cut down
on kernel stack abuse. I’m happy to say that it’s starting to work
reliably when used with file- backed ‘md’ disks. Even more exciting is
that it’s finally starting to work on real disks, too. A lot of cleanup
is still needed, and a few gross hacks still exist, but it might
actually be ready for the FreeBSD 5.0 release. Patches for FreeBSD
5-current and 4-stable are available from the website. The 4-stable
patches are a year old but still apply and perform well.


Libh Status Report


Antoine Beaupré anarcat@anarcat.ath.cx Alexander Langer alex@FreeBSD.org
Project’s home page


The primary libh development box, where the CVS repo and development
webpage was living, is dead. The server has crashed after a system
upgrade and has never came back to life. We had to pull the drives out
of it to make proper backups. We will setup another box in place of this
one and hope for the best. So right now, the port is broken because the
CVS is unaccessible, as the development web page. We’re working on it,
please bear with us.


On a brighter note, Max started implementing the changes he proposed to
the build system and the TCL API; LibH is switching to SWIG for its TCL
bindings, which should simplify the system a lot, and shorten build
times. The Hui subsystem is therefore being completely re-written. On my
side, I made a few tests in building and running LibH under rhtvision,
and it didn’t fulfill the promises I thought it would, so I just put
aside that idea. Work on libh stalled during July because I completely
lost network access for the whole month. So right now, LibH is in a bit
of a mess, but we have high hopes of settling everything down to a new
release pretty soon, which will make full use of the new SWIG bindings.


FreeBSD Security Officer Team


Jacques Vidrine nectar@FreeBSD.org


The Security Team continues to be very busy. The security-officer
mailing list traffic for the months of June, July, and August consisted
of 1,230 messages (over 13 messages a day). This is well over 50% of the
freebsd-hackers traffic volume in the same period!


Since June (the time of our last report), 9 new Security Advisories were
published, and one Security Notice was published covering 25 Ports
Collection issues.


FreeBSD 4.6.2-RELEASE was released on August 15th. This marked the first
time a point release was created from the security branch. The process
went smoothly from the Security Team perspective, despite a schedule
slippage due to newly discovered bugs, and a snafu which resulted in
4.6.1-RELEASE being skipped.


In September, the FreeBSD Security Officer published a new PGP key (ID
0xCA6CDFB2, found on the FTP site and in the Handbook). This aligned the
set of those who possess the corresponding private key with the
membership of the security-officer alias published on the FreeBSD
Security web site. It also worked around an issue with the deprecated
PGP key being found corrupted on some public key servers.


TrustedBSD Mandatory Access Control (MAC)


Robert Watson rwatson@FreeBSD.org TrustedBSD Discussion Mailing List
trustedbsd-discuss@TrustedBSD.org


It’s been a busy few months, with a variety of development,
documentation, and public relations activities. The MAC Framework, our
pluggable kernel access control mechanism for FreeBSD, has matured
substantially, and large parts of it were merged to the main FreeBSD
tree over July and August.


A variety of entry point changes were made, including: component names
are now passed to VFS namespace VOPs; aggressive caching of MAC labels
in vnodes; mmap memory access downgrades on subject relabel; check for
access()/eaccess(); checks for vnode read, write, ioctl, pool,
permitting revocation post-open() by aware policies; labeling and access
control checks for pipe IPC objects, clean up of socket/visibility
checks; checks for socket bind, connect, listen, ....; many locking
improvements and assertions, especially for vnodes, processes; framework
now supports partial label updates on subjects and objects; credential
management in ‘struct file’ improved so that active_cred and file_cred
are more carefully distinguished and passed to MAC framework explicitly;
accounting system uses cached credentials for write operations now;
socreate() can use cached credential to label sockets fixing deferred
nfs socket connections and reconnections with TCP; kse interactions with
proc1 fixed; IO_NOMACCHECK flag to vn_rdwr() for internal use to avoid
redundant or incorrect MAC checks on aio vnode operations;
mac_syscall() policy function demux; su no longer changes MAC labels by
default; mac_get_pid() to support ps and getpmac -p pid; mmap
revocation defaults to “fail stop”; MAC_DEBUG wraps atomic label
counters; UFS2 extended attributes supported; initial port of LOMAC to
the MAC framework; update all policies for all these changes; merge of
KSE III; merge of nmount(); upgrade of ugidfw to speak user and group
names; libugidfw; many namespace and naming consistency improvements;
module dependencies on MAC framework; large scale merging of MAC
functionality to the main FreeBSD tree. KDE interfaces to common
management activities.


Wrote and taught full-day MAC framework tutorial at STOS BSD and Darwin
Security Symposium; first draft of MAC framework architecture and API
guide. This is now in the Developer’s Handbook.


Next couple of months will bring continued maturity improvements,
labeling and protection of more objects; VFS performance improvements;
better support for UFS2 EAs and separate EA entries for each policy;
improved support for LOMAC; MLS compartments; IPsec security association
labeling; improved SEBSD FLASK/TE port; and much more.
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Introduction


This report covers &os;-related projects between July and September
2010. It is the third of the four reports planned for 2010. During this
period, we were victims of one of the biggest BSD events of the year —
EuroBSDCon. We hope that the ones of you who have been able to attend it
have enjoyed your stay. Another good news is that work on the new minor
versions of &os;, 7.4 and 8.2, is progressing well.


This report, with 55 entries, is the longest report in the whole history
and shows a good condition of the &os; community.


Thanks to all the reporters for the excellent work! We hope you enjoy
reading it.


Please note that the deadline for submissions covering the period
between October and December 2010 is January 15th, 2011.


soc Google Summer of Code proj Projects team &os; Team Reports net
Network Infrastructure kern Kernel docs Documentation bin Userland
Programs arch Architectures ports Ports misc Miscellaneous


Atheros AR913x SoC Support


Adrian Chadd adrian@FreeBSD.org (The Atheros hackery will eventually
live here) Atheros wireless device work


&os;-CURRENT runs on the AR9132 SoC. Minor platform-specific tweaks are
needed to use it on a given piece of hardware (eg., where in flash the
Ethernet MAC address is stored.) The AR910x wireless MAC/PHY is
supported. The only available test platform uses a 2.4GHz radio; 5GHz
11a mode has not been tested. As with other Atheros chipset support in
&os;, 11n support is not yet finished. The current development platform
is the TP-Link TP-WN1043ND 802.11n wireless bridge/router. It is
currently being successfully used as a 11bg access point.


USB support is currently not functional.


There is currently no support for the Realtek Gigabit switch/PHY chip.
This is being worked on.


Binary Package Patch Infrastructure — pkg_patch


Ivan Voras ivoras@FreeBSD.org


pkg_patch is a tool meant to be used with the rest of the pkg_*
utilities whose job is to create and apply binary patches to &os;
package archives. The SoC project was successfully completed but there
are some open issues about the integration of the tool in the &os;
system. Some changes are necessary to the port/patch infrastructure to
support the “update” mode instead of “remove+add”.


Solve pending issues about the ports install/upgrade workflow, probably
within the
pkg_install2 [http://wiki.FreeBSD.org/Pkg_install2_specs] effort.


ExtFS Status Report


Zheng Liu gnehzuil@gmail.com Project wiki pre-allocation ext4 read-only
mode


This project has two goals: pre-allocation algorithm for ext2fs and ext4
read-only mode. Aim of the pre-allocation algorithm is to implement a
reservation window mechanism. This mechanism has been implemented and a
patch have been submitted. The aim of ext4 read-only mode is to make it
possible to read ext4 file systems in read-only mode when the disk is
formatted with default features. Until now it can read data from ext4
file systems with default features in read-only mode. A patch has been
submitted a patch to the freebsd-fs mailing list and there is a new
kernel module, called ext4fs, is under development for it.


More testing of the pre-allocation algorithm.


BSD# Project


Romain Tartière romain@FreeBSD.org The BSD# project on Google-code Mono
(Open source .Net Development Framework)


The BSD# Project is devoted to porting the Mono .NET framework and
applications to the &os; operating system.


Mono 2.8 has been released a few days ago and is already available in
the BSD# repository. The update breaks a few ports so the lang/mono
update in the &os; ports tree will be delayed until those programs are
fixed for a smoother update experience.


Work is in progress to include some long-awaited ports such as
deskutils/gnome-do but they require a lot of testing and hacking because
they have clearly been designed to run on GNU/Linux and portability has
never been a priority (which is quite amusing if you consider
portability is the main reason to be for mono).


If you have some time, test mono ports and send feedback.


If you have more time, join the BSD# Team! There are many ways to help
out!


Currently low priority, some mono hackers who do not use &os; would be
interested in a debug live-image of &os; to help us diagnose and fix
bugs more effectively.


Clang Replacing GCC in the Base System


Ed Schouten ed@FreeBSD.org Roman Divacky rdivacky@FreeBSD.org Brooks
Davis brooks@FreeBSD.org Pawel Worach pawel.worach@gmail.com Dimitry
Andric dim@FreeBSD.org


We recently imported the 2.8 release of Clang into -CURRENT. This
release contains many new features and improvements. The integrated
assembler ships with this version, but it is not ready for general use
yet.


Since r212979, all necessary changes have been committed to be able to
build world with Clang, at least on amd64 and i386. It can also be
installed and run, and we are now starting the process of shaking out
the inevitable bugs.


Because LLVM and Clang are still being improved continuously, we want to
import new versions regularly, approximately every two months, to gain
access to new features, bug fixes and performance improvements.


There is also an effort on behalf of the ports people, to make as many
ports as possible compile and run properly with Clang. Most of the time,
this means fixing the incorrect assumption that gcc is the only existing
compiler, but sometimes more complicated issues pop up. Help in this
area is greatly appreciated.


Importing new Clang snapshots fairly regularly (approximately
bi-monthly).


Seeing if Clang can be used to build world for ARM (volunteers and ARM
experts wanted).


Fixing as many ports as possible to build with Clang.


Running periodical ports exp builds with Clang (on amd64 and i386), for
example once a month.


Updating Base Tools to Accommodate Ports Requirements


Gordon Tetlow gordon@FreeBSD.org


The goal of the project is to allow easier extension of base system
tools by the ports system. Ideally, no files in /etc should need to be
modified by a port installation.


The man toolset was recently reimplemented as a BSDL version instead of
the old GPL version. It is also a single shell script instead of
multiple C programs. Ports can extend the man functionality by dropping
files into /usr/local/etc/man.d/portname.conf.


Next up on the list is to finish the implementation for newsyslog
thereby allowing ports that need logs rotated to take advantage of that
tool.


&os;/mips on Octeon


Juli Mallett jmallett@FreeBSD.org


All Octeon development is now ongoing in -CURRENT and most
Octeon-specific and general MIPS changes from the old Octeon branch have
been checked in. The Simple Executive from the Cavium Octeon SDK has
been checked into Subversion and most of the Octeon port has been
updated to use it where appropriate, including moving to a port of the
Linux Ethernet driver, octe. SMP support is stable on 2-core systems and
has seen some testing on systems with up to 16 cores.


Some PCI devices still do not seem to work completely.


Host-mode USB support is incomplete and needs further testing and
debugging.


Work on an ATA-based Compact Flash driver for boards that support DMA
has begun.


A GPIO driver should be trivial using the Simple Executive.


Performance in the Linux-derived octe Ethernet driver could be improved.
Support for some switch chipsets that are commonly present in
Octeon-based equipment is in progress.


Kernel Event Timers Infrastructure


Alexander Motin mav@FreeBSD.org Slides from DevSummit in Karlsruhe.
Proof of concept (dirty) patch, removing some timer events.


Work on new event timers infrastructure continues. In -CURRENT amd64,
arm (Marvell), i386, mips, pc98, powerpc, sparc64, sun4v architectures
were refactored to use new timers API.


New machine-independent timers management code was written. It can
utilize both legacy periodic and new one-shot timer operation modes.


Using one-shot mode allows to significantly reduce the number of timer
interrupts and respectively increase CPU sleep time during idle periods.
Timer interrupts on idle CPUs are now generated only when they are
needed to handle registered time-based events. Busy CPUs unluckily still
receive the full interrupt rate for purposes of resource accounting,
scheduling and timekeeping.


With some additional tuning it is now possible to have an 8-core system,
receiving only about 100 interrupts per second and respectively have CPU
idle periods up to 100ms. This allows to effectively use any supported
CPU idle states (C-states), that reduces power consumption and increases
effect of the Intel TurboBoost technology.


New manual pages were written to document this functionality:
eventtimers(7), attimer(4), atrtc(4), hpet(4).


Troubleshoot possible hardware issues.


Refactor remaining architectures (arm, ia64, XEN PV).


Do some optimizations in different subsystems to reduce number of
time-based events. Extend callout API with terms of precision, allowing
to group close events.


Make schedulers tickless, or at least less depending on time events to
make skipping timer interrupts possible when CPUs are busy.


Merge code into 8-STABLE when it is considered ready.


Ports Distfile and WWW Checker


Emanuel Haupt ehaupt@FreeBSD.org


Given the current status of fenner’s Distfiles Survey, a new distfile
checker was written in order to have an overview for the state of each
distfile in the ports tree. The distfile checker is also able to verify
WWW entries in pkg-descr files. This is an attempt to weed out broken
MASTER_SITES and outdated WWW entries.


The current version uses a MySQL database backend and is able to verify
432512 distfiles (30 concurrent threads) within 24 hours.


Provide JavaScript to sort/filter/search tables.


Userland DTrace


Rui Paulo rpaulo@FreeBSD.org


Userland DTrace support was a &os; Foundation sponsored project that was
developed during this summer. The project aimed to bring the userland
DTracing functionality to &os; as it is available on OpenSolaris. &os;
now supports the pid provider and the usdt probes. plockstat is
available with a separate patch. Dtruss, a DTrace script that works
similarly to ktrace, but with other advantages was imported into &os;.
The mysql-server and postgresql-server ports also have DTrace support.


&os; on the Playstation 3


Nathan Whitehorn nwhitehorn@FreeBSD.org Peter Grehan grehan@FreeBSD.org
PS3 SVN Repository Pre-built PS3 kernel


&os;/powerpc64 now boots multi-user SMP and is self-hosting on the
Playstation 3. Booting requires a PS3 console with the OtherOS
capability (fat model console with firmware < 3.21). The only supported
hardware at present is USB and the Ethernet controller.


SATA support.


Boot loader enhancements to allow user input at the loader prompt.


Support for the Cell SPU units.


Bringing up ARM to &os; Tree


Warner Losh imp@bsdimp.com Mohammed Farrag mfarrag@FreeBSD.org


We are still in the beginning of the project since we started it after
the summer of code.


Reading ARM structure.


Reading MicroC OS.


Using Qemu to emulate the work.


Ports Collection


Thomas Abthorpe portmgr-secretary@FreeBSD.org Port Management Team
portmgr@FreeBSD.org


The ports tree count now exceeds 22,000. With the assistance of many
people, especially Philip Gollucci, the open PR count is below 1000 for
the first time in quite a while. This is very encouraging progress.


Since the last report, we added five new committers, and took in two
commit bits for safe keeping.


With onsite assistance from jhb@, gnn@, skreuzer@, and pgollucci@, we
now have 11 new servers at NYI. The machines still need testing for
stability and will soon be assigned for package building.


The Ports Management team have been running -exp runs on an on-going
basis, verifying how base system updates may affect the ports tree, as
well as providing QA runs for major ports updates. Of note, -exp runs
were done for:



		des: test libfetch


		gabor: tests for BSD iconv and grep


		mezz: switch www/neon28 to www/neon29


		beat: update www/libxul


		johans: update devel/bison and devel/m4


		dinoex: update graphics/tiff


		jpaetzel: update devel/popt


		ade: multiple runs autotools upgrade


		gerald: setting USE_GCC=4.5 as default


		ashish: changes to Mk/bsd.license.mk


		kwm: test of Clang in -CURRENT





Looking for help fixing ports broken on
-CURRENT [http://wiki.FreeBSD.org/PortsBrokenOnCurrent].


Looking for help with Tier-2
architectures [http://wiki.FreeBSD.org/PortsBrokenOnTier2Architectures].


Most ports PRs are assigned, we now need to focus on testing, committing
and closing.


&os; Developer Summit, Karlsruhe


Gábor Páli pgj@FreeBSD.org


We were happy to have more than 40 &os; developers and guests attending
the &os; Developer Summit prior to EuroBSDCon 2010 in Karlsruhe,
Germany. This workshop-style event was hosted at Karlsruhe Institute of
Technology, and included prepared presentations in the morning, as well
as group hacking and discussion sections in the afternoon. We had
various talks on several topics, covering the USB subsystem, state of
the toolchain, the &os; documentation, NanoBSD improvements, &os; port
of PF, jails, Virtual Private Systems, cooperation with the PC-BSD
Project, FreeNAS, the new event timers subsystems, bugbusting
discussions and Ports Tinderbox presentations, and many of this year’s
and last year’s Google Summer of Code projects. Photos, videos, and
slides for most of the talks are available on the wiki page.


USB Stack


Hans Petter Selasky hselasky@FreeBSD.org XHCI driver


During the last two months the USB stack in -CURRENT has been enhanced
to support USB 3.0 and the XHCI USB 3.0 chipset from Intel. The XHCI
chip will eventually replace the EHCI, OHCI and UHCI chips.


&os; testers which have access to USB 3.0 hardware are wanted.


&os;/mips Ralink RT3052F/Broadcom BCM5354


Aleksandr Rybalko ray@dlink.ua Description Mercurial repository


&os;/mips has been ported to D-Link DAP-1350, wireless AP/router based
on Ralink RT3052F SoC.


Drivers status:



		rt2860: Ralink RT2860 802.11n — Worked, but RT3022 2.4G 2T2R radio
tuning required.


		rt: Ralink RT3052F onChip Ethernet MAC — Done.


		rtsw: OnChip Ethernet switch — Not done (initialized by UBoot).


		usb-otg: DWC like USB OTG controller — Worked.


		gpio: RT3052F onChip GPIO — Worked (LEDs, Buttons).


		cfi: CFI NOR Flash — Worked.





&os;/mips D-Link DIR-320 project(BCM5354 SoC).


New profile openvpn-router available for testing.


Debug/Fix USB OTG driver (RT3052F).


Debug/Fix 802.11n driver (RT3052F).


Write rtswitch driver (RT3052F).


Implement Timer unit driver (RT3052F).


Implement Hardware NAT/PPPoE/VLAN offload (RT3052F).


Implement I2C/I2S/PCM/SPI drivers (RT3052F).


switch configuration utility (BCM5354).


Web Feeds for UPDATING Files


Alexander Kojevnikov alexander@kojevnikov.com


updating.versia.com [http://updating.versia.com/] features web feeds
for UPDATING files from ports, head, stable/7 and stable/8. These feeds
provide an easy way to track important changes in the ports tree and the
base system.


&os;/sparc64


Marius Strobl marius@FreeBSD.org


Apart from the constant bug fixing and adaptions to machine-independent
changes that pretty much always take place, not much has happened in the
area of sparc64 since the last status report. The only noteworthy
exception are some performance optimizations which take advantage of
features of Fujitsu SPARC64 CPUs. These were a bit too risky for putting
them in shortly before &os; 8.1-RELEASE but will be part of 7.4-RELEASE
and 8.2-RELEASE now that they have received the necessary testing.


Part of reasons why not much has happened in this spot was some lack of
time on my side but also due to nobody showing up with a not yet
supported sun4u machine lately and me delving in the network land
instead, which yielded some things to report about in the next status
report. On the other hand I recently got a hold of a Sun Fire 3800, so
these and other models from the same family likely will be supported by
&os; at some point in the future.


The &os; German Documentation Project


Johann Kois jkois@FreeBSD.org Benedict Reuschling bcr@FreeBSD.org
Website of the &os; German Documentation Project.


The committers to the German Documentation Project were mostly trying to
keep the documents and the website translations in sync with the ones on
&os;.org. Fabian Ruch was helpful in catching up with the changes to the
Porters Handbook. Benedict translated the Solid State article into
German because this is becoming a good addition to traditional hard
drive storage.


We tried to re-activate committers who did not contribute for some time
but most of them are currently unable to free up enough time. We hope to
gain fresh contributor blood as we are getting occasional reports about
bugs and grammar in the German translation.


Submit grammar, spelling or other errors you find in the German
documents and the website.


Translate more articles and other open handbook sections.


mandoc/mdocml — groff Replacement for Rendering Manual Pages in &os;


Ulrich Spörlein uqs@FreeBSD.org Kristaps’ mdocml project page. Git
branch for &os; mdocml related work.


Kristaps’ groff-replacement (only for rendering manual pages) is already
available in NetBSD and OpenBSD, and used to render the base system
manpages for the latter. This project aims to do similar things for
&os;.


mandoc(1) is more strict in what it accepts as input and is still
lacking some features that are used by some selected few manpages.


Getting manual page fixes accepted by upstream vendors has been
challenging. Waiting for them to round-trip back into &os; will take
even longer. Future work will therefore result in direct commits to our
contrib/ and gnu/ repository areas, in the hope this will not impact
future vendor imports too much.


Finish the Big Manpage Cleanup of 2010.


Write a textproc/groff port for the latest groff version.


Import mandoc(1), switch to catpages for base.


Supply necessary ports infrastructure to opt-in to mandoc(1).


Discuss future of groff(1) in base wrt. share/doc.


pkg_upgrade (sysutils/bsdadminscripts)


Dominic Fandrey kamikaze@bsdforen.de bsdadminscripts SF project
EuroBSDCon 2010 slides and paper


pkg_upgrade was (to my knowledge) the first binary packages only update
tool for the &os; ports. Using it does not require a copy of the ports
tree.


Currently the tool is in the final stages of a recode, that will greatly
improve support for sharing packages over NFS or nullfs mounts (e.g. for
distributing packages into jails) and also offers improved dependency
tracking and performance, more in line with how pointyhat and Tinderbox
build packages.


I recently had the opportunity to present my work at the
EuroBSDCon 2010.


Complete session code.


Add INDEX generator script that harvests information directly from
packages and hence is always accurate.


Testing.


Registration of Optional Kernel Subsystems via sysctl


Ilya Bakulin kibab@FreeBSD.org Project description on GSoC website
Slides (from &os; DevSummit in Karlsruhe)


All work is now in Perforce. Rich set of features is added to the
kernel, userland tools and libc modifications are ready, documentation
is ready.


Documentation review.


Presentation of feature set on the various mailing lists.


Committing to -CURRENT, possibly merging to stable branches (changes do
not break ABI/KBI).


Kernel-level Stacked Cryptographic File System — PEFS


Gleb Kurtsou gk@FreeBSD.org


PEFS is a kernel level stacked cryptographic file system, i.e. it stacks
on top of existing mounted filesystems. AES and Camellia algorithms in
XTS mode are supported. The project has matured since Summer of Code
2009, most important improvements for last few months include: switch to
use XTS encryption mode, implementation of sparse file support, fixing
rename bugs including race and livelock conditions, addition of ext2
support. PEFS suite contains pam module facilitating user authentication
with file system key and adding keys to mounted file system on login.
PEFS passes fsx, pjdfstest, blogbench and dbench tests running on top of
UFS and ZFS.


Packet Capturing Stack — ringmap


Alexander Fiveg afiveg@FreeBSD.org Project-Page on Google Code Slides
Wiki


Ringmap is a complete &os; packet capturing stack specialized for very
high-speed networks. The goal of this project is to develop the software
for efficient packet capturing and integrate it with the generic network
drivers and libpcap.


Current Status:



		Integrated with the lem driver. Intel network controllers: 8254X are
supported.


		Packet filtering using BPF in both kernel and user space.


		Partly integrated with ixgbe driver for 10Gb capturing.





Support for hardware timestamping.


Writing packets to the disc from within the kernel.


Multiqueue support.


Extending the “ringmap” for packet transmission.


The &os; Foundation Status Report


Deb Goodkin deb@FreeBSDFoundation.org


We were proud to be a sponsor for MeetBSD 2010 Poland and KyivBSD 2010
in Kiev, Ukraine. We also committed to sponsoring BSDDay Argentina 2010,
MeetBSD California 2010, and NYBSDCon 2010 all in November. The
Foundation was also represented at MeetBSD Poland and Ohio LinuxFest.


Completed the Foundation funded projects: “&os; Jail-Based
Virtualization” by Bjoern Zeeb and “DTrace Userland” by Rui Paulo.


We kicked off a new project by Swinburne University called “Five New TCP
Congestion Control Algorithms for &os;”.


We continued our work on infrastructure projects to beef up hardware for
package-building, network-testing, etc. This includes purchasing
equipment as well as managing equipment donations.


We are three quarters of the way through the year and we have raised
around $160,000 towards our goal of $350,000. Find out how to make a
donation at http://www.FreeBSDFoundation.org/donate/


Stop by and visit with us at MeetBSD California (Nov 5-6), LISA (Nov
10-11), and NYCBSDCon (Nov 12-14).


Chromium Web Browser


Ruben chromium@hybridsource.org Main chromium site Porting summary


Chromium is a Webkit-based web browser that is largely BSD licensed and
was recently committed to ports. It has been working well on &os; and
supports new features like HTML 5 video. Newer builds use the Clang
compiler, Clang first compiled a non-debug build of Chromium, a very
large C++ project, on &os;. This porting effort employs a new
hybrid-source model: portions of the latest &os; patches are kept closed
for a limited time and new builds are made available only to paying
subscribers, while older builds are eventually spun off to ports.
Further work remains to port all of Chromium to &os;, I am now porting
the task manager to use &os;’s libkvm and the ALSA audio backend needs
to be ported to OSS. There are other issues listed at the porting
summary, contact me if you would like to pitch in.


BSD-Day@2010


Gábor Páli pgj@FreeBSD.org


The purpose of this one-day event is to gather Central European
developers of today’s open-source BSD systems to popularize their work
and their organizations, and to meet each other in the real life. We
would also like to motivate potential future developers and users,
especially undergraduate university students to work with BSD systems.
This year’s BSD-Day will be held in Budapest, Hungary at Eötvös Loránd
University, Faculty of Informatics on November 20, 2010. Everybody is
welcome!


Five New TCP Congestion Control Algorithms for &os;


David Hayes dahayes@swin.edu.au Lawrence Stewart lstewart@FreeBSD.org
Grenville Armitage garmitage@swin.edu.au Rui Paulo rpaulo@FreeBSD.org


Work has commenced on a newly funded &os; Foundation project to bring
six modular TCP congestion control (CC) algorithm implementations (the
existing NewReno and five new algorithms: HTCP, CUBIC, Vegas, HD and
CHD) to the &os; kernel. See the CAIA 5cc and NewTCP websites for more
details on the algorithms.


To support the project’s primary deliverable, we will also be
incorporating the CAIA modular CC and Khelp frameworks into the &os;
kernel, along with the Enhanced Round Trip Time Khelp module.


The project will make a sizable, state-of-the-art contribution to &os;
and in certain areas, add completely novel work unavailable in any other
operating system known to us.


We anticipate a number of benefits, including vastly improved researcher
friendliness, reduced work for TCP oriented vendors of &os;-based
appliances, and greater choice for system administrators who operate
&os; systems in atypical network scenarios.


Keep an eye on the freebsd-net mailing list for project-related
announcements.


Enhancing the &os; TCP Implementation


Lawrence Stewart lstewart@FreeBSD.org


All outstanding patches have been committed to -CURRENT after a lengthy
review process. It is anticipated to merge all of the project’s SIFTR
and reassembly queue-related patches from -CURRENT to the stable
branches in time for the upcoming 7.4 and 8.2 releases.


Resource Containers


Edward Tomasz Napierala trasz@FreeBSD.org


The goal of this project is to implement resource containers and a
simple per-jail resource limits mechanism. Resource containers are also
a prerequisite for other resource management mechanisms, such as
Hierarchical Resource Limits, for “Collective Limits on Set of Processes
(aka. Jobs)” Google Summer of Code 2010 project, for implementing
mechanism similar to Linux cgroups, and might be also used to e.g.
provide precise resource usage accounting for administrative or billing
purposes. So far, a generic resource usage framework has been developed,
along with limit enforcement for most resources. Work is on-going on
adding limits for remaining resources, debugging and generally improving
the implementation. This project is being sponsored by The &os;
Foundation.


BSNMP Enhancements


Shteryana Shopova syrinx@FreeBSD.org Philip Paeps philip@FreeBSD.org
bsnmpd(1)-related pages on &os; wiki snmp_wlan(3) P4 code tree SNMPv3
for bnmspd(1) P4 code tree


During the previous few months several additions were developed to
&os;’s built-in SNMP daemon — bsnmpd(1).


First a snmp_wlan(3) module was developed that allows monitoring and
configuration of wlan(4) interfaces operating in various modes,
including statistics, attached/neighboring station information, MAC
access control entries and mesh routing information. The module’s code
was submitted in SVN and is now a part of the &os; base system.


Next, SNMPv3 authentication and encryption support were added to
bsnmplib(3), bsnmpd(1) and bsnmptools (which are available via the ports
system currently). The message digest and cipher calculation calls use
the implementation of the relevant cryptographic algorithm
implementation in OpenSSL’s crypto(3) library. bsnmpd(1) may still
optionally be compiled without the crypto(3) library, in which case only
unauthenticated plain-text SNMPv3 PDUs may be processed.


In addition, a snmp_usm(3) module was developed that is used to
configure SNMPv3 users parameters (name, authentication & encryption
algorithms used and relevant keys, etc.) into bsnmpd(1) as per RFC 3414.


Finally, a snmp_vacm(3) module was developed that allows configuration
of view-based access control as per RFC 3415, and relevant checks are
made by bsnmpd(1) that allow or restrict access to specific
SNMPv1/SNMPv2 communities or SNMPv3 users to certain MIB subtrees as per
the configuration in the snmp_vacm(3) module. If none of the
SNMPv3-related modules is loaded, bsnmpd(1) preserves its current
behavior with SNMPv1/SNMPv2c PDUs.


This work is being funded by the &os; Foundation.


Update Wiki Page to reflect latest work and document proper use.


Finish cleanup and have it reviewed.


More extensive user testing.


&os; Services Control (fsc)


Tom Rhodes trhodes@FreeBSD.org


&os; Services Control is a mix of binaries which integrate into the rc.d
system and provide for service (daemon) monitoring. It knows about
signals, pidfiles, and uses very little resources.


The fsc daemon (fscd) runs in the background once the system has
started. Services are then added to this daemon via the fscadm control
utility and from there they will be monitored. When they die, depending
on the reason, they will be restarted. Certain signals may be ignored
(list not decided), and fscd will remove that service from monitoring.
Every action is logged to the system logging daemon. Additionally, the
fscadm utility may be used to inquire about what services are monitored,
their pidfile location, and current process id.


FSC provides several advantages over the third-party daemontools
package. For example, fscd uses push notifications instead of polling;
fscd is an internal, &os;-maintained software package accessible to all
developers where daemontools would have to be a port and require us to
maintain patches; fscd could be easily integrated with the current rc.d
infrastructure.


Partially based on the ideas of daemontools and Solaris Service
Management Facility (SMF), this could be an extremely useful tool for
&os; systems.


Since the last status report, two bugs have been fixed and the
documentation has been updated. In the coming weeks we hope to get more
developer attention and review, perhaps even push to commit the code
into &os;.


Testing and feedback would be really helpful.


Netdump Support


Attilio Rao attilio@FreeBSD.org Ed Maste emaste@FreeBSD.org


Netdump provides kernel core dumping over the network, instead of to a
local disk. It implements a very minimal TCP/IPv4 stack and uses a
custom UDP protocol to transmit the dump to the netdump server running
on another host. Network interfaces selected for dumping perform I/O in
polling mode.


Netdump should find its use in diskless workstation clusters, PXE-booted
test machines, and perhaps when doing disk driver development.


General &os; dumping mechanism refinements.


Implement checksum on UDP packets.


Investigate the possibility to replace the custom protocol with tftp.


Investigate the possibility to replace the custom TCP/IPv4 stack with
Contiki.


Implement network console and gdb backend using a shared debug context
stack.


Add IPv6 support.


PC-BSD


Kris Moore kmoore@FreeBSD.org PC-BSD Website PC-BSD Current Repo


Work is progressing quickly on a major re-factoring of PC-BSD tools and
the PBI format for 9.0. Our GUI tools have been converted to compile /
run within native QT without KDE now, allowing us to begin offering
support for other desktop environments for 9.0, such as Gnome, XFCE,
LXDE, KDE, etc. The PBI format has undergone a complete evolution, and
is now entirely command-line based for all aspects of it, with only a
few dependencies upon curl & xdg-utils. This will allow us to begin
offering PBIs for traditional &os; users starting with 9.0, who will be
able to install the pbi-manager from ports in the near future.


We are still busy converting / fixing all our tools to play nicely with
various DE’s, but making quick progress.


The new PBI format is still undergoing extensive testing, and bugs are
being isolated and fixed.


xz Compression for Packages and Log Files


Martin Matuska mm@FreeBSD.org


Support for xz compression has been enabled in bsdtar (-CURRENT
8-STABLE) and added to pkg_create(1) and pkg_add(1) (-CURRRENT).
Packages with the .txz suffix can be created and installed. Log file
compression using xz in newsyslog(8) will be integrated soon. Benchmarks
show 15-30% better compression ratios and up to halved decompression
times when compared to bzip2. A switch from the default package format
from .tbz to .txz is to be considered.


Test building all &os; packages with xz compression.


&os; Developer Summit, meetBSD California 2010


Warner Losh imp@ixsystems.com Information page


We will be having a developers summit meeting at meetBSD California 2010
on November 4th, the day before the conference. Based on who is in
attendance, we will be talking about the status of pressing issues;
working on pressing problems and using the opportunity for face to face
meetings to work out issues that are difficult in email. This is an
invitation-only event, but any developer can invite people they think
would help drive this meeting forward. An agenda will be published
closer to the date.


External Toolchain Support


Warner Losh imp@FreeBSD.org


One problem that the project has with its push towards embedded
platforms is with the toolchain. The compilers and linkers and such in
the current &os; support the architectures generically, but often times
silicon vendors produce specialized toolchains to wring the most
performance out of their silicon. Right now, it is difficult to compile
&os; with these tools, as many manual steps are required to make things
‘just so’.


The external toolchain project will leverage some of the work done by
the Clang team to support Clang in the base system (breaking the strict
dependency on CC=cc (except for the broken intel CC support)). In
addition, the orchestration of the build (make buildworld) will change
to avoid bootstrapping certain tools, or compiling the compilers at all.
In addition, support for using alternate assemblers, linkers, etc., will
be added. The work will be done in subversion in projects/xtc (for
eXternal Tool Chain).


Target Big Endian Must Die


Warner Losh imp@FreeBSD.org


The “tbemd” or Target Big Endian Must Die effort is nearing completion.
Most of the big sweeping changes to the tree have been committed. The
last change, actually pulling the switch, is stalled waiting for make
universe improvements. This work will change the TARGET_ARCH from a
plain ‘mips’ to ‘mipsel’ or ‘mipseb’ based on which endian the platform
has. It introduces the concept of multiple architectures being
implemented with one set of files, and regularizes that design pattern
into the &os; build process. In the past, you had to set
TARGET_BIG_ENDIAN=t to compile for big endian, but that had a number
of problems: can not share /usr/obj between little and big endian
targets, sometimes the produced compilers will not work right unless
TARGET_BIG_ENDIAN is defined in the environment, etc.


Update make universe to cope with the new architectures when building
kernels.


&os; KDE Team


&os; KDE Team kde@FreeBSD.org Thomas Abthorpe tabthorpe@FreeBSD.org Max
Brazhnikov makc@FreeBSD.org Kris Moore kmoore@FreeBSD.org Dima Panov
fluffy@FreeBSD.org Alberto Villa avilla@FreeBSD.org


The &os; KDE team has been actively keeping pace with development
cycle [http://techbase.kde.org/Schedules] as it is released by the
KDE developers. Often having KDE in the ports tree within the same week
it has been released.


An integral part of maintaining KDE exists in supporting the Qt
toolchain. As Nokia releases Qt [http://qt.nokia.com/], our team is
keeping pace making it available in our development
repository [http://area51.pcbsd.org/].


We are fortunate to have a strong contributor base that helps to keep
the process moving along. Our heartfelt thanks go out to all that have
helped with patches, maintaining ports, and responding with help on the
mailing lists.


KDE 4.5.4 is due out at the end of November, with 4.6.0 to be released
early in 2011.


The &os; KDE team is always looking for helpers, if you are interested
in assisting, please feel free to contact any of our team members.


pc-sysinstall


Kris Moore kmoore@FreeBSD.org John Hixson john@ixsystems.com Josh
Paetzel jpaetzel@FreeBSD.org


pc-sysinstall was imported into CURRENT recently. For the moment it is
feature complete, although progress on the text front end for it may
expose additional functionality it needs.


The automated/scripted install features of pc-sysinstall need wider
testing and use to expose potential weaknesses, bugs, and additional
features it may require.


Related tasks include getting a text front-end to pc-sysinstall working
and hooking up pc-sysinstall to the build so install media is generated
that runs pc-sysinstall.


DAHDI/&os; Project


Max Khon fjoe@samodelkin.net Project Status


The purpose of DAHDI/&os; project is to make it possible to use &os; as
a base system for software PBX solutions.


DAHDI (Digium/Asterisk Hardware Device Interface) is an open-source
device driver framework and a set of hardware drivers for E1/T1, ISDN
digital, and FXO/FXS analog cards
[1 [http://www.asterisk.org/dahdi/]]. Asterisk is one of the most
popular open-source software PBX solutions
[2 [http://www.asterisk.org/]].


The project includes porting DAHDI framework and hardware drivers for
E1/T1, FXO/FXS analog, and ISDN digital cards to &os;. This also
includes TDMoE support, software and hardware echo cancellation
(Octasic, VPMADT032), and hardware transcoding support (TC400B). The
work is ongoing in the official DAHDI SVN repository with the close
collaboration with DAHDI folks at Digium.


DAHDI/&os; project is completed. ports/misc/dahdi now contains the most
recent DAHDI/&os; version and additional stuff that is not available in
DAHDI/&os; SVN repository due to licensing and copyright restrictions
(OSLEC echo canceler, experimental zaphfc driver). Experimental sparc64
support is also implemented and is currently being tested.


There is a pile of minor changes in queue that will be handled soon:



		Add ability to run asterisk+dahdi under non-root user account.


		Add support for bri_net_ptmp ISDN signalling to asterisk port and
drop old and outdated zaptel+asterisk-bristuff ports.





Periodic merges from DAHDI/Linux SVN will be continued on a regular
basis with rolling out new DAHDI/&os; releases (most likely synchronized
with DAHDI/Linux releases).


V4L Support in Linux Emulator


J.R. Oldroyd fbsd@opal.com


The V4L support in the Linux emulator has been merged to 8-STABLE
allowing use of video in Skype calls using a camera supported by the
pwcbsd or video4bsd drivers. A known issue for Skype is that your camera
must support YUV420 mode which is what Skype uses. Note that V4L2
support is not included in the current work, and remains as a project
for anyone interested.


Syncing pf(4) with OpenBSD 4.5


Ermal Luçi eri@FreeBSD.org Viewing the changes. The actual repo to build
from. Public announcement.


This work is based on OpenBSD 4.5 state of pf(4). It includes many
improvements over the code currently present in &os;. The actual new
feature present in pf45 repository is support for divert(4), which
should allow tools like snort_inline to work with pf(4) too. This work
also enables pfsync(4) to be loaded as a module as well.


Currently, this work is considered stable and a patch against -CURRENT
has been released on freebsd-pf mailing list.


The reason why this work is based off of OpenBSD 4.5 is that after this
release they have changed the syntax which is not backwards compatible.


After importing this one the work will go on the newest version and
decisions on it will then be done.


Make a decision whether we need pflow(4) in base.


More regression testing is needed.


OpenAFS Port


Benjamin Kaduk kaduk@mit.edu Derrick Brashear shadow@gmail.com OpenAFS
home page &os; port for the OpenAFS 1.5.77 release


AFS is a distributed network file system that originated from the Andrew
Project at Carnegie-Mellon University; the OpenAFS client implementation
has not been particularly useful on &os; since the &os; 4.X releases.
The previous status report brought the OpenAFS client to a useful form
on -CURRENT, though with many rough edges. Only a couple of those edges
have been smoothed out during the past few months, as developer time was
scarce. A mismatch between file size and vmobject size tracking was
resolved (allowing executables to be run from AFS), and our system call
entry has been updated on -CURRENT and 8-STABLE to match reality. Thanks
to Kostik Belusov for both of those! The code is useful enough that we
plan to submit an openafs-devel port to the Ports Collection in the
coming cycle.


There are several known outstanding issues that are being worked on, but
detailed bug reports are welcome at port-freebsd@openafs.org.


Rework vnode locking for lookup operations to avoid an easily-triggered
deadlock between two threads when one is looking up the parent
directory.


Update VFS locking to allow the use of disk-based client caches as well
as memory-based caches.


Track down races and deadlocks that appear under load.


Integrate with the bsd.kmod.mk kernel-module build infrastructure.


gptboot Improvements


Pawel Jakub Dawidek pjd@FreeBSD.org


The gptboot now fully follows GPT specification (verifies checksums and
falls back to backup header and table if primary is corrupted).


One can now use new attributes to configure partition that gptboot will
try to boot only once from and in case of a failure it will fall back to
the previous one.


For more information check out the commit message.


HAST (Highly Available Storage) Improvements


Pawel Jakub Dawidek pjd@FreeBSD.org


HAST is now better than ever! Some recent improvements include:



		Hooks supports — HAST will execute the given command on various
events (connect, disconnect, synchronization start, synchronization
completed, synchronization interrupted, split-brain condition, role
change).


		Configuration reload on SIGHUP, a very missing functionality.


		Internal keepalive mechanism.


		Many bug fixes, majority of them reported by Mikolaj Golub.





ZFSv28 is Ready for Wider Testing


Pawel Jakub Dawidek pjd@FreeBSD.org


ZFS v28 which includes data deduplication and plenty of other shiny new
features is ready for testing. For more information check out the
announcement.


GELI Additions


Pawel Jakub Dawidek pjd@FreeBSD.org


There are three new GELI (a disk encryption GEOM class) features
available in -CURRENT:



		AES-XTS encryption. XTS mode is a standard that is recommended these
days for storage encryption. This is the default now. AES-XTS support
was also added to opencrypto framework and aesni(4) driver.


		Multiple encryption keys. GELI will use one encryption key for at
most 2^20 blocks (sectors), as it is not recommended to use the same
encryption key for too much data. It generates a key array from the
master key on attach and uses it accordingly. This is the default
now.


		Passphrase can now also be loaded from a file (-J and -j options).





Valgrind Port


Stanislav Sedov stas@FreeBSD.org Ed Maste emaste@FreeBSD.org Wiki page
bibtbucket repository Bug tracker


Valgrind is a tool for detecting memory management and threading bugs,
and profiling. Version 3.6.0 has recently been released and the &os;
port has now been updated.


Development of the Valgrind port has moved from Perforce to
bitbucket.org, in order to make it easier for others to track changes as
we progress towards getting the port into shape to commit upstream. The
repository’s Bitbucket address is at the beginning of the report.


A bugzilla entry has been submitted to track the &os; Valgrind port. You
can see the status and vote for the bug to express your interest at
https://bugs.kde.org/show_bug.cgi?id=208531.


Port exp-ptrcheck valgrind tool and fix outstanding issues that show up
in memcheck/helgrind/DRD in the Valgrind regression tests suite.


More testing (please, help).


Integrate our patches upstream.


Capsicum: Practical Capabilities for UNIX


Robert Watson rwatson@FreeBSD.org Jonathan Anderson anderson@FreeBSD.org
Ben Laurie benl@google.com Kris Kennaway kennaway@google.com Capsicum:
practical capabilities for UNIX Capsicum project mailing list USENIX
Security 2010 paper on Capsicum


Capsicum is a lightweight OS capability and sandbox framework developed
at the University of Cambridge Computer Laboratory, supported by a grant
from Google. Capsicum extends the POSIX API, providing several new OS
primitives to support object-capability security on UNIX-like operating
systems: capabilities, a new sandboxed capability mode for processes,
anonymous shared memory objects, process descriptors, and a modified C
runtime able to support distributed applications within sandboxes.
Capsicum has been prototyped on &os; -CURRENT, with a 8-STABLE backport.


Capsicum is intended to supplement existing system-centric mandatory
access control protections by providing an application-centric
protection model, which better supports compartmentalised user programs
that set up one (or many) sandboxes to process untrustworthy data in. A
number of applications, from tcpdump to the Chromium web browser, have
been modified to use sandboxing to confine risky activities such as the
parsing of untrusted packets and HTML/JavaScript rendering.


We plan to begin merging the core Capsicum kernel features to &os;
-CURRENT in November/December 2010 once a number of known problems have
been resolved. Following a KBI analysis, we will consider merging our
8-STABLE backport to Subversion. For the time being, and while APIs
stabilise, we plan to distribute the Capsicum libraries via ports.
However, simply having the kernel features in place is sufficient to
support sandboxing in tcpdump and Chromium.


The Capsicum paper by Robert Watson / Jonathan Anderson (Cambridge) and
Ben Laurie / Kris Kennaway (Google) won a best paper award at the 2010
USENIX Security Symposium!


More aggressively test (and as needed, fix) possible UNIX domain socket
garbage collector interactions with Capsicum.


Using results of our recent model checking analysis of the namei()
sandboxing approach, make robustness improvements.


Merge to &os; -CURRENT in November/December.


KBI analysis for possible 8-STABLE merge.


Convert more applications to use Capsicum sandboxing!


&os; Bugbusting Team


Gavin Atkinson gavin@FreeBSD.org Mark Linimon linimon@FreeBSD.org Remko
Lodder remko@FreeBSD.org Volker Werth vwe@FreeBSD.org


The bugbusting team continue work on trying to make the contents of the
GNATS PR database cleaner, more accessible and easier for committers to
find and resolve PRs, by tagging PRs to indicate the areas involved, and
by ensuring that there is sufficient info within each PR to resolve each
issue.


July saw the addition of Alexander Best (arundel@) to this bugbusting
team, he is helping with the triaging PRs as they come in, creating
patches for problems and working with submitters to get the solutions
tested, and working through the PR backlog.


Also in July, Gavin Atkinson worked with Hans Petter Selasky on the USB
PRs, attempting to go through many of them and determine the status of
each of them. As a result, nearly 10% of the USB PRs were determined to
be closeable, with many more either being marked as patched already or
able to be committed quickly. Several PRs that only affect the old
(pre-8.0) USB stack were also identified and marked as such. More work
will take place in this area in the future.


August saw us host another bugathon, with an aim of investigating and
getting into a committable state several of the PRs with patches.
Turnout was not as great as in the past — mainly believed to be due to
the short notice, but still several PRs were progressed, with several
commits made and several PRs closed.


The number of PRs has held steady over the last three months, with
improvements in numbers in some categories (especially usb and bin)
being offset by slight increases in others.


Reports continue to be produced from the PR database, all of which can
be found from the links above. Committers interested in custom reports
are encouraged to discuss requirements with bugmeister@ — we are happy
to create new reports where needs are identified.


As always, anybody interested in helping out with the PR queue is
welcome to join us in #freebsd-bugbusters on EFnet. We are always
looking for additional help, whether your interests lie in triaging
incoming PRs, generating patches to resolve existing problems, or simply
helping with the database housekeeping (identifying duplicate PRs, ones
that have already been resolved, etc). This is a great way of getting
more involved with &os;!


Try to find ways to get more committers helping us with closing PRs that
the team has already analyzed.


Try to get more non-committers involved with the triaging of PRs as they
come in, and generating patches to fix reported problems.


&os; Release Engineering Team


Release Engineering Team re@FreeBSD.org


The Release Engineering Team has announced the schedule for the upcoming
joint release of &os; 7.4 and 8.2. The schedules are available on the
web site:



		7.4-RELEASE
schedule [http://www.freebsd.org/releases/7.4R/schedule.html]


		8.2-RELEASE
schedule [http://www.freebsd.org/releases/8.2R/schedule.html]





It is expected that 7.4 will be the last of the 7.X releases.


The &os; Japanese Documentation Project


Hiroki Sato hrs@FreeBSD.org Ryusuke Suzuki ryusuke@FreeBSD.org Japanese
&os; Web Pages The &os; Japanese Documentation Project Web Page


The www/ja and doc/ja_JP.eucJP/ have been updated constantly since the
last status report. We committed a big patch for the “Installing &os;”
chapter of the &os; Handbook which was contributed by many people since
a long time. This chapter is still outdated and needs more work. Some
progress was made in the Porter’s Handbook as well.


Further translation of the &os; Handbook and contents of the
www.FreeBSD.org [http://www.FreeBSD.org] site to the Japanese
language.


Pre-/post-commit review of the translation.


EuroBSDCon 2010


Wolfgang Zenker eurobsdcon2010@egeling.de Gábor Páli pgj@FreeBSD.org


EuroBSDCon 2010 happened in Karlsruhe, Germany, with many users,
developers, friends, and others. We had many tutorials, and 22
interesting presentations on various topics connected to &os;, OpenBSD,
NetBSD, like the new USB stack, jail improvements, Virtual Private
Systems, SSH and PGP convergence, ZFS, journaled Soft-Updates, BSD
certification, porting to the latest ARM processors, and pc-sysinstall.
The event was opened by a keynote speech from Poul-Henning Kamp on
software tools and their future, and it was closed by short status
reports on different BSD flavors.


EuroBSDCon 2011


Philip Paeps philip@FreeBSD.org EuroBSDCon 2011 Placeholder Call for
Proposals


EuroBSDCon is the European technical conference for users and developers
on BSD based systems. The EuroBSDCon 2011 conference will be held in the
Netherlands from Thursday 6 October 2011 to Sunday 9 October 2011, with
tutorials on Thursday and Friday and talks on Saturday and Sunday.


The EuroBSDCon conference is inviting developers and users of BSD based
systems to submit innovative and original papers not submitted to other
European conferences on BSD-related topics.


Please see the EuroBSDCon 2011 website for more details.
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Introduction


This is a draft of the April-June 2014 status report. Please check
back after it is finalized, and an announcement email is sent to the
&os;-Announce mailing list.


?>


This report covers &os;-related projects between April and June 2014.
This is the second of four reports planned for 2014.


The second quarter of 2014 was a very busy and productive time for the
&os; Project. A new &os; Core Team was elected, the &os; Ports
Management Team branched the second quarterly “stable” branch, the
&os; Release Engineering Team was in the process of finalizing the
&os; 9.3-RELEASE cycle, and many exciting new features have been added
to &os;.


Thanks to all the reporters for the excellent work! This report contains
24 entries and we hope you enjoy reading it.


The deadline for submissions covering the period from July to September
2014 is October 7th, 2014.


team &os; Team Reports proj Projects kern Kernel arch Architectures


bin Userland Programs ?> ports Ports doc Documentation misc
Miscellaneous


CUSE4BSD


Hans Petter Selasky hselasky@FreeBSD.org Commit


The so-called CUSE4BSD has been imported into the base system of
&os;-11. CUSE is short for character device in userspace. The CUSE
library is a wrapper for the devfs(8) kernel functionality which is
exposed through /dev/cuse. In order to function, the CUSE kernel code
must either be enabled in the kernel configuration file or loaded
separately as a module. Follow the commit message link to get more
information.


RPC/NFS and CTL/iSCSI Performance Optimizations


Alexander Motin mav@FreeBSD.org


The &os; RPC stack, used as a base for its NFS server, received multiple
optimizations to improve performance and SMP scalability. Algorithmic
optimizations reduced processing overhead, while improved locking
allowed it to scale up to at least 40 processor cores without
significant lock congestion. Combined with some other kernel
optimizations, the peak NFS request rate increased by many times,
reaching up to 600K requests per second on modern hardware.


The CAM Target Layer (CTL), used as the base for the new kernel iSCSI
server, also received a series of locking optimizations which allowed
its peak request rate to increase from ~200K to ~600K IOPS with the
potential of reaching a rate of 1M requests per second. That rate is
sufficient to completely saturate 2x10Gbit Ethernet links with 4KB
requests. For comparison, the port of net/istgt (user-level iSCSI
server) on the same hardware with an equivalent configuration showed
only 100K IOPS.


There is also ongoing work on improving CTL functionality. It was
already made to support three of four VMware VAAI storage acceleration
primitives (net/istgt supports 2), while the goal is to reach full
VAAI support during next months.


With all these improvements, and earlier improvements in CAM, GEOM, ZFS,
and a number of other kernel areas coming soon, &os; 10.1 may become the
fastest storage release ever. ;)


These projects are sponsored by iXsystems, Inc.


&os;/arm64


Andrew Turner andrew@FreeBSD.org


Arm64 is the name of the in-progress port of &os; to the ARMv8 CPU when
it is in AArch64 mode. Until recently, all ARM CPU designs were 32-bit
only. With the introduction of the ARMv8 architecture, ARM has added a
new 64-bit mode. This new mode has been named AArch64.


Booting &os; on the ARM Foundation Model has made a lot of progress
since the last status report. An initial pmap implementation has been
written. With this, &os; is able to enter the Machine Independent boot
code. The required autoconf functions have been added allowing &os; to
start scheduling tasks. Finally the cpu_switch and copystr functions
were added. With these two, &os; will boot to the mountroot prompt.


Work has started on supporting exceptions, including interrupts. This
will allow more developers to start working on device drivers.


Finish exception and interrupt handling


Read the Device Tree or ACPI tables from UEFI


Test on real hardware


Updated vt(4) System Console


Aleksandr Rybalko ray@FreeBSD.org Ed Maste emaste@FreeBSD.org Ed
Schouten ed@FreeBSD.org Warren Block wblock@FreeBSD.org Project wiki
page


The vt(4) (aka Newcons) project provides a replacement for the
legacy syscons system console. It brings a number of improvements,
including better integration with graphics modes and broader character
set support.


Since the last
report [http://www.freebsd.org/news/status/report-2014-01-2014-03.html#Updated-vt%284%29-System-Console],
vt(4) gained the ability to make early driver selection. vt(4)
selects the best successfully-probed driver before most other kernel
subsystems are initialized. Also, to facilitate migration from
syscons(4) to vt(4), multiple virtual terminal subsystems in the
kernel are now supported. It is controlled by a small module with just
one kernel environment variable. Users can select the virtual terminal
system to use by setting kern.vty=sc or kern.vty=vt.


The GENERIC kernel configuration for the amd64 and i386 platforms now
includes both syscons(4) and vt(4) by default. This
configuration is also planned to be in &os; 10.1-RELEASE.


The project finally received a man page, so now vt(4) is not only
the project name, but also a link to its documentation. Great thanks to
&a.wblock; for that.


Major highlights:



		Unicode support.


		Double-width character support for CJK characters.


		xterm(1)-like terminal emulation.


		Support for Kernel Mode Setting (KMS) drivers (i915kms,
radeonkms).


		Support for different fonts per terminal window.


		Simplified drivers.





Brief status of supported architectures and hardware:



		amd64 (VGA/i915kms/radeonkms) — works.


		ARM framebuffer — works.


		i386 (VGA/i915kms/radeonkms) — works.


		IA64 — untested.


		MIPS — untested.


		PPC and PPC64 — work, but without X.Org yet.


		SPARC — works on certain hardware (e.g., Ultra 5).


		vesa(4) — in progress.


		i386/amd64 nVidia driver — not supported. VGA should be used (VESA
planned).


		Xbox framebuffer driver — will be deleted as unused.





The &os; Foundation


Implement the remaining features supported by vidcontrol(1).


Write manual pages for vt(4) drivers and kernel interfaces.


Support direct handling of keyboard by the kbd device (without
kbdmux(4)).


CJK fonts. (This is in progress).


Address performance issues on some architectures.


Switch to vt(4) by default.


Convert keyboard maps for use with vt(4).


Implement compatibility mode to be able to use single-byte
charsets/key-codes in vt(4).


QEMU bsd-user-Enabled Ports Building


Stacey Son sson@FreeBSD.org Juergen Lock nox@FreeBSD.org Sean Bruno
sbruno@FreeBSD.org Overview of technology Status of ports building
Master repository for collaboration


The ports-mgmt/poudriere-devel port is capable of building ports via
an emulator. Configuration of the miscellaneous binary image activator
is required prior to a poudriere-devel run.


ARMV6, MIPS32 and MIPS64 packages can be produced via full emulation.
There are several packages that block a full run of builds. They can be
viewed on the “Status of ports building” link.


To build packages via emulation, on current or latest stable/10:


Clone the github repository, and switch to the bsd-user branch. Then
run:


./configure --static \       --target-list="arm-bsd-user i386-bsd-user \       mips-bsd-user mips64-bsd-user mips64el-bsd-user \       mipsel-bsd-user ppc-bsd-user ppc64-bsd-user sparc-bsd-user \       sparc64-bsd-user x86_64-bsd-user"


gmake; gmake install


Then set up the binmiscctl tools to do some evil hackery to redirect
execution of armv6 binaries to qemu:


binmiscctl add armv6 --interpreter \       "/usr/local/bin/qemu-arm" --magic \       "\x7f\x45\x4c\x46\x01\x01\x01\x00\x00\x00\x00\x00\x00\x00\x00\x00\x02 \       \x00\x28\x00" --mask "\xff\xff\xff\xff\xff\xff\xff\x00\xff\xff\xff\xff \        \xff\xff\xff\xff\xfe\xff\xff\xff" --size 20 --set-enabled


Install poudriere-devel from ports. It knows how to set up things.


Create a poudriere jail to do all the magic:


poudriere jail -c -j 11armv632 -m svn -a armv6 \       -v head


Now run poudriere against that jail to build all the ports:


poudriere bulk -j 11armv632 -a


Nullfs mount the ports tree into the jail:


mkdir /usr/local/poudriere/jails/11armv632/usr/ports       mount -t nullfs /usr/ports /usr/local/poudriere/jails/11armv632/usr/ports


To chroot into the jail:


mount -t devfs devfs /usr/local/poudriere/jails/11armv632/dev       chroot /usr/local/poudriere/jails/11armv632/


PPC on AMD64 emulation. This is a work in progress as there appear to be
some serious issues running the bsd-user binary on big-endian hardware.
Justin Hibbits is working on this.


SPARC64 on AMD64 emulation is non-functional and instantly segfaults. We
are looking for someone to poke at the bits here.


External Toolchain, XDEV support. There is partial support for using an
AMD64 toolchain that can output binaries for other architecture (e.g.,
using an AMD64 toolchain to build MIPS64 packages). We are currently
tracking a linking issue with ports-mgmt/pkg. Thanks to Warner Losh,
Baptiste Daroussin, Dimitry Andric for poking at bits in here to make
the XDEV target useful.


Signal handling. The MIPS/ARMV6 target stills display a failure that
manifests itself when building devel/p5-Sys-SigAction.


Massive documentation update needed. These modifications actually allow
chrooting into a MIPS or ARMv6 environment and using native toolchains
and libraries to prototype software for a target platform.


&os; Python Ports


&os; Python Team python@FreeBSD.org The &os; Python Team Page IRC
channel


We are pleased to announce the availability of conflict-free Python
package support across different Python versions based on the
USES=uniquefiles feature recently introduced to the Ports framework. A
Python package can be marked as buildable and installable in parallel
for different Python versions at the same time on the same host. The
package building tools, however, do not support this feature yet and the
Python team will work closely with portmgr and the pkg developers to
enable support on a global ports and packages scale.


In May and June a huge clean-up operation took place to remove the last
bits and pieces targeting easy_install. In the beginning of July we
committed the final changes to remove easy_install support completely
from the ports framework. This greatly simplifies the infrastructure and
allows us to modernize and maintain it with less effort.


We added Python 3.4, removed Python 3.1 after its end of life, updated
the setuptools ports to version 5.1 and PyPy’s development version to
2.3.1. The latest Python 2.7.8 and an updated setuptools will hit the
tree shortly.


Our upstreaming effort continues to produce good outcomes for
simplifying maintenance and reducing complexity.


Looking forward, one of the top priorities is to comply with the USES
framework in the foreseeable future and to roll out a consistent
maintainer policy for integrating new Python-related ports into the
tree.


Migrate bsd.python.mk to the Uses framework.


Develop a high-level and lightweight Python Ports Policy.


Add support for granular dependencies (for example >=1.0,<2.0).


See what adding pip (Python Package Index) support will require.


Add default QA targets and functions for Python ports (TEST_DEPENDS,
regression-test, etc.)


More tasks can be found on the team’s wiki page (see links).


To get involved, come and say “hi” on IRC and let us know what you are
interested in!


UEFI Boot


Ed Maste emaste@FreeBSD.org Nathan Whitehorn nwhitehorn@FreeBSD.org &os;
UEFI wiki page &os; snapshots


The Unified Extensible Firmware Interface (UEFI) provides boot- and
run-time services for x86 and other computers. For the x86 architecture
it replaces the legacy BIOS. This project will adapt the &os; loader and
kernel boot process for compatibility with UEFI firmware, found on
contemporary servers, desktops, and laptops.


Ed and Nathan completed a number of integration tasks over the past
three months. Nathan added a first-stage loader, boot1.efi, to support
chain-loading the rest of the system from a UFS filesystem. This allows
the UEFI boot process to proceed in a similar fashion as with BIOS boot.
Nathan also added UEFI support to the &os; installer and release image
creation script.


The EFI framebuffer requires the vt(4) system console — a
framebuffer driver is not implemented for the legacy syscons(4)
console. Ed added automatic vt(4) selection to the UEFI boot path.


Snapshots are now built as dual-mode images, and should boot via both
BIOS and UEFI. Our plan is to merge the UEFI and vt(4) work to
stable/10 to appear in &os; 10.1-RELEASE.


The &os; Foundation


Document manual installation, including dual-boot configurations.


Implement boot1.efi for ZFS file systems.


Add support for UEFI variables stored in non-volatile memory (NVRAM).


Debug boot failures with certain UEFI firmware implementations.


Support secure boot.


&os; Core Team


&os; Core Team core@FreeBSD.org


The &os; Core Team constitutes the project’s “Board of Directors”,
responsible for deciding the project’s overall goals and direction as
well as managing specific areas of the &os; project landscape.


Topics for core this quarter have included some far-reaching policy
reviews and some significant changes to the project development
methodology.


In May, a new release policy was published and presented at the BSDCan
developer conference by John Baldwin. The idea is that each major
release branch (for example, 10.X) is guaranteed to be supported for at
least five years, but individual point releases on each branch, like
10.0-RELEASE, will be issued at regular intervals and only the latest
point release will be supported.


Another significant change did not receive approval. When the change to
the Bylaws reforming the core team election process was put to the vote
of all &os; developers, it failed to reach a quorum.


June saw the culmination of a long running project to replace the
project’s bug tracking system. As of June 3, the &os; project has
switched to Bugzilla as its bug tracking system. All of the history of
GNATS PRs has been preserved, so there is no need to re-open old
tickets. Work is still going on to replicate some of the integration
tweaks that had been applied to GNATS, but all necessary functionality
has been implemented and the project is already seeing the benefits of
the new capabilities brought by Bugzilla.


An election to select core members for the next two year term of office
took place during this period. We would like to thank retiring members
of core for their years of service. The new core team provides
continuity with previous core teams: about half are incumbents from the
previous team, and several former core team members have returned after
a hiatus. Core now includes two members of the &os; Foundation board and
one other Foundation staff member, aiding greater coordination at the
top level of the project. At the same time the core-secretary role was
passed on to a new volunteer.


Other activities included providing consultation on licensing terms for
software within the &os; source tree, and oversight of changes to the
membership of postmaster and clusteradm.


Three new src commit bits were issued during this quarter, and one was
taken into safekeeping.


&os; Host Support for OpenStack and OpenContrail


Grzegorz Bernacki gjb@semihalf.com Michal Dubiel md@semihalf.com Dominik
Ermel der@semihalf.com Rafal Jaworowski raj@semihalf.com


OpenStack is a cloud operating system that controls large pools of
compute, storage, and networking resources in a datacenter.


OpenContrail is a network virtualization (SDN) solution comprising
network controller, virtual router, and analytics engine, which can be
integrated with cloud orchestration systems like OpenStack or
CloudStack.


The goal of this work is to enable &os; as a fully supported compute
host for OpenStack using OpenContrail virtualized networking. The main
areas of development are:



		Libvirt hypervisor driver for bhyve.


		Support for bhyve (via libvirt compute driver) and the overall &os;
platform in nova-compute.


		OpenContrail vRouter (forwarding plane kernel module) port to &os;.


		OpenContrail Agent (network controller node) port to &os;.


		Integration and performance optimizations.





Since the last report the following items have been completed, which
allow for a working demo of an OpenStack compute node on a &os; host
using OpenContrail for network virtualization:



		Port of the OpenContrail vRouter kernel module for &os; (MPLS over
GRE mode only)


		Port of the OpenContrail Agent for &os;


		&os; version of a Devstack installation/configuration script with
support for the OpenContrail solution (Compute node components only)





A demo was presented at the DevSummit during BSDCan2014 in Ottawa. Also,
a meetup regarding the subject was organized in Krakow, Poland.


Work on this project is sponsored by Juniper Networks.


The &os; Foundation


Deb Goodkin deb@FreeBSDFoundation.org &os; Journal


The &os; Foundation is a 501(c)(3) non-profit organization dedicated to
supporting and promoting the &os; Project and community worldwide. Most
of the funding is used to support &os; development projects, conferences
and developer summits, purchase equipment to grow and improve the &os;
infrastructure, and provide legal support for the Project.


We published our third issue of the &os; Journal. We have over 2700
subscriptions so far. We continued working on the digital edition, which
will allow subscribers to read the magazine in different web browsers,
including those than run on &os;. This will be available for the
July/August issue of the Journal.


We hired Anne Dickison, on a freelance basis, as our new marketing
director, to help us promote the Foundation and Project.


The annual board meeting was held in Ottawa, Canada, in May. Directors
and officers were elected, and we did some long-term planning. We worked
on our vision, core values, project road mapping, and our near-term
goals. We also met with the core team to discuss roles and
responsibilities, project roadmapping, and what we can do to help the
Project more.


We were a Gold+ sponsor for BSDCan, May 16-17 and provided 7 travel
grants for developers to attend the conference. We also were the sponsor
for both the developer and vendor summits.


Justin Gibbs gave a &os; presentation at a &os; user’s internal
technology summit. Company visits like this help users understand the
Project structure better and gives us a chance to communicate what &os;
people are working on as well as learn what different companies are
doing with &os;, as well as what they’d like to see supported. We can
then help facilitate collaboration between the companies and &os;
developers.


We were represented at Great Wide Open, April 2-3 (greatwideopen.org),
Texas LinuxFest, June 13-14 (texaslinuxfest.org), and SouthEast
LinuxFest, June 20-22 (southeastlinuxfest.org).


Hardware was purchased to support an upgrade at Sentex. A new
high-capacity 1Gbps switch was deployed to allow for more systems to be
added to the test lab. The main file server and development box was
upgraded to allow more users in the lab simultaneously.


We purchased hardware, including package builders, and a larger server
to allow NYI to be a full replica of all Project systems, comparable to
what is in place at Yahoo Inc. and ISC.


We worked with our lawyer to create an NDA between the Foundation and
individuals for third party NDAs. This allows developers who need access
to proprietary documents, to go through the Foundation, via an NDA for
access.


&os; Foundation Systems Administrator and Release Engineer, Glen Barber,
continued work on producing regularly-updated &os;/arm snapshots for
embedded devices, such as the Raspberry Pi, ZedBoard, and BeagleBone.


In addition to producing weekly development snapshots from the head/ and
stable/ branches, with feedback and help from Ed Maste, Glen finished
work to produce release images that will, by default, provide debugging
files for userland and kernel available on the &os; Project FTP mirrors.
Note that the debugging files will not be included on the bootonly.iso,
disc1.iso, or dvd1.iso images due to the size of the resulting images.


Foundation staff member Konstantin Belousov completed an investigation
into poor performance of PostgreSQL on &os;. This uncovered scalability
problems in the &os; kernel, and changes to address these issues are in
progress.


Some previously completed Foundation-sponsored projects received
enhancements or additional work. The ARM superpages project was
completed last year, but is now enabled by default in &os;-CURRENT. Many
stability fixes and enhancements have been committed to the in-kernel
iSCSI stack. The iSCSI project was released in &os; 10.0. Many stability
fixes and enhancements have been committed and will be included in
&os; 10.1.


Work continues on the Foundation-sponsored autofs automount daemon, UEFI
boot support, the updated vt(4) system video console, virtual
machine images, and the Intel graphics driver update.
Foundation-sponsored work resulted in 226 commits to &os; over the April
to June period.


SDIO Driver


Ilya Bakulin ilya@bakulin.de SDIO project page on &os; Wiki Source code


SDIO is an interface designed as an extension of the existing SD card
standard, which allows the connecting of different peripherals to a host
with a standard SD controller. Peripherals currently sold on the general
market include WLAN/BT modules, cameras, fingerprint readers, and
barcode scanners. Additionally, SDIO is used to connect some peripherals
in products like Chromebooks and Wandboards. A prototype of the driver
for the Marvell SDIO WLAN/BT (Avastar 88W8787) module is also being
developed, using the existing Linux driver as the reference.


SDIO card detection and initialization already work. Most necessary bus
methods are implemented and tested.


The WiFi driver is able to load firmware onto the card and initialize
it. A rewrite of the MMC stack as a transport layer for the CAM
framework is in progress. This will allow utilization of the well-tested
CAM locking model and debug features.


SDIO stack: finish CAM migration. The initialization of the MMC/SD card
is implemented in the XPT layer, but cannot be tested with real hardware
because of the lack of any device drivers that implement peripheral
drivers and SIMs for CAM MMC. The plan is to use a modified version of
the BeagleBone Black SDHCI controller driver for the SIM and a modified
version of mmcsd(4) as a peripheral driver.


Marvell SDIO WiFi: connect to the &os; network stack, write the code to
implement required functions (such as sending/receiving data, network
scanning and so on).


&os; Release Engineering Team


&os; Release Engineering Team re@FreeBSD.org &os; 9.3-RELEASE schedule
&os; development snapshots


The &os; Release Engineering Team is responsible for setting and
publishing release schedules for official project releases of &os;, and
announcing code freezes and maintaining the respective branches, among
other things.


In early May, the &os; 9.3-RELEASE cycle entered the code slush phase.
The &os; 9.3-RELEASE cycle is nearing the final phases, and 9.3-RC3
builds will be starting soon. 9.3-RC3 is planned to be the final release
candidate for this release cycle, and at the time of this writing,
9.3-RELEASE should be available on schedule.


Work is ongoing to integrate support for embedded architectures into the
release build process. At this time, support exists for a number of ARM
kernels, in particular the Raspberry Pi, BeagleBone, and WandBoard.


Additionally, work is in progress to produce virtual machine images as
part of the release cycle, supporting various cloud services such as
Microsoft Azure, Amazon EC2, and Google Compute Engine.


The FreeBSD Foundation


Running &os; as an Application on Top of the Fiasco.OC Microkernel


Ilya Bakulin ilya@bakulin.de L4 microkernel family A brief description
of the project on the &os; wiki (short talk during &os; DevSummit in
Cambridge)


Fiasco.OC belongs to the L4 microkernel family. A microkernel provides a
bare minimum of services to the applications running on top of it,
unlike traditional kernels that incorporate complex code like IP stacks
and device drivers. This allows a dramatic decrease in the amount of
code running in the privileged mode of the CPU, achieving higher
security while still providing an acceptable level of performance.


Running an operating system kernel on top of the microkernel allows
leveraging any software that was developed for that operating system.
The OS kernel runs in user-mode side-by-side with other microkernel
applications such as real-time components. Multiple OSes, each with
their userland applications, can even be run in parallel, thus allowing
construction of products where processing of corporate data is strictly
separated from the processing of private data.


The project aims to create a port of &os; to the Fiasco.OC microkernel,
a high performance L4 microkernel developed by TU Dresden. Existing
ports of OpenBSD and Linux are used as a reference. This will allow the
use of unique &os; features like ZFS in L4-based projects.


Finish opensourcing the port of L4OpenBSD/amd64 made by genua mbh. This
is a work in progress.


Publish the sources of the L4&os; port that is largely based on the
L4OpenBSD code.


Improve the port, the first task being adopting the pmap(9) module
to work with L4 microkernel memory allocation services.


pkg(8)


Baptiste Daroussin bapt@FreeBSD.org Bryan Drewery bdrewery@FreeBSD.org
Matthew Seaman matthew@FreeBSD.org Vsevolod Stakhov vsevolod@FreeBSD.org
The pkg mailing list freebsd-pkg@FreeBSD.org The main pkg(8) git
repository. The preferred place to raise bug reports concerning
pkg(8).


pkg(8) is the new package management tool for &os;. It is now the
only supported package management tool for &os; releases from
10.0-RELEASE, including the upcoming 9.3-RELEASE. pkg(8) is
available on all currently supported releases. Support for the legacy
pkg_tools is due to be discontinued at the beginning of September 2014.


The release of pkg(8) 1.3 is imminent. This includes major
improvements in the dependency solver. Now we can:



		Switch versions of, for example, Perl or PHP and resolve all the
conflicts with packages that depend on them automatically. No more
need to manually switch package origins.


		Deal more gracefully with complex upgrade or install scenarios.


		Sandbox operations dealing with freshly downloaded data until it can
be verified as trustworthy by checking the package signature.


		Deal with provides-and-requires style of dependencies, so for example
we can say “this package needs to use a web server” and allow that
dependency to be fulfilled by apache or nginx or any other
alternative that provides web-server functionality.





Beyond the next release, we have work in progress on allowing ranges of
versions in dependency rules and handling a selection of “foreign”
package repositories, such as CPAN or CTAN or PyPi.


There are plans to use pkg(8) to package up the base system. Along
with other benefits, this will allow writing a universal installer:
download one installer image and from there install any available
version of &os;, including snapshots.


We are also intending to use pkg(8) within the ports tree at
package-build time to handle fulfilling build dependencies. This opens
the possibility of installing build-dependencies by downloading binary
packages, which means you can install a package with customized options
with the minimum amount of time spent compiling anything else.


We are sorely lacking a comprehensive testing setup. Integrating
automated regression testing into the development cycle is becoming an
imperative.


We need testers who can run development versions of pkg in as many
distinct types of use-cases as possible, and report feedback from their
experiences to the freebsd-pkg@freebsd.org mailing list or our issues
list on github.


The Graphics Stack on &os;


&os; Graphics team x11@FreeBSD.org Graphics stack roadmap and supported
hardware matrix WITH_NEW_XORG repository announce Ports-related
development repository


We were generally short on time this quarter. We made less progress than
expected on all fronts.


The alternate pkg(8) repository, built with WITH_NEW_XORG, is now
available. This alleviates the need for users to rebuild their ports
with WITH_NEW_XORG. See the announcement, linked above for further
information.


Thanks to a contribution from Jan KokemÃ¼ller, Radeon 32bit ioctls are
now working on 64bit hosts. This was tested successfully with Wine and
StarCraft II on &os; 9.x and 11. This required modifications to
emulators/i386-wine-devel so that it works with WITH_NEW_XORG, and
the creation of a new port, libtxc_dxtn, to support the texture
compression used by StarCraft II. We have not yet had the time to polish
everything, so this still requires manual steps.


The DRM generic code update is ready, but it breaks the current i915
driver. Therefore, the i915 driver must be updated before anything is
committed.


Compared to the previous status report, OpenCL test programs are running
fine now, thanks to upgrades and fixes to libc++ and Clang. The relevant
ports are still not ready to hit the ports tree, unfortunately.


See the “Graphics” wiki page for up-to-date information.


Chelsio iSCSI Offload Support


Sreenivasa Honnur shonnur@chelsio.com


Building on the new in-kernel iSCSI target and initiator stack released
in &os; 10.0, Chelsio Communications has begun developing an offload
interface to take advantage of the hardware offload capabilities of
Chelsio T4 and T5 10 and 40 gigabit Ethernet adapters.


The code currently implements a working prototype of offload for the
initiator side, and target side offload should begin shortly. The code
will be released under the BSD license and is expected to be completed
later in the year and be committed to &os;-HEAD, and will likely ship in
a &os; release in early 2015.


Complete testing and debugging of the initiator offload.


Start development of target offload.


Create hardware-independent offload APIs, based on experiences with
target and initiator proof-of-concept implementations.


TMPFS Stability


Konstantin Belousov kib@FreeBSD.org Peter Holm pho@FreeBSD.org


Extensive testing of tmpfs(5) using the stress2 kernel test suite
was done. The issues found were debugged and fixed.


Most of the problems are related to bugs in the interaction of the vnode
and node lifetime, culminating in e.g., unmount races and dotdot lookup
bugs.


The &os; Foundation


PostgreSQL Performance Improvements


Konstantin Belousov kib@FreeBSD.org


Analysis of the performance of the latest 9.3 version of PostgreSQL on
&os;-CURRENT has been performed. The issues which prevented good
scalability on a 40-core machine were determined, and changes prototyped
which solve the bottlenecks.


The URL above provides a paper which contains a detailed explanation of
the issues and solutions, together with a graph demonstrating the
effects on scalability.


The &os; Foundation


ZFSguru


Jason Edwards sub.mesa@gmail.com


ZFSguru is a multifunctional server appliance with a strong emphasis on
storage. ZFSguru began as simple web-interface frontend to ZFS, but has
since grown into a &os; derivative with its own infrastructure. The
scope of the project has also grown with the inclusion of add-on
packages that add functionality beyond the traditional NAS functionality
found in similar product like FreeNAS and NAS4Free. ZFSguru aims to be a
true multifunctional server appliance that is extremely easy to setup
and can unite both novice and more experienced users in a single user
interface. The modular nature of the project combats the danger of
bloat, whilst still allowing extended functionality to be easily
deployed.


Where development in the first quarter of this year brought
drag-and-drop permissions for Samba and NFS, development in the second
quarter focused on strengthening the infrastructure of the project. A
new library and toolkit solution dubbed ‘Mesa’ is in the works,
providing a cleaner foundation to the project. A new master server
providing secure remote services is being setup, to be located in a
high-speed datacenter. But most importantly, a new system build
infrastructure has shown great progress and will soon be able to provide
automated system builds to our users. This not only improves the
frequency of system releases but also frees much developer time to be
spent on different areas of the project.


Furthermore, a new website and forum is being worked on, replacing the
old-fashioned website that offers only limited functionality. The new
website will be linked to the server database, providing real-time
updates about the project.


In addition, a new platform for collaborative development is in the
works. A service addon has been created for the GitLab project, which is
a drop-in replacement of the popular GitHub website. The choice was made
to host our own solution and not rely on GitHub itself. In retrospect
this appears to be a good decision. The recent development where GitHub
removed projects after DCMA takedowns being sent is incompatible with
the philosophy of free-flow-of-information, which the ZFSguru project is
a strong proponent of. By hosting our own solution, we have avoided any
dependency on third party projects.


It is expected that after the infrastructure of the project has been
revamped, work on the web-interface itself can continue. New
functionality such as GuruDB and Service Bulletins provide a tighter
connection between the server infrastructure and the web-interface. The
Migration Manager is one of the last remaining features still missing in
the web-interface. This functionality provides an easy way to upgrade
the current system by performing a new clean installation, but migrate
all relevant configuration to the new installation. It also allows to
backup all system configuration in a single file to be stored on a
different machine should things go awry.


A longer version of this status report giving a wider perspective on the
project can be found at the stateoftheproject link.


&os; and Summer of Code 2014


Gavin Atkinson gavin@FreeBSD.org Glen Barber gjb@FreeBSD.org Wojciech
Koszek wkoszek@FreeBSD.org


&os; received 39 project proposals this year, many of which were of a
very high standard. After a difficult selection process narrowing these
down into the slots we had been allocated, a total of 16 projects were
selected to participate in Google Summer of Code 2014 with &os;.


The projects selected span a wide range of areas within &os;, covering
both the base system and ports infrastructure, userland and kernel. We
have students working on firewall optimisation, ports packaging tools,
embedded systems, debugging infrastructure, improved Unicode support,
enhancements to the loader and to the installer, and several other areas
of work. We are just over halfway through the allocated time this year,
and are very much looking forward to integrating code produced by these
projects into &os;.


This is the tenth time &os; has taken part in Google’s Summer of Code,
and we are grateful to Google to have accepted us as a participating
organisation.


&os; Port Management Team


Frederic Culot portmgr-secretary@FreeBSD.org &os; Port Management Team
portmgr@FreeBSD.org


The ports tree slowly approaches the 25,000 ports threshold, while the
PR count is slightly below 1800.


In Q2 we added three new committers, took in one commit bit for
safekeeping, and reinstated one commit bit.


In May, &a.tabthorpe; was replaced by &a.culot; as portmgr secretary,
and &a.swills; became a member of the portmgr team.


Commencing July 1, the third intake of portmgr-lurkers started
active duty on portmgr for a four month duration. The next two
candidates are &a.wg; and &a.nivit;.


This quarter also saw the release of the second quarterly branch, namely
2014Q2. This branch was not only built for 10 (as 2014Q1) but for 9 as
well (both i386 and amd64).


As previously noted, many PRs continue to languish, we would like to see
committers dedicate themselves to closing as many as possible.


Quarterly Status Reports


Quarterly Status Report Team monthly@FreeBSD.org


These quarterly status reports help the &os; community stay up-to-date
with the happenings in and around the project. Updates from &os; teams,
new features being developed in- or out-of-tree, products derived from
&os;, and &os; events are all welcome additions to the status reports.


The Monthly team has been busy since the last report, with longtime
organizer &a.pgj; having stepped down from the team — thank you Gábor
for all your hard work! This has left something of a void in the
preparation of this report, for which the call for items was issued
quite late. To help fill the void, &a.wblock; and &a.bjk; have been
added to the monthly@ team, joining &a.gjb;, &a.gavin;, &a.emaste;, and
the rest of the team in preparing this report. Special thanks to Glen
for doing most of the work while simultaneously getting 9.3-RELEASE out
the door!


The next cycle is sooner than you think! The deadline for submitting
entries for the Q3 report is October 7th, 2014.


The &os; Foundation


Submit reports for Q42014 to monthly@FreeBSD.org!


New Automounter


Edward Tomasz Napierała trasz@FreeBSD.org


Deficiencies in the current automounter, amd(8), are a recurring
problem reported by many &os; users. A new automounter is being
developed to address these concerns.


The automounter is a cleanroom implementation of functionality available
in most other Unix systems, using proper kernel support implemented via
an autofs filesystem. The automounter supports a standard map format,
and will integrate with the Lightweight Directory Access Protocol (LDAP)
service.


The project is at the early testing stage. A patch will be released as
part of a broader call for testing after additional review on some
critical components (in particular, the autofs filesystem). After fixing
reported problems, the code will be committed to &os; 11-CURRENT. It is
expected to ship in the &os; 10.2 release.


The FreeBSD Foundation


Fix bad interaction with fts(3).


Debug a problem with Kerberos NFS mounts.


KDE/FreeBSD


KDE/FreeBSD Team kde@FreeBSD.org KDE/FreeBSD home page area51


The KDE/FreeBSD team has continued to improve the experience of KDE
software and Qt under FreeBSD.


During this quarter, the team has kept most of the KDE and Qt ports
up-to-date, working on the following releases:



		KDE SC: 4.12.5; Workspace: 4.11.9





As a result — according to PortScout — kde@ has 526 ports (up from 526),
of which 84.63% are up-to-date (down from 98.86%). iXsystems Inc.
continues to provide a machine for the team to build packages and to
test updates. iXsystems Inc. has been providing the KDE/FreeBSD team
with support for quite a long time and we are very grateful for that.


As usual, the team is always looking for more testers and porters so
please contact us at kde@FreeBSD.org and visit our home page at
http://FreeBSD.kde.org. It would be especially useful to have more
helping hands on tasks such as getting rid of the dependency on the
defunct HAL project and providing integration with KDE’s Bluedevil
Bluetooth interface.


Updating out-of-date ports, see
PortScout [http://portscout.freebsd.org/kde@freebsd.org.html] for a
list


Removing the dependency on HAL
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Introduction


This report covers &os;-related projects between April and June 2012.
This quarter was highlighted by having a new Core Team elected, which
took office on July 11th to start its work with a relatively high number
of new members. Note that this is the second of the four reports planned
for 2012.


Thanks to all the reporters for the excellent work! This report contains
17 entries and we hope you enjoy reading it.


Please note that the deadline for submissions covering the period
between July and December 2012 is February 17th, 2013.


proj Projects bin Userland Programs team &os; Team Reports kern Kernel
net Network Infrastructure docs Documentation arch Architectures ports
Ports misc Miscellaneous


&os;/arm on ARM Fast Models Simulator for Cortex-A15 MPCore Processor


Zbigniew Bodek zbb@semihalf.com Rafal Jaworowski raj@semihalf.com Tomasz
Nowicki tn@semihalf.com Cortex-A15 product page Fast Models product page


ARM Fast Models is platform which helps software developers debug
systems in parallel with SoC design, speeding up and improving system
development. This work is bringing up &os; on ARM Fast Models system
based on ARM Cortex-A15 and peripheral components. It works in single
user mode, using a compiled-in kernel RAM disk minimal root file system.


Current &os; support includes:



		L1, L2 cache, Branch Predictor


		Dual-core (SMP) support setup in WB cache mode


		Cortex-A15 integrated Generic Timer


		Drivers for ARM peripheral components:
		PL011 UART controller


		PL390 GIC - Generic Interrupt Controller


		SP804 Dual Timer











Next steps:



		Quad-core (SMP) support


		Multi-user mode





&os;/at91 Improvements


Warner Losh imp@FreeBSD.org &os; on ATMEL AT91 Wiki


&os;’s Atmel support has languished for some time. A number of
improvements were urgently needed as demand for newer SoCs has
materialized. New SoC support is not hard, but it does wind up copying a
lot of code. I have started down the path to make it easier to do. I had
planned on making it table driven. But then I discovered with dts files
that Atmel was producing.


So, I plan on moving to using Atmel’s .dsti files, or variations on
them. They have .dsti files for all the AT91SAM9 parts. This should
allow us to support new SoCs and boards faster.


However, there are some challenges with this approach. Pin multiplexing
seems undefined in Atmel’s dts file. Only a few of the devices are
well-defined at the present time. And the encoding seems to be immature.


So we have a target-rich port that is quite ripe for refactoring.


Update the base system libfdt to a version that supports include.


Write a .dtsi for Atmel AT91RM9200.


Write .dti files for all supported boards.


Help sort out the pin multiplexing issue.


Refactor existing board files to make new ones easier in the interim.


Knock yourself out and implement board support for new CPUs.


BSD-Day 2012


Gábor Páli pgj@FreeBSD.org BSD-Day 2012 web site Video recordings of the
talks at YouTube Event photo album


For this year, we moved the time of the event earlier by six months, so
it was held on May 5, 2012 and it was co-located with the Austrian
Linuxweeks (Linuxwochen Österreich) in Vienna. We had many sponsors,
like the freshly joined &os; Foundation, iXsystems, FreeBSDMall, BSD
Magazine, allBSD.de Projekt, that enabled us to continue our previously
launched series of multi-project BSD developer summits all around
Central Europe.


To kick off, there was a “stammtisch” (local beer meetup) organized in
the downtown of Vienna, at Kolar on the Friday evening before the event
— as usual. Then it was followed by the event on Saturday that brought
many interesting topics from the world of &os;, OpenBSD and NetBSD:
running NetBSD as an embedded system for managing VOIP applications,
introduction to the Capsicum security framework, relayd(8), the load
balancer and proxy solution for OpenBSD, status update of the
developments around the &os; ports tree, using DVCSs in clouds,
firewalling with pfSense, and mfsBSD. Please consult the links in the
report for the details.


The &os; Core Team


Core Team core@FreeBSD.org Announcement


The &os; Project is pleased to announce the completion of the 2012 Core
Team election. The &os; Core Team acts as the project’s “Board of
Directors” and is responsible for approving new src committers,
resolving disputes between developers, appointing sub-committees for
specific purposes (security officer, release engineering, port managers,
webmaster, et cetera), and making any other administrative or policy
decisions as needed. The Core Team has been elected by &os; developers
every 2 years since 2000.


Peter Wemm rejoins the Core Team after a two-year hiatus, with new
members Thomas Abthorpe, Gavin Atkinson, David Chisnall, Attilio Rao and
Martin Wilke joining incumbents John Baldwin, Konstantin Belousov and
Hiroki Sato.


The complete newly elected core team is:



		Thomas Abthorpe <tabthorpe@FreeBSD.org>


		Gavin Atkinson <gavin@FreeBSD.org>


		John Baldwin <jhb@FreeBSD.org>


		Konstantin Belousov <kib@FreeBSD.org>


		David Chisnall <theraven@FreeBSD.org>


		Attilio Rao <attilio@FreeBSD.org>


		Hiroki Sato <hrs@FreeBSD.org>


		Peter Wemm <peter@FreeBSD.org>


		Martin Wilke <miwi@FreeBSD.org>





The new Core Team would like to thank outgoing members Wilko Bulte,
Brooks Davis, Warner Losh, Pav Lucistnik, Colin Percival and Robert
Watson for their service over the past two (and in some cases, many
more) years.


The Core Team would also especially like to thank Dag-Erling Smørgrav
for running the election.


The &os; Japanese Documentation Project


Hiroki Sato hrs@FreeBSD.org Ryusuke Suzuki ryusuke@FreeBSD.org Japanese
&os; Web Page The &os; Japanese Documentation Project Web Page


Our translation work has slightly moved on to handbook from the
www/ja (CVS) or htdocs (SVN) subtree, since almost translated
web page contents were updated to the latest English counterparts.


During this period, we translated the 8.3-RELEASE announcement and
published it in a timely manner. Newsflash and some other updates in the
English version were also translated as soon as possible.


For &os; Handbook, translation work of the “cutting-edge” and “printing”
sections have been completed. Some updates in the “linuxemu” and
“serialcomms” section were done. At this moment, “bsdinstall”,
“cutting-edge”, “desktop”, “install”, “introduction”, “kernelconfig”,
“mirrors”, “multimedia”, “pgpkeys”, “ports”, “printing”, and “x11”
chapters are synchronized with the English versions.


Further translation work of outdated documents in ja_JP.eucJP
subtree.


&os; Documentation Project


freebsd-doc@FreeBSD.org


We continue to make progress in committing the work produced as part of
Google Code-In 2011; an overview of the status is at
http://wiki.freebsd.org/GoogleCodeIn/2011Status. Doc committers and GCIN
mentors are encouraged to go through the list and help shepherd
outstanding tasks into the tree.


We are planning a full day of Documentation Summit on the day preceding
the August 2012 DevSummit in Cambridge, UK. This follows a successful
DocSummit day held at BSDCan in May 2012. Further details are available
at: http://wiki.freebsd.org/201208DevSummit.


A doc sprint took place over IRC (#bsddocs on EFnet) in early July,
setting out plans for reviving the marketing team and a strong desire
for a new, more organized website.


A lot of progress and momentum has built up with creating and updating
documentation and website content over the last few months. Also read
the doceng report for the recent infrastructure improvements.


Anyone wishing to help with this effort is welcome to join us and say
hello either on the freebsd-doc mailing list, or #bsddocs on EFnet
IRC.


Review the website content and remove outdated parts or update when
applicable.


Go through the doc idea list on the wiki and start working them out.


&os; Services Control (fsc)


Tom Rhodes trhodes@FreeBSD.org


FSC has been moved into the ports system (see sysutils/fsc) and
continues to improve outside of the ports tree. Some interesting work is
being done in the area of services control, system boot, and a
simplification of the process. Stay tuned for more information in status
reports that follow.


Test, test, test. Feedback is really important to this project.


&os; Haskell Ports


Gábor PÁLI pgj@FreeBSD.org Ashish SHUKLA ashish@FreeBSD.org &os; Haskell
wiki page &os; Haskell ports repository


We are proud to announce that the &os; Haskell Team has updated the
Haskell Platform to 2012.2.0.0, GHC to 7.4.1 as well as updated existing
ports to their latest stable versions. We also added a number of new
Haskell ports, and their count in &os; Ports tree is now 336.


Test GHC to work with clang/LLVM.


Add an option to the lang/ghc port to be able to build it with
already installed GHC instead of requiring a separate GHC bootstrap
tarball.


Commit pending Haskell ports to the &os; Ports tree.


Add more ports to the Ports Collection.


KDE/&os;


KDE FreeBSD kde@FreeBSD.org KDE/&os; home page area51


The team has made many releases and upstreamed many fixes and patches.
The latest round of releases include:



		KDE SC: 4.8.3, 4.8.4 (in ports) and 4.8.95 (in area51)


		Qt: 4.8.1, 4.8.2


		PyQt: 4.9.1; SIP: 4.13.2; QScintilla 2.6.1


		KDevelop: 2.3.1; KDevPlatform: 1.3.1


		Calligra: 2.4.2, 2.4.3


		Amarok: 2.5.90 (in area51)


		CMake: 2.8.8


		Digikam (and KIPI-plugins): 2.6.0





As a result — according to PortScout — kde@ has 393 ports, of which 91%
are up-to-date.


The team is always looking for more testers and porters so please
contact us and visit our home page.


Test KDE SC 4.8.95.


Test KDE PIM 4.8.95.


Update out-of-date ports, see
PortScout [http://portscout.FreeBSD.org/kde@freebsd.org.html] for a
list.


Multipath TCP (MPTCP) for &os;


Nigel Williams njwilliams@swin.edu.au Lawrence Stewart
lastewart@swin.edu.au Grenville Armitage garmitage@swin.edu.au TCP
Extensions for Multipath Operation with Multiple Addresses (draft)
“MultiPath TCP — Linux Kernel implementation” home page


Work is underway to create an IETF draft-compatible Multipath TCP
implementation for the &os; kernel.


A key goal of the project is to create a research platform to
investigate a range of multipath related transport issues including
congestion control, retransmission strategy and packet scheduling
policy. We also aim to provide full interoperability with the Linux
kernel implementation being developed at Université catholique de
Louvain.


We expect to release code and results at the project’s home page as it
progresses.


SMP-Friendly pf(4)


Gleb Smirnoff glebius@FreeBSD.org Project SVN branch Alpha announcement
email thread


The project is aimed at moving the pf(4) packet filter out of single
mutex, as well as in general improving of its &os; port.


The project is near its finish, the code is planned to go into head
after more testing and benchmarking. If you are interested in details,
please see the corresponding email thread on freebsd-pf (see links).


Rewrite the pf(4) ioctl() interface so that it does not utilize
in-kernel structures. That would make ABI more stable and ease future
development.


Portbuilder


David Naylor naylor.b.david@gmail.com Git Repository README TODO


Since the last update there has been 2 feature releases and 4 bug-fix
releases. A highlight of the changes made:


Support has been added for:



		-j: controlling concurrency per stage


		pkgng: next generation package manager


		installing packages via repository


		dynamic defaults (loaded from /etc/make.conf)


		new options framework (aka OptionsNG)





Some of the fixes include:



		correct assertions


		correct build logic


		retry when kevent receives EINTR


		correctly detecting installed ports


		many fixes in the build logic





A benchmark was run timing portbuilder against a standard ports build of
KDE (x11/kde4) in a clean chroot(8) environment. Portbuilder
achieved a build time of 2:21:16 compared to ports build time of 4:47:21
for an decreased build time of 51% from using portbuilder.


The &os; Port Management Team


Thomas Abthorpe portmgr-secretary@FreeBSD.org Port Management Team
portmgr@FreeBSD.org


The ports tree slowly approaches 24,000 ports. The PR count still is
close to 1200.


In Q2 we added 7 new committers and took in one commit bit for safe
keeping.


The Ports Management team have been running -exp runs on an ongoing
basis, verifying how base system updates may affect the ports tree, as
well as providing QA runs for major ports updates. Of note, -exp runs
were done for:



		automake update


		cmake update


		xorg update


		png update


		Fix make reinstall


		Implement USE_QT4 in bsd.ports.mk


		KDE4 update


		XFCE4 update


		bison update


		perl5.14 as default


		ruby1.9 as default


		ruby1.8 update


		bsdsort regression test





A lot of focus during this period was put into getting the ports tree
into a ready state for &os; 9.1.


A significant step forward was the implementation of OptionsNG.


A record number of Port Managers attended BSDCan 2012, with five being
present to partake in the week of events, culminating in a portmgr PR
closing session that dealt with 18 PRs in one day. You can see a group
photo at ` <http://www.facebook.com/portmgr>`__. While you are there,
please click on the “Like” icon.


Beat Gaetzi has been doing ongoing tests with the ports tree to ensure a
smooth transition from CVS to Subversion. The tree was successfully
migrated the weekend of June 14, 2012.


Looking for help getting ports to build with
clang [http://wiki.freebsd.org/PortsAndClang].


Looking for help fixing ports broken on
CURRENT [http://wiki.freebsd.org/PortsFailingOnCurrent]. (List needs
updating, too.)


Looking for help with Tier-2
architectures [http://wiki.freebsd.org/PortsBrokenOnTier2Architectures].


ports broken by src
changes [http://wiki.freebsd.org/PortsBrokenBySrcChanges].


ports failing on
pointyhat [http://wiki.freebsd.org/PortsFailingOnPointyhat].


ports failing on
pointyhat-west [http://wiki.freebsd.org/PortsFailingOnPointyhatWest].


ports that are marked as
``BROKEN` <http://wiki.freebsd.org/Trybroken>`__.


When did that port
break [http://wiki.freebsd.org/WhenDidThatPortBreak]?


Most ports PRs are assigned, we now need to focus on testing, committing
and closing.


Redports


Bernhard Froehlich decke@FreeBSD.org


There was good progress in the last half a year and a lot of support
from different parties to make redports a stable and fast service.


A long known security concern within tinderbox was raised at the BSD-Day
in Vienna which was addressed by beat. That improves security and
isolation of the concurrent running jobs a lot and gives me peace of
mind.


We also recently got two beefy machines from the &os; Foundation which
increases computing power a lot. So no more backlogs and your jobs
finish much quicker.


But as usual now that we have enough power I was able to make another
promise come true and integrated Ports QAT functionality into redports.
Ports QAT was an automated services that did a buildtest after each
commit to the official &os; ports tree. If a build fails it sends out
mails and logfiles to the committer. That finds bad commits quickly and
allows the committer to fix it before the first user notices. The former
service stopped about 2 years ago and we had no proper replacement for
that task at hand. Now that this is fully integrated into redports it
also gives us all the nice benefits of a common platform.


Automatic build incoming patches from Ports PRs in redports and send
results to GNATS database.


People want an GCC testing environment on redports where all ports are
build with lang/gcc47. To make that happen we need to patch the
ports framework to handle that and correctly bootstrap with base GCC.
This also gives us the possibility to build all our binary packages with
a modern gcc and is easy to use for regular users. Contributors?


Replacing the Regular Expression Code


Gábor Kövesdán gabor@FreeBSD.org TRE home page


It has been decided to implement the optimizations and extensions as a
more isolated layer and not directly in TRE itself. Since the last
report there has been some progress in this direction and the code has
been significantly refactored. It does not work yet in this new form but
it is close to a working state. Apart from this, the multiple pattern
matching needs some debugging and some minor features are missing.


Finish multiple pattern heuristic regex matching.


Implement GNU-specific regex extensions.


Test performance, standard-compliance and correct behavior.


BSD-licensed Sort Utility (GNU sort(1) Replacement)


Oleg Moskalenko oleg.moskalenko@citrix.com Gábor Kövesdán
gabor@FreeBSD.org &os; port of BSD sort(1) IEEE Std 1003.1-2008 sort(1)
specification


BSD sort(1) has been made the default sort utility in 10-CURRENT. It
is compatible with the latest GNU sort(1), version 8.15, except that
the multi-threaded mode is not enabled by default.


When the track record of the BSD sort(1) allows, remove GNU
sort(1) from -CURRENT.


Improve reliability of the multi-threaded sort and investigate the
possibility of making it the default compilation mode.


Investigate possibility of factoring out the sort functionality into a
standalone library so that other utilities can also make use of it.


Xorg on &os;


Martin Wilke miwi@FreeBSD.org Koop Mast kwm@FreeBSD.org Niclas Zeising
zeising@FreeBSD.org Eitan Adler eadler@FreeBSD.org


During the beginning of this period, an update to the xorg distribution
for &os; was made, dubbed xorg 7.5.2. This update included a new flag,
WITH_NEW_XORG, to get a more recent xorg distribution for those with
modern hardware. To get KMS support for recent Intel graphics chipsets
WITH_KMS must also be set. This requires a recent &os; 10-CURRENT or
&os; 9-STABLE.


Switch to use FreeGLUT instead of libGLUT, since the latter is old and
has there is no upstream support or releases any more. Work on this is
mostly done.


Update the xorg distribution to what is in the development repository.
The xorg project recently did a new release, and the development
repository contains this release. It needs more testing before it can be
merged, and a CFT was sent out in the beginning of June. Work on this is
ongoing.


Decide how to handle the new and old xorg distributions. In recent xorg,
a lot of legacy driver support has been dropped, therefore we need to
maintain two xorg distributions to not loose a lot of hardware drivers.
Currently, this is done by setting the flag WITH_NEW_XORG in
/etc/make.conf, but a more practical solution is needed. This is
especially important since the flag is not very user friendly, and since
there currently will be no official packages for the new distribution.
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  April-September 2009


Introduction


This report covers FreeBSD related projects between April and September
2009. During that time a lot of work has been done on wide variety of
projects, including the Google Summer of Code projects. The BSDCan
conference was held in Ottawa, CA, in May. The EuroBSDCon conference was
held in Cambridge, UK, in September. Both events were very successful. A
new major version of FreeBSD, 8.0 is to be released soon. If you are
wondering what’s new in this long-awaited release, read Ivan Voras’
excellent
summary [http://ivoras.sharanet.org/freebsd/freebsd8.html].


Thanks to all the reporters for the excellent work! We hope you enjoy
the reading.


Please note that the next deadline for submissions covering reports
between October and December 2009 is January 15th, 2010.


soc Google Summer of Code proj Projects team FreeBSD Team Reports net
Network Infrastructure kern Kernel docs Documentation arch Architectures
ports Ports misc Miscellaneous


libnetstat(3) - networking statistics (Summer of Code 2009)


Gábor Páli pgj@FreeBSD.org Wiki page Perforce depot


The libnetstat(3) project provides a user-space library API to monitor
networking functions with the following benefits:



		ABI-robust interface making use of accessor functions in order to
divorce monitoring applications from kernel or user ABI changes.


		Supports running 32-bit monitoring tools on top of a 64-bit kernel.


		Improved consistency for both kvm(3) and sysctl(3) when retrieving
information.





The supported abstractions are as follows:



		Active sockets and socket buffers


		Network interfaces and multicast interfaces


		mbuf(9) statistics


		bpf(4) statistics


		Routing statistics, routing tables, multicast routing


		Protocol-dependent statistics





There is a sample application, called nettop(8), which provides a simple
ncurses-based top(1)-like interface for monitoring active connections
and network buffer allocations via the library. A modified version of
netstat(1) has also been created to use libnetstat(3) as much as
possible.


pefs - stacked cryptographic filesystem (Summer of Code 2009)


Gleb Kurtsou gk@FreeBSD.org Stanislav Sedov stas@FreeBSD.org Gleb’s Blog
Project page in FreeBSD wiki


Pefs is a kernel level filesystem for transparently encrypting files on
top of other filesystems (like zfs or ufs). It adds no extra information
into files (unlike others), doesn’t require cipher block sized io
operations, supports per directory/file keys and key chaining, uses
unique per file tweak for encryption. Supported algorithms: AES,
Camellia, Salsa20. The code is ready for testing.


Implement encrypted name lookup/readir cache


Optimize sparse files handling and file resizing


BSD# Project


Romain Tartière romain@blogreen.org The BSD# project on Google code Mono
(Open source .NET Development Framework)


The BSD# Project is devoted to porting the Mono .NET framework and
applications to the FreeBSD operating system.


During the past year, the BSD# Team continued to track the Mono
development and the lang/mono port have almost always been up-to-date
(we however had to skip mono-2.2 because of some regression issues in
this release). Most of our patches have been merged in the mono trunk
upstream, and should be included in the upcoming mono-2.6 release.


In the meantime, a few more .NET related ports have been updated or
added to the FreeBSD ports tree. These ports include:



		www/xsp and www/mod_mono that make it possible to use FreeBSD for
hosting ASP.NET application;


		lang/boo, a CLI-targeted programming language similar to Python;


		lang/mono-basic, the Visual Basic .NET Framework for Mono;


		devel/monodevelop, an Integrated Development Environment for .NET;


		and much more...





Test mono ports and send feedback (we are especially interested in tests
where NOPORTDOCS / WITH_DEBUG is enabled).


Port the mono-debugger to FreeBSD.


Build a debug live-image of FreeBSD so that Mono hackers without a
FreeBSD box can help us fixing bugs more efficiently.


The Newcons project


Ed Schouten ed@FreeBSD.org Wiki page Patchset


Some time ago I started writing a new driver for the FreeBSD kernel
called vt(4), which is basically a replacement of syscons. There is
still a lot of work that needs to be done but it is probably useful to
mention what it does (and what does not).


Right now there are just two graphics drivers for vt(4), namely a VGA
driver for i386 and amd64 and a Microsoft Xbox graphics driver (because
it was so easy to implement). I still have to figure out what I am going
to do with VESA, because maybe it is better to just ignore VESA and
figure out how hard it is to extend DRM to interact with vt(4).


Some random features: it already supports both Unicode (UTF-8) input and
output, it is MPSAFE and supports per-window graphical fonts of variable
dimensions, containing an almost infinite amount of glyphs (both bold
and regular).


Research needs to be done on DRM’s codebase.


Syscons should already be migrated to TERM=xterm to make switching
between drivers a bit easier.


libprocstat(3) - process statistics


Stanislav Sedov stas@FreeBSD.org Ulf Lilleengen lulf@FreeBSD.org
libprocstat repository


The libprocstat project is an ongoing effort to develop a library that
can be used to retrieve information about running processes and open
files in the uniform and platform-independent way both from a running
system or from core files. This will facilitate the implementation of
file- or process-monitoring applications like lsof(1), fstat(1), fuser,
etc. The libprocstat repository contains a preliminary version of the
library. It also includes rewrites of the fstat and the fuser utilities
ported to use this library instead of retrieving all the required
information via the kvm(3) interface; one of the important advantages of
the versions that use libprocstat is that these utilities are ABI
independent.


Implement KVM-based namecache lookup to retrieve filesystem paths
associated with file descriptors and VM objects.


Analyze possible ways of exporting file and process information from the
kernel in an extensible and ABI-independent way.


New BSD licensed debugger


Doug Rabson Wiki page Repository Slides


I have been working recently on writing a new debugger, primarily for
the FreeBSD platform. For various reasons, I have been writing it in a
relatively obscure C-like language called D.


So far, I have a pretty useful (if a little raw at the edges) command
line debugger which supports ELF, Dwarf debugging information and
(currently) 32 bit FreeBSD and Linux. The engine includes parsing and
evaluation of arbitrary C expressions along with the usual debugging
tools such as breakpoints, source code listing, single-step etc. All the
code is new and BSD licensed. Currently, the thing supports userland
debugging of i386 targets via ptrace and post-mortem core file debugging
of the same. I will be adding amd64 support real soon (TM) and maybe
support for GDB’s remote debugging protocol later.


Clang replacing GCC in the base system


Ed Schouten ed@FreeBSD.org Roman Divacky rdivacky@FreeBSD.org Brooks
Davis brooks@FreeBSD.org Pawel Worach pawel.worach@gmail.com


The clang@FreeBSD team presents the status of clang/LLVM being able to
compile FreeBSD system. The current status is:



		i386 - kernel boots, world needs little hacks but works


		amd64 - kernel boots, world needs little hacks but works


		ppc - broken because of unknown RTLD bug


		other - unknown





All other platforms are untested.


A lot has happened over the spring/summer: amd64 got proper
mcmodel=kernel support, compiler-rt has been introduced (paving the way
for libgcc replacement), we have run two experimental port builds to see
how clang does there. The C++ support is able to parse devd.cc without
warnings. We have got the kernel working with -O2. FreeBSD has been
promoted to be an officially supported plaform in LLVM. As a result of
all this work, many parts of FreeBSD that did not compile before now
build without problems.


The “ClangBSD” branch of FreeBSD got a little stale and has not been
updated for a while.


We also need to get some important fixes into LLVM to get libc compiling
and some other smaller issues.


We can still appreciate more testers on minor platforms (mostly on ARM,
PPC and MIPS, but testing on other platforms is also welcome).


Grand Central Dispatch - FreeBSD port


Robert Watson rwatson@FreeBSD.org Stacey Son sson@FreeBSD.org
libdispatch mailing list libdispatch-dev@lists.macosforge.org GCD /
libdispatch web page


We have ported libdispatch, Apple’s Grand Central Dispatch event and
concurrency framework to FreeBSD:



		Added new kqueue primitives required to support GCD, such as
EVFILT_USER and EV_TRIGGER


		Created autoconf and automake build framework for libdispatch


		Modified libdispatch to use POSIX semaphores instead of Mach
semaphores


		Adapted libdispatch to use portable POSIX time routines





Jordan Hubbard has also prepared a blocks-aware clang compiler package
for FreeBSD. When compiled with clang, libdispatch provides
blocks-based, as well as function-based callbacks.


The port was presented at the FreeBSD Developer Summit in Cambridge, UK
in September, and slides are online on the devsummit wiki page. A
FreeBSD port is now available in the Ports Collection. After FreeBSD
8.0-RELEASE has shipped, the new kqueue primitives will be MFC’d so that
libdispatch works out of the box on FreeBSD 8.1-RELEASE.


Complete porting of libdispatch test suite to FreeBSD.


Investigate pthread work queue implementation for FreeBSD.


Evaluate performance impact of some machine-dependent and OS-dependent
optimizations present in the Mac OS X version of libdispatch to decide
if they should be done for other platforms and OS’s.


Explore whether FreeBSD base operating system tools would benefit from
being modified to use libdispatch.


VirtualBox on FreeBSD


Beat Gaetzi beat@FreeBSD.org Bernhard Froehlich decke@bluelife.at Dennis
Herrmann dhn@FreeBSD.org Juergen Lock nox@FreeBSD.org Martin Wilke
miwi@FreeBSD.org


VirtualBox has been committed to the Ports tree and synchronized with
the latest trunk version from Sun. Several known problems are already
fixed and some new features have been added:



		VT-x support


		Bridging support (Big Thanks to Fredrik Lindberg)


		Host Serial Support


		ACPI Support


		Host DVD/CD access


		SMP Support





We would like to say thanks to all the people who helped us by reporting
bugs and submitting fixes. We also thank the VirtualBox developers for
their help with the ongoing effort to port VirtualBox on FreeBSD.


The FreeBSD Dutch Documentation Project


René Ladan rene@FreeBSD.org Remko Lodder remko@FreeBSD.org Current
status of the Dutch translation


The current translations (Handbook and some articles) are kept up to
date with the English versions. Some parts of the website have been
translated, more work is in progress.


Find more volunteers for translating the remaining parts of the website
and the FAQ.


The FreeBSD German Documentation Project


Johann Kois jkois@FreeBSD.org Benedict Reuschling bcr@FreeBSD.org Martin
Wilke miwi@FreeBSD.org


In May 2009, Benedict Reuschling received his commit bit to the www/de
and doc/de_DE.ISO8859-1 trees under the mentorship of Johann Kois.
Since then, he has been working primarily on the Handbook, updating
existing chapters and translating new ones. Most notably, the
filesystems and DTrace chapters have been recently translated. Bugs
found in the original documents along the way were reported back so that
the other translation teams could incorporate them, as well.


Christoph Sold has put his time in translating the wiki pages of the BSD
Certification Group into the German language. This is very helpful for
all German people who want to take the exam and like to read the
information about it in their native language. Daniel Seuffert has sent
valuable corrections and bugfixes. Thanks to both of them for their time
and efforts!


The website is translated and updated constantly. Missing parts will be
translated as time permits.


We appreciate any help from volunteers in proofreading documents,
translating new ones and keeping them up to date. Even small error
reports are of great help for us. You can find contact information at
the above URL.


Update the existing documentation set (especially the Handbook).


Translate more articles to German.


Read the translations. Check for problems and mistakes. Send feedback.


The FreeBSD Foundation Status Report


Deb Goodkin deb@FreeBSDFoundation.org


Kicking off our fall fund-raising campaign! Find out more at
http://www.freebsdfoundation.org/donate/.


We were a sponsor for EuroBSDCon 2009, and provided travel grants to 8
FreeBSD developers and users. We sponsored Kyiv BSD 2009, in Kiev
Ukraine. We were also a sponsor of BSDCan, and sponsored 7 developers.
We funded three new projects, New Console Driver by Ed Schouten, AVR32
Support by Arnar Mar Sig, and Wireless Mesh Support by Rui Paulo, which
has completed. We continued funding a project that is making
improvements to the FreeBSD TCP Stack by Lawrence Stewart. The project
that made removing disk devices with mounted filesystems on them safe,
by Edward Napierala, is now complete.


We recognized the following FreeBSD developers at EuroBSDCon 2009:
Poul-Henning Kamp, Bjoern Zeeb, and Simon Nielsen. These developers
received limited edition FreeBSD Foundation vests.


Follow us on Twitter [https://twitter.com/freebsdfndation] now!


FreeBSD Bugbusting Team


Gavin Atkinson gavin@FreeBSD.org Mark Linimon linimon@FreeBSD.org Remko
Lodder remko@FreeBSD.org Volker Werth vwe@FreeBSD.org


We continue to classify PRs as they arrive, adding ‘tags’ to the subject
lines corresponding to the kernel subsystem involved, or man page
references for userland PRs. These tags, in turn, produce lists of PRs
sorted both by tag and by manpage.


The list of PRs recommended for committer evaluation by the Bugbusting
Team continues to receive new additions. This list contains PRs, mostly
with patches, that the Bugbusting Team feel are probably ready to be
committed as-is, or are probably trivially resolved in the hands of a
committer with knowledge of the particular subsystem. All committers are
invited to take a look at this list whenever they have a spare 5 minutes
and wish to close a PR.


A full list of all the automatically generated reports is also available
at one of the cited URLs. Any recommendations for reports which not
currently exist but which would be beneficial are welcomed.


Gavin Atkinson gave a presentation on “The PR Collection Status” at the
EuroBSDCon 2009 DevSummit, and discussed with other participants several
other ideas to make the PR database more useful and usable. Several good
ideas came from this, and will hopefully lead to more useful tools in
the near future. Discussions also took place on how it may be possible
to automatically classify non-ports PRs with a view towards notifying
interested parties, although investigations into this have not yet
begun.


Mark Linimon also continues attempting to define the general problem and
investigating possible new workflow models, and presented work on this
at BSDCan 2009.


Since the last status report, the number of open bugs has increased to
around the 5900 mark, partially because of an increased focus on getting
more information into the existing PRs, in an attempt to make sure all
the information required is now available. As a result, although the
number of open PRs has increased, they are hopefully of better quality.


As always, more help is appreciated, and committers and non-committers
alike are always invited to join us on #freebsd-bugbusters on EFnet and
help close stale PRs or commit patches from valid PRs.


Work on suggestions from developers who were at the EuroBSDCon
DevSummit.


Try to find ways to get more committers helping us with closing the PRs
that the team has already analyzed.


FreeBSD Ports Management Team


Mark Linimon linimon@FreeBSD.org The FreeBSD Ports Collection
Contributing to the FreeBSD Ports Collection The FreeBSD ports
monitoring system The FreeBSD Ports Management Team marcuscom Tinderbox


The ports count has soared to over 20,700. The PR count had been driven
below 800 by some extraordinary effort, but once again is back to its
usual count of around 900.


We are currently building packages for amd64-6, amd64-7, amd64-8,
i386-6, i386-7, i386-8, sparc64-7, and sparc64-8. There have been
preliminary runs of i386-9; however, to be able to continue builds on
-9, we will either need to find places to host a number of new machines,
or drop package building for -6. The mailing list discussion of the
latter proved quite controversial.


We have added some new i386 machines to help speed up the builds, but
this only makes up for the disk failures on some of our older, slower,
i386 nodes.


We also appreciate the loan of more package build machines from several
committers, including pgollucci@, gahr@, erwin@, Boris Kochergin, and
Craig Butler.


The portmgr@ team has also welcomed new members Ion-Mihai Tetcu
(itetcu@) and Martin Wilke (miwi@). We also thank departing member
Kirill Ponomarew (krion@) for his long service.


Ion-Mihai has spent much time working on a system that does automatic
Quality Assurance on new commits, called QAT. A second tinderbox called
QATty has helped us to fix many problems, especially those involving
custom PREFIX and LOCALBASE settings, and documentation inclusion
options. Ports conformance to documented features / non-default
configuration will follow.


Between pav and miwi, over 2 dozen experimental ports runs have been
completed and committed.


We have added 5 new committers since the last report, and 2 older ones
have rejoined.


We are currently trying to set up ports tinderboxes that can be made
available to committers for pre-testing; those who can loan machines for
this should contact Ion-Mihai (itetcu@) with details regarding the
hardware and bandwidth.


Most of the remaining ports PRs are “existing port/PR assigned to
committer”. Although the maintainer-timeout policy is helping to keep
the backlog down, we are going to need to do more to get the ports in
the shape they really need to be in.


Although we have added many maintainers, we still have almost 4,700
unmaintained ports (see, for instance, the list on portsmon). (The
percentage is down to 22%.) We are always looking for dedicated
volunteers to adopt at least a few unmaintained ports. As well, the
packages on amd64 and sparc64 lag behind i386, and we need more testers
for those.


FreeBSD KDE Team


Thomas Abthorpe tabthorpe@FreeBSD.org Max Brazhnikov makc@FreeBSD.org
Martin Wilke miwi@FreeBSD.org


Since the spring, the FreeBSD KDE team has been busy upgrading KDE from
4.2.0 up through to 4.3.1. As part of the ongoing maintenance of KDE,
the team also updated Qt4 from 4.4.3 through to 4.5.2


We added two new committers/maintainers to the team, Kris Moore
(kmoore@) and Dima Panov (fluffy@). We also granted enhanced area51
access to contributors Alberto Villa and Raphael Kubo da Costa. Alberto
has been our key contributor updating and testing Qt 4.6.0-tp1. Raphael
is a KDE developer, who has become our Gitorious liaison, he has been
responsible for getting FreeBSD Qt patches merged in upstream.


Markus Brüffer (markus@) spent a lot of time patching widgets and system
plugins so they would work under FreeBSD. We would like to thank him for
all his effort!


Update to Qt 4.6.0


Update to KDE 4.4.0


Work with our userbase on fixing an EOL for KDE3 in the ports tree


FreeBSD Developer Summit, Cambridge UK


Robert Watson rwatson@FreeBSD.org


Around 70 FreeBSD developers and guests attended the FreeBSD developer
summit prior to EuroBSDCon 2009 in Cambridge, UK. Hosted at the
University of Cambridge Computer Laboratory, the workshop-style event
consisted of prepared presentations, as well as group hacking and
discussion sessions. Talks covered topics including 802.11 mesh
networking, virtual network stacks and kernels, a new BSD-licensed
debugger, benchmarking, bugbusting, NetFPGA, a port of Apple’s GCD
(Grand Central Dispatch) to FreeBSD, security policy work, cryptographic
signatures, FreeBSD.org system administration, time geeks, a new console
driver, and the FreeBSD subversion migration. Slides for many talks are
now available on the wiki page. A good time was had by all, including a
punting outing on the River Cam!


EuroBSDcon 2009


Sam Smith eurobsdcon@ukuug.org Robert Watson rwatson@FreeBSD.org 2009
2010


EuroBSDcon 2009 happened in Cambridge, with over 160 users, developers,
friends and others. Slides, papers and audio are now up on the website
for those who could not make it to Cambridge. Next year’s event in 2010
will take place in Karlsruhe from 8 to 10 October 2010. If you are
interested in what you missed in 2009, or to join the mailing list so
you do not miss out next year, visit
http://2009.eurobsdcon.org [http://2009.eurobsdcon.org/].


The FreeBSD Forums


FreeBSD Forums Admins forum-admins@FreeBSD.org FreeBSD Forums Moderators
forum-moderators@FreeBSD.org


Since their public launch in November 2008, the FreeBSD Forums (the most
recent addition to the user community and support channels for the
FreeBSD Operating System) have witnessed a healthy and steady growth.


The user population is now at over 8,000 registered users, who have
participated in over 6,000 topics, containing over 40,000 posts in
total. The sign-up rate hovers between 50-100 each week. The total
number of visitors (including ‘guests’) is hard to gauge but is likely
to be a substantial multiple of the registered userbase.


New topics and posts are actively ‘pushed out’ to search engines. This
in turn makes the Forums show up in search results more and more often,
making it a valuable and very accessible source of information for the
FreeBSD community.


One of the contributing factors to the Forums’ success is their
‘BSD-style’ approach when it comes to administration and moderation. The
Forums have a strong and unified identity, they are neatly divided into
sub-forums (like ‘Networking’, ‘Installing & Upgrading’, etc.), very
actively moderated, spam-free, and with a core group of very active and
helpful members, dispensing many combined decades’ worth of knowledge to
starting, intermediate and professional users of FreeBSD.


We expect the Forums to be, and to remain, a central hub in FreeBSD’s
community and support efforts.


New approach to the locale database


Edwin Groothuis edwin@FreeBSD.org i18n mailinglist
freebsd-i18n@FreeBSD.org Documentation on FreeBSD wiki Code


Problem: Over the years the FreeBSD locale database (share/colldef,
share/monetdef, share/msgdef, share/numericdef, share/timedef) has
accumulated a total of 165 definitions (language - country-code -
character-set triplets). The contents of the files for Western European
languages are often low-ASCII but for Eastern European and Asian
languages partly or fully high-ASCII. Without knowing how to display or
interpret the character-sets, it is difficult to make sure by the
general audience that the local language (language - country-code)
definitions are displayed properly in various character-sets.


Suggested approach: With the combination of the data in the Unicode
project (whose goal is to define all the possible written characters and
symbols on this planet) and the Common Locale Data Repository (whose
goal is to document all the different data and definitions needed for
the locale database), we can easily keep track of the data, without the
need of being able to display the data in the required character sets or
understand them fully when updates are submitted by third parties.


Current status: Conversion of share/monetdef, share/msgdef,
share/numericdef, share/timedef to the new design is completed. The
Makefile infrastructure is converted. Regression checks are done. Most
of the tools are in place, waiting on the import of bsdiconv to the base
system.


At this moment the system is not self-hosted yet, because of the lack of
an iconv-kind of program in the base operating system. Gabor@ is working
on bsdiconv as a GSoC project and once that has been imported we will be
able to perform a clean install from the definitions in Unicode text
format to the required formats and character sets.


BSD-licensed iconv (Summer of Code 2009)


Gábor Kövesdán gabor@FreeBSD.org BSDL iconv on FreeBSD wiki


The code has been extracted from NetBSD and has been transformed into an
independent shared library. The basic encodings are well supported.
Almost all forward conversions (foo -> UTF-32) are compatible with GNU
but the reverse ones are not so accurate because of GNU’s advanced
transliteration. Some extra encodings have also been added. There are
two modules, which segfault; they need some debugging. I can keep
working on this project as part of my BSc thesis, so I hope to be able
to solve the remaining issues. Improved GNU compatibility is also very
desired (extra command line options for iconv(1), iconvctl(), private
interfaces, etc.).


Fix segfaults in Big5 and HZ modules


Improve transliteration in reverse encodings


Improve GNU compatibility by implementing extra features


Verify POSIX compatibility


Verify GNU compatibility


Check performance


Ext2fs Status report (Summer of Code 2009)


Aditya Sarawgi sarawgi.aditya@gmail.com Wiki Page


FreeBSD’s ext2fs had some parts under GPL. The aim of my project was to
rewrite those parts and free ext2fs from GPL. I have been successful in
rewriting the parts and NetBSD’s ext2fs was a great help in this.
Certain critical parts under GPL were also removed due to which the
write performance suffered. I also implemented Orlov Block Allocator for
ext2fs. Currently I am planning to make ext2fs Multiprocessor Safe
(MPSAFE). My work resides in truncs_ext2fs branch of Perforce.


Ext4 support for FreeBSD


Directory indexing for ext2fs


Journaling in ext2fs using gjournal


The FreeBSD Hungarian Documentation Project


Gábor Kövesdán gabor@FreeBSD.org Gábor Páli pgj@FreeBSD.org Hungarian
Web Page for FreeBSD Hungarian Documentation for FreeBSD The FreeBSD
Hungarian Documentation Project’s Wiki Page Perforce Depot for the
FreeBSD Hungarian Documentation Project


In the last months, we have not added new translations, although we have
been working on the existing ones to have them updated. We need more
translators and volunteers to keep the amount of the translated
documentation growing, so feel free to contribute. Every line of
submission or feedback is appreciated and highly welcome.


If you want to join our work, please read the
introduction [http://www.freebsd.org/hu/docproj/hungarian.html] to
the project as well as the FDP
Primer [http://www.freebsd.org/doc/hu/books/fdp-primer/] (both of
them are available in Hungarian).


Translate news entries, press releases


Translate Release Notes for -CURRENT and 8.X


Translate articles


Translate web pages


Read the translations, send feedback


The FreeBSD Spanish Documentation Project


José Vicente Carrasco Vayá carvay@FreeBSD.org Gábor Kövesdán
gabor@FreeBSD.org Spanish Web Page for FreeBSD Spanish Documentation for
FreeBSD Introduction to the FreeBSD Spanish Documentation Project


Recently, we have added one new article translation. The existing
translations have not been updated, though. We need more human resources
to keep up with the work and keep the translations up-to-date.


Update the Handbook translation


Update the web page translation


BSD-licensed text-processing tools (Summer of Code 2008)


Gábor Kövesdán gabor@FreeBSD.org Wiki page for the project


This project was started as part of Google Summer of Code 2008 but there
is still a bit of work to complete some missing parts. The BSD-licensed
grep implementation is feature-complete and has a good level of GNU
compatibility. Our only current concern about the BSD-licensed version
is to improve its performance. The GNU variant is much more complex, has
about 8 KSLOC, while BSD grep is tiny, has only 1.5 KSLOC. GNU uses some
shortcuts and optimizations to speed-up calls to the regex library; that
is why it is significantly faster. My point of view is that such
optimizations must be implemented in the regex library, keeping the
dependent utilities clean and easy to read. BSD grep is so tiny that
there is hardly any optimization opportunity by simplifying the code, so
the regex library is the next important TODO. There is another issue
with the current regex library. It does not support some invalid regular
expressions, which work in GNU. We need to maintain compatibility, so we
cannot just drop this feature. Actually, BSD grep is linked to the GNU
regex library to maintain this feature but due to the lack of the
mentioned shortcuts, it is still slower than GNU. Anyway, if we can live
with this little performance hit until we get a modern regex library, I
think grep is ready to enter HEAD. As for the regex library, NetBSD’s
result of the last SoC is worth taking a look.


The sort utility has been rewritten from scratch. The existing
BSD-licensed implementation could not deal with wide characters by
design. The new implementation is still lacking some features but is
quite complete. There is a performance issue, though. Sorting is a
typical algorithmic subject but I am not an algorithmic expert, so my
implementation is not completely optimal. Some help would be welcome
with this part.


The bc/dc utilities have been ported from OpenBSD. They pass OpenBSD’s
and GNU’s regression tests but they arrived too late to catch 8.X, so
they will go to HEAD after the release.


Improve sort’s sorting and file merging algorithms


Complete missing features for sort


Get a modern regex library for FreeBSD


Network Stack Virtualization


Bjoern A. Zeeb bz@FreeBSD.ORG Marko Zec zec@FreeBSD.ORG Robert Watson
rwatson@FreeBSD.ORG Wiki VImage overview page (incl. TODO). FreeBSD
Developer Summit, 2009, Cambridge, UK.


The network stack virtualization project aims at extending the FreeBSD
kernel to maintain multiple independent instances of networking state.
This allows for networking independence between jail environment, each
maintaining its private network interfaces, IPv4 and IPv6 network and
port address space, routing tables, IPSec configuration, firewalls, and
more.


During the last months the remaining pieces of the VIMAGE work were
merged by Marko, Julian and Bjoern. Robert Watson developed a vnet
allocator to overcome ABI issues. Jamie Gritton merged his hierarchical
jail framework that now also is the management interface for virtual
network stacks.


During the FreeBSD Developer Summit that took place at EuroBSDCon 2009
in Cambridge, UK, people virtualized more code. As a result SCTP and
another accept filter were virtualized and more people became familiar
with the design of VImage and the underlying concepts. Finally getting
more hands involved was a crucial first step for the long term success
of kernel virtualization.


The next steps will be to finish the network stack virtualization,
generalize the allocator framework before thinking of virtualizing
further subsystems and to update the related documentation. Along with
that a proper jail management framework will be worked on. Long term
goals, amongst others, will be to virtualize more subsystems like SYS-V
IPC, better privilege handling, and resource limits.


In the upcoming FreeBSD 8.0 Release, vnets are treated as an
experimental feature. As a result, they are not yet recommended for use
in production environments. There was lots of time spent to finalize the
infrastructure for vnets though, so that further changes can be merged
and we are aiming to have things production ready for 8.2.


In case you want to help to achieve this goal, feel free to contact us
and support or help virtualizing outstanding parts like two firewalls,
appletalk, netipx, ... as well as generating regression tests.


Enhancing the FreeBSD TCP Implementation


Lawrence Stewart lstewart@freebsd.org


TCP appropriate byte counting (RFC 3465) support has been merged into
the FreeBSD 8 branch and will ship in FreeBSD 8.0-RELEASE.


The reassembly queue auto-tuning and SIFTR work was not ready in time to
safely integrate for 8.0-RELEASE. Padding has been added to necessary
TCP structs to facilitate MFCing features back to the 8-STABLE branch
after 8.0 is released.


Candidate patches against FreeBSD-CURRENT will be ready for wider
testing in the coming weeks. The
freebsd-net mailing list will be
solicited for testing/feedback when everything is ready.


Solicit review/testing and integrate the ALQ kld and variable length
message support patch into FreeBSD-CURRENT.


Solicit review/testing and integrate the SIFTR tool into
FreeBSD-CURRENT.


Complete dynamic reassembly queue auto-tuning patch for FreeBSD-CURRENT.


Fix an identified bug in the SACK implementation’s fast retransmit/fast
recovery behavior.


Profit!


Modular Congestion Control


Lawrence Stewart lstewart@freebsd.org


The patch has received some significant rototilling in the past few
months to prepare it for merging to FreeBSD-CURRENT. Additionally, I
completed an implementation of the CUBIC congestion control algorithm to
complement the existing NewReno and H-TCP algorithm implementations
already available.


I have one further intrusive change to make, which will allow congestion
control modules to be shared between the TCP and SCTP stacks. Once this
is complete, I will be soliciting for review/testing in the hope of
committing the patch to FreeBSD-CURRENT in time to be able to backport
it for 8.1-RELEASE.


Abstract the congestion control specific variables out of the TCP and
SCTP control blocks into a new struct that can be passed into the API
instead of the control block itself.


Stream Control Transmission Protocol (SCTP)


Randall Stewart rrs@FreeBSD


SCTP continues to have minor fixes added to it as well as some new
features. First and foremost, we now have VIMAGE and SCTP working and
playing together. This goal was accomplished with the help of bz@, my
new mentee tuexen@ and myself working together at the FreeBSD DevSummit
in Cambridge, UK. Also the non-renegable SACK feature contributed by the
university of Delaware was fixed so that now its safe to turn on (its
sysctl). If you are using SCTP with CMT (Conncurrent Multipath Transfer)
you will want to enable this option (CMT is also a sysctl). With CMT
enabled you will be able to send data to all the destinations of an SCTP
peer.


We welcomed a new mentee (soon to be a commiter) to FreeBSD. Michael
Tuexen is now a mentee of rrs@. Michael has been contributing to the
SCTP work for quite some time and also moonlights as a Professor at the
University of Muenster in Germany (when not doing SCTP coding).


FreeBSD/ZFS


Pawel Dawidek pjd@FreeBSD.org


We believe that the ZFS file system is now production-ready in FreeBSD
8.0. Most (if not all) reported bugs were fixed and ZFS is no longer
tagged as experimental. There is also ongoing work in Perforce to bring
the latest ZFS version (v19) to FreeBSD.


Download 8.0 release candidates and test, test, test and report any
problems to the freebsd-fs@FreeBSD.org mailing list.


hwpmc for MIPS


George Neville-Neil gnn@freebsd.org Main FreeBSD MIPS Page Sub page for
the board I am using.


Currently working on board bringup. I have looked over the docs for how
MIPS provides performance counters and will begin adding code soon.


FreeBSD Gecko Project


Beat Gaetzi beat@FreeBSD.org Martin Wilke miwi@FreeBSD.org Andreas
Tobler andreast-list@fgznet.ch Gecko TODO


Andreas Tobler made the classic mistake of sending us a lot of powerpc
and sparc64 related patches. The usual punishment, of giving him a
commit bit to the Gecko repository, has been applied.


We currently have some old ports in the ports tree:



		www/mozilla is 5 year old now, no longer supported upstream, and has
a lot of security vulnerabilities. We can use www/seamonkey instead.


		www/xulrunner is superseeded by www/libxul.





A patch that includes the following changes has been tested on pointyhat
and is ready for commit:



		Remove references to www/mozilla/Makefile.common and
www/mozilla/bsd.gecko.mk


		Switch USE_GECKO= xulrunner firefox mozilla to USE_GECKO= libxul
and remove www/xulrunner





We are also working on Firefox 3.6 (Alpha 2), Thunderbird 3.0 (Beta 4),
new libxul 1.9.1.3 and Seamonkey 2.0 (Beta 2) ports. All of them are
already committed to our Gecko repository.


A current status and todo list can be found at
http://trillian.chruetertee.ch/freebsd-gecko/wiki/TODO.


Remove mozilla, xulrunner and firefox2 from the ports tree.


The www/firefox35 port should be moved to www/firefox.


The old (and somewhat stale) Gecko providers mozilla, nvu, xulrunner,
flock and firefox also need to be removed.


Portmaster - utility to assist users with managing ports


Doug Barton dougb@FreeBSD.org


I am currently seeking funding for further development work on
portmaster. There are several features that are regularly requested by
the community (such as support for installing packages) that I would
very much like to implement but that will take more time than I can
reasonably volunteer to implement correctly. There is information about
the funding proposal available at the link above.


Meanwhile I have recently completed another round of bug fixes and
feature enhancements. The often-requested ability to specify the -x
(exclude) option more than once on the command line was added in version
2.12. Also in that version I added the –list-origins option to make it
easier to reinstall ports after a major version upgrade, or install the
same set of ports on another system.


See the funding proposal.


Valgrind suite on FreeBSD


Stanislav Sedov stas@FreeBSD.org Valgrind Wiki page


The Valgrind suite in the FreeBSD ports collection has been updated to
version 3.5.0 (the latest available version). Most of the issues of the
previous version should be resolved now: we expect memcheck, callgrind
and cachegrind to be fully functional on both i386 and amd64 platforms
as well as for i386 binaries running on amd64 system. DRD/hellgrind
should work too, though they generate a lot of false-positives for now,
so their output is a bit messy.


Port exp-ptrcheck valgrind tool and fix outstanding issues that show up
in memcheck/helgrind/DRD in the Valgrind regression tests suite.


More testing (please, help).


Integrate our patches upstream.


FreeBSD/sparc64


Marius Strobl marius@FreeBSD.org


Noteworthy developments regarding FreeBSD/sparc64 since the last Status
Reports are:



		Cas(4), a driver for Sun Cassini/Cassini+, as well as National
Semiconductor DP83065 Saturn Gigabit NICs has been committed and thus
will be part of FreeBSD beginning with 8.0-RELEASE and 7.3-RELEASE,
respectively. This means that the on-board NICs found in Fire V440,
as well as the add-on cards based on these chips, are now supported,
including on non-sparc64 machines. Unfortunately, the cas(4) driver
triggers what seem to be secondary problems with the on-board NICs
found in B100 blades and Fire V480, which due to lack of access to
such systems could not be fixed so far.


		Initial support for sun4u machines based on the “Fire”
Host-PCI-Express bridge like Fire V215, V245, etc. has been completed
(including support for the on-board ATA controller, which caused
several problems at first, and MSI/MSI-X). Some code like the quirk
handling for the ALi/ULi chips found in these machines needs to be
revisited though and no stability tests have been conducted so far.
If all goes well, the code will hit HEAD some time after FreeBSD
8.0-RELEASE has been released. In theory, machines based on the
“Oberon” Host-PCI-Express bridge, at least for the most part, should
also be supported with these changes, but due to lack of access to a
Mx000 series machine the code could not be tested with these so far.


		Some bugs in the snd_t4dwave(4) driver have been fixed, as well as
some special handling for sparc64 has been added so it does 32-bit
DMA and now generally works with the on-board ALi M5451 found for
example in Blade 100 and Blade 1500. Unfortunately, it was only
tested to work correctly in two out of three Blade 100. Why it still
does not work correctly in the remaining one is currently unknown but
at least no longer causes IOMMU-panics so testing snd_t4dwave(4) on
sparc64 is no longer harmful. These changes will be part of FreeBSD
8.0-RELEASE and 7.3-RELEASE.


		Ata-marvell(4) has been fixed to work on sparc64 (actually also on
anything that is not x86 with less than 4GB of RAM). These fixes will
be part of FreeBSD 8.0-RELEASE and 7.3-RELEASE.


		A proper and machine-independent fix for the old problem that the
loader leaves the NIC opened by the firmware, which could lead to
panics during boot when netbooting, has been developed but not
committed yet.





NFSv4 ACLs


Edward Tomasz Napierala trasz@FreeBSD.org


During Google Summer of Code 2008, I have implemented native support for
NFSv4 ACLs for both ZFS and UFS. Most of the code has already been
merged to CURRENT. NFSv4 ACLs are unconditionally enabled in ZFS and the
usual tools, like getfacl(1) and setfacl(1) can be used to view and
change them. I plan to merge the remaining bits (UFS support) this
month. It should be possible to MFC it in order to ship in FreeBSD
8.1-RELEASE.


UFS changes review


Support for NFSv4 ACLs in tar(1)


About Google Summer of Code 2009


Brooks Davis brooks@freebsd.org Tim Kientzle kientzle@freebsd.org Robert
Watson rwatson@freebsd.org FreeBSD GSoC Homepage FreeBSD GSoC 2009 Wiki


2009 was The FreeBSD Project’s fifth year of participation in the Google
Summer of Code. We had a total of 17 successful projects. Some GSoC code
will be shipping with FreeBSD 8.0-RELEASE and others will be integrated
into future releases.


The FreeBSD GSoC admin team would like to thank Google and our students
and mentors of another great year!


FreeBSD TDM Framework


Rafal Czubak rcz@semihalf.com Michal Hajduk mih@semihalf.com


This work’s purpose is a generic and flexible framework for systems
equipped with Time Division Multiplexing (TDM) units, often found on
embedded telecom chips. The framework is designed to support various
controllers and many types of TDM channels e.g. voiceband, sound and
miscellaneous data channels. Currently, voiceband infrastructure is
being developed on Marvell RD-88F6281 reference board. It will serve as
an example of how to use the TDM framework for other channel types. The
direct objective of using TDM with voiceband channels is bringing a
FreeBSD based VoIP system, capable of bridging analog telephone world
with digital IP telephony. Together with third party VoIP software (e.g.
Asterisk), the design can serve as VoIP Private Branch Exchange (PBX).


Current state highlights:



		TDM controller interface


		TDM channel interface


		TDM channel API for kernel modules


		codec interface


		voiceband channel character device driver


		TDM controller driver for Marvell Kirkwood and Discovery SoCs


		Si3215 SLIC driver


		Si3050 DAA driver





Develop demo application showing example usage of voiceband channel.


Integrate voiceband infrastructure with Zaptel/DAHDI telephony hardware
drivers.


Release Engineering Status Report


Release Engineering Team re@FreeBSD.org


The Release Engineering Team continues to work on FreeBSD 8.0-RELEASE.
Public testing has turned up quite a few problems, many related to the
low-level network (routing/ARP table) changes and their interactions
with IPv6.


Progress continues to be made on fixing up the issues that have been
identified during the public testing. At this point in time we are
shooting for two more public test builds (RC2 and RC3) followed by the
release late October or early November.
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Source Tree Guidelines and Policies


This chapter documents various guidelines and policies in force for the
FreeBSD source tree.





Style Guidelines


style
Consistent coding style is extremely important, particularly with large
projects like OS. Code should follow the OS coding styles described in
MAN.STYLE.9 and MAN.STYLE.MAKEFILE.5.





MAINTAINER on Makefiles


ports maintainer
If a particular portion of the OS src/ distribution is being
maintained by a person or group of persons, this is communicated through
an entry in the src/MAINTAINERS file. Maintainers of ports within
the Ports Collection express their maintainership to the world by adding
a MAINTAINER line to the Makefile of the port in question:


MAINTAINER= email-addresses

**Tip**

For other parts of the repository, or for sections not listed as
having a maintainer, or when you are unsure who the active
maintainer is, try looking at the recent commit history of the
relevant parts of the source tree. It is quite often the case that a
maintainer is not explicitly named, but the people who are actively
working in a part of the source tree for, say, the last couple of
years are interested in reviewing changes. Even if this is not
specifically mentioned in the documentation or the source itself,
asking for a review as a form of courtesy is a very reasonable thing
to do.






The role of the maintainer is as follows:



		The maintainer owns and is responsible for that code. This means that
he or she is responsible for fixing bugs and answering problem
reports pertaining to that piece of the code, and in the case of
contributed software, for tracking new versions, as appropriate.


		Changes to directories which have a maintainer defined shall be sent
to the maintainer for review before being committed. Only if the
maintainer does not respond for an unacceptable period of time, to
several emails, will it be acceptable to commit changes without
review by the maintainer. However, it is suggested that you try to
have the changes reviewed by someone else if at all possible.


		It is of course not acceptable to add a person or group as maintainer
unless they agree to assume this duty. On the other hand it does not
have to be a committer and it can easily be a group of people.








Contributed Software


contributed software
Some parts of the FreeBSD distribution consist of software that is
actively being maintained outside the FreeBSD project. For historical
reasons, we call this contributed software. Some examples are
sendmail, gcc and patch.


Over the last couple of years, various methods have been used in dealing
with this type of software and all have some number of advantages and
drawbacks. No clear winner has emerged.


Since this is the case, after some debate one of these methods has been
selected as the “official” method and will be required for future
imports of software of this kind. Furthermore, it is strongly suggested
that existing contributed software converge on this model over time, as
it has significant advantages over the old method, including the ability
to easily obtain diffs relative to the “official” versions of the source
by everyone (even without direct repository access). This will make it
significantly easier to return changes to the primary developers of the
contributed software.


Ultimately, however, it comes down to the people actually doing the
work. If using this model is particularly unsuited to the package being
dealt with, exceptions to these rules may be granted only with the
approval of the core team and with the general consensus of the other
developers. The ability to maintain the package in the future will be a
key issue in the decisions.



Note


Because it makes it harder to import future versions minor, trivial
and/or cosmetic changes are strongly discouraged on files that are
still tracking the vendor branch.







Vendor Imports with SVN


This section describes the vendor import procedure with Subversion in
details.


If this is your first import after the switch to SVN, you will have to
flatten and clean up the vendor tree, and bootstrap merge history in the
main tree. If not, you can safely omit this step.


During the conversion from CVS to SVN, vendor branches were imported
with the same layout as the main tree. For example, the foo vendor
sources ended up in vendor/foo/dist/contrib/foo, but it is pointless
and rather inconvenient. What we really want is to have the vendor
source directly in vendor/foo/dist, like this:


PROMPT.USER cd vendor/foo/dist/contrib/foo
PROMPT.USER svn move $(svn list) ../..
PROMPT.USER cd ../..
PROMPT.USER svn remove contrib
PROMPT.USER svn propdel -R svn:mergeinfo
PROMPT.USER svn commit






Note that, the propdel bit is necessary because starting with 1.5,
Subversion will automatically add svn:mergeinfo to any directory you
copy or move. In this case, you will not need this information, since
you are not going to merge anything from the tree you deleted.



Note


You may want to flatten the tags as well. The procedure is exactly
the same. If you do this, put off the commit until the end.






Check the dist tree and perform any cleanup that is deemed to be
necessary. You may want to disable keyword expansion, as it makes no
sense on unmodified vendor code. In some cases, it can be even be
harmful.


PROMPT.USER svn propdel svn:keywords -R .
PROMPT.USER svn commit






Bootstrapping of svn:mergeinfo on the target directory (in the main
tree) to the revision that corresponds to the last change was made to
the vendor tree prior to importing new sources is also needed:


PROMPT.USER cd head/contrib/foo
PROMPT.USER svn merge --record-only svn_base/vendor/foo/dist@12345678 .
PROMPT.USER svn commit






where svn_base is the base directory of your SVN repository, e.g.
svn+ssh://svn.FreeBSD.org/base.


Prepare a full, clean tree of the vendor sources. With SVN, we can keep
a full distribution in the vendor tree without bloating the main tree.
Import everything but merge only what is needed.


Note that you will need to add any files that were added since the last
vendor import, and remove any that were removed. To facilitate this, you
should prepare sorted lists of the contents of the vendor tree and of
the sources you are about to import:


PROMPT.USER cd vendor/foo/dist
PROMPT.USER svn list -R | grep -v '/$' | sort > ../old
PROMPT.USER cd ../foo-9.9
PROMPT.USER find . -type f | cut -c 3- | sort > ../new






With these two files, the following command will list list removed files
(files only in old):


PROMPT.USER comm -23 ../old ../new






While the command below will list added files (files only in new):


PROMPT.USER comm -13 ../old ../new






Let’s put this together:


PROMPT.USER cd vendor/foo/foo-9.9
PROMPT.USER tar cf - . | tar xf - -C ../dist
PROMPT.USER cd ../dist
PROMPT.USER comm -23 ../old ../new | xargs svn remove
PROMPT.USER comm -13 ../old ../new | xargs svn add

**Warning**

If there are new directories in the new distribution, the last
command will fail. You will have to add the directories, and run it
again. Conversely, if any directories were removed, you will have to
remove them manually.






Check properties on any new files:



		All text files should have svn:eol-style set to native.





		All binary files should have svn:mime-type set to
application/octet-stream, unless there is a more appropriate
media type.





		Executable files should have svn:executable set to *.





		There should be no other properties on any file in the tree.



Note


You are ready to commit, but you should first check the output of
svn stat and svn diff to make sure everything is in order.












Once you have committed the new vendor release, you should tag it for
future reference. The best and quickest way is to do it directly in the
repository:


PROMPT.USER svn copy svn_base/vendor/foo/dist svn_base/vendor/foo/9.9






To get the new tag, you can update your working copy of vendor/foo.



Note


If you choose to do the copy in the checkout instead, do not forget
to remove the generated svn:mergeinfo as described above.






After you have prepared your import, it is time to merge. Option
--accept=postpone tells SVN not to handle merge conflicts yet,
because they will be taken care of manually:


PROMPT.USER cd head/contrib/foo
PROMPT.USER svn update
PROMPT.USER svn merge --accept=postpone svn_base/vendor/foo/dist






Resolve any conflicts, and make sure that any files that were added or
removed in the vendor tree have been properly added or removed in the
main tree. It is always a good idea to check differences against the
vendor branch:


PROMPT.USER svn diff --no-diff-deleted --old=svn_base/vendor/foo/dist --new=.






The --no-diff-deleted option tells SVN not to check files that are
in the vendor tree but not in the main tree.



Note


With SVN, there is no concept of on or off the vendor branch. If a
file that previously had local modifications no longer does, just
remove any left-over cruft, such as OS version tags, so it no longer
shows up in diffs against the vendor tree.






If any changes are required for the world to build with the new sources,
make them now — and test until you are satisfied that everything build
and runs correctly.


Now, you are ready to commit. Make sure you get everything in one go.
Ideally, you would have done all steps in a clean tree, in which case
you can just commit from the top of that tree. That is the best way to
avoid surprises. If you do it properly, the tree will move atomically
from a consistent state with the old code to a consistent state with the
new code.







Encumbered Files


It might occasionally be necessary to include an encumbered file in the
FreeBSD source tree. For example, if a device requires a small piece of
binary code to be loaded to it before the device will operate, and we do
not have the source to that code, then the binary file is said to be
encumbered. The following policies apply to including encumbered files
in the FreeBSD source tree.



		Any file which is interpreted or executed by the system CPU(s) and
not in source format is encumbered.


		Any file with a license more restrictive than BSD or GNU is
encumbered.


		A file which contains downloadable binary data for use by the
hardware is not encumbered, unless (1) or (2) apply to it. It must be
stored in an architecture neutral ASCII format (file2c or uuencoding
is recommended).


		Any encumbered file requires specific approval from the Core
Team before it is added to
the repository.


		Encumbered files go in src/contrib or src/sys/contrib.


		The entire module should be kept together. There is no point in
splitting it, unless there is code-sharing with non-encumbered code.


		Object files are named arch/filename.o.uu>.


		Kernel files:
		Should always be referenced in conf/files.* (for build
simplicity).


		Should always be in LINT, but the Core
Team decides per case
if it should be commented out or not. The Core
Team can, of course,
change their minds later on.


		The Release Engineer decides whether or not it goes into the
release.








		User-land files:
		The Core teamcore
team decides if the code should be part of make world.


		The Release
Engineeringrelease
engineering decides if it goes into the release.














Shared Libraries


If you are adding shared library support to a port or other piece of
software that does not have one, the version numbers should follow these
rules. Generally, the resulting numbers will have nothing to do with the
release version of the software.


The three principles of shared library building are:



		Start from 1.0


		If there is a change that is backwards compatible, bump minor number
(note that ELF systems ignore the minor number)


		If there is an incompatible change, bump major number





For instance, added functions and bugfixes result in the minor version
number being bumped, while deleted functions, changed function call
syntax, etc. will force the major version number to change.


Stick to version numbers of the form major.minor (x.y). Our a.out
dynamic linker does not handle version numbers of the form x.y.z well.
Any version number after the y (i.e. the third digit) is totally ignored
when comparing shared lib version numbers to decide which library to
link with. Given two shared libraries that differ only in the “micro”
revision, ld.so will link with the higher one. That is, if you link
with libfoo.so.3.3.3, the linker only records 3.3 in the
headers, and will link with anything starting with libfoo.so.3.(anything
>= 3).(highest available).



Note


ld.so will always use the highest “minor” revision. For
instance, it will use libc.so.2.2 in preference to
libc.so.2.0, even if the program was initially linked with
libc.so.2.0.






In addition, our ELF dynamic linker does not handle minor version
numbers at all. However, one should still specify a major and minor
version number as our Makefiles “do the right thing” based on the
type of system.


For non-port libraries, it is also our policy to change the shared
library version number only once between releases. In addition, it is
our policy to change the major shared library version number only once
between major OS releases (i.e. from 6.0 to 7.0). When you make a change
to a system library that requires the version number to be bumped, check
the Makefile‘s commit logs. It is the responsibility of the
committer to ensure that the first such change since the release will
result in the shared library version number in the Makefile to be
updated, and any subsequent changes will not.
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Building and Installing a OS Kernel


Being a kernel developer requires understanding of the kernel build
process. To debug the OS kernel it is required to be able to build one.
There are two known ways to do so:



		The “Traditional” Way





		The “New” Way



Note


It is supposed that the reader of this chapter is familiar with the
information described in the Building and Installing a Custom
Kernel chapter of the OS
Handbook. If this is not the case, please read through the above
mentioned chapter to understand how the build process works.















Building a Kernel the “Traditional” Way


Up to version 4.X of OS this was the recommended way to build a new
kernel. It can still be used on newer versions (instead of the
“buildkernel” target of the toplevel /usr/src/ makefiles). Building
the kernel this way may be useful when working on the kernel code and it
may actually be faster than the “New” procedure when only a single
option or two were tweaked in the kernel configuration file. On the
other hand, it might lead to unexpected kernel build breakage when used
by beginners on newer versions of OS.


Run MAN.CONFIG.8 to generate the kernel source code:


PROMPT.ROOT /usr/sbin/config MYKERNEL






Change into the build directory. MAN.CONFIG.8 will print the name of
this directory after being run as above.


PROMPT.ROOT cd ../compile/MYKERNEL






Compile the kernel:


PROMPT.ROOT make depend
PROMPT.ROOT make






Install the new kernel:


PROMPT.ROOT make install









Building a Kernel the “New” Way


This procedure is well supported and recommended under the latest OS
releases and is documented in the Building and Installing a Custom
Kernel chapter of the OS
Handbook.
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Programming Tools





Synopsis


This chapter is an introduction to using some of the programming tools
supplied with FreeBSD, although much of it will be applicable to many
other versions of UNIX. It does not attempt to describe coding in any
detail. Most of the chapter assumes little or no previous programming
knowledge, although it is hoped that most programmers will find
something of value in it.





Introduction


FreeBSD offers an excellent development environment. Compilers for C and
C++ and an assembler come with the basic system, not to mention classic
UNIX tools such as sed and awk. If that is not enough, there are
many more compilers and interpreters in the Ports collection. The
following section, Introduction to Programming,
lists some of the available options. FreeBSD is very compatible with
standards such as POSIX and ANSI C, as well with its own BSD heritage,
so it is possible to write applications that will compile and run with
little or no modification on a wide range of platforms.


However, all this power can be rather overwhelming at first if you have
never written programs on a UNIX platform before. This document aims to
help you get up and running, without getting too deeply into more
advanced topics. The intention is that this document should give you
enough of the basics to be able to make some sense of the documentation.


Most of the document requires little or no knowledge of programming,
although it does assume a basic competence with using UNIX and a
willingness to learn!





Introduction to Programming


A program is a set of instructions that tell the computer to do various
things; sometimes the instruction it has to perform depends on what
happened when it performed a previous instruction. This section gives an
overview of the two main ways in which you can give these instructions,
or “commands” as they are usually called. One way uses an interpreter,
the other a compiler. As human languages are too difficult for a
computer to understand in an unambiguous way, commands are usually
written in one or other languages specially designed for the purpose.



Interpreters


With an interpreter, the language comes as an environment, where you
type in commands at a prompt and the environment executes them for you.
For more complicated programs, you can type the commands into a file and
get the interpreter to load the file and execute the commands in it. If
anything goes wrong, many interpreters will drop you into a debugger to
help you track down the problem.


The advantage of this is that you can see the results of your commands
immediately, and mistakes can be corrected readily. The biggest
disadvantage comes when you want to share your programs with someone.
They must have the same interpreter, or you must have some way of giving
it to them, and they need to understand how to use it. Also users may
not appreciate being thrown into a debugger if they press the wrong key!
From a performance point of view, interpreters can use up a lot of
memory, and generally do not generate code as efficiently as compilers.


In my opinion, interpreted languages are the best way to start if you
have not done any programming before. This kind of environment is
typically found with languages like Lisp, Smalltalk, Perl and Basic. It
could also be argued that the UNIX shell (sh, csh) is itself an
interpreter, and many people do in fact write shell “scripts” to help
with various “housekeeping” tasks on their machine. Indeed, part of the
original UNIX philosophy was to provide lots of small utility programs
that could be linked together in shell scripts to perform useful tasks.





Interpreters available with FreeBSD


Here is a list of interpreters that are available from the OS Ports
Collection, with a brief discussion of some of the more popular
interpreted languages.


Instructions on how to get and install applications from the Ports
Collection can be found in the Ports
section of the handbook.



		BASIC


		Short for Beginner’s All-purpose Symbolic Instruction Code.
Developed in the 1950s for teaching University students to program
and provided with every self-respecting personal computer in the
1980s, BASIC has been the first programming language for many
programmers. It is also the foundation for Visual Basic.


The Bywater Basic Interpreter can be found in the Ports Collection
as lang/bwbasic and the Phil Cockroft’s Basic Interpreter (formerly
Rabbit Basic) is available as lang/pbasic.





		Lisp


		A language that was developed in the late 1950s as an alternative to
the “number-crunching” languages that were popular at the time.
Instead of being based on numbers, Lisp is based on lists; in fact
the name is short for “List Processing”. Very popular in AI
(Artificial Intelligence) circles.


Lisp is an extremely powerful and sophisticated language, but can be
rather large and unwieldy.


Various implementations of Lisp that can run on UNIX systems are
available in the Ports Collection for OS. GNU Common Lisp can be
found as lang/gcl. CLISP by Bruno Haible and Michael Stoll is
available as lang/clisp. For CMUCL, which includes a
highly-optimizing compiler too, or simpler Lisp implementations like
SLisp, which implements most of the Common Lisp constructs in a few
hundred lines of C code, lang/cmucl and lang/slisp are available
respectively.





		Perl


		Very popular with system administrators for writing scripts; also
often used on World Wide Web servers for writing CGI scripts.


Perl is available in the Ports Collection as lang/perl5.16 for all
OS releases.





		Scheme


		A dialect of Lisp that is rather more compact and cleaner than
Common Lisp. Popular in Universities as it is simple enough to teach
to undergraduates as a first language, while it has a high enough
level of abstraction to be used in research work.


Scheme is available from the Ports Collection as lang/elk for the
Elk Scheme Interpreter. The MIT Scheme Interpreter can be found in
lang/mit-scheme and the SCM Scheme Interpreter in lang/scm.





		Icon


		Icon is a high-level language with extensive facilities for
processing strings and structures. The version of Icon for OS can be
found in the Ports Collection as lang/icon.


		Logo


		Logo is a language that is easy to learn, and has been used as an
introductory programming language in various courses. It is an
excellent tool to work with when teaching programming in small ages,
as it makes the creation of elaborate geometric shapes an easy task
even for very small children.


The latest version of Logo for OS is available from the Ports
Collection in lang/logo.





		Python


		Python is an Object-Oriented, interpreted language. Its advocates
argue that it is one of the best languages to start programming
with, since it is relatively easy to start with, but is not limited
in comparison to other popular interpreted languages that are used
for the development of large, complex applications (Perl and Tcl are
two other languages that are popular for such tasks).


The latest version of Python is available from the Ports Collection
in lang/python.





		Ruby


		Ruby is an interpreter, pure object-oriented programming language.
It has become widely popular because of its easy to understand
syntax, flexibility when writing code, and the ability to easily
develop and maintain large, complex programs.


Ruby is available from the Ports Collection as lang/ruby18.





		Tcl and Tk


		Tcl is an embeddable, interpreted language, that has become widely
used and became popular mostly because of its portability to many
platforms. It can be used both for quickly writing small, prototype
applications, or (when combined with Tk, a GUI toolkit)
fully-fledged, featureful programs.


Various versions of Tcl are available as ports for OS. The latest
version, Tcl 8.5, can be found in lang/tcl85.











Compilers


Compilers are rather different. First of all, you write your code in a
file (or files) using an editor. You then run the compiler and see if it
accepts your program. If it did not compile, grit your teeth and go back
to the editor; if it did compile and gave you a program, you can run it
either at a shell command prompt or in a debugger to see if it works
properly.  [1]


Obviously, this is not quite as direct as using an interpreter. However
it allows you to do a lot of things which are very difficult or even
impossible with an interpreter, such as writing code which interacts
closely with the operating system—or even writing your own operating
system! It is also useful if you need to write very efficient code, as
the compiler can take its time and optimize the code, which would not be
acceptable in an interpreter. Moreover, distributing a program written
for a compiler is usually more straightforward than one written for an
interpreter—you can just give them a copy of the executable, assuming
they have the same operating system as you.


As the edit-compile-run-debug cycle is rather tedious when using
separate programs, many commercial compiler makers have produced
Integrated Development Environments (IDEs for short). FreeBSD does not
include an IDE in the base system, but devel/kdevelop is available in
the Ports Collection and many use Emacs for this purpose. Using Emacs as
an IDE is discussed in ?.







Compiling with cc


This section deals with the gcc and clang compilers for C and C++, since
they come with the OS base system. Starting with OS 10.X clang is
installed as cc. The details of producing a program with an
interpreter vary considerably between interpreters, and are usually well
covered in the documentation and on-line help for the interpreter.


Once you have written your masterpiece, the next step is to convert it
into something that will (hopefully!) run on FreeBSD. This usually
involves several steps, each of which is done by a separate program.


Pre-process your source code to remove comments and do other tricks like
expanding macros in C.


Check the syntax of your code to see if you have obeyed the rules of the
language. If you have not, it will complain!


Convert the source code into assembly language—this is very close to
machine code, but still understandable by humans. Allegedly.


Convert the assembly language into machine code—yep, we are talking bits
and bytes, ones and zeros here.


Check that you have used things like functions and global variables in a
consistent way. For example, if you have called a non-existent function,
it will complain.


If you are trying to produce an executable from several source code
files, work out how to fit them all together.


Work out how to produce something that the system’s run-time loader will
be able to load into memory and run.


Finally, write the executable on the filesystem.


The word compiling is often used to refer to just steps 1 to 4—the
others are referred to as linking. Sometimes step 1 is referred to as
pre-processing and steps 3-4 as assembling.


Fortunately, almost all this detail is hidden from you, as cc is a
front end that manages calling all these programs with the right
arguments for you; simply typing


PROMPT.USER cc foobar.c






will cause foobar.c to be compiled by all the steps above. If you
have more than one file to compile, just do something like


PROMPT.USER cc foo.c bar.c






Note that the syntax checking is just that—checking the syntax. It will
not check for any logical mistakes you may have made, like putting the
program into an infinite loop, or using a bubble sort when you meant to
use a binary sort.  [2]


There are lots and lots of options for cc, which are all in the
manual page. Here are a few of the most important ones, with examples of
how to use them.



		-o filename


		The output name of the file. If you do not use this option, cc
will produce an executable called a.out.  [3]


PROMPT.USER cc foobar.c               executable is a.out
PROMPT.USER cc -o foobar foobar.c     executable is foobar









		-c


		Just compile the file, do not link it. Useful for toy programs where
you just want to check the syntax, or if you are using a
Makefile.


PROMPT.USER cc -c foobar.c






This will produce an object file (not an executable) called
foobar.o. This can be linked together with other object files
into an executable.





		-g


		Create a debug version of the executable. This makes the compiler
put information into the executable about which line of which source
file corresponds to which function call. A debugger can use this
information to show the source code as you step through the program,
which is very useful; the disadvantage is that all this extra
information makes the program much bigger. Normally, you compile
with -g while you are developing a program and then compile a
“release version” without -g when you are satisfied it works
properly.


PROMPT.USER cc -g foobar.c






This will produce a debug version of the program.  [4]





		-O


		Create an optimized version of the executable. The compiler performs
various clever tricks to try to produce an executable that runs
faster than normal. You can add a number after the -O to specify
a higher level of optimization, but this often exposes bugs in the
compiler’s optimizer.


PROMPT.USER cc -O -o foobar foobar.c






This will produce an optimized version of foobar.








The following three flags will force cc to check that your code
complies to the relevant international standard, often referred to as
the ANSI standard, though strictly speaking it is an ISO standard.



		-Wall


		Enable all the warnings which the authors of cc believe are
worthwhile. Despite the name, it will not enable all the warnings
cc is capable of.


		-ansi


		Turn off most, but not all, of the non-ANSI C features provided by
cc. Despite the name, it does not guarantee strictly that your
code will comply to the standard.


		-pedantic


		Turn off all cc‘s non-ANSI C features.





Without these flags, cc will allow you to use some of its
non-standard extensions to the standard. Some of these are very useful,
but will not work with other compilers—in fact, one of the main aims of
the standard is to allow people to write code that will work with any
compiler on any system. This is known as portable code.


Generally, you should try to make your code as portable as possible, as
otherwise you may have to completely rewrite the program later to get it
to work somewhere else—and who knows what you may be using in a few
years time?


PROMPT.USER cc -Wall -ansi -pedantic -o foobar foobar.c






This will produce an executable foobar after checking foobar.c
for standard compliance.



		-llibrary


		Specify a function library to be used at link time.


The most common example of this is when compiling a program that
uses some of the mathematical functions in C. Unlike most other
platforms, these are in a separate library from the standard C one
and you have to tell the compiler to add it.


The rule is that if the library is called libsomething.a, you
give cc the argument -lsomething. For example, the math
library is libm.a, so you give cc the argument -lm. A
common “gotcha” with the math library is that it has to be the last
library on the command line.


PROMPT.USER cc -o foobar foobar.c -lm






This will link the math library functions into foobar.


If you are compiling C++ code, use c++. c++ can also be
invoked as clang++ on OS.


PROMPT.USER c++ -o foobar foobar.cc






This will both produce an executable foobar from the C++ source
file foobar.cc.









Common cc Queries and Problems


Q: I am trying to write a program which uses the sin() function
and I get an error like this. What does it mean?


/var/tmp/cc0143941.o: Undefined symbol `_sin' referenced from text segment






A: When using mathematical functions like sin(), you have to
tell cc to link in the math library, like so:


PROMPT.USER cc -o foobar foobar.c -lm






Q: All right, I wrote this simple program to practice using -lm.
All it does is raise 2.1 to the power of 6.


#include <stdio.h>

int main() {
    float f;

    f = pow(2.1, 6);
    printf("2.1 ^ 6 = %f\n", f);
    return 0;
}






and I compiled it as:


PROMPT.USER cc temp.c -lm






like you said I should, but I get this when I run it:


PROMPT.USER ./a.out
2.1 ^ 6 = 1023.000000






This is not the right answer! What is going on?


A: When the compiler sees you call a function, it checks if it has
already seen a prototype for it. If it has not, it assumes the function
returns an int, which is definitely not what you want here.


Q: So how do I fix this?


A: The prototypes for the mathematical functions are in math.h.
If you include this file, the compiler will be able to find the
prototype and it will stop doing strange things to your calculation!


#include <math.h>
#include <stdio.h>

int main() {
...






After recompiling it as you did before, run it:


PROMPT.USER ./a.out
2.1 ^ 6 = 85.766121






If you are using any of the mathematical functions, always include
math.h and remember to link in the math library.


Q: I compiled a file called foobar.c and I cannot find an
executable called foobar. Where has it gone?


A: Remember, cc will call the executable a.out unless you
tell it differently. Use the -o filename option:


PROMPT.USER cc -o foobar foobar.c






Q: OK, I have an executable called foobar, I can see it when I
run ls, but when I type in foobar at the command prompt it tells
me there is no such file. Why can it not find it?


A: Unlike MS-DOS, UNIX does not look in the current directory when
it is trying to find out which executable you want it to run, unless you
tell it to. Type ./foobar, which means “run the file called
foobar in the current directory.”


Q: I called my executable test, but nothing happens when I run
it. What is going on?


A: Most UNIX systems have a program called test in /usr/bin
and the shell is picking that one up before it gets to checking the
current directory. Either type:


PROMPT.USER ./test






or choose a better name for your program!


Q: I compiled my program and it seemed to run all right at first,
then there was an error and it said something about core dumped. What
does that mean?


A: The name core dump dates back to the very early days of UNIX,
when the machines used core memory for storing data. Basically, if the
program failed under certain conditions, the system would write the
contents of core memory to disk in a file called core, which the
programmer could then pore over to find out what went wrong.


Q: Fascinating stuff, but what I am supposed to do now?


A: Use gdb to analyze the core (see ?).


Q: When my program dumped core, it said something about a
segmentation fault. What is that?


A: This basically means that your program tried to perform some sort
of illegal operation on memory; UNIX is designed to protect the
operating system and other programs from rogue programs.


Common causes for this are:



		Trying to write to a NULL pointer, eg


char *foo = NULL;
strcpy(foo, "bang!");









		Using a pointer that has not been initialized, eg


char *foo;
strcpy(foo, "bang!");






The pointer will have some random value that, with luck, will point
into an area of memory that is not available to your program and the
kernel will kill your program before it can do any damage. If you are
unlucky, it will point somewhere inside your own program and corrupt
one of your data structures, causing the program to fail
mysteriously.





		Trying to access past the end of an array, eg


int bar[20];
bar[27] = 6;









		Trying to store something in read-only memory, eg


char *foo = "My string";
strcpy(foo, "bang!");






UNIX compilers often put string literals like "My string" into
read-only areas of memory.





		Doing naughty things with malloc() and free(), eg


char bar[80];
free(bar);






or


char *foo = malloc(27);
free(foo);
free(foo);












Making one of these mistakes will not always lead to an error, but they
are always bad practice. Some systems and compilers are more tolerant
than others, which is why programs that ran well on one system can crash
when you try them on an another.


Q: Sometimes when I get a core dump it says bus error. It says in my
UNIX book that this means a hardware problem, but the computer still
seems to be working. Is this true?


A: No, fortunately not (unless of course you really do have a
hardware problem…). This is usually another way of saying that you
accessed memory in a way you should not have.


Q: This dumping core business sounds as though it could be quite
useful, if I can make it happen when I want to. Can I do this, or do I
have to wait until there is an error?


A: Yes, just go to another console or xterm, do


PROMPT.USER ps






to find out the process ID of your program, and do


PROMPT.USER kill -ABRT pid






where pid is the process ID you looked up.


This is useful if your program has got stuck in an infinite loop, for
instance. If your program happens to trap SIGABRT, there are several
other signals which have a similar effect.


Alternatively, you can create a core dump from inside your program, by
calling the abort() function. See the manual page of MAN.ABORT.3 to
learn more.


If you want to create a core dump from outside your program, but do not
want the process to terminate, you can use the gcore program. See
the manual page of MAN.GCORE.1 for more information.







Make



What is make?


When you are working on a simple program with only one or two source
files, typing in


PROMPT.USER cc file1.c file2.c






is not too bad, but it quickly becomes very tedious when there are
several files—and it can take a while to compile, too.


One way to get around this is to use object files and only recompile the
source file if the source code has changed. So we could have something
like:


PROMPT.USER cc file1.o file2.o … file37.c …






if we had changed file37.c, but not any of the others, since the
last time we compiled. This may speed up the compilation quite a bit,
but does not solve the typing problem.


Or we could write a shell script to solve the typing problem, but it
would have to re-compile everything, making it very inefficient on a
large project.


What happens if we have hundreds of source files lying about? What if we
are working in a team with other people who forget to tell us when they
have changed one of their source files that we use?


Perhaps we could put the two solutions together and write something like
a shell script that would contain some kind of magic rule saying when a
source file needs compiling. Now all we need now is a program that can
understand these rules, as it is a bit too complicated for the shell.


This program is called make. It reads in a file, called a makefile,
that tells it how different files depend on each other, and works out
which files need to be re-compiled and which ones do not. For example, a
rule could say something like “if fromboz.o is older than
fromboz.c, that means someone must have changed fromboz.c, so it
needs to be re-compiled.” The makefile also has rules telling make how
to re-compile the source file, making it a much more powerful tool.


Makefiles are typically kept in the same directory as the source they
apply to, and can be called makefile, Makefile or MAKEFILE.
Most programmers use the name Makefile, as this puts it near the top
of a directory listing, where it can easily be seen.  [5]





Example of using make


Here is a very simple make file:


foo: foo.c
    cc -o foo foo.c






It consists of two lines, a dependency line and a creation line.


The dependency line here consists of the name of the program (known as
the target), followed by a colon, then whitespace, then the name of the
source file. When make reads this line, it looks to see if foo
exists; if it exists, it compares the time foo was last modified to
the time foo.c was last modified. If foo does not exist, or is
older than foo.c, it then looks at the creation line to find out
what to do. In other words, this is the rule for working out when
foo.c needs to be re-compiled.


The creation line starts with a tab (press the tab key) and then the
command you would type to create foo if you were doing it at a
command prompt. If foo is out of date, or does not exist, make
then executes this command to create it. In other words, this is the
rule which tells make how to re-compile foo.c.


So, when you type make, it will make sure that foo is up to date
with respect to your latest changes to foo.c. This principle can be
extended to Makefiles with hundreds of targets—in fact, on
FreeBSD, it is possible to compile the entire operating system just by
typing ``make



world`` in the appropriate directory!



Another useful property of makefiles is that the targets do not have to
be programs. For instance, we could have a make file that looks like
this:


foo: foo.c
    cc -o foo foo.c

install:
    cp foo /home/me






We can tell make which target we want to make by typing:


PROMPT.USER make target






make will then only look at that target and ignore any others. For
example, if we type make foo with the makefile above, make will
ignore the install target.


If we just type make on its own, make will always look at the first
target and then stop without looking at any others. So if we typed
make here, it will just go to the foo target, re-compile foo if
necessary, and then stop without going on to the install target.


Notice that the install target does not actually depend on anything!
This means that the command on the following line is always executed
when we try to make that target by typing make install. In this
case, it will copy foo into the user’s home directory. This is often
used by application makefiles, so that the application can be installed
in the correct directory when it has been correctly compiled.


This is a slightly confusing subject to try to explain. If you do not
quite understand how make works, the best thing to do is to write a
simple program like “hello world” and a make file like the one above and
experiment. Then progress to using more than one source file, or having
the source file include a header file. The touch command is very
useful here—it changes the date on a file without you having to edit it.





Make and include-files


C code often starts with a list of files to include, for example
stdio.h. Some of these files are system-include files, some of them are
from the project you are now working on:


#include <stdio.h>
#include "foo.h"

int main(....






To make sure that this file is recompiled the moment foo.h is
changed, you have to add it in your Makefile:


foo: foo.c foo.h






The moment your project is getting bigger and you have more and more own
include-files to maintain, it will be a pain to keep track of all
include files and the files which are depending on it. If you change an
include-file but forget to recompile all the files which are depending
on it, the results will be devastating. gcc has an option to analyze
your files and to produce a list of include-files and their
dependencies: -MM.


If you add this to your Makefile:


depend:
    gcc -E -MM *.c > .depend






and run make depend, the file .depend will appear with a list of
object-files, C-files and the include-files:


foo.o: foo.c foo.h






If you change foo.h, next time you run make all files depending
on foo.h will be recompiled.


Do not forget to run make depend each time you add an include-file
to one of your files.





FreeBSD Makefiles


Makefiles can be rather complicated to write. Fortunately, BSD-based
systems like FreeBSD come with some very powerful ones as part of the
system. One very good example of this is the FreeBSD ports system. Here
is the essential part of a typical ports Makefile:


MASTER_SITES=   ftp://freefall.cdrom.com/pub/FreeBSD/LOCAL_PORTS/
DISTFILES=      scheme-microcode+dist-7.3-freebsd.tgz

.include <bsd.port.mk>






Now, if we go to the directory for this port and type make, the
following happens:


A check is made to see if the source code for this port is already on
the system.


If it is not, an FTP connection to the URL in MASTER_SITES is set up
to download the source.


The checksum for the source is calculated and compared it with one for a
known, good, copy of the source. This is to make sure that the source
was not corrupted while in transit.


Any changes required to make the source work on FreeBSD are applied—this
is known as patching.


Any special configuration needed for the source is done. (Many UNIX
program distributions try to work out which version of UNIX they are
being compiled on and which optional UNIX features are present—this is
where they are given the information in the FreeBSD ports scenario).


The source code for the program is compiled. In effect, we change to the
directory where the source was unpacked and do make—the program’s
own make file has the necessary information to build the program.


We now have a compiled version of the program. If we wish, we can test
it now; when we feel confident about the program, we can type
make install. This will cause the program and any supporting files
it needs to be copied into the correct location; an entry is also made
into a package database, so that the port can easily be uninstalled
later if we change our mind about it.


Now I think you will agree that is rather impressive for a four line
script!


The secret lies in the last line, which tells make to look in the
system makefile called bsd.port.mk. It is easy to overlook this
line, but this is where all the clever stuff comes from—someone has
written a makefile that tells make to do all the things above (plus
a couple of other things I did not mention, including handling any
errors that may occur) and anyone can get access to that just by putting
a single line in their own make file!


If you want to have a look at these system makefiles, they are in
/usr/share/mk, but it is probably best to wait until you have had a
bit of practice with makefiles, as they are very complicated (and if you
do look at them, make sure you have a flask of strong coffee handy!)





More advanced uses of make


Make is a very powerful tool, and can do much more than the simple
example above shows. Unfortunately, there are several different versions
of make, and they all differ considerably. The best way to learn
what they can do is probably to read the documentation—hopefully this
introduction will have given you a base from which you can do this.


The version of make that comes with FreeBSD is the Berkeley make; there
is a tutorial for it in /usr/share/doc/psd/12.make. To view it, do


PROMPT.USER zmore paper.ascii.gz






in that directory.


Many applications in the ports use GNU make, which has a very good set
of “info” pages. If you have installed any of these ports, GNU make will
automatically have been installed as gmake. It is also available as
a port and package in its own right.


To view the info pages for GNU make, you will have to edit the dir
file in the /usr/local/info directory to add an entry for it. This
involves adding a line like


* Make: (make).                 The GNU Make utility.






to the file. Once you have done this, you can type info and then
select make from the menu (or in Emacs, do ``C-h



i``).








Debugging



The Debugger


The debugger that comes with FreeBSD is called gdb (GNU debugger).
You start it up by typing


PROMPT.USER gdb progname






although many people prefer to run it inside Emacs. You can do this by:


M-x gdb RET progname RET






Using a debugger allows you to run the program under more controlled
circumstances. Typically, you can step through the program a line at a
time, inspect the value of variables, change them, tell the debugger to
run up to a certain point and then stop, and so on. You can even attach
to a program that is already running, or load a core file to investigate
why the program crashed. It is even possible to debug the kernel, though
that is a little trickier than the user applications we will be
discussing in this section.


gdb has quite good on-line help, as well as a set of info pages, so
this section will concentrate on a few of the basic commands.


Finally, if you find its text-based command-prompt style off-putting,
there is a graphical front-end for it (devel/xxgdb) in the Ports
Collection.


This section is intended to be an introduction to using gdb and does
not cover specialized topics such as debugging the kernel.





Running a program in the debugger


You will need to have compiled the program with the -g option to get
the most out of using gdb. It will work without, but you will only
see the name of the function you are in, instead of the source code. If
you see a line like:


… (no debugging symbols found) …






when gdb starts up, you will know that the program was not compiled
with the -g option.


At the gdb prompt, type break main. This will tell the debugger
that you are not interested in watching the preliminary set-up code in
the program being run, and that it should stop execution at the
beginning of your code. Now type run to start the program—it will
start at the beginning of the set-up code and then get stopped by the
debugger when it calls main(). (If you have ever wondered where
main() gets called from, now you know!).


You can now step through the program, a line at a time, by pressing
n. If you get to a function call, you can step into it by pressing
s. Once you are in a function call, you can return from stepping
into a function call by pressing f. You can also use up and
down to take a quick look at the caller.


Here is a simple example of how to spot a mistake in a program with
gdb. This is our program (with a deliberate mistake):


#include <stdio.h>

int bazz(int anint);

main() {
    int i;

    printf("This is my program\n");
    bazz(i);
    return 0;
}

int bazz(int anint) {
    printf("You gave me %d\n", anint);
    return anint;
}






This program sets i to be 5 and passes it to a function
bazz() which prints out the number we gave it.


When we compile and run the program we get


PROMPT.USER cc -g -o temp temp.c
PROMPT.USER ./temp
This is my program
anint = 4231






That was not what we expected! Time to see what is going on!


PROMPT.USER gdb temp
GDB is free software and you are welcome to distribute copies of it
 under certain conditions; type "show copying" to see the conditions.
There is absolutely no warranty for GDB; type "show warranty" for details.
GDB 4.13 (i386-unknown-freebsd), Copyright 1994 Free Software Foundation, Inc.
(gdb) break main             Skip the set-up code
Breakpoint 1 at 0x160f: file temp.c, line 9.    gdb puts breakpoint at main()
(gdb) run                    Run as far as main()
Starting program: /home/james/tmp/temp      Program starts running

Breakpoint 1, main () at temp.c:9       gdb stops at main()
(gdb) n                      Go to next line
This is my program              Program prints out
(gdb) s                      step into bazz()
bazz (anint=4231) at temp.c:17          gdb displays stack frame
(gdb)






Hang on a minute! How did anint get to be 4231? Did we not we
set it to be 5 in main()? Let’s move up to main() and have a
look.


(gdb) up                   Move up call stack
#1  0x1625 in main () at temp.c:11      gdb displays stack frame
(gdb) p i                    Show us the value of i
$1 = 4231                   gdb displays 4231






Oh dear! Looking at the code, we forgot to initialize i. We meant to
put


main() {
    int i;

    i = 5;
    printf("This is my program\n");






but we left the i=5; line out. As we did not initialize i, it
had whatever number happened to be in that area of memory when the
program ran, which in this case happened to be 4231.



Note


gdb displays the stack frame every time we go into or out of a
function, even if we are using up and down to move around
the call stack. This shows the name of the function and the values
of its arguments, which helps us keep track of where we are and what
is going on. (The stack is a storage area where the program stores
information about the arguments passed to functions and where to go
when it returns from a function call).









Examining a core file


A core file is basically a file which contains the complete state of the
process when it crashed. In “the good old days”, programmers had to
print out hex listings of core files and sweat over machine code
manuals, but now life is a bit easier. Incidentally, under FreeBSD and
other 4.4BSD systems, a core file is called progname.core instead of
just core, to make it clearer which program a core file belongs to.


To examine a core file, start up gdb in the usual way. Instead of
typing break or run, type


(gdb) core progname.core






If you are not in the same directory as the core file, you will have to
do ``dir



/path/to/core/file`` first.



You should see something like this:


PROMPT.USER gdb a.out
GDB is free software and you are welcome to distribute copies of it
 under certain conditions; type "show copying" to see the conditions.
There is absolutely no warranty for GDB; type "show warranty" for details.
GDB 4.13 (i386-unknown-freebsd), Copyright 1994 Free Software Foundation, Inc.
(gdb) core a.out.core
Core was generated by `a.out'.
Program terminated with signal 11, Segmentation fault.
Cannot access memory at address 0x7020796d.
#0  0x164a in bazz (anint=0x5) at temp.c:17
(gdb)






In this case, the program was called a.out, so the core file is
called a.out.core. We can see that the program crashed due to trying
to access an area in memory that was not available to it in a function
called bazz.


Sometimes it is useful to be able to see how a function was called, as
the problem could have occurred a long way up the call stack in a
complex program. The bt command causes gdb to print out a
back-trace of the call stack:


(gdb) bt
#0  0x164a in bazz (anint=0x5) at temp.c:17
#1  0xefbfd888 in end ()
#2  0x162c in main () at temp.c:11
(gdb)






The end() function is called when a program crashes; in this case,
the bazz() function was called from main().





Attaching to a running program


One of the neatest features about gdb is that it can attach to a
program that is already running. Of course, that assumes you have
sufficient permissions to do so. A common problem is when you are
stepping through a program that forks, and you want to trace the child,
but the debugger will only let you trace the parent.


What you do is start up another gdb, use ps to find the process
ID for the child, and do


(gdb) attach pid






in gdb, and then debug as usual.


“That is all very well,” you are probably thinking, “but by the time I
have done that, the child process will be over the hill and far away”.
Fear not, gentle reader, here is how to do it (courtesy of the gdb
info pages):


if ((pid = fork()) < 0)      /* _Always_ check this */
    error();
else if (pid == 0) {        /* child */
    int PauseMode = 1;

    while (PauseMode)
        sleep(10);  /* Wait until someone attaches to us */

} else {            /* parent */






Now all you have to do is attach to the child, set PauseMode to
0, and wait for the sleep() call to return!







Using Emacs as a Development Environment



Emacs


Emacs is a highly customizable editor—indeed, it has been customized to
the point where it is more like an operating system than an editor! Many
developers and sysadmins do in fact spend practically all their time
working inside Emacs, leaving it only to log out.


It is impossible even to summarize everything Emacs can do here, but
here are some of the features of interest to developers:



		Very powerful editor, allowing search-and-replace on both strings and
regular expressions (patterns), jumping to start/end of block
expression, etc, etc.


		Pull-down menus and online help.


		Language-dependent syntax highlighting and indentation.


		Completely customizable.


		You can compile and debug programs within Emacs.


		On a compilation error, you can jump to the offending line of source
code.


		Friendly-ish front-end to the info program used for reading GNU
hypertext documentation, including the documentation on Emacs itself.


		Friendly front-end to gdb, allowing you to look at the source
code as you step through your program.





And doubtless many more that have been overlooked.


Emacs can be installed on OS using the editors/emacs port.



		Once it is installed, start it up and do ``C-h


		t`` to read an Emacs tutorial—that means hold down the control





key, press h, let go of the control key, and then press t.
(Alternatively, you can use the mouse to select Emacs Tutorial from the
Help menu.)


Although Emacs does have menus, it is well worth learning the key
bindings, as it is much quicker when you are editing something to press
a couple of keys than to try to find the mouse and then click on the
right place. And, when you are talking to seasoned Emacs users, you will
find they often casually throw around expressions like “``M-x



replace-s RET foo RET bar RET``” so it is useful to know what



they mean. And in any case, Emacs has far too many useful functions for
them to all fit on the menu bars.


Fortunately, it is quite easy to pick up the key-bindings, as they are
displayed next to the menu item. My advice is to use the menu item for,
say, opening a file until you understand how it works and feel confident
with it, then try doing C-x C-f. When you are happy with that, move on
to another menu command.


If you can not remember what a particular combination of keys does,
select Describe Key from the Help menu and type it in—Emacs will tell
you what it does. You can also use the Command Apropos menu item to find
out all the commands which contain a particular word in them, with the
key binding next to it.


By the way, the expression above means hold down the Meta key, press x,
release the Meta key, type replace-s (short for
replace-string—another feature of Emacs is that you can abbreviate
commands), press the return key, type foo (the string you want
replaced), press the return key, type bar (the string you want to
replace foo with) and press return again. Emacs will then do the
search-and-replace operation you have just requested.


If you are wondering what on earth the Meta key is, it is a special key
that many UNIX workstations have. Unfortunately, PC’s do not have one,
so it is usually the alt key (or if you are unlucky, the escape key).


Oh, and to get out of Emacs, do C-x C-c (that means hold down the
control key, press x, press c and release the control key). If you have
any unsaved files open, Emacs will ask you if you want to save them.
(Ignore the bit in the documentation where it says C-z is the usual
way to leave Emacs—that leaves Emacs hanging around in the background,
and is only really useful if you are on a system which does not have
virtual terminals).





Configuring Emacs


Emacs does many wonderful things; some of them are built in, some of
them need to be configured.


Instead of using a proprietary macro language for configuration, Emacs
uses a version of Lisp specially adapted for editors, known as Emacs
Lisp. Working with Emacs Lisp can be quite helpful if you want to go on
and learn something like Common Lisp. Emacs Lisp has many features of
Common Lisp, although it is considerably smaller (and thus easier to
master).


The best way to learn Emacs Lisp is to download the Emacs
Tutorial [ftp://ftp.gnu.org/old-gnu/emacs/elisp-manual-19-2.4.tar.gz]


However, there is no need to actually know any Lisp to get started with
configuring Emacs, as I have included a sample .emacs file, which
should be enough to get you started. Just copy it into your home
directory and restart Emacs if it is already running; it will read the
commands from the file and (hopefully) give you a useful basic setup.





A sample .emacs file


Unfortunately, there is far too much here to explain it in detail;
however there are one or two points worth mentioning.



		Everything beginning with a ; is a comment and is ignored by
Emacs.





		In the first line, the -*- Emacs-Lisp -*- is so that we can edit
the .emacs file itself within Emacs and get all the fancy
features for editing Emacs Lisp. Emacs usually tries to guess this
based on the filename, and may not get it right for .emacs.





		The tab key is bound to an indentation function in some modes, so
when you press the tab key, it will indent the current line of code.
If you want to put a tab character in whatever you are writing, hold
the control key down while you are pressing the tab key.





		This file supports syntax highlighting for C, C++, Perl, Lisp and
Scheme, by guessing the language from the filename.





		Emacs already has a pre-defined function called next-error. In a
compilation output window, this allows you to move from one
compilation error to the next by doing M-n; we define a
complementary function, previous-error, that allows you to go to
a previous error by doing M-p. The nicest feature of all is that
C-c C-c will open up the source file in which the error occurred
and jump to the appropriate line.





		We enable Emacs’s ability to act as a server, so that if you are
doing something outside Emacs and you want to edit a file, you can
just type in


PROMPT.USER emacsclient filename






and then you can edit the file in your Emacs!  [6]








;; -*-Emacs-Lisp-*-

;; This file is designed to be re-evaled; use the variable first-time
;; to avoid any problems with this.
(defvar first-time t
  "Flag signifying this is the first time that .emacs has been evaled")

;; Meta
(global-set-key "\M- " 'set-mark-command)
(global-set-key "\M-\C-h" 'backward-kill-word)
(global-set-key "\M-\C-r" 'query-replace)
(global-set-key "\M-r" 'replace-string)
(global-set-key "\M-g" 'goto-line)
(global-set-key "\M-h" 'help-command)

;; Function keys
(global-set-key [f1] 'manual-entry)
(global-set-key [f2] 'info)
(global-set-key [f3] 'repeat-complex-command)
(global-set-key [f4] 'advertised-undo)
(global-set-key [f5] 'eval-current-buffer)
(global-set-key [f6] 'buffer-menu)
(global-set-key [f7] 'other-window)
(global-set-key [f8] 'find-file)
(global-set-key [f9] 'save-buffer)
(global-set-key [f10] 'next-error)
(global-set-key [f11] 'compile)
(global-set-key [f12] 'grep)
(global-set-key [C-f1] 'compile)
(global-set-key [C-f2] 'grep)
(global-set-key [C-f3] 'next-error)
(global-set-key [C-f4] 'previous-error)
(global-set-key [C-f5] 'display-faces)
(global-set-key [C-f8] 'dired)
(global-set-key [C-f10] 'kill-compilation)

;; Keypad bindings
(global-set-key [up] "\C-p")
(global-set-key [down] "\C-n")
(global-set-key [left] "\C-b")
(global-set-key [right] "\C-f")
(global-set-key [home] "\C-a")
(global-set-key [end] "\C-e")
(global-set-key [prior] "\M-v")
(global-set-key [next] "\C-v")
(global-set-key [C-up] "\M-\C-b")
(global-set-key [C-down] "\M-\C-f")
(global-set-key [C-left] "\M-b")
(global-set-key [C-right] "\M-f")
(global-set-key [C-home] "\M-<")
(global-set-key [C-end] "\M->")
(global-set-key [C-prior] "\M-<")
(global-set-key [C-next] "\M->")

;; Mouse
(global-set-key [mouse-3] 'imenu)

;; Misc
(global-set-key [C-tab] "\C-q\t")   ; Control tab quotes a tab.
(setq backup-by-copying-when-mismatch t)

;; Treat 'y' or <CR> as yes, 'n' as no.
(fset 'yes-or-no-p 'y-or-n-p)
(define-key query-replace-map [return] 'act)
(define-key query-replace-map [?\C-m] 'act)

;; Load packages
(require 'desktop)
(require 'tar-mode)

;; Pretty diff mode
(autoload 'ediff-buffers "ediff" "Intelligent Emacs interface to diff" t)
(autoload 'ediff-files "ediff" "Intelligent Emacs interface to diff" t)
(autoload 'ediff-files-remote "ediff"
  "Intelligent Emacs interface to diff")

(if first-time
    (setq auto-mode-alist
      (append '(("\\.cpp$" . c++-mode)
            ("\\.hpp$" . c++-mode)
            ("\\.lsp$" . lisp-mode)
            ("\\.scm$" . scheme-mode)
            ("\\.pl$" . perl-mode)
            ) auto-mode-alist)))

;; Auto font lock mode
(defvar font-lock-auto-mode-list
  (list 'c-mode 'c++-mode 'c++-c-mode 'emacs-lisp-mode 'lisp-mode 'perl-mode 'scheme-mode)
  "List of modes to always start in font-lock-mode")

(defvar font-lock-mode-keyword-alist
  '((c++-c-mode . c-font-lock-keywords)
    (perl-mode . perl-font-lock-keywords))
  "Associations between modes and keywords")

(defun font-lock-auto-mode-select ()
  "Automatically select font-lock-mode if the current major mode is in font-lock-auto-mode-list"
  (if (memq major-mode font-lock-auto-mode-list)
      (progn
    (font-lock-mode t))
    )
  )

(global-set-key [M-f1] 'font-lock-fontify-buffer)

;; New dabbrev stuff
;(require 'new-dabbrev)
(setq dabbrev-always-check-other-buffers t)
(setq dabbrev-abbrev-char-regexp "\\sw\\|\\s_")
(add-hook 'emacs-lisp-mode-hook
      '(lambda ()
         (set (make-local-variable 'dabbrev-case-fold-search) nil)
         (set (make-local-variable 'dabbrev-case-replace) nil)))
(add-hook 'c-mode-hook
      '(lambda ()
         (set (make-local-variable 'dabbrev-case-fold-search) nil)
         (set (make-local-variable 'dabbrev-case-replace) nil)))
(add-hook 'text-mode-hook
      '(lambda ()
         (set (make-local-variable 'dabbrev-case-fold-search) t)
         (set (make-local-variable 'dabbrev-case-replace) t)))

;; C++ and C mode...
(defun my-c++-mode-hook ()
  (setq tab-width 4)
  (define-key c++-mode-map "\C-m" 'reindent-then-newline-and-indent)
  (define-key c++-mode-map "\C-ce" 'c-comment-edit)
  (setq c++-auto-hungry-initial-state 'none)
  (setq c++-delete-function 'backward-delete-char)
  (setq c++-tab-always-indent t)
  (setq c-indent-level 4)
  (setq c-continued-statement-offset 4)
  (setq c++-empty-arglist-indent 4))

(defun my-c-mode-hook ()
  (setq tab-width 4)
  (define-key c-mode-map "\C-m" 'reindent-then-newline-and-indent)
  (define-key c-mode-map "\C-ce" 'c-comment-edit)
  (setq c-auto-hungry-initial-state 'none)
  (setq c-delete-function 'backward-delete-char)
  (setq c-tab-always-indent t)
;; BSD-ish indentation style
  (setq c-indent-level 4)
  (setq c-continued-statement-offset 4)
  (setq c-brace-offset -4)
  (setq c-argdecl-indent 0)
  (setq c-label-offset -4))

;; Perl mode
(defun my-perl-mode-hook ()
  (setq tab-width 4)
  (define-key c++-mode-map "\C-m" 'reindent-then-newline-and-indent)
  (setq perl-indent-level 4)
  (setq perl-continued-statement-offset 4))

;; Scheme mode...
(defun my-scheme-mode-hook ()
  (define-key scheme-mode-map "\C-m" 'reindent-then-newline-and-indent))

;; Emacs-Lisp mode...
(defun my-lisp-mode-hook ()
  (define-key lisp-mode-map "\C-m" 'reindent-then-newline-and-indent)
  (define-key lisp-mode-map "\C-i" 'lisp-indent-line)
  (define-key lisp-mode-map "\C-j" 'eval-print-last-sexp))

;; Add all of the hooks...
(add-hook 'c++-mode-hook 'my-c++-mode-hook)
(add-hook 'c-mode-hook 'my-c-mode-hook)
(add-hook 'scheme-mode-hook 'my-scheme-mode-hook)
(add-hook 'emacs-lisp-mode-hook 'my-lisp-mode-hook)
(add-hook 'lisp-mode-hook 'my-lisp-mode-hook)
(add-hook 'perl-mode-hook 'my-perl-mode-hook)

;; Complement to next-error
(defun previous-error (n)
  "Visit previous compilation error message and corresponding source code."
  (interactive "p")
  (next-error (- n)))

;; Misc...
(transient-mark-mode 1)
(setq mark-even-if-inactive t)
(setq visible-bell nil)
(setq next-line-add-newlines nil)
(setq compile-command "make")
(setq suggest-key-bindings nil)
(put 'eval-expression 'disabled nil)
(put 'narrow-to-region 'disabled nil)
(put 'set-goal-column 'disabled nil)
(if (>= emacs-major-version 21)
    (setq show-trailing-whitespace t))

;; Elisp archive searching
(autoload 'format-lisp-code-directory "lispdir" nil t)
(autoload 'lisp-dir-apropos "lispdir" nil t)
(autoload 'lisp-dir-retrieve "lispdir" nil t)
(autoload 'lisp-dir-verify "lispdir" nil t)

;; Font lock mode
(defun my-make-face (face color &optional bold)
  "Create a face from a color and optionally make it bold"
  (make-face face)
  (copy-face 'default face)
  (set-face-foreground face color)
  (if bold (make-face-bold face))
  )

(if (eq window-system 'x)
    (progn
      (my-make-face 'blue "blue")
      (my-make-face 'red "red")
      (my-make-face 'green "dark green")
      (setq font-lock-comment-face 'blue)
      (setq font-lock-string-face 'bold)
      (setq font-lock-type-face 'bold)
      (setq font-lock-keyword-face 'bold)
      (setq font-lock-function-name-face 'red)
      (setq font-lock-doc-string-face 'green)
      (add-hook 'find-file-hooks 'font-lock-auto-mode-select)

      (setq baud-rate 1000000)
      (global-set-key "\C-cmm" 'menu-bar-mode)
      (global-set-key "\C-cms" 'scroll-bar-mode)
      (global-set-key [backspace] 'backward-delete-char)
                    ;      (global-set-key [delete] 'delete-char)
      (standard-display-european t)
      (load-library "iso-transl")))

;; X11 or PC using direct screen writes
(if window-system
    (progn
      ;;      (global-set-key [M-f1] 'hilit-repaint-command)
      ;;      (global-set-key [M-f2] [?\C-u M-f1])
      (setq hilit-mode-enable-list
        '(not text-mode c-mode c++-mode emacs-lisp-mode lisp-mode
          scheme-mode)
        hilit-auto-highlight nil
        hilit-auto-rehighlight 'visible
        hilit-inhibit-hooks nil
        hilit-inhibit-rebinding t)
      (require 'hilit19)
      (require 'paren))
  (setq baud-rate 2400)         ; For slow serial connections
  )

;; TTY type terminal
(if (and (not window-system)
     (not (equal system-type 'ms-dos)))
    (progn
      (if first-time
      (progn
        (keyboard-translate ?\C-h ?\C-?)
        (keyboard-translate ?\C-? ?\C-h)))))

;; Under UNIX
(if (not (equal system-type 'ms-dos))
    (progn
      (if first-time
      (server-start))))

;; Add any face changes here
(add-hook 'term-setup-hook 'my-term-setup-hook)
(defun my-term-setup-hook ()
  (if (eq window-system 'pc)
      (progn
;;  (set-face-background 'default "red")
    )))

;; Restore the "desktop" - do this as late as possible
(if first-time
    (progn
      (desktop-load-default)
      (desktop-read)))

;; Indicate that this file has been read at least once
(setq first-time nil)

;; No need to debug anything now

(setq debug-on-error nil)

;; All done
(message "All done, %s%s" (user-login-name) ".")









Extending the Range of Languages Emacs Understands


Now, this is all very well if you only want to program in the languages
already catered for in the .emacs file (C, C++, Perl, Lisp and
Scheme), but what happens if a new language called “whizbang” comes out,
full of exciting features?


The first thing to do is find out if whizbang comes with any files that
tell Emacs about the language. These usually end in .el, short for
“Emacs Lisp”. For example, if whizbang is a FreeBSD port, we can locate
these files by doing


PROMPT.USER find /usr/ports/lang/whizbang -name "*.el" -print






and install them by copying them into the Emacs site Lisp directory. On
OS, this is /usr/local/share/emacs/site-lisp.


So for example, if the output from the find command was


/usr/ports/lang/whizbang/work/misc/whizbang.el






we would do


PROMPT.ROOT cp /usr/ports/lang/whizbang/work/misc/whizbang.el /usr/local/share/emacs/site-lisp






Next, we need to decide what extension whizbang source files have. Let’s
say for the sake of argument that they all end in .wiz. We need to
add an entry to our .emacs file to make sure Emacs will be able to
use the information in whizbang.el.


Find the auto-mode-alist entry in .emacs and add a line for
whizbang, such as:


("\\.lsp$" . lisp-mode)
("\\.wiz$" . whizbang-mode)
("\\.scm$" . scheme-mode)






This means that Emacs will automatically go into whizbang-mode when
you edit a file ending in .wiz.


Just below this, you will find the font-lock-auto-mode-list entry.
Add whizbang-mode to it like so:


;; Auto font lock mode
(defvar font-lock-auto-mode-list
  (list 'c-mode 'c++-mode 'c++-c-mode 'emacs-lisp-mode 'whizbang-mode 'lisp-mode 'perl-mode 'scheme-mode)
  "List of modes to always start in font-lock-mode")






This means that Emacs will always enable font-lock-mode (ie syntax
highlighting) when editing a .wiz file.


And that is all that is needed. If there is anything else you want done
automatically when you open up a .wiz file, you can add a
whizbang-mode hook (see my-scheme-mode-hook for a simple example
that adds auto-indent).







Further Reading


For information about setting up a development environment for
contributing fixes to FreeBSD itself, please see MAN.DEVELOPMENT.7.
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		Brian W. Kernighan and Dennis M. Ritchie The C Programming Language
(2nd Edition) Prentice-Hall 1988 ISBN 0-13-110362-8


		Bjarne Stroustrup The C++ Programming Language Addison-Wesley 1991
ISBN 0-201-53992-6


		W. Richard Stevens Advanced Programming in the Unix Environment
Addison-Wesley 1992 ISBN 0-201-56317-7


		W. Richard Stevens Unix Network Programming Prentice-Hall 1990 ISBN
0-13-949876-1








		[1]		If you run it in the shell, you may get a core dump.









		[2]		In case you did not know, a binary sort is an efficient way of
sorting things into order and a bubble sort is not.









		[3]		The reasons for this are buried in the mists of history.









		[4]		Note, we did not use the -o flag to specify the executable name,
so we will get an executable called a.out. Producing a debug
version called foobar is left as an exercise for the reader!









		[5]		They do not use the MAKEFILE form as block capitals are often
used for documentation files like README.









		[6]		Many Emacs users set their EDITOR environment to emacsclient so
this happens every time they need to edit a file.
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IPv6 Internals





IPv6/IPsec Implementation


This section should explain IPv6 and IPsec related implementation
internals. These functionalities are derived from KAME
project [http://www.kame.net/]



IPv6



Conformance


The IPv6 related functions conforms, or tries to conform to the latest
set of IPv6 specifications. For future reference we list some of the
relevant documents below (NOTE: this is not a complete list - this is
too hard to maintain...).


For details please refer to specific chapter in the document, RFCs,
manual pages, or comments in the source code.


Conformance tests have been performed on the KAME STABLE kit at TAHI
project. Results can be viewed at http://www.tahi.org/report/KAME/. We
also attended Univ. of New Hampshire IOL tests (http://www.iol.unh.edu/)
in the past, with our past snapshots.



		RFC1639: FTP Operation Over Big Address Records (FOOBAR)



		RFC2428 is preferred over RFC1639. FTP clients will first try
RFC2428, then RFC1639 if failed.








		RFC1886: DNS Extensions to support IPv6





		RFC1933: Transition Mechanisms for IPv6 Hosts and Routers



		IPv4 compatible address is not supported.


		automatic tunneling (described in 4.3 of this RFC) is not
supported.


		MAN.GIF.4 interface implements IPv[46]-over-IPv[46] tunnel in a
generic way, and it covers “configured tunnel” described in the
spec. See 23.5.1.5 in this document for details.








		RFC1981: Path MTU Discovery for IPv6





		RFC2080: RIPng for IPv6



		usr.sbin/route6d support this.








		RFC2292: Advanced Sockets API for IPv6



		For supported library functions/kernel APIs, see
sys/netinet6/ADVAPI.








		RFC2362: Protocol Independent Multicast-Sparse Mode (PIM-SM)



		RFC2362 defines packet formats for PIM-SM.
draft-ietf-pim-ipv6-01.txt is written based on this.








		RFC2373: IPv6 Addressing Architecture



		supports node required addresses, and conforms to the scope
requirement.








		RFC2374: An IPv6 Aggregatable Global Unicast Address Format



		supports 64-bit length of Interface ID.








		RFC2375: IPv6 Multicast Address Assignments



		Userland applications use the well-known addresses assigned in the
RFC.








		RFC2428: FTP Extensions for IPv6 and NATs



		RFC2428 is preferred over RFC1639. FTP clients will first try
RFC2428, then RFC1639 if failed.








		RFC2460: IPv6 specification





		RFC2461: Neighbor discovery for IPv6



		See 23.5.1.2 in this document for
details.








		RFC2462: IPv6 Stateless Address Autoconfiguration



		See 23.5.1.4 in this document for details.








		RFC2463: ICMPv6 for IPv6 specification



		See 23.5.1.9 in this document for details.








		RFC2464: Transmission of IPv6 Packets over Ethernet Networks





		RFC2465: MIB for IPv6: Textual Conventions and General Group



		Necessary statistics are gathered by the kernel. Actual IPv6 MIB
support is provided as a patchkit for ucd-snmp.








		RFC2466: MIB for IPv6: ICMPv6 group



		Necessary statistics are gathered by the kernel. Actual IPv6 MIB
support is provided as patchkit for ucd-snmp.








		RFC2467: Transmission of IPv6 Packets over FDDI Networks





		RFC2497: Transmission of IPv6 packet over ARCnet Networks





		RFC2553: Basic Socket Interface Extensions for IPv6



		IPv4 mapped address (3.7) and special behavior of IPv6 wildcard
bind socket (3.8) are supported. See
23.5.1.12 in this document for
details.








		RFC2675: IPv6 Jumbograms



		See 23.5.1.7 in this document for details.








		RFC2710: Multicast Listener Discovery for IPv6





		RFC2711: IPv6 router alert option





		draft-ietf-ipngwg-router-renum-08: Router renumbering for IPv6





		draft-ietf-ipngwg-icmp-namelookups-02: IPv6 Name Lookups Through
ICMP





		draft-ietf-ipngwg-icmp-name-lookups-03: IPv6 Name Lookups Through
ICMP





		draft-ietf-pim-ipv6-01.txt: PIM for IPv6



		MAN.PIM6DD.8 implements dense mode. MAN.PIM6SD.8 implements sparse
mode.








		draft-itojun-ipv6-tcp-to-anycast-00: Disconnecting TCP connection
toward IPv6 anycast address





		draft-yamamoto-wideipv6-comm-model-00



		See 23.5.1.6 in this document for details.








		
		``draft-ietf-ipngwg-scopedaddr-format-00.txt


		``: An Extension of Format for IPv6 Scoped Addresses

















Neighbor Discovery


Neighbor Discovery is fairly stable. Currently Address Resolution,
Duplicated Address Detection, and Neighbor Unreachability Detection are
supported. In the near future we will be adding Proxy Neighbor
Advertisement support in the kernel and Unsolicited Neighbor
Advertisement transmission command as admin tool.


If DAD fails, the address will be marked “duplicated” and message will
be generated to syslog (and usually to console). The “duplicated” mark
can be checked with MAN.IFCONFIG.8. It is administrators’ responsibility
to check for and recover from DAD failures. The behavior should be
improved in the near future.


Some of the network driver loops multicast packets back to itself, even
if instructed not to do so (especially in promiscuous mode). In such
cases DAD may fail, because DAD engine sees inbound NS packet (actually
from the node itself) and considers it as a sign of duplicate. You may
want to look at #if condition marked “heuristics” in
sys/netinet6/nd6_nbr.c:nd6_dad_timer() as workaround (note that the
code fragment in “heuristics” section is not spec conformant).


Neighbor Discovery specification (RFC2461) does not talk about neighbor
cache handling in the following cases:



		when there was no neighbor cache entry, node received unsolicited
RS/NS/NA/redirect packet without link-layer address


		neighbor cache handling on medium without link-layer address (we need
a neighbor cache entry for IsRouter bit)





For first case, we implemented workaround based on discussions on IETF
ipngwg mailing list. For more details, see the comments in the source
code and email thread started from (IPng 7155), dated Feb 6 1999.


IPv6 on-link determination rule (RFC2461) is quite different from
assumptions in BSD network code. At this moment, no on-link
determination rule is supported where default router list is empty
(RFC2461, section 5.2, last sentence in 2nd paragraph - note that the
spec misuse the word “host” and “node” in several places in the
section).


To avoid possible DoS attacks and infinite loops, only 10 options on ND
packet is accepted now. Therefore, if you have 20 prefix options
attached to RA, only the first 10 prefixes will be recognized. If this
troubles you, please ask it on FREEBSD-CURRENT mailing list and/or
modify nd6_maxndopt in sys/netinet6/nd6.c. If there are high
demands we may provide sysctl knob for the variable.





Scope Index


IPv6 uses scoped addresses. Therefore, it is very important to specify
scope index (interface index for link-local address, or site index for
site-local address) with an IPv6 address. Without scope index, scoped
IPv6 address is ambiguous to the kernel, and kernel will not be able to
determine the outbound interface for a packet.


Ordinary userland applications should use advanced API (RFC2292) to
specify scope index, or interface index. For similar purpose,
sin6_scope_id member in sockaddr_in6 structure is defined in RFC2553.
However, the semantics for sin6_scope_id is rather vague. If you care
about portability of your application, we suggest you to use advanced
API rather than sin6_scope_id.


In the kernel, an interface index for link-local scoped address is
embedded into 2nd 16bit-word (3rd and 4th byte) in IPv6 address. For
example, you may see something like:


fe80:1::200:f8ff:fe01:6317






in the routing table and interface address structure (struct
in6_ifaddr). The address above is a link-local unicast address which
belongs to a network interface whose interface identifier is 1. The
embedded index enables us to identify IPv6 link local addresses over
multiple interfaces effectively and with only a little code change.


Routing daemons and configuration programs, like MAN.ROUTE6D.8 and
MAN.IFCONFIG.8, will need to manipulate the “embedded” scope index.
These programs use routing sockets and ioctls (like SIOCGIFADDR_IN6)
and the kernel API will return IPv6 addresses with 2nd 16bit-word filled
in. The APIs are for manipulating kernel internal structure. Programs
that use these APIs have to be prepared about differences in kernels
anyway.


When you specify scoped address to the command line, NEVER write the
embedded form (such as ff02:1::1 or fe80:2::fedc). This is not supposed
to work. Always use standard form, like ff02::1 or fe80::fedc, with
command line option for specifying interface (like
ping6 -I ne0 ff02::1). In general, if a command does not have
command line option to specify outgoing interface, that command is not
ready to accept scoped address. This may seem to be opposite from IPv6’s
premise to support “dentist office” situation. We believe that
specifications need some improvements for this.


Some of the userland tools support extended numeric IPv6 syntax, as
documented in draft-ietf-ipngwg-scopedaddr-format-00.txt. You can
specify outgoing link, by using name of the outgoing interface like
“fe80::1%ne0”. This way you will be able to specify link-local scoped
address without much trouble.


To use this extension in your program, you will need to use
MAN.GETADDRINFO.3, and MAN.GETNAMEINFO.3 with NI_WITHSCOPEID. The
implementation currently assumes 1-to-1 relationship between a link and
an interface, which is stronger than what specs say.





Plug and Play


Most of the IPv6 stateless address autoconfiguration is implemented in
the kernel. Neighbor Discovery functions are implemented in the kernel
as a whole. Router Advertisement (RA) input for hosts is implemented in
the kernel. Router Solicitation (RS) output for endhosts, RS input for
routers, and RA output for routers are implemented in the userland.



Assignment of link-local, and special addresses


IPv6 link-local address is generated from IEEE802 address (Ethernet MAC
address). Each of interface is assigned an IPv6 link-local address
automatically, when the interface becomes up (IFF_UP). Also, direct
route for the link-local address is added to routing table.


Here is an output of netstat command:


Internet6:
Destination                   Gateway                   Flags      Netif Expire
fe80:1::%ed0/64               link#1                    UC          ed0
fe80:2::%ep0/64               link#2                    UC          ep0






Interfaces that has no IEEE802 address (pseudo interfaces like tunnel
interfaces, or ppp interfaces) will borrow IEEE802 address from other
interfaces, such as Ethernet interfaces, whenever possible. If there is
no IEEE802 hardware attached, a last resort pseudo-random value,
MD5(hostname), will be used as source of link-local address. If it is
not suitable for your usage, you will need to configure the link-local
address manually.


If an interface is not capable of handling IPv6 (such as lack of
multicast support), link-local address will not be assigned to that
interface. See section 2 for details.


Each interface joins the solicited multicast address and the link-local
all-nodes multicast addresses (e.g. fe80::1:ff01:6317 and ff02::1,
respectively, on the link the interface is attached). In addition to a
link-local address, the loopback address (::1) will be assigned to the
loopback interface. Also, ::1/128 and ff01::/32 are automatically added
to routing table, and loopback interface joins node-local multicast
group ff01::1.





Stateless address autoconfiguration on hosts


In IPv6 specification, nodes are separated into two categories:
routers and hosts. Routers forward packets addressed to others,
hosts does not forward the packets. net.inet6.ip6.forwarding defines
whether this node is router or host (router if it is 1, host if it is
0).


When a host hears Router Advertisement from the router, a host may
autoconfigure itself by stateless address autoconfiguration. This
behavior can be controlled by net.inet6.ip6.accept_rtadv (host
autoconfigures itself if it is set to 1). By autoconfiguration, network
address prefix for the receiving interface (usually global address
prefix) is added. Default route is also configured. Routers periodically
generate Router Advertisement packets. To request an adjacent router to
generate RA packet, a host can transmit Router Solicitation. To generate
a RS packet at any time, use the rtsol command. MAN.RTSOLD.8 daemon is
also available. MAN.RTSOLD.8 generates Router Solicitation whenever
necessary, and it works great for nomadic usage (notebooks/laptops). If
one wishes to ignore Router Advertisements, use sysctl to set
net.inet6.ip6.accept_rtadv to 0.


To generate Router Advertisement from a router, use the MAN.RTADVD.8
daemon.


Note that, IPv6 specification assumes the following items, and
nonconforming cases are left unspecified:



		Only hosts will listen to router advertisements


		Hosts have single network interface (except loopback)





Therefore, this is unwise to enable net.inet6.ip6.accept_rtadv on
routers, or multi-interface host. A misconfigured node can behave
strange (nonconforming configuration allowed for those who would like to
do some experiments).


To summarize the sysctl knob:


accept_rtadv    forwarding  role of the node
---     ---     ---
0       0       host (to be manually configured)
0       1       router
1       0       autoconfigured host
                (spec assumes that host has single
                interface only, autoconfigured host
                with multiple interface is
                out-of-scope)
1       1       invalid, or experimental
                (out-of-scope of spec)






RFC2462 has validation rule against incoming RA prefix information
option, in 5.5.3 (e). This is to protect hosts from malicious (or
misconfigured) routers that advertise very short prefix lifetime. There
was an update from Jim Bound to ipngwg mailing list (look for “(ipng
6712)” in the archive) and it is implemented Jim’s update.


See 23.5.1.2 in the document for relationship
between DAD and autoconfiguration.







Generic tunnel interface


GIF (Generic InterFace) is a pseudo interface for configured tunnel.
Details are described in MAN.GIF.4. Currently



		v6 in v6


		v6 in v4


		v4 in v6


		v4 in v4





are available. Use MAN.GIFCONFIG.8 to assign physical (outer) source and
destination address to gif interfaces. Configuration that uses same
address family for inner and outer IP header (v4 in v4, or v6 in v6) is
dangerous. It is very easy to configure interfaces and routing tables to
perform infinite level of tunneling. Please be warned.


gif can be configured to be ECN-friendly. See 23.5.4.5
for ECN-friendliness of tunnels, and MAN.GIF.4 for how to configure.


If you would like to configure an IPv4-in-IPv6 tunnel with gif
interface, read MAN.GIF.4 carefully. You will need to remove IPv6
link-local address automatically assigned to the gif interface.





Source Address Selection


Current source selection rule is scope oriented (there are some
exceptions - see below). For a given destination, a source IPv6 address
is selected by the following rule:



		If the source address is explicitly specified by the user (e.g. via
the advanced API), the specified address is used.





		If there is an address assigned to the outgoing interface (which is
usually determined by looking up the routing table) that has the same
scope as the destination address, the address is used.


This is the most typical case.





		If there is no address that satisfies the above condition, choose a
global address assigned to one of the interfaces on the sending node.





		If there is no address that satisfies the above condition, and
destination address is site local scope, choose a site local address
assigned to one of the interfaces on the sending node.





		If there is no address that satisfies the above condition, choose the
address associated with the routing table entry for the destination.
This is the last resort, which may cause scope violation.








For instance, ::1 is selected for ff01::1, fe80:1::200:f8ff:fe01:6317
for fe80:1::2a0:24ff:feab:839b (note that embedded interface index -
described in 23.5.1.3 - helps us choose the
right source address. Those embedded indices will not be on the wire).
If the outgoing interface has multiple address for the scope, a source
is selected longest match basis (rule 3). Suppose
2001:0DB8:808:1:200:f8ff:fe01:6317 and
2001:0DB8:9:124:200:f8ff:fe01:6317 are given to the outgoing interface.
2001:0DB8:808:1:200:f8ff:fe01:6317 is chosen as the source for the
destination 2001:0DB8:800::1.


Note that the above rule is not documented in the IPv6 spec. It is
considered “up to implementation” item. There are some cases where we do
not use the above rule. One example is connected TCP session, and we use
the address kept in tcb as the source. Another example is source address
for Neighbor Advertisement. Under the spec (RFC2461 7.2.2) NA’s source
should be the target address of the corresponding NS’s target. In this
case we follow the spec rather than the above longest-match rule.


For new connections (when rule 1 does not apply), deprecated addresses
(addresses with preferred lifetime = 0) will not be chosen as source
address if other choices are available. If no other choices are
available, deprecated address will be used as a last resort. If there
are multiple choice of deprecated addresses, the above scope rule will
be used to choose from those deprecated addresses. If you would like to
prohibit the use of deprecated address for some reason, configure
net.inet6.ip6.use_deprecated to 0. The issue related to deprecated
address is described in RFC2462 5.5.4 (NOTE: there is some debate
underway in IETF ipngwg on how to use “deprecated” address).





Jumbo Payload


The Jumbo Payload hop-by-hop option is implemented and can be used to
send IPv6 packets with payloads longer than 65,535 octets. But currently
no physical interface whose MTU is more than 65,535 is supported, so
such payloads can be seen only on the loopback interface (i.e. lo0).


If you want to try jumbo payloads, you first have to reconfigure the
kernel so that the MTU of the loopback interface is more than 65,535
bytes; add the following to the kernel configuration file:



		``


		
options       “LARGE_LOMTU”       #To test jumbo payload



``








and recompile the new kernel.


Then you can test jumbo payloads by the MAN.PING6.8 command with -b and
-s options. The -b option must be specified to enlarge the size of the
socket buffer and the -s option specifies the length of the packet,
which should be more than 65,535. For example, type as follows:


PROMPT.USER ping6 -b 70000 -s 68000 ::1






The IPv6 specification requires that the Jumbo Payload option must not
be used in a packet that carries a fragment header. If this condition is
broken, an ICMPv6 Parameter Problem message must be sent to the sender.
specification is followed, but you cannot usually see an ICMPv6 error
caused by this requirement.


When an IPv6 packet is received, the frame length is checked and
compared to the length specified in the payload length field of the IPv6
header or in the value of the Jumbo Payload option, if any. If the
former is shorter than the latter, the packet is discarded and
statistics are incremented. You can see the statistics as output of
MAN.NETSTAT.8 command with `-s -p ip6’ option:


PROMPT.USER netstat -s -p ip6
      ip6:
        (snip)
        1 with data size < data length






So, kernel does not send an ICMPv6 error unless the erroneous packet is
an actual Jumbo Payload, that is, its packet size is more than 65,535
bytes. As described above, currently no physical interface with such a
huge MTU is supported, so it rarely returns an ICMPv6 error.


TCP/UDP over jumbogram is not supported at this moment. This is because
we have no medium (other than loopback) to test this. Contact us if you
need this.


IPsec does not work on jumbograms. This is due to some specification
twists in supporting AH with jumbograms (AH header size influences
payload length, and this makes it real hard to authenticate inbound
packet with jumbo payload option as well as AH).


There are fundamental issues in *BSD support for jumbograms. We would
like to address those, but we need more time to finalize these. To name
a few:



		mbuf pkthdr.len field is typed as “int” in 4.4BSD, so it will not
hold jumbogram with len > 2G on 32bit architecture CPUs. If we would
like to support jumbogram properly, the field must be expanded to
hold 4G + IPv6 header + link-layer header. Therefore, it must be
expanded to at least int64_t (u_int32_t is NOT enough).


		We mistakingly use “int” to hold packet length in many places. We
need to convert them into larger integral type. It needs a great
care, as we may experience overflow during packet length computation.


		We mistakingly check for ip6_plen field of IPv6 header for packet
payload length in various places. We should be checking mbuf
pkthdr.len instead. ip6_input() will perform sanity check on jumbo
payload option on input, and we can safely use mbuf pkthdr.len
afterwards.


		TCP code needs a careful update in bunch of places, of course.








Loop prevention in header processing


IPv6 specification allows arbitrary number of extension headers to be
placed onto packets. If we implement IPv6 packet processing code in the
way BSD IPv4 code is implemented, kernel stack may overflow due to long
function call chain. sys/netinet6 code is carefully designed to avoid
kernel stack overflow. Because of this, sys/netinet6 code defines its
own protocol switch structure, as “struct ip6protosw” (see
netinet6/ip6protosw.h). There is no such update to IPv4 part
(sys/netinet) for compatibility, but small change is added to its
pr_input() prototype. So “struct ipprotosw” is also defined. Because of
this, if you receive IPsec-over-IPv4 packet with massive number of IPsec
headers, kernel stack may blow up. IPsec-over-IPv6 is okay. (Off-course,
for those all IPsec headers to be processed, each such IPsec header must
pass each IPsec check. So an anonymous attacker will not be able to do
such an attack.)





ICMPv6


After RFC2463 was published, IETF ipngwg has decided to disallow ICMPv6
error packet against ICMPv6 redirect, to prevent ICMPv6 storm on a
network medium. This is already implemented into the kernel.





Applications


For userland programming, we support IPv6 socket API as specified in
RFC2553, RFC2292 and upcoming Internet drafts.


TCP/UDP over IPv6 is available and quite stable. You can enjoy
MAN.TELNET.1, MAN.FTP.1, MAN.RLOGIN.1, MAN.RSH.1, MAN.SSH.1, etc. These
applications are protocol independent. That is, they automatically
chooses IPv4 or IPv6 according to DNS.





Kernel Internals


While ip_forward() calls ip_output(), ip6_forward() directly calls
if_output() since routers must not divide IPv6 packets into fragments.


ICMPv6 should contain the original packet as long as possible up to
1280. UDP6/IP6 port unreach, for instance, should contain all extension
headers and the *unchanged* UDP6 and IP6 headers. So, all IP6
functions except TCP never convert network byte order into host byte
order, to save the original packet.


tcp_input(), udp6_input() and icmp6_input() can not assume that IP6
header is preceding the transport headers due to extension headers. So,
in6_cksum() was implemented to handle packets whose IP6 header and
transport header is not continuous. TCP/IP6 nor UDP6/IP6 header
structures do not exist for checksum calculation.


To process IP6 header, extension headers and transport headers easily,
network drivers are now required to store packets in one internal mbuf
or one or more external mbufs. A typical old driver prepares two
internal mbufs for 96 - 204 bytes data, however, now such packet data is
stored in one external mbuf.


netstat -s -p ip6 tells you whether or not your driver conforms such
requirement. In the following example, “cce0” violates the requirement.
(For more information, refer to Section 2.)


Mbuf statistics:
                317 one mbuf
                two or more mbuf::
                        lo0 = 8
            cce0 = 10
                3282 one ext mbuf
                0 two or more ext mbuf






Each input function calls IP6_EXTHDR_CHECK in the beginning to check
if the region between IP6 and its header is continuous.
IP6_EXTHDR_CHECK calls m_pullup() only if the mbuf has M_LOOP flag,
that is, the packet comes from the loopback interface. m_pullup() is
never called for packets coming from physical network interfaces.


Both IP and IP6 reassemble functions never call m_pullup().





IPv4 mapped address and IPv6 wildcard socket


RFC2553 describes IPv4 mapped address (3.7) and special behavior of IPv6
wildcard bind socket (3.8). The spec allows you to:



		Accept IPv4 connections by AF_INET6 wildcard bind socket.


		Transmit IPv4 packet over AF_INET6 socket by using special form of
the address like ::ffff:10.1.1.1.





but the spec itself is very complicated and does not specify how the
socket layer should behave. Here we call the former one “listening side”
and the latter one “initiating side”, for reference purposes.


You can perform wildcard bind on both of the address families, on the
same port.


The following table show the behavior of FreeBSD 4.x.


listening side          initiating side
                (AF_INET6 wildcard      (connection to ::ffff:10.1.1.1)
                socket gets IPv4 conn.)
                ---                     ---
FreeBSD 4.x     configurable            supported
                default: enabled






The following sections will give you more details, and how you can
configure the behavior.


Comments on listening side:


It looks that RFC2553 talks too little on wildcard bind issue,
especially on the port space issue, failure mode and relationship
between AF_INET/INET6 wildcard bind. There can be several separate
interpretation for this RFC which conform to it but behaves differently.
So, to implement portable application you should assume nothing about
the behavior in the kernel. Using MAN.GETADDRINFO.3 is the safest way.
Port number space and wildcard bind issues were discussed in detail on
ipv6imp mailing list, in mid March 1999 and it looks that there is no
concrete consensus (means, up to implementers). You may want to check
the mailing list archives.


If a server application would like to accept IPv4 and IPv6 connections,
there will be two alternatives.


One is using AF_INET and AF_INET6 socket (you will need two sockets).
Use MAN.GETADDRINFO.3 with AI_PASSIVE into ai_flags, and MAN.SOCKET.2
and MAN.BIND.2 to all the addresses returned. By opening multiple
sockets, you can accept connections onto the socket with proper address
family. IPv4 connections will be accepted by AF_INET socket, and IPv6
connections will be accepted by AF_INET6 socket.


Another way is using one AF_INET6 wildcard bind socket. Use
MAN.GETADDRINFO.3 with AI_PASSIVE into ai_flags and with AF_INET6
into ai_family, and set the 1st argument hostname to NULL. And
MAN.SOCKET.2 and MAN.BIND.2 to the address returned. (should be IPv6
unspecified addr). You can accept either of IPv4 and IPv6 packet via
this one socket.


To support only IPv6 traffic on AF_INET6 wildcard binded socket
portably, always check the peer address when a connection is made toward
AF_INET6 listening socket. If the address is IPv4 mapped address, you
may want to reject the connection. You can check the condition by using
IN6_IS_ADDR_V4MAPPED() macro.


To resolve this issue more easily, there is system dependent
MAN.SETSOCKOPT.2 option, IPV6_BINDV6ONLY, used like below.


int on;

setsockopt(s, IPPROTO_IPV6, IPV6_BINDV6ONLY,
       (char *)&on, sizeof (on)) < 0));






When this call succeed, then this socket only receive IPv6 packets.


Comments on initiating side:


Advise to application implementers: to implement a portable IPv6
application (which works on multiple IPv6 kernels), we believe that the
following is the key to the success:



		NEVER hardcode AF_INET nor AF_INET6.


		Use MAN.GETADDRINFO.3 and MAN.GETNAMEINFO.3 throughout the system.
Never use gethostby*(), getaddrby*(), inet_*() or
getipnodeby*(). (To update existing applications to be IPv6 aware
easily, sometime getipnodeby*() will be useful. But if possible, try
to rewrite the code to use MAN.GETADDRINFO.3 and MAN.GETNAMEINFO.3.)


		If you would like to connect to destination, use MAN.GETADDRINFO.3
and try all the destination returned, like MAN.TELNET.1 does.


		Some of the IPv6 stack is shipped with buggy MAN.GETADDRINFO.3. Ship
a minimal working version with your application and use that as last
resort.





If you would like to use AF_INET6 socket for both IPv4 and IPv6
outgoing connection, you will need to use MAN.GETIPNODEBYNAME.3. When
you would like to update your existing application to be IPv6 aware with
minimal effort, this approach might be chosen. But please note that it
is a temporal solution, because MAN.GETIPNODEBYNAME.3 itself is not
recommended as it does not handle scoped IPv6 addresses at all. For IPv6
name resolution, MAN.GETADDRINFO.3 is the preferred API. So you should
rewrite your application to use MAN.GETADDRINFO.3, when you get the time
to do it.


When writing applications that make outgoing connections, story goes
much simpler if you treat AF_INET and AF_INET6 as totally separate
address family. {set,get}sockopt issue goes simpler, DNS issue will be
made simpler. We do not recommend you to rely upon IPv4 mapped address.



unified tcp and inpcb code


FreeBSD 4.x uses shared tcp code between IPv4 and IPv6 (from
sys/netinet/tcp*) and separate udp4/6 code. It uses unified inpcb
structure.


The platform can be configured to support IPv4 mapped address. Kernel
configuration is summarized as follows:



		By default, AF_INET6 socket will grab IPv4 connections in certain
condition, and can initiate connection to IPv4 destination embedded
in IPv4 mapped IPv6 address.





		You can disable it on entire system with sysctl like below.


sysctl net.inet6.ip6.mapped_addr=0









listening side


Each socket can be configured to support special AF_INET6 wildcard bind
(enabled by default). You can disable it on each socket basis with
MAN.SETSOCKOPT.2 like below.


int on;

setsockopt(s, IPPROTO_IPV6, IPV6_BINDV6ONLY,
       (char *)&on, sizeof (on)) < 0));






Wildcard AF_INET6 socket grabs IPv4 connection if and only if the
following conditions are satisfied:



		there is no AF_INET socket that matches the IPv4 connection


		the AF_INET6 socket is configured to accept IPv4 traffic, i.e.
getsockopt(IPV6_BINDV6ONLY) returns 0.





There is no problem with open/close ordering.





initiating side


FreeBSD 4.x supports outgoing connection to IPv4 mapped address
(::ffff:10.1.1.1), if the node is configured to support IPv4 mapped
address.









sockaddr_storage


When RFC2553 was about to be finalized, there was discussion on how
struct sockaddr_storage members are named. One proposal is to prepend
“__” to the members (like “__ss_len”) as they should not be
touched. The other proposal was not to prepend it (like “ss_len”) as we
need to touch those members directly. There was no clear consensus on
it.


As a result, RFC2553 defines struct sockaddr_storage as follows:


struct sockaddr_storage {
    u_char  __ss_len;   /* address length */
    u_char  __ss_family;    /* address family */
    /* and bunch of padding */
};






On the contrary, XNET draft defines as follows:


struct sockaddr_storage {
    u_char  ss_len;     /* address length */
    u_char  ss_family;  /* address family */
    /* and bunch of padding */
};






In December 1999, it was agreed that RFC2553bis should pick the latter
(XNET) definition.


Current implementation conforms to XNET definition, based on RFC2553bis
discussion.


If you look at multiple IPv6 implementations, you will be able to see
both definitions. As an userland programmer, the most portable way of
dealing with it is to:



		ensure ss_family and/or ss_len are available on the platform, by
using GNU autoconf,





		have -Dss_family=__ss_family to unify all occurrences (including
header file) into __ss_family, or





		never touch __ss_family. cast to sockaddr * and use sa_family
like:


struct sockaddr_storage ss;
family = ((struct sockaddr *)&ss)->sa_family

















Network Drivers


Now following two items are required to be supported by standard
drivers:



		mbuf clustering requirement. In this stable release, we changed
MINCLSIZE into MHLEN+1 for all the operating systems in order to make
all the drivers behave as we expect.


		multicast. If MAN.IFMCSTAT.8 yields no multicast group for a
interface, that interface has to be patched.





If any of the drivers do not support the requirements, then the drivers
can not be used for IPv6 and/or IPsec communication. If you find any
problem with your card using IPv6/IPsec, then, please report it to the
A.BUGS.


(NOTE: In the past we required all PCMCIA drivers to have a call to
in6_ifattach(). We have no such requirement any more)





Translator


We categorize IPv4/IPv6 translator into 4 types:



		Translator A — It is used in the early stage of transition to
make it possible to establish a connection from an IPv6 host in an
IPv6 island to an IPv4 host in the IPv4 ocean.


		Translator B — It is used in the early stage of transition to
make it possible to establish a connection from an IPv4 host in the
IPv4 ocean to an IPv6 host in an IPv6 island.


		Translator C — It is used in the late stage of transition to make
it possible to establish a connection from an IPv4 host in an IPv4
island to an IPv6 host in the IPv6 ocean.


		Translator D — It is used in the late stage of transition to make
it possible to establish a connection from an IPv6 host in the IPv6
ocean to an IPv4 host in an IPv4 island.





TCP relay translator for category A is supported. This is called
“FAITH”. We also provide IP header translator for category A. (The
latter is not yet put into FreeBSD 4.x yet.)



FAITH TCP relay translator


FAITH system uses TCP relay daemon called MAN.FAITHD.8 helped by the
kernel. FAITH will reserve an IPv6 address prefix, and relay TCP
connection toward that prefix to IPv4 destination.


For example, if the reserved IPv6 prefix is 2001:0DB8:0200:ffff::, and
the IPv6 destination for TCP connection is
2001:0DB8:0200:ffff::163.221.202.12, the connection will be relayed
toward IPv4 destination 163.221.202.12.


destination IPv4 node (163.221.202.12)
  ^
  | IPv4 tcp toward 163.221.202.12
FAITH-relay dual stack node
  ^
  | IPv6 TCP toward 2001:0DB8:0200:ffff::163.221.202.12
source IPv6 node






MAN.FAITHD.8 must be invoked on FAITH-relay dual stack node.


For more details, consult src/usr.sbin/faithd/README







IPsec


IPsec is mainly organized by three components.



		Policy Management


		Key Management


		AH and ESP handling






Policy Management


The kernel implements experimental policy management code. There are two
way to manage security policy. One is to configure per-socket policy
using MAN.SETSOCKOPT.2. In this cases, policy configuration is described
in MAN.IPSEC.SET.POLICY.3. The other is to configure kernel packet
filter-based policy using PF_KEY interface, via MAN.SETKEY.8.


The policy entry is not re-ordered with its indexes, so the order of
entry when you add is very significant.





Key Management


The key management code implemented in this kit (sys/netkey) is a
home-brew PFKEY v2 implementation. This conforms to RFC2367.


The home-brew IKE daemon, “racoon” is included in the kit
(kame/kame/racoon). Basically you will need to run racoon as daemon,
then set up a policy to require keys (like
ping -P 'out ipsec esp/transport//use'). The kernel will contact
racoon daemon as necessary to exchange keys.





AH and ESP handling


IPsec module is implemented as “hooks” to the standard IPv4/IPv6
processing. When sending a packet, ip{,6}_output() checks if ESP/AH
processing is required by checking if a matching SPD (Security Policy
Database) is found. If ESP/AH is needed, {esp,ah}{4,6}_output() will be
called and mbuf will be updated accordingly. When a packet is received,
{esp,ah}4_input() will be called based on protocol number, i.e.
(*inetsw[proto])(). {esp,ah}4_input() will decrypt/check authenticity
of the packet, and strips off daisy-chained header and padding for
ESP/AH. It is safe to strip off the ESP/AH header on packet reception,
since we will never use the received packet in “as is” form.


By using ESP/AH, TCP4/6 effective data segment size will be affected by
extra daisy-chained headers inserted by ESP/AH. Our code takes care of
the case.


Basic crypto functions can be found in directory “sys/crypto”. ESP/AH
transform are listed in {esp,ah}_core.c with wrapper functions. If you
wish to add some algorithm, add wrapper function in {esp,ah}_core.c,
and add your crypto algorithm code into sys/crypto.


Tunnel mode is partially supported in this release, with the following
restrictions:



		IPsec tunnel is not combined with GIF generic tunneling interface. It
needs a great care because we may create an infinite loop between
ip_output() and tunnelifp->if_output(). Opinion varies if it is
better to unify them, or not.


		MTU and Don’t Fragment bit (IPv4) considerations need more checking,
but basically works fine.


		Authentication model for AH tunnel must be revisited. We will need to
improve the policy management engine, eventually.








Conformance to RFCs and IDs


The IPsec code in the kernel conforms (or, tries to conform) to the
following standards:


“old IPsec” specification documented in rfc182[5-9].txt


“new IPsec” specification documented in rfc240[1-6].txt,
rfc241[01].txt, rfc2451.txt and
draft-mcdonald-simple-ipsec-api-01.txt (draft expired, but you can
take from ftp://ftp.kame.net/pub/internet-drafts/). (NOTE: IKE
specifications, rfc241[7-9].txt are implemented in userland, as
“racoon” IKE daemon)


Currently supported algorithms are:



		old IPsec AH
		null crypto checksum (no document, just for debugging)


		keyed MD5 with 128bit crypto checksum (rfc1828.txt)


		keyed SHA1 with 128bit crypto checksum (no document)


		HMAC MD5 with 128bit crypto checksum (rfc2085.txt)


		HMAC SHA1 with 128bit crypto checksum (no document)








		old IPsec ESP
		null encryption (no document, similar to rfc2410.txt)


		DES-CBC mode (rfc1829.txt)








		new IPsec AH
		null crypto checksum (no document, just for debugging)


		keyed MD5 with 96bit crypto checksum (no document)


		keyed SHA1 with 96bit crypto checksum (no document)


		HMAC MD5 with 96bit crypto checksum (rfc2403.txt)


		HMAC SHA1 with 96bit crypto checksum (rfc2404.txt)








		new IPsec ESP
		null encryption (rfc2410.txt)


		DES-CBC with derived IV
(draft-ietf-ipsec-ciph-des-derived-01.txt, draft expired)


		DES-CBC with explicit IV (rfc2405.txt)


		3DES-CBC with explicit IV (rfc2451.txt)


		BLOWFISH CBC (rfc2451.txt)


		CAST128 CBC (rfc2451.txt)


		RC5 CBC (rfc2451.txt)


		each of the above can be combined with:
		ESP authentication with HMAC-MD5(96bit)


		ESP authentication with HMAC-SHA1(96bit)

















The following algorithms are NOT supported:



		old IPsec AH
		HMAC MD5 with 128bit crypto checksum + 64bit replay prevention
(rfc2085.txt)


		keyed SHA1 with 160bit crypto checksum + 32bit padding
(rfc1852.txt)











IPsec (in kernel) and IKE (in userland as “racoon”) has been tested at
several interoperability test events, and it is known to interoperate
with many other implementations well. Also, current IPsec implementation
as quite wide coverage for IPsec crypto algorithms documented in RFC (we
cover algorithms without intellectual property issues only).





ECN consideration on IPsec tunnels


ECN-friendly IPsec tunnel is supported as described in
draft-ipsec-ecn-00.txt.


Normal IPsec tunnel is described in RFC2401. On encapsulation, IPv4 TOS
field (or, IPv6 traffic class field) will be copied from inner IP header
to outer IP header. On decapsulation outer IP header will be simply
dropped. The decapsulation rule is not compatible with ECN, since ECN
bit on the outer IP TOS/traffic class field will be lost.


To make IPsec tunnel ECN-friendly, we should modify encapsulation and
decapsulation procedure. This is described in
http://www.aciri.org/floyd/papers/draft-ipsec-ecn-00.txt, chapter 3.


IPsec tunnel implementation can give you three behaviors, by setting
net.inet.ipsec.ecn (or net.inet6.ipsec6.ecn) to some value:



		RFC2401: no consideration for ECN (sysctl value -1)


		ECN forbidden (sysctl value 0)


		ECN allowed (sysctl value 1)





Note that the behavior is configurable in per-node manner, not per-SA
manner (draft-ipsec-ecn-00 wants per-SA configuration, but it looks too
much for me).


The behavior is summarized as follows (see source code for more detail):


                encapsulate                     decapsulate
                ---                             ---
RFC2401         copy all TOS bits               drop TOS bits on outer
                from inner to outer.            (use inner TOS bits as is)

ECN forbidden   copy TOS bits except for ECN    drop TOS bits on outer
                (masked with 0xfc) from inner   (use inner TOS bits as is)
                to outer.  set ECN bits to 0.

ECN allowed     copy TOS bits except for ECN    use inner TOS bits with some
                CE (masked with 0xfe) from      change.  if outer ECN CE bit
                inner to outer.                 is 1, enable ECN CE bit on
                set ECN CE bit to 0.            the inner.






General strategy for configuration is as follows:



		if both IPsec tunnel endpoint are capable of ECN-friendly behavior,
you should better configure both end to “ECN allowed” (sysctl value
1).


		if the other end is very strict about TOS bit, use “RFC2401” (sysctl
value -1).


		in other cases, use “ECN forbidden” (sysctl value 0).





The default behavior is “ECN forbidden” (sysctl value 0).


For more information, please refer to:


http://www.aciri.org/floyd/papers/draft-ipsec-ecn-00.txt, RFC2481
(Explicit Congestion Notification), src/sys/netinet6/{ah,esp}_input.c


(Thanks goes to Kenjiro Cho kjc@csl.sony.co.jp for detailed analysis)





Interoperability


Here are (some of) platforms that KAME code have tested IPsec/IKE
interoperability in the past. Note that both ends may have modified
their implementation, so use the following list just for reference
purposes.


Altiga, Ashley-laurent (vpcom.com), Data Fellows (F-Secure), Ericsson
ACC, FreeS/WAN, HITACHI, IBM AIX, IIJ, Intel, MICROSOFT WINDOWSNT, NIST
(linux IPsec + plutoplus), Netscreen, OpenBSD, RedCreek, Routerware,
SSH, Secure Computing, Soliton, Toshiba, VPNet, Yamaha RT100i
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Localized Messages with POSIX.1 Native Language Support (NLS)






		Author:		GáborKövesdánContributed by








Localization and Internationalization - L10N and I18N





Programming I18N Compliant Applications


Qt
GTK
To make your application more useful for speakers of other languages, we
hope that you will program I18N compliant. The GNU gcc compiler and GUI
libraries like QT and GTK support I18N through special handling of
strings. Making a program I18N compliant is very easy. It allows
contributors to port your application to other languages quickly. Refer
to the library specific I18N documentation for more details.


In contrast with common perception, I18N compliant code is easy to
write. Usually, it only involves wrapping your strings with library
specific functions. In addition, please be sure to allow for wide or
multibyte character support.



A Call to Unify the I18N Effort


It has come to our attention that the individual I18N/L10N efforts for
each country has been repeating each others’ efforts. Many of us have
been reinventing the wheel repeatedly and inefficiently. We hope that
the various major groups in I18N could congregate into a group effort
similar to the Core Team’s responsibility.


Currently, we hope that, when you write or port I18N programs, you would
send it out to each country’s related FreeBSD mailing list for testing.
In the future, we hope to create applications that work in all the
languages out-of-the-box without dirty hacks.


The A.I18N has been established. If you are an I18N/L10N developer,
please send your comments, ideas, questions, and anything you deem
related to it.





Perl and Python


Perl
Python
Perl and Python have I18N and wide character handling libraries. Please
use them for I18N compliance.







Localized Messages with POSIX.1 Native Language Support (NLS)


Beyond the basic I18N functions, like supporting various input encodings
or supporting national conventions, such as the different decimal
separators, at a higher level of I18N, it is possible to localize the
messages written to the output by the various programs. A common way of
doing this is using the POSIX.1 NLS functions, which are provided as a
part of the OS base system.



Organizing Localized Messages into Catalog Files


POSIX.1 NLS is based on catalog files, which contain the localized
messages in the desired encoding. The messages are organized into sets
and each message is identified by an integer number in the containing
set. The catalog files are conventionally named after the locale they
contain localized messages for, followed by the .msg extension. For
instance, the Hungarian messages for ISO8859-2 encoding should be stored
in a file called hu_HU.ISO8859-2.


These catalog files are common text files that contain the numbered
messages. It is possible to write comments by starting the line with a
$ sign. Set boundaries are also separated by special comments, where
the keyword set must directly follow the $ sign. The set
keyword is then followed by the set number. For example:


$set 1






The actual message entries start with the message number and followed by
the localized message. The well-known modifiers from MAN.PRINTF.3 are
accepted:


15 "File not found: %s\n"






The language catalog files have to be compiled into a binary form before
they can be opened from the program. This conversion is done with the
MAN.GENCAT.1 utility. Its first argument is the filename of the compiled
catalog and its further arguments are the input catalogs. The localized
messages can also be organized into more catalog files and then all of
them can be processed with MAN.GENCAT.1.





Using the Catalog Files from the Source Code


Using the catalog files is simple. To use the related functions,
nl_types.h must be included. Before using a catalog, it has to be
opened with MAN.CATOPEN.3. The function takes two arguments. The first
parameter is the name of the installed and compiled catalog. Usually,
the name of the program is used, such as grep. This name will be used
when looking for the compiled catalog file. The MAN.CATOPEN.3 call looks
for this file in /usr/share/nls/locale/catname and in
/usr/local/share/nls/locale/catname, where locale is the locale
set and catname is the catalog name being discussed. The second
parameter is a constant, which can have two values:



		NL_CAT_LOCALE, which means that the used catalog file will be
based on LC_MESSAGES.


		0, which means that LANG has to be used to open the proper
catalog.





The MAN.CATOPEN.3 call returns a catalog identifier of type nl_catd.
Please refer to the manual page for a list of possible returned error
codes.


After opening a catalog MAN.CATGETS.3 can be used to retrieve a message.
The first parameter is the catalog identifier returned by MAN.CATOPEN.3,
the second one is the number of the set, the third one is the number of
the messages, and the fourth one is a fallback message, which will be
returned if the requested message cannot be retrieved from the catalog
file.


After using the catalog file, it must be closed by calling
MAN.CATCLOSE.3, which has one argument, the catalog id.





A Practical Example


The following example will demonstrate an easy solution on how to use
NLS catalogs in a flexible way.


The below lines need to be put into a common header file of the program,
which is included into all source files where localized messages are
necessary:


#ifdef WITHOUT_NLS
#define getstr(n)    nlsstr[n]
#else
#include <nl_types.h>

extern nl_catd       catalog;
#define getstr(n)    catgets(catalog, 1, n, nlsstr[n])
#endif

extern char     *nlsstr[];






Next, put these lines into the global declaration part of the main
source file:


#ifndef WITHOUT_NLS
#include <nl_types.h>
nl_catd  catalog;
#endif

/*
 * Default messages to use when NLS is disabled or no catalog
 * is found.
 */
char    *nlsstr[] = {
        "",
/* 1*/  "some random message",
/* 2*/  "some other message"
};






Next come the real code snippets, which open, read, and close the
catalog:


#ifndef WITHOUT_NLS
    catalog = catopen("myapp", NL_CAT_LOCALE);
#endif

...

printf(getstr(1));

...

#ifndef WITHOUT_NLS
    catclose(catalog);
#endif







Reducing Strings to Localize


There is a good way of reducing the strings that need to be localized by
using libc error messages. This is also useful to just avoid duplication
and provide consistent error messages for the common errors that can be
encountered by a great many of programs.


First, here is an example that does not use libc error messages:


#include <err.h>
...
if (!S_ISDIR(st.st_mode))
    errx(1, "argument is not a directory");






This can be transformed to print an error message by reading errno
and printing an error message accordingly:


#include <err.h>
#include <errno.h>
...
if (!S_ISDIR(st.st_mode)) {
    errno = ENOTDIR;
    err(1, NULL);
}






In this example, the custom string is eliminated, thus translators will
have less work when localizing the program and users will see the usual
“Not a directory” error message when they encounter this error. This
message will probably seem more familiar to them. Please note that it
was necessary to include errno.h in order to directly access
errno.


It is worth to note that there are cases when errno is set
automatically by a preceding call, so it is not necessary to set it
explicitly:


#include <err.h>
...
if ((p = malloc(size)) == NULL)
    err(1, NULL);











Making use of bsd.nls.mk


Using the catalog files requires few repeatable steps, such as compiling
the catalogs and installing them to the proper location. In order to
simplify this process even more, bsd.nls.mk introduces some macros.
It is not necessary to include bsd.nls.mk explicitly, it is pulled
in from the common Makefiles, such as bsd.prog.mk or bsd.lib.mk.


Usually it is enough to define NLSNAME, which should have the
catalog name mentioned as the first argument of MAN.CATOPEN.3 and list
the catalog files in NLS without their .msg extension. Here is
an example, which makes it possible to to disable NLS when used with the
code examples before. The WITHOUT_NLS MAN.MAKE.1 variable has to be
defined in order to build the program without NLS support.


.if !defined(WITHOUT_NLS)
NLS=    es_ES.ISO8859-1
NLS+=   hu_HU.ISO8859-2
NLS+=   pt_BR.ISO8859-1
.else
CFLAGS+=    -DWITHOUT_NLS
.endif






Conventionally, the catalog files are placed under the nls
subdirectory and this is the default behaviour of bsd.nls.mk. It is
possible, though to override the location of the catalogs with the
NLSSRCDIR MAN.MAKE.1 variable. The default name of the precompiled
catalog files also follow the naming convention mentioned before. It can
be overridden by setting the NLSNAME variable. There are other
options to fine tune the processing of the catalog files but usually it
is not needed, thus they are not described here. For further information
on bsd.nls.mk, please refer to the file itself, it is short and easy
to understand.
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Regression and Performance Testing


Regression tests are used to exercise a particular bit of the system to
check that it works as expected, and to make sure that old bugs are not
reintroduced.


The OS regression testing tools can be found in the OS source tree in
the directory src/tools/regression.





Micro Benchmark Checklist


This section contains hints for doing proper micro-benchmarking on OS or
of OS itself.


It is not possible to use all of the suggestions below every single
time, but the more used, the better the benchmark’s ability to test
small differences will be.



		Disable APM and any other kind of clock fiddling (ACPI ?).





		Run in single user mode. E.g., MAN.CRON.8, and other daemons only add
noise. The MAN.SSHD.8 daemon can also cause problems. If ssh access
is required during testing either disable the SSHv1 key regeneration,
or kill the parent sshd daemon during the tests.





		Do not run MAN.NTPD.8.





		If MAN.SYSLOG.3 events are generated, run MAN.SYSLOGD.8 with an empty
/etc/syslogd.conf, otherwise, do not run it.





		Minimize disk-I/O, avoid it entirely if possible.





		Do not mount file systems that are not needed.





		Mount /, /usr, and any other file system as read-only if
possible. This removes atime updates to disk (etc.) from the I/O
picture.





		Reinitialize the read/write test file system with MAN.NEWFS.8 and
populate it from a MAN.TAR.1 or MAN.DUMP.8 file before every run.
Unmount and mount it before starting the test. This results in a
consistent file system layout. For a worldstone test this would apply
to /usr/obj (just reinitialize with newfs and mount). To get
100% reproducibility, populate the file system from a MAN.DD.1 file
(i.e.: ``dd



if=myimage of=/dev/ad0s1h
bs=1m``)









		Use malloc backed or preloaded MAN.MD.4 partitions.





		Reboot between individual iterations of the test, this gives a more
consistent state.





		Remove all non-essential device drivers from the kernel. For instance
if USB is not needed for the test, do not put USB in the kernel.
Drivers which attach often have timeouts ticking away.





		Unconfigure hardware that are not in use. Detach disks with
MAN.ATACONTROL.8 and MAN.CAMCONTROL.8 if the disks are not used for
the test.





		Do not configure the network unless it is being tested, or wait until
after the test has been performed to ship the results off to another
computer.


If the system must be connected to a public network, watch out for
spikes of broadcast traffic. Even though it is hardly noticeable, it
will take up CPU cycles. Multicast has similar caveats.





		Put each file system on its own disk. This minimizes jitter from
head-seek optimizations.





		Minimize output to serial or VGA consoles. Running output into files
gives less jitter. (Serial consoles easily become a bottleneck.) Do
not touch keyboard while the test is running, even space or
back-space shows up in the numbers.





		Make sure the test is long enough, but not too long. If the test is
too short, timestamping is a problem. If it is too long temperature
changes and drift will affect the frequency of the quartz crystals in
the computer. Rule of thumb: more than a minute, less than an hour.





		Try to keep the temperature as stable as possible around the machine.
This affects both quartz crystals and disk drive algorithms. To get
real stable clock, consider stabilized clock injection. E.g., get a
OCXO + PLL, inject output into clock circuits instead of motherboard
xtal. Contact A.PHK.EMAIL for more information about this.





		Run the test at least 3 times but it is better to run more than 20
times both for “before” and “after” code. Try to interleave if
possible (i.e.: do not run 20 times before then 20 times after), this
makes it possible to spot environmental effects. Do not interleave
1:1, but 3:3, this makes it possible to spot interaction effects.


A good pattern is: bababa{bbbaaa}*. This gives hint after the
first 1+1 runs (so it is possible to stop the test if it goes
entirely the wrong way), a standard deviation after the first 3+3
(gives a good indication if it is going to be worth a long run) and
trending and interaction numbers later on.





		Use MAN.MINISTAT.1 to see if the numbers are significant. Consider
buying “Cartoon guide to statistics” ISBN: 0062731025, highly
recommended, if you have forgotten or never learned about standard
deviation and Student’s T.





		Do not use background MAN.FSCK.8 unless the test is a benchmark of
background fsck. Also, disable background_fsck in
/etc/rc.conf unless the benchmark is not started at least
60+“fsck runtime” seconds after the boot, as MAN.RC.8 wakes up
and checks if fsck needs to run on any file systems when
background fsck is enabled. Likewise, make sure there are no
snapshots lying around unless the benchmark is a test with snapshots.





		If the benchmark show unexpected bad performance, check for things
like high interrupt volume from an unexpected source. Some versions
of ACPI have been reported to “misbehave” and generate excess
interrupts. To help diagnose odd test results, take a few snapshots
of vmstat -i and look for anything unusual.





		Make sure to be careful about optimization parameters for kernel and
userspace, likewise debugging. It is easy to let something slip
through and realize later the test was not comparing the same thing.





		Do not ever benchmark with the WITNESS and INVARIANTS kernel
options enabled unless the test is interested to benchmarking those
features. WITNESS can cause 400%+ drops in performance. Likewise,
userspace MAN.MALLOC.3 parameters default differently in -CURRENT
from the way they ship in production releases.











The OS Source Tinderbox


The source Tinderbox consists of:



		A build script, tinderbox, that automates checking out a specific
version of the OS source tree and building it.


		A supervisor script, tbmaster, that monitors individual Tinderbox
instances, logs their output, and emails failure notices.


		A CGI script named index.cgi that reads a set of tbmaster logs
and presents an easy-to-read HTML summary of them.


		A set of build servers that continually test the tip of the most
important OS code branches.


		A webserver that keeps a complete set of Tinderbox logs and displays
an up-to-date summary.





The scripts are maintained and were developed by A.DES.EMAIL, and are
now written in Perl, a move on from their original incarnation as shell
scripts. All scripts and configuration files are kept in
/projects/tinderbox/ [http://www.freebsd.org/cgi/cvsweb.cgi/projects/tinderbox/].


For more information about the tinderbox and tbmaster scripts at this
stage, see their respective man pages: tinderbox(1) and tbmaster(1).



The index.cgi Script


The index.cgi script generates the HTML summary of tinderbox and
tbmaster logs. Although originally intended to be used as a CGI script,
as indicated by its name, this script can also be run from the command
line or from a MAN.CRON.8 job, in which case it will look for logs in
the directory where the script is located. It will automatically detect
context, generating HTTP headers when it is run as a CGI script. It
conforms to XHTML standards and is styled using CSS.


The script starts in the main() block by attempting to verify that
it is running on the official Tinderbox website. If it is not, a page
indicating it is not an official website is produced, and a URL to the
official site is provided.


Next, it scans the log directory to get an inventory of configurations,
branches and architectures for which log files exist, to avoid
hard-coding a list into the script and potentially ending up with blank
rows or columns. This information is derived from the names of the log
files matching the following pattern:


tinderbox-$config-$branch-$arch-$machine.{brief,full}






The configurations used on the official Tinderbox build servers are
named for the branches they build. For example, the releng_8
configuration is used to build RELENG_8 as well as all
still-supported release branches.


Once all of this startup procedure has been successfully completed,
do_config() is called for each configuration.


The do_config() function generates HTML for a single Tinderbox
configuration.


It works by first generating a header row, then iterating over each
branch build with the specified configuration, producing a single row of
results for each in the following manner:



		For each item:
		For each machine within that architecture:
		If a brief log file exists, then:
		Call success() to determine the outcome of the build.


		Output the modification size.


		Output the size of the brief log file with a link to the log
file itself.


		If a full log file also exists, then:
		Output the size of the full log file with a link to the
log file itself.














		Otherwise:
		No output.























The success() function mentioned above scans a brief log file for
the string “tinderbox run completed” in order to determine whether the
build was successful.


Configurations and branches are sorted according to their branch rank.
This is computed as follows:



		HEAD and CURRENT have rank 9999.


		RELENG_x has rank xx99.


		RELENG_x_y has rank xxyy.





This means that HEAD always ranks highest, and RELENG branches
are ranked in numerical order, with each STABLE branch ranking
higher than the release branches forked off of it. For instance, for
OS 8, the order from highest to lowest would be:



		RELENG_8 (branch rank 899).


		RELENG_8_3 (branch rank 803).


		RELENG_8_2 (branch rank 802).


		RELENG_8_1 (branch rank 801).


		RELENG_8_0 (branch rank 800).





The colors that Tinderbox uses for each cell in the table are defined by
CSS. Successful builds are displayed with green text; unsuccessful
builds are displayed with red text. The color fades as time passes since
the corresponding build, with every half an hour bringing the color
closer to grey.





Official Build Servers


The official Tinderbox build servers are hosted by Sentex Data
Communications [http://www.sentex.ca], who also host the OS Netperf
Cluster [http://www.freebsd.org/projects/netperf/cluster.html].


Three build servers currently exist:


freebsd-current.sentex.ca builds:



		HEAD for amd64, arm, i386, i386/pc98, ia64, mips, powerpc,
powerpc64, and sparc64.


		RELENG_9 and supported 9.X branches for amd64, arm, i386,
i386/pc98, ia64, mips, powerpc, powerpc64, and sparc64.





freebsd-stable.sentex.ca builds:



		RELENG_8 and supported 8.X branches for amd64, i386, i386/pc98,
ia64, mips, powerpc and sparc64.





freebsd-legacy.sentex.ca builds:



		RELENG_7 and supported 7.X branches for amd64, i386, i386/pc98,
ia64, powerpc, and sparc64.








Official Summary Site


Summaries and logs from the official build servers are available online
at http://tinderbox.FreeBSD.org, hosted by A.DES.EMAIL and set up as
follows:



		A MAN.CRON.8 job checks the build servers at regular intervals and
downloads any new log files using MAN.RSYNC.1.


		Apache is set up to use index.cgi as DirectoryIndex.











          

      

      

    


    
        © Copyright 2015, The FreeBSD Project.
      Created using Sphinx 1.3.1.
    

  

books/fdp-primer/overview.html


    
      Navigation


      
        		
          index


        		FreeBSD 10.1 documentation »

 
      


    


    
      
          
            
  
Overview


Welcome to the OS Documentation Project (FDP). Quality documentation is
crucial to the success of OS, and we value your contributions very
highly.


This document describes how the FDP is organized, how to write and
submit documentation, and how to effectively use the available tools.


Everyone is welcome to contribute to the FDP. Willingness to contribute
is the only membership requirement.


This primer shows how to:



		Identify which parts of OS are maintained by the FDP.


		Install the required documentation tools and files.


		Make changes to the documentation.


		Submit changes back for review and inclusion in the OS documentation.








The OS Documentation Set


The FDP is responsible for four categories of OS documentation.



		Handbook: The Handbook is the comprehensive online resource and
reference for OS users.


		FAQ: The FAQ uses a short question and answer format to address
questions that are frequently asked on the various mailing lists and
forums devoted to OS. This format does not permit long and
comprehensive answers.


		Manual pages: The English language system manual pages are usually
not written by the FDP, as they are part of the base system. However,
the FDP can reword parts of existing manual pages to make them
clearer or to correct inaccuracies.


		Web site: This is the main OS presence on the web, visible at
http://www.FreeBSD.org/ [http://www.freebsd.org/index.html] and
many mirrors around the world. The web site is typically a new user’s
first exposure to OS.





Translation teams are responsible for translating the Handbook and web
site into different languages. Manual pages are not translated at
present.


Documentation source for the OS web site, Handbook, and FAQ is available
in the documentation repository at https://svn.FreeBSD.org/doc/.


Source for manual pages is available in a separate source repository
located at https://svn.FreeBSD.org/base/.


Documentation commit messages are visible with svn log. Commit
messages are also archived at ` <>`__.


Web frontends to both of these repositories are available at
https://svnweb.FreeBSD.org/doc/ and https://svnweb.FreeBSD.org/base/.


Many people have written tutorials or how-to articles about OS. Some are
stored as part of the FDP files. In other cases, the author has decided
to keep the documentation separate. The FDP endeavors to provide links
to as much of this external documentation as possible.





Quick Start


Some preparatory steps must be taken before editing the OS
documentation. First, subscribe to the A.DOC. Some team members also
interact on the #bsddocs IRC channel on
EFnet [http://www.efnet.org/]. These people can help with questions
or problems involving the documentation.


Install the textproc/docproj package or port. This meta-port installs
all of the software needed to edit and build OS documentation.


Install a local working copy of the documentation from a mirror of the
OS repository in ~/doc (see ?).


PROMPT.USER svn checkout https://svn0.us-west.FreeBSD.org/doc/head ~/doc






Configure the text editor:



		Word wrap set to 70 characters.


		Tab stops set to 2.


		Replace each group of 8 leading spaces with a single tab.





Specific editor configurations are listed in ?.


Update the local working copy:


PROMPT.USER svn up ~/doc






Edit the documentation files that require changes. If a file needs major
changes, consult the mailing list for input.


References to tag and entity usage can be found in ? and ?.


After editing, check for problems by running:


PROMPT.USER igor -R filename.xml | less -RS






Review the output and edit the file to fix any problems shown, then
rerun the command to find any remaining problems. Repeat until all of
the errors are resolved.


Always build-test changes before submitting them. Running make in
the top-level directory of the documentation being edited will generate
that documentation in split HTML format. For example, to build the
English version of the Handbook in HTML, run make in the
en_US.ISO8859-1/books/handbook/ directory.


When changes are complete and tested, generate a “diff file”:


PROMPT.USER cd ~/doc
PROMPT.USER svn diff > bsdinstall.diff.txt






Give the diff file a descriptive name. In the example above, changes
have been made to the bsdinstall portion of the Handbook.


Submit the diff file using the web-based Problem
Report system. If using the web form,
enter a synopsis of [patch] short description of problem. Select the
category docs and the class doc-bug. In the body of the message,
enter a short description of the changes and any important details about
them. Use the [ Browse... ] button to attach the diff file.
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x86 Assembly Language Programming


This chapter was written by A.STANISLAV.EMAIL.





Synopsis


Assembly language programming under UNIX is highly undocumented. It is
generally assumed that no one would ever want to use it because various
UNIX systems run on different microprocessors, so everything should be
written in C for portability.


In reality, C portability is quite a myth. Even C programs need to be
modified when ported from one UNIX to another, regardless of what
processor each runs on. Typically, such a program is full of conditional
statements depending on the system it is compiled for.


Even if we believe that all of UNIX software should be written in C, or
some other high-level language, we still need assembly language
programmers: Who else would write the section of C library that accesses
the kernel?


In this chapter I will attempt to show you how you can use assembly
language writing UNIX programs, specifically under FreeBSD.


This chapter does not explain the basics of assembly language. There are
enough resources about that (for a complete online course in assembly
language, see Randall Hyde’s Art of Assembly
Language [http://webster.cs.ucr.edu/]; or if you prefer a printed
book, take a look at Jeff Duntemann’s Assembly Language
Step-by-Step [http://www.int80h.org/cgi-bin/isbn?isbn=0471375233]).
However, once the chapter is finished, any assembly language programmer
will be able to write programs for FreeBSD quickly and efficiently.


Copyright © 2000-2001 G. Adam Stanislav. All rights reserved.





The Tools



The Assembler


The most important tool for assembly language programming is the
assembler, the software that converts assembly language code into
machine language.


Two very different assemblers are available for FreeBSD. One is as1,
which uses the traditional UNIX assembly language syntax. It comes with
the system.


The other is /usr/ports/devel/nasm. It uses the Intel syntax. Its main
advantage is that it can assemble code for many operating systems. It
needs to be installed separately, but is completely free.


This chapter uses nasm syntax because most assembly language programmers
coming to FreeBSD from other operating systems will find it easier to
understand. And, because, quite frankly, that is what I am used to.





The Linker


The output of the assembler, like that of any compiler, needs to be
linked to form an executable file.


The standard ld1 linker comes with FreeBSD. It works with the code
assembled with either assembler.







System Calls



Default Calling Convention


By default, the FreeBSD kernel uses the C calling convention. Further,
although the kernel is accessed using int 80h, it is assumed the
program will call a function that issues int 80h, rather than
issuing int 80h directly.


This convention is very convenient, and quite superior to the MICROSOFT
convention used by MS-DOS. Why? Because the UNIX convention allows any
program written in any language to access the kernel.


An assembly language program can do that as well. For example, we could
open a file:


kernel:
    int 80h ; Call kernel
    ret

open:
    push    dword mode
    push    dword flags
    push    dword path
    mov eax, 5
    call    kernel
    add esp, byte 12
    ret






This is a very clean and portable way of coding. If you need to port the
code to a UNIX system which uses a different interrupt, or a different
way of passing parameters, all you need to change is the kernel
procedure.


But assembly language programmers like to shave off cycles. The above
example requires a call/ret combination. We can eliminate it by
pushing an extra dword:


open:
    push    dword mode
    push    dword flags
    push    dword path
    mov eax, 5
    push    eax     ; Or any other dword
    int 80h
    add esp, byte 16






The 5 that we have placed in EAX identifies the kernel function,
in this case open.





Alternate Calling Convention


FreeBSD is an extremely flexible system. It offers other ways of calling
the kernel. For it to work, however, the system must have Linux
emulation installed.


Linux is a UNIX like system. However, its kernel uses the same
system-call convention of passing parameters in registers MS-DOS does.
As with the UNIX convention, the function number is placed in EAX.
The parameters, however, are not passed on the stack but in
EBX, ECX, EDX, ESI, EDI, EBP:


open:
    mov eax, 5
    mov ebx, path
    mov ecx, flags
    mov edx, mode
    int 80h






This convention has a great disadvantage over the UNIX way, at least as
far as assembly language programming is concerned: Every time you make a
kernel call you must push the registers, then pop them later.
This makes your code bulkier and slower. Nevertheless, FreeBSD gives you
a choice.


If you do choose the Linux convention, you must let the system know
about it. After your program is assembled and linked, you need to brand
the executable:


PROMPT.USER brandelf -t Linux filename









Which Convention Should You Use?


If you are coding specifically for FreeBSD, you should always use the
UNIX convention: It is faster, you can store global variables in
registers, you do not have to brand the executable, and you do not
impose the installation of the Linux emulation package on the target
system.


If you want to create portable code that can also run on Linux, you will
probably still want to give the FreeBSD users as efficient a code as
possible. I will show you how you can accomplish that after I have
explained the basics.





Call Numbers


To tell the kernel which system service you are calling, place its
number in EAX. Of course, you need to know what the number is.



The syscalls File


The numbers are listed in syscalls. locate syscalls finds this
file in several different formats, all produced automatically from
syscalls.master.


You can find the master file for the default UNIX calling convention in
/usr/src/sys/kern/syscalls.master. If you need to use the other
convention implemented in the Linux emulation mode, read
/usr/src/sys/i386/linux/syscalls.master.



Note


Not only do FreeBSD and Linux use different calling conventions,
they sometimes use different numbers for the same functions.






syscalls.master describes how the call is to be made:


0   STD NOHIDE  { int nosys(void); } syscall nosys_args int
1   STD NOHIDE  { void exit(int rval); } exit rexit_args void
2   STD POSIX   { int fork(void); }
3   STD POSIX   { ssize_t read(int fd, void *buf, size_t nbyte); }
4   STD POSIX   { ssize_t write(int fd, const void *buf, size_t nbyte); }
5   STD POSIX   { int open(char *path, int flags, int mode); }
6   STD POSIX   { int close(int fd); }
etc...






It is the leftmost column that tells us the number to place in EAX.


The rightmost column tells us what parameters to push. They are
pushed from right to left.


For example, to open a file, we need to push the mode first,
then flags, then the address at which the path is stored.









Return Values


A system call would not be useful most of the time if it did not return
some kind of a value: The file descriptor of an open file, the number of
bytes read to a buffer, the system time, etc.


Additionally, the system needs to inform us if an error occurs: A file
does not exist, system resources are exhausted, we passed an invalid
parameter, etc.



Man Pages


The traditional place to look for information about various system calls
under UNIX systems are the manual pages. FreeBSD describes its system
calls in section 2, sometimes in section 3.


For example, open2 says:



If successful, open() returns a non-negative integer, termed a
file descriptor. It returns -1 on failure, and sets errno to
indicate the error.



The assembly language programmer new to UNIX and FreeBSD will
immediately ask the puzzling question: Where is errno and how do I
get to it?



Note


The information presented in the manual pages applies to C programs.
The assembly language programmer needs additional information.









Where Are the Return Values?


Unfortunately, it depends... For most system calls it is in EAX, but
not for all. A good rule of thumb, when working with a system call for
the first time, is to look for the return value in EAX. If it is not
there, you need further research.



Note


I am aware of one system call that returns the value in EDX:
SYS_fork. All others I have worked with use EAX. But I have
not worked with them all yet.


Tip


If you cannot find the answer here or anywhere else, study libc
source code and see how it interfaces with the kernel.









Where Is errno?


Actually, nowhere...


errno is part of the C language, not the UNIX kernel. When accessing
kernel services directly, the error code is returned in EAX, the
same register the proper return value generally ends up in.


This makes perfect sense. If there is no error, there is no error code.
If there is an error, there is no return value. One register can contain
either.





Determining an Error Occurred


When using the standard FreeBSD calling convention, the carry flag
is cleared upon success, set upon failure.


When using the Linux emulation mode, the signed value in EAX is
non-negative upon success, and contains the return value. In case of an
error, the value is negative, i.e., -errno.







Creating Portable Code


Portability is generally not one of the strengths of assembly language.
Yet, writing assembly language programs for different platforms is
possible, especially with nasm. I have written assembly language
libraries that can be assembled for such different operating systems as
WINDOWS and FreeBSD.


It is all the more possible when you want your code to run on two
platforms which, while different, are based on similar architectures.


For example, FreeBSD is UNIX, Linux is UNIX like. I only mentioned three
differences between them (from an assembly language programmer’s
perspective): The calling convention, the function numbers, and the way
of returning values.



Dealing with Function Numbers


In many cases the function numbers are the same. However, even when they
are not, the problem is easy to deal with: Instead of using numbers in
your code, use constants which you have declared differently depending
on the target architecture:


%ifdef  LINUX
%define SYS_execve  11
%else
%define SYS_execve  59
%endif









Dealing with Conventions


Both, the calling convention, and the return value (the errno
problem) can be resolved with macros:


%ifdef  LINUX

%macro  system  0
    call    kernel
%endmacro

align 4
kernel:
    push    ebx
    push    ecx
    push    edx
    push    esi
    push    edi
    push    ebp

    mov ebx, [esp+32]
    mov ecx, [esp+36]
    mov edx, [esp+40]
    mov esi, [esp+44]
    mov ebp, [esp+48]
    int 80h

    pop ebp
    pop edi
    pop esi
    pop edx
    pop ecx
    pop ebx

    or  eax, eax
    js  .errno
    clc
    ret

.errno:
    neg eax
    stc
    ret

%else

%macro  system  0
    int 80h
%endmacro

%endif









Dealing with Other Portability Issues


The above solutions can handle most cases of writing code portable
between FreeBSD and Linux. Nevertheless, with some kernel services the
differences are deeper.


In that case, you need to write two different handlers for those
particular system calls, and use conditional assembly. Luckily, most of
your code does something other than calling the kernel, so usually you
will only need a few such conditional sections in your code.





Using a Library


You can avoid portability issues in your main code altogether by writing
a library of system calls. Create a separate library for FreeBSD, a
different one for Linux, and yet other libraries for more operating
systems.


In your library, write a separate function (or procedure, if you prefer
the traditional assembly language terminology) for each system call. Use
the C calling convention of passing parameters. But still use EAX to
pass the call number in. In that case, your FreeBSD library can be very
simple, as many seemingly different functions can be just labels to the
same code:


sys.open:
sys.close:
[etc...]
    int 80h
    ret






Your Linux library will require more different functions. But even here
you can group system calls using the same number of parameters:


sys.exit:
sys.close:
[etc... one-parameter functions]
    push    ebx
    mov ebx, [esp+12]
    int 80h
    pop ebx
    jmp sys.return

...

sys.return:
    or  eax, eax
    js  sys.err
    clc
    ret

sys.err:
    neg eax
    stc
    ret






The library approach may seem inconvenient at first because it requires
you to produce a separate file your code depends on. But it has many
advantages: For one, you only need to write it once and can use it for
all your programs. You can even let other assembly language programmers
use it, or perhaps use one written by someone else. But perhaps the
greatest advantage of the library is that your code can be ported to
other systems, even by other programmers, by simply writing a new
library without any changes to your code.


If you do not like the idea of having a library, you can at least place
all your system calls in a separate assembly language file and link it
with your main program. Here, again, all porters have to do is create a
new object file to link with your main program.





Using an Include File


If you are releasing your software as (or with) source code, you can use
macros and place them in a separate file, which you include in your
code.


Porters of your software will simply write a new include file. No
library or external object file is necessary, yet your code is portable
without any need to edit the code.



Note


This is the approach we will use throughout this chapter. We will
name our include file system.inc, and add to it whenever we deal
with a new system call.






We can start our system.inc by declaring the standard file
descriptors:


%define stdin   0
%define stdout  1
%define stderr  2






Next, we create a symbolic name for each system call:


%define SYS_nosys   0
%define SYS_exit    1
%define SYS_fork    2
%define SYS_read    3
%define SYS_write   4
; [etc...]






We add a short, non-global procedure with a long name, so we do not
accidentally reuse the name in our code:


section .text
align 4
access.the.bsd.kernel:
    int 80h
    ret






We create a macro which takes one argument, the syscall number:


%macro  system  1
    mov eax, %1
    call    access.the.bsd.kernel
%endmacro






Finally, we create macros for each syscall. These macros take no
arguments.


%macro  sys.exit    0
    system  SYS_exit
%endmacro

%macro  sys.fork    0
    system  SYS_fork
%endmacro

%macro  sys.read    0
    system  SYS_read
%endmacro

%macro  sys.write   0
    system  SYS_write
%endmacro

; [etc...]






Go ahead, enter it into your editor and save it as system.inc. We
will add more to it as we discuss more syscalls.







Our First Program


We are now ready for our first program, the mandatory Hello, World!


 1: %include    'system.inc'
 2:
 3: section .data
 4: hello   db  'Hello, World!', 0Ah
 5: hbytes  equ $-hello
 6:
 7: section .text
 8: global  _start
 9: _start:
10: push    dword hbytes
11: push    dword hello
12: push    dword stdout
13: sys.write
14:
15: push    dword 0
16: sys.exit






Here is what it does: Line 1 includes the defines, the macros, and the
code from system.inc.


Lines 3-5 are the data: Line 3 starts the data section/segment. Line 4
contains the string “Hello, World!” followed by a new line (0Ah).
Line 5 creates a constant that contains the length of the string from
line 4 in bytes.


Lines 7-16 contain the code. Note that FreeBSD uses the elf file
format for its executables, which requires every program to start at the
point labeled _start (or, more precisely, the linker expects that).
This label has to be global.


Lines 10-13 ask the system to write hbytes bytes of the hello
string to stdout.


Lines 15-16 ask the system to end the program with the return value of
0. The SYS_exit syscall never returns, so the code ends there.



Note


If you have come to UNIX from MS-DOS assembly language background,
you may be used to writing directly to the video hardware. You will
never have to worry about this in FreeBSD, or any other flavor of
UNIX. As far as you are concerned, you are writing to a file known
as stdout. This can be the video screen, or a telnet terminal,
or an actual file, or even the input of another program. Which one
it is, is for the system to figure out.







Assembling the Code


Type the code (except the line numbers) in an editor, and save it in a
file named hello.asm. You need nasm to assemble it.



Installing nasm


If you do not have nasm, type:


PROMPT.USER su
Password:your root password
PROMPT.ROOT cd /usr/ports/devel/nasm
PROMPT.ROOT make install
PROMPT.ROOT exit
PROMPT.USER






You may type make install clean instead of just make install if
you do not want to keep nasm source code.


Either way, FreeBSD will automatically download nasm from the Internet,
compile it, and install it on your system.



Note


If your system is not FreeBSD, you need to get nasm from its home
page [https://sourceforge.net/projects/nasm]. You can still use
it to assemble FreeBSD code.






Now you can assemble, link, and run the code:


PROMPT.USER nasm -f elf hello.asm
PROMPT.USER ld -s -o hello hello.o
PROMPT.USER ./hello
Hello, World!
PROMPT.USER













Writing UNIX Filters


A common type of UNIX application is a filter—a program that reads data
from the stdin, processes it somehow, then writes the result to
stdout.


In this chapter, we shall develop a simple filter, and learn how to read
from stdin and write to stdout. This filter will convert each
byte of its input into a hexadecimal number followed by a blank space.


%include    'system.inc'

section .data
hex db  '0123456789ABCDEF'
buffer  db  0, 0, ' '

section .text
global  _start
_start:
    ; read a byte from stdin
    push    dword 1
    push    dword buffer
    push    dword stdin
    sys.read
    add esp, byte 12
    or  eax, eax
    je  .done

    ; convert it to hex
    movzx   eax, byte [buffer]
    mov edx, eax
    shr dl, 4
    mov dl, [hex+edx]
    mov [buffer], dl
    and al, 0Fh
    mov al, [hex+eax]
    mov [buffer+1], al

    ; print it
    push    dword 3
    push    dword buffer
    push    dword stdout
    sys.write
    add esp, byte 12
    jmp short _start

.done:
    push    dword 0
    sys.exit






In the data section we create an array called hex. It contains the
16 hexadecimal digits in ascending order. The array is followed by a
buffer which we will use for both input and output. The first two bytes
of the buffer are initially set to 0. This is where we will write
the two hexadecimal digits (the first byte also is where we will read
the input). The third byte is a space.


The code section consists of four parts: Reading the byte, converting it
to a hexadecimal number, writing the result, and eventually exiting the
program.


To read the byte, we ask the system to read one byte from stdin, and
store it in the first byte of the buffer. The system returns the
number of bytes read in EAX. This will be 1 while data is
coming, or 0, when no more input data is available. Therefore, we
check the value of EAX. If it is 0, we jump to .done,
otherwise we continue.



Note


For simplicity sake, we are ignoring the possibility of an error
condition at this time.






The hexadecimal conversion reads the byte from the buffer into
EAX, or actually just AL, while clearing the remaining bits of
EAX to zeros. We also copy the byte to EDX because we need to
convert the upper four bits (nibble) separately from the lower four
bits. We store the result in the first two bytes of the buffer.


Next, we ask the system to write the three bytes of the buffer, i.e.,
the two hexadecimal digits and the blank space, to stdout. We then
jump back to the beginning of the program and process the next byte.


Once there is no more input left, we ask the system to exit our program,
returning a zero, which is the traditional value meaning the program was
successful.


Go ahead, and save the code in a file named hex.asm, then type the
following (the ^D means press the control key and type D while
holding the control key down):


PROMPT.USER nasm -f elf hex.asm
PROMPT.USER ld -s -o hex hex.o
PROMPT.USER ./hex
Hello, World!
48 65 6C 6C 6F 2C 20 57 6F 72 6C 64 21 0A Here I come!
48 65 72 65 20 49 20 63 6F 6D 65 21 0A ^D PROMPT.USER

**Note**

If you are migrating to UNIX from MS-DOS, you may be wondering why
each line ends with ``0A`` instead of ``0D 0A``. This is because
UNIX does not use the cr/lf convention, but a "new line" convention,
which is ``0A`` in hexadecimal.






Can we improve this? Well, for one, it is a bit confusing because once
we have converted a line of text, our input no longer starts at the
beginning of the line. We can modify it to print a new line instead of a
space after each 0A:


%include    'system.inc'

section .data
hex db  '0123456789ABCDEF'
buffer  db  0, 0, ' '

section .text
global  _start
_start:
    mov cl, ' '

.loop:
    ; read a byte from stdin
    push    dword 1
    push    dword buffer
    push    dword stdin
    sys.read
    add esp, byte 12
    or  eax, eax
    je  .done

    ; convert it to hex
    movzx   eax, byte [buffer]
    mov [buffer+2], cl
    cmp al, 0Ah
    jne .hex
    mov [buffer+2], al

.hex:
    mov edx, eax
    shr dl, 4
    mov dl, [hex+edx]
    mov [buffer], dl
    and al, 0Fh
    mov al, [hex+eax]
    mov [buffer+1], al

    ; print it
    push    dword 3
    push    dword buffer
    push    dword stdout
    sys.write
    add esp, byte 12
    jmp short .loop

.done:
    push    dword 0
    sys.exit






We have stored the space in the CL register. We can do this safely
because, unlike MICROSOFT.WINDOWS, UNIX system calls do not modify the
value of any register they do not use to return a value in.


That means we only need to set CL once. We have, therefore, added a
new label .loop and jump to it for the next byte instead of jumping
at _start. We have also added the .hex label so we can either
have a blank space or a new line as the third byte of the buffer.


Once you have changed hex.asm to reflect these changes, type:


PROMPT.USER nasm -f elf hex.asm
PROMPT.USER ld -s -o hex hex.o
PROMPT.USER ./hex
Hello, World!
48 65 6C 6C 6F 2C 20 57 6F 72 6C 64 21 0A
Here I come!
48 65 72 65 20 49 20 63 6F 6D 65 21 0A
^D PROMPT.USER






That looks better. But this code is quite inefficient! We are making a
system call for every single byte twice (once to read it, another time
to write the output).





Buffered Input and Output


We can improve the efficiency of our code by buffering our input and
output. We create an input buffer and read a whole sequence of bytes at
one time. Then we fetch them one by one from the buffer.


We also create an output buffer. We store our output in it until it is
full. At that time we ask the kernel to write the contents of the buffer
to stdout.


The program ends when there is no more input. But we still need to ask
the kernel to write the contents of our output buffer to stdout one
last time, otherwise some of our output would make it to the output
buffer, but never be sent out. Do not forget that, or you will be
wondering why some of your output is missing.


%include    'system.inc'

%define BUFSIZE 2048

section .data
hex db  '0123456789ABCDEF'

section .bss
ibuffer resb    BUFSIZE
obuffer resb    BUFSIZE

section .text
global  _start
_start:
    sub eax, eax
    sub ebx, ebx
    sub ecx, ecx
    mov edi, obuffer

.loop:
    ; read a byte from stdin
    call    getchar

    ; convert it to hex
    mov dl, al
    shr al, 4
    mov al, [hex+eax]
    call    putchar

    mov al, dl
    and al, 0Fh
    mov al, [hex+eax]
    call    putchar

    mov al, ' '
    cmp dl, 0Ah
    jne .put
    mov al, dl

.put:
    call    putchar
    jmp short .loop

align 4
getchar:
    or  ebx, ebx
    jne .fetch

    call    read

.fetch:
    lodsb
    dec ebx
    ret

read:
    push    dword BUFSIZE
    mov esi, ibuffer
    push    esi
    push    dword stdin
    sys.read
    add esp, byte 12
    mov ebx, eax
    or  eax, eax
    je  .done
    sub eax, eax
    ret

align 4
.done:
    call    write       ; flush output buffer
    push    dword 0
    sys.exit

align 4
putchar:
    stosb
    inc ecx
    cmp ecx, BUFSIZE
    je  write
    ret

align 4
write:
    sub edi, ecx    ; start of buffer
    push    ecx
    push    edi
    push    dword stdout
    sys.write
    add esp, byte 12
    sub eax, eax
    sub ecx, ecx    ; buffer is empty now
    ret






We now have a third section in the source code, named .bss. This
section is not included in our executable file, and, therefore, cannot
be initialized. We use resb instead of db. It simply reserves
the requested size of uninitialized memory for our use.


We take advantage of the fact that the system does not modify the
registers: We use registers for what, otherwise, would have to be global
variables stored in the .data section. This is also why the UNIX
convention of passing parameters to system calls on the stack is
superior to the Microsoft convention of passing them in the registers:
We can keep the registers for our own use.


We use EDI and ESI as pointers to the next byte to be read from
or written to. We use EBX and ECX to keep count of the number of
bytes in the two buffers, so we know when to dump the output to, or read
more input from, the system.


Let us see how it works now:


PROMPT.USER nasm -f elf hex.asm
PROMPT.USER ld -s -o hex hex.o
PROMPT.USER ./hex
Hello, World!
Here I come!
48 65 6C 6C 6F 2C 20 57 6F 72 6C 64 21 0A
48 65 72 65 20 49 20 63 6F 6D 65 21 0A
^D PROMPT.USER






Not what you expected? The program did not print the output until we
pressed ^D. That is easy to fix by inserting three lines of code to
write the output every time we have converted a new line to 0A. I
have marked the three lines with > (do not copy the > in your
hex.asm).


%include    'system.inc'

%define BUFSIZE 2048

section .data
hex db  '0123456789ABCDEF'

section .bss
ibuffer resb    BUFSIZE
obuffer resb    BUFSIZE

section .text
global  _start
_start:
    sub eax, eax
    sub ebx, ebx
    sub ecx, ecx
    mov edi, obuffer

.loop:
    ; read a byte from stdin
    call    getchar

    ; convert it to hex
    mov dl, al
    shr al, 4
    mov al, [hex+eax]
    call    putchar

    mov al, dl
    and al, 0Fh
    mov al, [hex+eax]
    call    putchar

    mov al, ' '
    cmp dl, 0Ah
    jne .put
    mov al, dl

.put:
    call    putchar
>    cmp al, 0Ah
>    jne .loop
>    call    write
    jmp short .loop

align 4
getchar:
    or  ebx, ebx
    jne .fetch

    call    read

.fetch:
    lodsb
    dec ebx
    ret

read:
    push    dword BUFSIZE
    mov esi, ibuffer
    push    esi
    push    dword stdin
    sys.read
    add esp, byte 12
    mov ebx, eax
    or  eax, eax
    je  .done
    sub eax, eax
    ret

align 4
.done:
    call    write       ; flush output buffer
    push    dword 0
    sys.exit

align 4
putchar:
    stosb
    inc ecx
    cmp ecx, BUFSIZE
    je  write
    ret

align 4
write:
    sub edi, ecx    ; start of buffer
    push    ecx
    push    edi
    push    dword stdout
    sys.write
    add esp, byte 12
    sub eax, eax
    sub ecx, ecx    ; buffer is empty now
    ret






Now, let us see how it works:


PROMPT.USER nasm -f elf hex.asm
PROMPT.USER ld -s -o hex hex.o
PROMPT.USER ./hex
Hello, World!
48 65 6C 6C 6F 2C 20 57 6F 72 6C 64 21 0A
Here I come!
48 65 72 65 20 49 20 63 6F 6D 65 21 0A
^D PROMPT.USER






Not bad for a 644-byte executable, is it!



Note


This approach to buffered input/output still contains a hidden
danger. I will discuss—and fix—it later, when I talk about the dark
side of buffering.







How to Unread a Character



Warning


This may be a somewhat advanced topic, mostly of interest to
programmers familiar with the theory of compilers. If you wish, you
may skip to the next section, and perhaps
read this later.






While our sample program does not require it, more sophisticated filters
often need to look ahead. In other words, they may need to see what the
next character is (or even several characters). If the next character is
of a certain value, it is part of the token currently being processed.
Otherwise, it is not.


For example, you may be parsing the input stream for a textual string
(e.g., when implementing a language compiler): If a character is
followed by another character, or perhaps a digit, it is part of the
token you are processing. If it is followed by white space, or some
other value, then it is not part of the current token.


This presents an interesting problem: How to return the next character
back to the input stream, so it can be read again later?


One possible solution is to store it in a character variable, then set a
flag. We can modify getchar to check the flag, and if it is set,
fetch the byte from that variable instead of the input buffer, and reset
the flag. But, of course, that slows us down.


The C language has an ungetc() function, just for that purpose. Is
there a quick way to implement it in our code? I would like you to
scroll back up and take a look at the getchar procedure and see if
you can find a nice and fast solution before reading the next paragraph.
Then come back here and see my own solution.


The key to returning a character back to the stream is in how we are
getting the characters to start with:


First we check if the buffer is empty by testing the value of EBX.
If it is zero, we call the read procedure.


If we do have a character available, we use lodsb, then decrease the
value of EBX. The lodsb instruction is effectively identical to:


mov al, [esi]
inc esi






The byte we have fetched remains in the buffer until the next time
read is called. We do not know when that happens, but we do know it
will not happen until the next call to getchar. Hence, to “return”
the last-read byte back to the stream, all we have to do is decrease the
value of ESI and increase the value of EBX:


ungetc:
    dec esi
    inc ebx
    ret






But, be careful! We are perfectly safe doing this if our look-ahead is
at most one character at a time. If we are examining more than one
upcoming character and call ungetc several times in a row, it will
work most of the time, but not all the time (and will be tough to
debug). Why?


Because as long as getchar does not have to call read, all of
the pre-read bytes are still in the buffer, and our ungetc works
without a glitch. But the moment getchar calls read, the
contents of the buffer change.


We can always rely on ungetc working properly on the last character
we have read with getchar, but not on anything we have read before
that.


If your program reads more than one byte ahead, you have at least two
choices:


If possible, modify the program so it only reads one byte ahead. This is
the simplest solution.


If that option is not available, first of all determine the maximum
number of characters your program needs to return to the input stream at
one time. Increase that number slightly, just to be sure, preferably to
a multiple of 16—so it aligns nicely. Then modify the .bss section
of your code, and create a small “spare” buffer right before your input
buffer, something like this:


section .bss
    resb    16  ; or whatever the value you came up with
ibuffer resb    BUFSIZE
obuffer resb    BUFSIZE






You also need to modify your ungetc to pass the value of the byte to
unget in AL:


ungetc:
    dec esi
    inc ebx
    mov [esi], al
    ret






With this modification, you can call ungetc up to 17 times in a row
safely (the first call will still be within the buffer, the remaining 16
may be either within the buffer or within the “spare”).







Command Line Arguments


Our hex program will be more useful if it can read the names of an input
and output file from its command line, i.e., if it can process the
command line arguments. But... Where are they?


Before a UNIX system starts a program, it pushes some data on the
stack, then jumps at the _start label of the program. Yes, I said
jumps, not calls. That means the data can be accessed by reading
[esp+offset], or by simply popping it.


The value at the top of the stack contains the number of command line
arguments. It is traditionally called argc, for “argument count.”


Command line arguments follow next, all argc of them. These are
typically referred to as argv, for “argument value(s).” That is, we
get argv[0], argv[1], ..., argv[argc-1]. These are not
the actual arguments, but pointers to arguments, i.e., memory addresses
of the actual arguments. The arguments themselves are NUL-terminated
character strings.


The argv list is followed by a NULL pointer, which is simply a
0. There is more, but this is enough for our purposes right now.



Note


If you have come from the MS-DOS programming environment, the main
difference is that each argument is in a separate string. The second
difference is that there is no practical limit on how many arguments
there can be.






Armed with this knowledge, we are almost ready for the next version of
hex.asm. First, however, we need to add a few lines to
system.inc:


First, we need to add two new entries to our list of system call
numbers:


%define SYS_open    5
%define SYS_close   6






Then we add two new macros at the end of the file:


%macro  sys.open    0
    system  SYS_open
%endmacro

%macro  sys.close   0
    system  SYS_close
%endmacro






Here, then, is our modified source code:


%include    'system.inc'

%define BUFSIZE 2048

section .data
fd.in   dd  stdin
fd.out  dd  stdout
hex db  '0123456789ABCDEF'

section .bss
ibuffer resb    BUFSIZE
obuffer resb    BUFSIZE

section .text
align 4
err:
    push    dword 1     ; return failure
    sys.exit

align 4
global  _start
_start:
    add esp, byte 8 ; discard argc and argv[0]

    pop ecx
    jecxz   .init       ; no more arguments

    ; ECX contains the path to input file
    push    dword 0     ; O_RDONLY
    push    ecx
    sys.open
    jc  err     ; open failed

    add esp, byte 8
    mov [fd.in], eax

    pop ecx
    jecxz   .init       ; no more arguments

    ; ECX contains the path to output file
    push    dword 420   ; file mode (644 octal)
    push    dword 0200h | 0400h | 01h
    ; O_CREAT | O_TRUNC | O_WRONLY
    push    ecx
    sys.open
    jc  err

    add esp, byte 12
    mov [fd.out], eax

.init:
    sub eax, eax
    sub ebx, ebx
    sub ecx, ecx
    mov edi, obuffer

.loop:
    ; read a byte from input file or stdin
    call    getchar

    ; convert it to hex
    mov dl, al
    shr al, 4
    mov al, [hex+eax]
    call    putchar

    mov al, dl
    and al, 0Fh
    mov al, [hex+eax]
    call    putchar

    mov al, ' '
    cmp dl, 0Ah
    jne .put
    mov al, dl

.put:
    call    putchar
    cmp al, dl
    jne .loop
    call    write
    jmp short .loop

align 4
getchar:
    or  ebx, ebx
    jne .fetch

    call    read

.fetch:
    lodsb
    dec ebx
    ret

read:
    push    dword BUFSIZE
    mov esi, ibuffer
    push    esi
    push    dword [fd.in]
    sys.read
    add esp, byte 12
    mov ebx, eax
    or  eax, eax
    je  .done
    sub eax, eax
    ret

align 4
.done:
    call    write       ; flush output buffer

    ; close files
    push    dword [fd.in]
    sys.close

    push    dword [fd.out]
    sys.close

    ; return success
    push    dword 0
    sys.exit

align 4
putchar:
    stosb
    inc ecx
    cmp ecx, BUFSIZE
    je  write
    ret

align 4
write:
    sub edi, ecx    ; start of buffer
    push    ecx
    push    edi
    push    dword [fd.out]
    sys.write
    add esp, byte 12
    sub eax, eax
    sub ecx, ecx    ; buffer is empty now
    ret






In our .data section we now have two new variables, fd.in and
fd.out. We store the input and output file descriptors here.


In the .text section we have replaced the references to stdin
and stdout with [fd.in] and [fd.out].


The .text section now starts with a simple error handler, which does
nothing but exit the program with a return value of 1. The error
handler is before _start so we are within a short distance from
where the errors occur.


Naturally, the program execution still begins at _start. First, we
remove argc and argv[0] from the stack: They are of no interest
to us (in this program, that is).


We pop argv[1] to ECX. This register is particularly suited for
pointers, as we can handle NULL pointers with jecxz. If argv[1]
is not NULL, we try to open the file named in the first argument.
Otherwise, we continue the program as before: Reading from stdin,
writing to stdout. If we fail to open the input file (e.g., it does
not exist), we jump to the error handler and quit.


If all went well, we now check for the second argument. If it is there,
we open the output file. Otherwise, we send the output to stdout. If
we fail to open the output file (e.g., it exists and we do not have the
write permission), we, again, jump to the error handler.


The rest of the code is the same as before, except we close the input
and output files before exiting, and, as mentioned, we use [fd.in]
and [fd.out].


Our executable is now a whopping 768 bytes long.


Can we still improve it? Of course! Every program can be improved. Here
are a few ideas of what we could do:



		Have our error handler print a message to stderr.


		Add error handlers to the read and write functions.


		Close stdin when we open an input file, stdout when we open
an output file.


		Add command line switches, such as -i and -o, so we can list
the input and output files in any order, or perhaps read from
stdin and write to a file.


		Print a usage message if command line arguments are incorrect.





I shall leave these enhancements as an exercise to the reader: You
already know everything you need to know to implement them.





UNIX Environment


An important UNIX concept is the environment, which is defined by
environment variables. Some are set by the system, others by you, yet
others by the shell, or any program that loads another program.



How to Find Environment Variables


I said earlier that when a program starts executing, the stack contains
argc followed by the NULL-terminated argv array, followed by
something else. The “something else” is the environment, or, to be
more precise, a NULL-terminated array of pointers to environment
variables. This is often referred to as env.


The structure of env is the same as that of argv, a list of
memory addresses followed by a NULL (0). In this case, there is no
"envc"—we figure out where the array ends by searching for the final
NULL.


The variables usually come in the name=value format, but sometimes
the =value part may be missing. We need to account for that
possibility.





webvars


I could just show you some code that prints the environment the same way
the UNIX env command does. But I thought it would be more interesting to
write a simple assembly language CGI utility.



CGI: A Quick Overview


I have a detailed CGI
tutorial [http://www.whizkidtech.redprince.net/cgi-bin/tutorial] on
my web site, but here is a very quick overview of CGI:



		The web server communicates with the CGI program by setting
environment variables.





		The CGI program sends its output to stdout. The web server reads
it from there.





		It must start with an HTTP header followed by two blank lines.





		It then prints the HTML code, or whatever other type of data it is
producing.



Note


While certain environment variables use standard names, others
vary, depending on the web server. That makes webvars quite a useful
diagnostic tool.















The Code


Our webvars program, then, must send out the HTTP header followed by
some HTML mark-up. It then must read the environment variables one by
one and send them out as part of the HTML page.


The code follows. I placed comments and explanations right inside the
code:


;;;;;;; webvars.asm ;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;
;
; Copyright (c) 2000 G. Adam Stanislav
; All rights reserved.
;
; Redistribution and use in source and binary forms, with or without
; modification, are permitted provided that the following conditions
; are met:
; 1. Redistributions of source code must retain the above copyright
;    notice, this list of conditions and the following disclaimer.
; 2. Redistributions in binary form must reproduce the above copyright
;    notice, this list of conditions and the following disclaimer in the
;    documentation and/or other materials provided with the distribution.
;
; THIS SOFTWARE IS PROVIDED BY THE AUTHOR AND CONTRIBUTORS ``AS IS'' AND
; ANY EXPRESS OR IMPLIED WARRANTIES, INCLUDING, BUT NOT LIMITED TO, THE
; IMPLIED WARRANTIES OF MERCHANTABILITY AND FITNESS FOR A PARTICULAR PURPOSE
; ARE DISCLAIMED.  IN NO EVENT SHALL THE AUTHOR OR CONTRIBUTORS BE LIABLE
; FOR ANY DIRECT, INDIRECT, INCIDENTAL, SPECIAL, EXEMPLARY, OR CONSEQUENTIAL
; DAMAGES (INCLUDING, BUT NOT LIMITED TO, PROCUREMENT OF SUBSTITUTE GOODS
; OR SERVICES; LOSS OF USE, DATA, OR PROFITS; OR BUSINESS INTERRUPTION)
; HOWEVER CAUSED AND ON ANY THEORY OF LIABILITY, WHETHER IN CONTRACT, STRICT
; LIABILITY, OR TORT (INCLUDING NEGLIGENCE OR OTHERWISE) ARISING IN ANY WAY
; OUT OF THE USE OF THIS SOFTWARE, EVEN IF ADVISED OF THE POSSIBILITY OF
; SUCH DAMAGE.
;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;
;
; Version 1.0
;
; Started:   8-Dec-2000
; Updated:   8-Dec-2000
;
;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;
%include    'system.inc'

section .data
http    db  'Content-type: text/html', 0Ah, 0Ah
    db  '<?xml version="1.0" encoding="utf-8"?>', 0Ah
    db  '<!DOCTYPE html PUBLIC "-//W3C/DTD XHTML Strict//EN" '
    db  '"DTD/xhtml1-strict.dtd">', 0Ah
    db  '<html xmlns="http://www.w3.org/1999/xhtml" '
    db  'xml.lang="en" lang="en">', 0Ah
    db  '<head>', 0Ah
    db  '<title>Web Environment</title>', 0Ah
    db  '<meta name="author" content="G. Adam Stanislav" />', 0Ah
    db  '</head>', 0Ah, 0Ah
    db  '<body bgcolor="#ffffff" text="#000000" link="#0000ff" '
    db  'vlink="#840084" alink="#0000ff">', 0Ah
    db  '<div class="webvars">', 0Ah
    db  '<h1>Web Environment</h1>', 0Ah
    db  '<p>The following <b>environment variables</b> are defined '
    db  'on this web server:</p>', 0Ah, 0Ah
    db  '<table align="center" width="80" border="0" cellpadding="10" '
    db  'cellspacing="0" class="webvars">', 0Ah
httplen equ $-http
left    db  '<tr>', 0Ah
    db  '<td class="name"><tt>'
leftlen equ $-left
middle  db  '</tt></td>', 0Ah
    db  '<td class="value"><tt><b>'
midlen  equ $-middle
undef   db  '<i>(undefined)</i>'
undeflen    equ $-undef
right   db  '</b></tt></td>', 0Ah
    db  '</tr>', 0Ah
rightlen    equ $-right
wrap    db  '</table>', 0Ah
    db  '</div>', 0Ah
    db  '</body>', 0Ah
    db  '</html>', 0Ah, 0Ah
wraplen equ $-wrap

section .text
global  _start
_start:
    ; First, send out all the http and xhtml stuff that is
    ; needed before we start showing the environment
    push    dword httplen
    push    dword http
    push    dword stdout
    sys.write

    ; Now find how far on the stack the environment pointers
    ; are. We have 12 bytes we have pushed before "argc"
    mov eax, [esp+12]

    ; We need to remove the following from the stack:
    ;
    ;   The 12 bytes we pushed for sys.write
    ;   The  4 bytes of argc
    ;   The EAX*4 bytes of argv
    ;   The  4 bytes of the NULL after argv
    ;
    ; Total:
    ;   20 + eax * 4
    ;
    ; Because stack grows down, we need to ADD that many bytes
    ; to ESP.
    lea esp, [esp+20+eax*4]
    cld     ; This should already be the case, but let's be sure.

    ; Loop through the environment, printing it out
.loop:
    pop edi
    or  edi, edi    ; Done yet?
    je  near .wrap

    ; Print the left part of HTML
    push    dword leftlen
    push    dword left
    push    dword stdout
    sys.write

    ; It may be tempting to search for the '=' in the env string next.
    ; But it is possible there is no '=', so we search for the
    ; terminating NUL first.
    mov esi, edi    ; Save start of string
    sub ecx, ecx
    not ecx     ; ECX = FFFFFFFF
    sub eax, eax
repne   scasb
    not ecx     ; ECX = string length + 1
    mov ebx, ecx    ; Save it in EBX

    ; Now is the time to find '='
    mov edi, esi    ; Start of string
    mov al, '='
repne   scasb
    not ecx
    add ecx, ebx    ; Length of name

    push    ecx
    push    esi
    push    dword stdout
    sys.write

    ; Print the middle part of HTML table code
    push    dword midlen
    push    dword middle
    push    dword stdout
    sys.write

    ; Find the length of the value
    not ecx
    lea ebx, [ebx+ecx-1]

    ; Print "undefined" if 0
    or  ebx, ebx
    jne .value

    mov ebx, undeflen
    mov edi, undef

.value:
    push    ebx
    push    edi
    push    dword stdout
    sys.write

    ; Print the right part of the table row
    push    dword rightlen
    push    dword right
    push    dword stdout
    sys.write

    ; Get rid of the 60 bytes we have pushed
    add esp, byte 60

    ; Get the next variable
    jmp .loop

.wrap:
    ; Print the rest of HTML
    push    dword wraplen
    push    dword wrap
    push    dword stdout
    sys.write

    ; Return success
    push    dword 0
    sys.exit






This code produces a 1,396-byte executable. Most of it is data, i.e.,
the HTML mark-up we need to send out.


Assemble and link it as usual:


PROMPT.USER nasm -f elf webvars.asm
PROMPT.USER ld -s -o webvars webvars.o






To use it, you need to upload webvars to your web server. Depending
on how your web server is set up, you may have to store it in a special
cgi-bin directory, or perhaps rename it with a .cgi extension.


Then you need to use your browser to view its output. To see its output
on my web server, please go to
`http://www.int80h.org/webvars/ <http://www.int80h.org/webvars/>`__.
If curious about the additional environment variables present in a
password protected web directory, go to
`http://www.int80h.org/private/ <http://www.int80h.org/private/>`__,
using the name asm and password programmer.









Working with Files


We have already done some basic file work: We know how to open and close
them, how to read and write them using buffers. But UNIX offers much
more functionality when it comes to files. We will examine some of it in
this section, and end up with a nice file conversion utility.


Indeed, let us start at the end, that is, with the file conversion
utility. It always makes programming easier when we know from the start
what the end product is supposed to do.


One of the first programs I wrote for UNIX was
tuc [ftp://ftp.int80h.org/unix/tuc/], a text-to-UNIX file converter.
It converts a text file from other operating systems to a UNIX text
file. In other words, it changes from different kind of line endings to
the newline convention of UNIX. It saves the output in a different file.
Optionally, it converts a UNIX text file to a DOS text file.


I have used tuc extensively, but always only to convert from some other
OS to UNIX, never the other way. I have always wished it would just
overwrite the file instead of me having to send the output to a
different file. Most of the time, I end up using it like this:


PROMPT.USER tuc myfile tempfile
PROMPT.USER mv tempfile myfile






It would be nice to have a ftuc, i.e., fast tuc, and use it like this:


PROMPT.USER ftuc myfile






In this chapter, then, we will write ftuc in assembly language (the
original tuc is in C), and study various file-oriented kernel services
in the process.


At first sight, such a file conversion is very simple: All you have to
do is strip the carriage returns, right?


If you answered yes, think again: That approach will work most of the
time (at least with MS DOS text files), but will fail occasionally.


The problem is that not all non UNIX text files end their line with the
carriage return / line feed sequence. Some use carriage returns without
line feeds. Others combine several blank lines into a single carriage
return followed by several line feeds. And so on.


A text file converter, then, must be able to handle any possible line
endings:



		carriage return / line feed


		carriage return


		line feed / carriage return


		line feed





It should also handle files that use some kind of a combination of the
above (e.g., carriage return followed by several line feeds).



Finite State Machine


The problem is easily solved by the use of a technique called finite
state machine, originally developed by the designers of digital
electronic circuits. A finite state machine is a digital circuit whose
output is dependent not only on its input but on its previous input,
i.e., on its state. The microprocessor is an example of a finite state
machine: Our assembly language code is assembled to machine language in
which some assembly language code produces a single byte of machine
language, while others produce several bytes. As the microprocessor
fetches the bytes from the memory one by one, some of them simply change
its state rather than produce some output. When all the bytes of the op
code are fetched, the microprocessor produces some output, or changes
the value of a register, etc.


Because of that, all software is essentially a sequence of state
instructions for the microprocessor. Nevertheless, the concept of
finite state machine is useful in software design as well.


Our text file converter can be designed as a finite state machine with
three possible states. We could call them states 0-2, but it will make
our life easier if we give them symbolic names:



		``ordinary
``


		``cr
``


		``lf
``





Our program will start in the ordinary state. During this state, the
program action depends on its input as follows:



		If the input is anything other than a carriage return or line feed,
the input is simply passed on to the output. The state remains
unchanged.


		If the input is a carriage return, the state is changed to cr.
The input is then discarded, i.e., no output is made.


		If the input is a line feed, the state is changed to lf. The
input is then discarded.





Whenever we are in the cr state, it is because the last input was a
carriage return, which was unprocessed. What our software does in this
state again depends on the current input:



		If the input is anything other than a carriage return or line feed,
output a line feed, then output the input, then change the state to
ordinary.


		If the input is a carriage return, we have received two (or more)
carriage returns in a row. We discard the input, we output a line
feed, and leave the state unchanged.


		If the input is a line feed, we output the line feed and change the
state to ordinary. Note that this is not the same as the first
case above – if we tried to combine them, we would be outputting two
line feeds instead of one.





Finally, we are in the lf state after we have received a line feed
that was not preceded by a carriage return. This will happen when our
file already is in UNIX format, or whenever several lines in a row are
expressed by a single carriage return followed by several line feeds, or
when line ends with a line feed / carriage return sequence. Here is how
we need to handle our input in this state:



		If the input is anything other than a carriage return or line feed,
we output a line feed, then output the input, then change the state
to ordinary. This is exactly the same action as in the cr
state upon receiving the same kind of input.


		If the input is a carriage return, we discard the input, we output a
line feed, then change the state to ordinary.


		If the input is a line feed, we output the line feed, and leave the
state unchanged.






The Final State


The above finite state machine works for the entire file, but leaves
the possibility that the final line end will be ignored. That will
happen whenever the file ends with a single carriage return or a single
line feed. I did not think of it when I wrote tuc, just to discover that
occasionally it strips the last line ending.


This problem is easily fixed by checking the state after the entire file
was processed. If the state is not ordinary, we simply need to
output one last line feed.



Note


Now that we have expressed our algorithm as a finite state
machine, we could easily design a dedicated digital electronic
circuit (a “chip”) to do the conversion for us. Of course, doing so
would be considerably more expensive than writing an assembly
language program.









The Output Counter


Because our file conversion program may be combining two characters into
one, we need to use an output counter. We initialize it to 0, and
increase it every time we send a character to the output. At the end of
the program, the counter will tell us what size we need to set the file
to.







Implementing FSM in Software


The hardest part of working with a finite state machine is analyzing
the problem and expressing it as a finite state machine. That
accomplished, the software almost writes itself.


In a high-level language, such as C, there are several main approaches.
One is to use a switch statement which chooses what function should
be run. For example,


switch (state) {
default:
case REGULAR:
    regular(inputchar);
    break;
case CR:
    cr(inputchar);
    break;
case LF:
    lf(inputchar);
    break;
}






Another approach is by using an array of function pointers, something
like this:


(output[state])(inputchar);






Yet another is to have state be a function pointer, set to point at
the appropriate function:


(*state)(inputchar);






This is the approach we will use in our program because it is very easy
to do in assembly language, and very fast, too. We will simply keep the
address of the right procedure in EBX, and then just issue:


call    ebx






This is possibly faster than hardcoding the address in the code because
the microprocessor does not have to fetch the address from the memory—it
is already stored in one of its registers. I said possibly because
with the caching modern microprocessors do, either way may be equally
fast.





Memory Mapped Files


Because our program works on a single file, we cannot use the approach
that worked for us before, i.e., to read from an input file and to write
to an output file.


UNIX allows us to map a file, or a section of a file, into memory. To do
that, we first need to open the file with the appropriate read/write
flags. Then we use the mmap system call to map it into the memory.
One nice thing about mmap is that it automatically works with
virtual memory: We can map more of the file into the memory than we have
physical memory available, yet still access it through regular memory op
codes, such as mov, lods, and stos. Whatever changes we make
to the memory image of the file will be written to the file by the
system. We do not even have to keep the file open: As long as it stays
mapped, we can read from it and write to it.


The 32-bit Intel microprocessors can access up to four gigabytes of
memory – physical or virtual. The FreeBSD system allows us to use up to
a half of it for file mapping.


For simplicity sake, in this tutorial we will only convert files that
can be mapped into the memory in their entirety. There are probably not
too many text files that exceed two gigabytes in size. If our program
encounters one, it will simply display a message suggesting we use the
original tuc instead.


If you examine your copy of syscalls.master, you will find two
separate syscalls named mmap. This is because of evolution of UNIX:
There was the traditional BSD mmap, syscall 71. That one was
superseded by the POSIX mmap, syscall 197. The FreeBSD system
supports both because older programs were written by using the original
BSD version. But new software uses the POSIX version, which is what we
will use.


The syscalls.master file lists the POSIX version like this:


197 STD BSD { caddr_t mmap(caddr_t addr, size_t len, int prot, \
                int flags, int fd, long pad, off_t pos); }






This differs slightly from what mmap2 says. That is because mmap2
describes the C version.


The difference is in the long pad argument, which is not present in
the C version. However, the FreeBSD syscalls add a 32-bit pad after
pushing a 64-bit argument. In this case, off_t is a 64-bit
value.


When we are finished working with a memory-mapped file, we unmap it with
the munmap syscall:



Tip


For an in-depth treatment of mmap, see W. Richard Stevens’ Unix
Network Programming, Volume 2, Chapter
12 [http://www.int80h.org/cgi-bin/isbn?isbn=0130810819].









Determining File Size


Because we need to tell mmap how many bytes of the file to map into
the memory, and because we want to map the entire file, we need to
determine the size of the file.


We can use the fstat syscall to get all the information about an
open file that the system can give us. That includes the file size.


Again, syscalls.master lists two versions of fstat, a
traditional one (syscall 62), and a POSIX one (syscall 189). Naturally,
we will use the POSIX version:


189 STD POSIX   { int fstat(int fd, struct stat *sb); }






This is a very straightforward call: We pass to it the address of a
stat structure and the descriptor of an open file. It will fill out
the contents of the stat structure.


I do, however, have to say that I tried to declare the stat
structure in the .bss section, and fstat did not like it: It set
the carry flag indicating an error. After I changed the code to allocate
the structure on the stack, everything was working fine.





Changing the File Size


Because our program may combine carriage return / line feed sequences
into straight line feeds, our output may be smaller than our input.
However, since we are placing our output into the same file we read the
input from, we may have to change the size of the file.


The ftruncate system call allows us to do just that. Despite its
somewhat misleading name, the ftruncate system call can be used to
both truncate the file (make it smaller) and to grow it.


And yes, we will find two versions of ftruncate in
syscalls.master, an older one (130), and a newer one (201). We will
use the newer one:


201 STD BSD { int ftruncate(int fd, int pad, off_t length); }






Please note that this one contains a int pad again.





ftuc


We now know everything we need to write ftuc. We start by adding some
new lines in system.inc. First, we define some constants and
structures, somewhere at or near the beginning of the file:


;;;;;;; open flags
%define O_RDONLY    0
%define O_WRONLY    1
%define O_RDWR  2

;;;;;;; mmap flags
%define PROT_NONE   0
%define PROT_READ   1
%define PROT_WRITE  2
%define PROT_EXEC   4
;;
%define MAP_SHARED  0001h
%define MAP_PRIVATE 0002h

;;;;;;; stat structure
struc   stat
st_dev      resd    1   ; = 0
st_ino      resd    1   ; = 4
st_mode     resw    1   ; = 8, size is 16 bits
st_nlink    resw    1   ; = 10, ditto
st_uid      resd    1   ; = 12
st_gid      resd    1   ; = 16
st_rdev     resd    1   ; = 20
st_atime    resd    1   ; = 24
st_atimensec    resd    1   ; = 28
st_mtime    resd    1   ; = 32
st_mtimensec    resd    1   ; = 36
st_ctime    resd    1   ; = 40
st_ctimensec    resd    1   ; = 44
st_size     resd    2   ; = 48, size is 64 bits
st_blocks   resd    2   ; = 56, ditto
st_blksize  resd    1   ; = 64
st_flags    resd    1   ; = 68
st_gen      resd    1   ; = 72
st_lspare   resd    1   ; = 76
st_qspare   resd    4   ; = 80
endstruc






We define the new syscalls:


%define SYS_mmap    197
%define SYS_munmap  73
%define SYS_fstat   189
%define SYS_ftruncate   201






We add the macros for their use:


%macro  sys.mmap    0
    system  SYS_mmap
%endmacro

%macro  sys.munmap  0
    system  SYS_munmap
%endmacro

%macro  sys.ftruncate   0
    system  SYS_ftruncate
%endmacro

%macro  sys.fstat   0
    system  SYS_fstat
%endmacro






And here is our code:


;;;;;;; Fast Text-to-Unix Conversion (ftuc.asm) ;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;
;;
;; Started: 21-Dec-2000
;; Updated: 22-Dec-2000
;;
;; Copyright 2000 G. Adam Stanislav.
;; All rights reserved.
;;
;;;;;;; v.1 ;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;
%include    'system.inc'

section .data
    db  'Copyright 2000 G. Adam Stanislav.', 0Ah
    db  'All rights reserved.', 0Ah
usg db  'Usage: ftuc filename', 0Ah
usglen  equ $-usg
co  db  "ftuc: Can't open file.", 0Ah
colen   equ $-co
fae db  'ftuc: File access error.', 0Ah
faelen  equ $-fae
ftl db  'ftuc: File too long, use regular tuc instead.', 0Ah
ftllen  equ $-ftl
mae db  'ftuc: Memory allocation error.', 0Ah
maelen  equ $-mae

section .text

align 4
memerr:
    push    dword maelen
    push    dword mae
    jmp short error

align 4
toolong:
    push    dword ftllen
    push    dword ftl
    jmp short error

align 4
facerr:
    push    dword faelen
    push    dword fae
    jmp short error

align 4
cantopen:
    push    dword colen
    push    dword co
    jmp short error

align 4
usage:
    push    dword usglen
    push    dword usg

error:
    push    dword stderr
    sys.write

    push    dword 1
    sys.exit

align 4
global  _start
_start:
    pop eax     ; argc
    pop eax     ; program name
    pop ecx     ; file to convert
    jecxz   usage

    pop eax
    or  eax, eax    ; Too many arguments?
    jne usage

    ; Open the file
    push    dword O_RDWR
    push    ecx
    sys.open
    jc  cantopen

    mov ebp, eax    ; Save fd

    sub esp, byte stat_size
    mov ebx, esp

    ; Find file size
    push    ebx
    push    ebp     ; fd
    sys.fstat
    jc  facerr

    mov edx, [ebx + st_size + 4]

    ; File is too long if EDX != 0 ...
    or  edx, edx
    jne near toolong
    mov ecx, [ebx + st_size]
    ; ... or if it is above 2 GB
    or  ecx, ecx
    js  near toolong

    ; Do nothing if the file is 0 bytes in size
    jecxz   .quit

    ; Map the entire file in memory
    push    edx
    push    edx     ; starting at offset 0
    push    edx     ; pad
    push    ebp     ; fd
    push    dword MAP_SHARED
    push    dword PROT_READ | PROT_WRITE
    push    ecx     ; entire file size
    push    edx     ; let system decide on the address
    sys.mmap
    jc  near memerr

    mov edi, eax
    mov esi, eax
    push    ecx     ; for SYS_munmap
    push    edi

    ; Use EBX for state machine
    mov ebx, ordinary
    mov ah, 0Ah
    cld

.loop:
    lodsb
    call    ebx
    loop    .loop

    cmp ebx, ordinary
    je  .filesize

    ; Output final lf
    mov al, ah
    stosb
    inc edx

.filesize:
    ; truncate file to new size
    push    dword 0     ; high dword
    push    edx     ; low dword
    push    eax     ; pad
    push    ebp
    sys.ftruncate

    ; close it (ebp still pushed)
    sys.close

    add esp, byte 16
    sys.munmap

.quit:
    push    dword 0
    sys.exit

align 4
ordinary:
    cmp al, 0Dh
    je  .cr

    cmp al, ah
    je  .lf

    stosb
    inc edx
    ret

align 4
.cr:
    mov ebx, cr
    ret

align 4
.lf:
    mov ebx, lf
    ret

align 4
cr:
    cmp al, 0Dh
    je  .cr

    cmp al, ah
    je  .lf

    xchg    al, ah
    stosb
    inc edx

    xchg    al, ah
    ; fall through

.lf:
    stosb
    inc edx
    mov ebx, ordinary
    ret

align 4
.cr:
    mov al, ah
    stosb
    inc edx
    ret

align 4
lf:
    cmp al, ah
    je  .lf

    cmp al, 0Dh
    je  .cr

    xchg    al, ah
    stosb
    inc edx

    xchg    al, ah
    stosb
    inc edx
    mov ebx, ordinary
    ret

align 4
.cr:
    mov ebx, ordinary
    mov al, ah
    ; fall through

.lf:
    stosb
    inc edx
    ret

**Warning**

Do not use this program on files stored on a disk formatted by
MS-DOS or WINDOWS. There seems to be a subtle bug in the FreeBSD
code when using ``mmap`` on these drives mounted under FreeBSD: If
the file is over a certain size, ``mmap`` will just fill the memory
with zeros, and then copy them to the file overwriting its contents.











One-Pointed Mind


As a student of Zen, I like the idea of a one-pointed mind: Do one thing
at a time, and do it well.


This, indeed, is very much how UNIX works as well. While a typical
WINDOWS application is attempting to do everything imaginable (and is,
therefore, riddled with bugs), a typical UNIX program does only one
thing, and it does it well.


The typical UNIX user then essentially assembles his own applications by
writing a shell script which combines the various existing programs by
piping the output of one program to the input of another.


When writing your own UNIX software, it is generally a good idea to see
what parts of the problem you need to solve can be handled by existing
programs, and only write your own programs for that part of the problem
that you do not have an existing solution for.



CSV


I will illustrate this principle with a specific real-life example I was
faced with recently:


I needed to extract the 11th field of each record from a database I
downloaded from a web site. The database was a CSV file, i.e., a list of
comma-separated values. That is quite a standard format for sharing
data among people who may be using different database software.


The first line of the file contains the list of various fields separated
by commas. The rest of the file contains the data listed line by line,
with values separated by commas.


I tried awk, using the comma as a separator. But because several lines
contained a quoted comma, awk was extracting the wrong field from those
lines.


Therefore, I needed to write my own software to extract the 11th field
from the CSV file. However, going with the UNIX spirit, I only needed to
write a simple filter that would do the following:



		Remove the first line from the file;


		Change all unquoted commas to a different character;


		Remove all quotation marks.





Strictly speaking, I could use sed to remove the first line from the
file, but doing so in my own program was very easy, so I decided to do
it and reduce the size of the pipeline.


At any rate, writing a program like this took me about 20 minutes.
Writing a program that extracts the 11th field from the CSV file would
take a lot longer, and I could not reuse it to extract some other field
from some other database.


This time I decided to let it do a little more work than a typical
tutorial program would:



		It parses its command line for options;


		It displays proper usage if it finds wrong arguments;


		It produces meaningful error messages.





Here is its usage message:


Usage: csv [-t<delim>] [-c<comma>] [-p] [-o <outfile>] [-i <infile>]






All parameters are optional, and can appear in any order.


The -t parameter declares what to replace the commas with. The
tab is the default here. For example, -t; will replace all
unquoted commas with semicolons.


I did not need the -c option, but it may come in handy in the
future. It lets me declare that I want a character other than a comma
replaced with something else. For example, -c@ will replace all at
signs (useful if you want to split a list of email addresses to their
user names and domains).


The -p option preserves the first line, i.e., it does not delete it.
By default, we delete the first line because in a CSV file it contains
the field names rather than data.


The -i and -o options let me specify the input and the output
files. Defaults are stdin and stdout, so this is a regular UNIX
filter.


I made sure that both -i filename and -ifilename are accepted. I
also made sure that only one input and one output files may be
specified.


To get the 11th field of each record, I can now do:


PROMPT.USER csv '-t;' data.csv | awk '-F;' '{print $11}'






The code stores the options (except for the file descriptors) in
EDX: The comma in DH, the new separator in DL, and the flag
for the -p option in the highest bit of EDX, so a check for its
sign will give us a quick decision what to do.


Here is the code:


;;;;;;; csv.asm ;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;
;
; Convert a comma-separated file to a something-else separated file.
;
; Started:  31-May-2001
; Updated:   1-Jun-2001
;
; Copyright (c) 2001 G. Adam Stanislav
; All rights reserved.
;
;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;

%include    'system.inc'

%define BUFSIZE 2048

section .data
fd.in   dd  stdin
fd.out  dd  stdout
usg db  'Usage: csv [-t<delim>] [-c<comma>] [-p] [-o <outfile>] [-i <infile>]', 0Ah
usglen  equ $-usg
iemsg   db  "csv: Can't open input file", 0Ah
iemlen  equ $-iemsg
oemsg   db  "csv: Can't create output file", 0Ah
oemlen  equ $-oemsg

section .bss
ibuffer resb    BUFSIZE
obuffer resb    BUFSIZE

section .text
align 4
ierr:
    push    dword iemlen
    push    dword iemsg
    push    dword stderr
    sys.write
    push    dword 1     ; return failure
    sys.exit

align 4
oerr:
    push    dword oemlen
    push    dword oemsg
    push    dword stderr
    sys.write
    push    dword 2
    sys.exit

align 4
usage:
    push    dword usglen
    push    dword usg
    push    dword stderr
    sys.write
    push    dword 3
    sys.exit

align 4
global  _start
_start:
    add esp, byte 8 ; discard argc and argv[0]
    mov edx, (',' << 8) | 9

.arg:
    pop ecx
    or  ecx, ecx
    je  near .init      ; no more arguments

    ; ECX contains the pointer to an argument
    cmp byte [ecx], '-'
    jne usage

    inc ecx
    mov ax, [ecx]

.o:
    cmp al, 'o'
    jne .i

    ; Make sure we are not asked for the output file twice
    cmp dword [fd.out], stdout
    jne usage

    ; Find the path to output file - it is either at [ECX+1],
    ; i.e., -ofile --
    ; or in the next argument,
    ; i.e., -o file

    inc ecx
    or  ah, ah
    jne .openoutput
    pop ecx
    jecxz   usage

.openoutput:
    push    dword 420   ; file mode (644 octal)
    push    dword 0200h | 0400h | 01h
    ; O_CREAT | O_TRUNC | O_WRONLY
    push    ecx
    sys.open
    jc  near oerr

    add esp, byte 12
    mov [fd.out], eax
    jmp short .arg

.i:
    cmp al, 'i'
    jne .p

    ; Make sure we are not asked twice
    cmp dword [fd.in], stdin
    jne near usage

    ; Find the path to the input file
    inc ecx
    or  ah, ah
    jne .openinput
    pop ecx
    or  ecx, ecx
    je near usage

.openinput:
    push    dword 0     ; O_RDONLY
    push    ecx
    sys.open
    jc  near ierr       ; open failed

    add esp, byte 8
    mov [fd.in], eax
    jmp .arg

.p:
    cmp al, 'p'
    jne .t
    or  ah, ah
    jne near usage
    or  edx, 1 << 31
    jmp .arg

.t:
    cmp al, 't'     ; redefine output delimiter
    jne .c
    or  ah, ah
    je  near usage
    mov dl, ah
    jmp .arg

.c:
    cmp al, 'c'
    jne near usage
    or  ah, ah
    je  near usage
    mov dh, ah
    jmp .arg

align 4
.init:
    sub eax, eax
    sub ebx, ebx
    sub ecx, ecx
    mov edi, obuffer

    ; See if we are to preserve the first line
    or  edx, edx
    js  .loop

.firstline:
    ; get rid of the first line
    call    getchar
    cmp al, 0Ah
    jne .firstline

.loop:
    ; read a byte from stdin
    call    getchar

    ; is it a comma (or whatever the user asked for)?
    cmp al, dh
    jne .quote

    ; Replace the comma with a tab (or whatever the user wants)
    mov al, dl

.put:
    call    putchar
    jmp short .loop

.quote:
    cmp al, '"'
    jne .put

    ; Print everything until you get another quote or EOL. If it
    ; is a quote, skip it. If it is EOL, print it.
.qloop:
    call    getchar
    cmp al, '"'
    je  .loop

    cmp al, 0Ah
    je  .put

    call    putchar
    jmp short .qloop

align 4
getchar:
    or  ebx, ebx
    jne .fetch

    call    read

.fetch:
    lodsb
    dec ebx
    ret

read:
    jecxz   .read
    call    write

.read:
    push    dword BUFSIZE
    mov esi, ibuffer
    push    esi
    push    dword [fd.in]
    sys.read
    add esp, byte 12
    mov ebx, eax
    or  eax, eax
    je  .done
    sub eax, eax
    ret

align 4
.done:
    call    write       ; flush output buffer

    ; close files
    push    dword [fd.in]
    sys.close

    push    dword [fd.out]
    sys.close

    ; return success
    push    dword 0
    sys.exit

align 4
putchar:
    stosb
    inc ecx
    cmp ecx, BUFSIZE
    je  write
    ret

align 4
write:
    jecxz   .ret    ; nothing to write
    sub edi, ecx    ; start of buffer
    push    ecx
    push    edi
    push    dword [fd.out]
    sys.write
    add esp, byte 12
    sub eax, eax
    sub ecx, ecx    ; buffer is empty now
.ret:
    ret






Much of it is taken from hex.asm above. But there is one important
difference: I no longer call write whenever I am outputting a line
feed. Yet, the code can be used interactively.


I have found a better solution for the interactive problem since I first
started writing this chapter. I wanted to make sure each line is printed
out separately only when needed. After all, there is no need to flush
out every line when used non-interactively.


The new solution I use now is to call write every time I find the
input buffer empty. That way, when running in the interactive mode, the
program reads one line from the user’s keyboard, processes it, and sees
its input buffer is empty. It flushes its output and reads the next
line.



The Dark Side of Buffering


This change prevents a mysterious lockup in a very specific case. I
refer to it as the dark side of buffering, mostly because it presents
a danger that is not quite obvious.


It is unlikely to happen with a program like the csv above, so let us
consider yet another filter: In this case we expect our input to be raw
data representing color values, such as the red, green, and blue
intensities of a pixel. Our output will be the negative of our input.


Such a filter would be very simple to write. Most of it would look just
like all the other filters we have written so far, so I am only going to
show you its inner loop:


.loop:
    call    getchar
    not al      ; Create a negative
    call    putchar
    jmp short .loop






Because this filter works with raw data, it is unlikely to be used
interactively.


But it could be called by image manipulation software. And, unless it
calls write before each call to read, chances are it will lock
up.


Here is what might happen:


The image editor will load our filter using the C function popen().


It will read the first row of pixels from a bitmap or pixmap.


It will write the first row of pixels to the pipe leading to the
fd.in of our filter.


Our filter will read each pixel from its input, turn it to a negative,
and write it to its output buffer.


Our filter will call getchar to fetch the next pixel.


getchar will find an empty input buffer, so it will call read.


read will call the SYS_read system call.


The kernel will suspend our filter until the image editor sends more
data to the pipe.


The image editor will read from the other pipe, connected to the
fd.out of our filter so it can set the first row of the output image
before it sends us the second row of the input.


The kernel suspends the image editor until it receives some output
from our filter, so it can pass it on to the image editor.


At this point our filter waits for the image editor to send it more data
to process, while the image editor is waiting for our filter to send it
the result of the processing of the first row. But the result sits in
our output buffer.


The filter and the image editor will continue waiting for each other
forever (or, at least, until they are killed). Our software has just
entered a race condition.


This problem does not exist if our filter flushes its output buffer
before asking the kernel for more input data.









Using the FPU


Strangely enough, most of assembly language literature does not even
mention the existence of the FPU, or floating point unit, let alone
discuss programming it.


Yet, never does assembly language shine more than when we create highly
optimized FPU code by doing things that can be done only in assembly
language.



Organization of the FPU


The FPU consists of 8 80–bit floating–point registers. These are
organized in a stack fashion—you can push a value on TOS (top of
stack) and you can pop it.


That said, the assembly language op codes are not push and pop
because those are already taken.


You can push a value on TOS by using fld, fild, and
fbld. Several other op codes let you push many common
constants—such as pi—on the TOS.


Similarly, you can pop a value by using fst, fstp, fist,
fistp, and fbstp. Actually, only the op codes that end with a
p will literally pop the value, the rest will store it
somewhere else without removing it from the TOS.


We can transfer the data between the TOS and the computer memory either
as a 32–bit, 64–bit, or 80–bit real, a 16–bit, 32–bit, or 64–bit
integer, or an 80–bit packed decimal.


The 80–bit packed decimal is a special case of binary coded decimal
which is very convenient when converting between the ASCII
representation of data and the internal data of the FPU. It allows us to
use 18 significant digits.


No matter how we represent data in the memory, the FPU always stores it
in the 80–bit real format in its registers.


Its internal precision is at least 19 decimal digits, so even if we
choose to display results as ASCII in the full 18–digit precision, we
are still showing correct results.


We can perform mathematical operations on the TOS: We can calculate its
sine, we can scale it (i.e., we can multiply or divide it by a power
of 2), we can calculate its base–2 logarithm, and many other things.


We can also multiply or divide it by, add it to, or subtract it
from, any of the FPU registers (including itself).


The official Intel op code for the TOS is st, and for the
registers st(0)–st(7). st and st(0), then, refer to
the same register.


For whatever reasons, the original author of nasm has decided to use
different op codes, namely st0–st7. In other words, there are no
parentheses, and the TOS is always st0, never just st.



The Packed Decimal Format


The packed decimal format uses 10 bytes (80 bits) of memory to
represent 18 digits. The number represented there is always an
integer.



Tip


You can use it to get decimal places by multiplying the TOS by a
power of 10 first.






The highest bit of the highest byte (byte 9) is the sign bit: If it is
set, the number is negative, otherwise, it is positive. The rest of
the bits of this byte are unused/ignored.


The remaining 9 bytes store the 18 digits of the number: 2 digits per
byte.


The more significant digit is stored in the high nibble (4 bits),
the less significant digit in the low nibble.


That said, you might think that -1234567 would be stored in the
memory like this (using hexadecimal notation):


80 00 00 00 00 00 01 23 45 67






Alas it is not! As with everything else of Intel make, even the packed
decimal is little–endian.


That means our -1234567 is stored like this:


67 45 23 01 00 00 00 00 00 80






Remember that, or you will be pulling your hair out in desperation!



Note


The book to read—if you can find it—is Richard Startz’
8087/80287/80387 for the IBM PC &
Compatibles [http://www.int80h.org/cgi-bin/isbn?isbn=013246604X].
Though it does seem to take the fact about the little–endian storage
of the packed decimal for granted. I kid you not about the
desperation of trying to figure out what was wrong with the filter I
show below before it occurred to me I should try the little–endian
order even for this type of data.











Excursion to Pinhole Photography


To write meaningful software, we must not only understand our
programming tools, but also the field we are creating software for.


Our next filter will help us whenever we want to build a pinhole
camera, so, we need some background in pinhole photography before we
can continue.



The Camera


The easiest way to describe any camera ever built is as some empty space
enclosed in some lightproof material, with a small hole in the
enclosure.


The enclosure is usually sturdy (e.g., a box), though sometimes it is
flexible (the bellows). It is quite dark inside the camera. However, the
hole lets light rays in through a single point (though in some cases
there may be several). These light rays form an image, a representation
of whatever is outside the camera, in front of the hole.


If some light sensitive material (such as film) is placed inside the
camera, it can capture the image.


The hole often contains a lens, or a lens assembly, often called the
objective.





The Pinhole


But, strictly speaking, the lens is not necessary: The original cameras
did not use a lens but a pinhole. Even today, pinholes are used,
both as a tool to study how cameras work, and to achieve a special kind
of image.


The image produced by the pinhole is all equally sharp. Or blurred.
There is an ideal size for a pinhole: If it is either larger or smaller,
the image loses its sharpness.





Focal Length


This ideal pinhole diameter is a function of the square root of focal
length, which is the distance of the pinhole from the film.


D = PC * sqrt(FL)






In here, D is the ideal diameter of the pinhole, FL is the focal
length, and PC is a pinhole constant. According to Jay Bender, its
value is 0.04, while Kenneth Connors has determined it to be
0.037. Others have proposed other values. Plus, this value is for
the daylight only: Other types of light will require a different
constant, whose value can only be determined by experimentation.





The F–Number


The f–number is a very useful measure of how much light reaches the
film. A light meter can determine that, for example, to expose a film of
specific sensitivity with f5.6 may require the exposure to last 1/1000
sec.


It does not matter whether it is a 35–mm camera, or a 6x9cm camera, etc.
As long as we know the f–number, we can determine the proper exposure.


The f–number is easy to calculate:


F = FL / D






In other words, the f–number equals the focal length divided by the
diameter of the pinhole. It also means a higher f–number either implies
a smaller pinhole or a larger focal distance, or both. That, in turn,
implies, the higher the f–number, the longer the exposure has to be.


Furthermore, while pinhole diameter and focal distance are
one–dimensional measurements, both, the film and the pinhole, are
two–dimensional. That means that if you have measured the exposure at
f–number A as t, then the exposure at f–number B is:


t * (B / A)²









Normalized F–Number


While many modern cameras can change the diameter of their pinhole, and
thus their f–number, quite smoothly and gradually, such was not always
the case.


To allow for different f–numbers, cameras typically contained a metal
plate with several holes of different sizes drilled to them.


Their sizes were chosen according to the above formula in such a way
that the resultant f–number was one of standard f–numbers used on all
cameras everywhere. For example, a very old Kodak Duaflex IV camera in
my possession has three such holes for f–numbers 8, 11, and 16.


A more recently made camera may offer f–numbers of 2.8, 4, 5.6, 8, 11,
16, 22, and 32 (as well as others). These numbers were not chosen
arbitrarily: They all are powers of the square root of 2, though they
may be rounded somewhat.





The F–Stop


A typical camera is designed in such a way that setting any of the
normalized f–numbers changes the feel of the dial. It will naturally
stop in that position. Because of that, these positions of the dial
are called f–stops.


Since the f–numbers at each stop are powers of the square root of 2,
moving the dial by 1 stop will double the amount of light required for
proper exposure. Moving it by 2 stops will quadruple the required
exposure. Moving the dial by 3 stops will require the increase in
exposure 8 times, etc.







Designing the Pinhole Software


We are now ready to decide what exactly we want our pinhole software to
do.



Processing Program Input


Since its main purpose is to help us design a working pinhole camera, we
will use the focal length as the input to the program. This is
something we can determine without software: Proper focal length is
determined by the size of the film and by the need to shoot “regular”
pictures, wide angle pictures, or telephoto pictures.


Most of the programs we have written so far worked with individual
characters, or bytes, as their input: The hex program converted
individual bytes into a hexadecimal number, the csv program either let a
character through, or deleted it, or changed it to a different
character, etc.


One program, ftuc used the state machine to consider at most two input
bytes at a time.


But our pinhole program cannot just work with individual characters, it
has to deal with larger syntactic units.


For example, if we want the program to calculate the pinhole diameter
(and other values we will discuss later) at the focal lengths of
100 mm, 150 mm, and 210 mm, we may want to enter something
like this:


100, 150, 210






Our program needs to consider more than a single byte of input at a
time. When it sees the first 1, it must understand it is seeing the
first digit of a decimal number. When it sees the 0 and the other
0, it must know it is seeing more digits of the same number.


When it encounters the first comma, it must know it is no longer
receiving the digits of the first number. It must be able to convert the
digits of the first number into the value of 100. And the digits of
the second number into the value of 150. And, of course, the digits
of the third number into the numeric value of 210.


We need to decide what delimiters to accept: Do the input numbers have
to be separated by a comma? If so, how do we treat two numbers separated
by something else?


Personally, I like to keep it simple. Something either is a number, so I
process it. Or it is not a number, so I discard it. I do not like the
computer complaining about me typing in an extra character when it is
obvious that it is an extra character. Duh!


Plus, it allows me to break up the monotony of computing and type in a
query instead of just a number:


What is the best pinhole diameter for the focal length of 150?






There is no reason for the computer to spit out a number of complaints:


Syntax error: What
Syntax error: is
Syntax error: the
Syntax error: best






Et cetera, et cetera, et cetera.


Secondly, I like the # character to denote the start of a comment
which extends to the end of the line. This does not take too much effort
to code, and lets me treat input files for my software as executable
scripts.


In our case, we also need to decide what units the input should come in:
We choose millimeters because that is how most photographers measure
the focus length.


Finally, we need to decide whether to allow the use of the decimal point
(in which case we must also consider the fact that much of the world
uses a decimal comma).


In our case allowing for the decimal point/comma would offer a false
sense of precision: There is little if any noticeable difference between
the focus lengths of 50 and 51, so allowing the user to input
something like 50.5 is not a good idea. This is my opinion, mind
you, but I am the one writing this program. You can make other choices
in yours, of course.





Offering Options


The most important thing we need to know when building a pinhole camera
is the diameter of the pinhole. Since we want to shoot sharp images, we
will use the above formula to calculate the pinhole diameter from focal
length. As experts are offering several different values for the PC
constant, we will need to have the choice.


It is traditional in UNIX programming to have two main ways of choosing
program parameters, plus to have a default for the time the user does
not make a choice.


Why have two ways of choosing?


One is to allow a (relatively) permanent choice that applies
automatically each time the software is run without us having to tell it
over and over what we want it to do.


The permanent choices may be stored in a configuration file, typically
found in the user’s home directory. The file usually has the same name
as the application but is started with a dot. Often “rc” is added to
the file name. So, ours could be ~/.pinhole or ~/.pinholerc.
(The ~/ means current user’s home directory.)


The configuration file is used mostly by programs that have many
configurable parameters. Those that have only one (or a few) often use a
different method: They expect to find the parameter in an environment
variable. In our case, we might look at an environment variable named
PINHOLE.


Usually, a program uses one or the other of the above methods.
Otherwise, if a configuration file said one thing, but an environment
variable another, the program might get confused (or just too
complicated).


Because we only need to choose one such parameter, we will go with the
second method and search the environment for a variable named
PINHOLE.


The other way allows us to make ad hoc decisions: “Though I usually
want you to use 0.039, this time I want 0.03872.” In other words, it
allows us to override the permanent choice.


This type of choice is usually done with command line parameters.


Finally, a program always needs a default. The user may not make any
choices. Perhaps he does not know what to choose. Perhaps he is “just
browsing.” Preferably, the default will be the value most users would
choose anyway. That way they do not need to choose. Or, rather, they can
choose the default without an additional effort.


Given this system, the program may find conflicting options, and handle
them this way:


If it finds an ad hoc choice (e.g., command line parameter), it should
accept that choice. It must ignore any permanent choice and any default.


Otherwise, if it finds a permanent option (e.g., an environment
variable), it should accept it, and ignore the default.


Otherwise, it should use the default.


We also need to decide what format our PC option should have.


At first site, it seems obvious to use the PINHOLE=0.04 format for
the environment variable, and -p0.04 for the command line.


Allowing that is actually a security risk. The PC constant is a very
small number. Naturally, we will test our software using various small
values of PC. But what will happen if someone runs the program
choosing a huge value?


It may crash the program because we have not designed it to handle huge
numbers.


Or, we may spend more time on the program so it can handle huge numbers.
We might do that if we were writing commercial software for computer
illiterate audience.


Or, we might say, “Tough! The user should know better.”“


Or, we just may make it impossible for the user to enter a huge number.
This is the approach we will take: We will use an implied 0. prefix.


In other words, if the user wants 0.04, we will expect him to type
-p04, or set PINHOLE=04 in his environment. So, if he says
-p9999999, we will interpret it as 0.9999999—still ridiculous
but at least safer.


Secondly, many users will just want to go with either Bender’s constant
or Connors’ constant. To make it easier on them, we will interpret
-b as identical to -p04, and -c as identical to -p037.





The Output


We need to decide what we want our software to send to the output, and
in what format.


Since our input allows for an unspecified number of focal length
entries, it makes sense to use a traditional database–style output of
showing the result of the calculation for each focal length on a
separate line, while separating all values on one line by a tab
character.


Optionally, we should also allow the user to specify the use of the CSV
format we have studied earlier. In this case, we will print out a line
of comma–separated names describing each field of every line, then show
our results as before, but substituting a comma for the tab.


We need a command line option for the CSV format. We cannot use -c
because that already means use Connors’ constant. For some strange
reason, many web sites refer to CSV files as “Excel spreadsheet”
(though the CSV format predates Excel). We will, therefore, use the
-e switch to inform our software we want the output in the CSV
format.


We will start each line of the output with the focal length. This may
sound repetitious at first, especially in the interactive mode: The user
types in the focal length, and we are repeating it.


But the user can type several focal lengths on one line. The input can
also come in from a file or from the output of another program. In that
case the user does not see the input at all.


By the same token, the output can go to a file which we will want to
examine later, or it could go to the printer, or become the input of
another program.


So, it makes perfect sense to start each line with the focal length as
entered by the user.


No, wait! Not as entered by the user. What if the user types in
something like this:


00000000150






Clearly, we need to strip those leading zeros.


So, we might consider reading the user input as is, converting it to
binary inside the FPU, and printing it out from there.


But...


What if the user types something like this:


17459765723452353453534535353530530534563507309676764423






Ha! The packed decimal FPU format lets us input 18–digit numbers. But
the user has entered more than 18 digits. How do we handle that?


Well, we could modify our code to read the first 18 digits, enter it
to the FPU, then read more, multiply what we already have on the TOS by
10 raised to the number of additional digits, then add to it.


Yes, we could do that. But in this program it would be ridiculous (in
a different one it may be just the thing to do): Even the circumference
of the Earth expressed in millimeters only takes 11 digits. Clearly, we
cannot build a camera that large (not yet, anyway).


So, if the user enters such a huge number, he is either bored, or
testing us, or trying to break into the system, or playing games—doing
anything but designing a pinhole camera.


What will we do?


We will slap him in the face, in a manner of speaking:


17459765723452353453534535353530530534563507309676764423    ??? ??? ??? ??? ???






To achieve that, we will simply ignore any leading zeros. Once we find a
non–zero digit, we will initialize a counter to 0 and start taking
three steps:


Send the digit to the output.


Append the digit to a buffer we will use later to produce the packed
decimal we can send to the FPU.


Increase the counter.


Now, while we are taking these three steps, we also need to watch out
for one of two conditions:



		If the counter grows above 18, we stop appending to the buffer. We
continue reading the digits and sending them to the output.





		If, or rather when, the next input character is not a digit, we are
done inputting for now.


Incidentally, we can simply discard the non–digit, unless it is a
#, which we must return to the input stream. It starts a comment,
so we must see it after we are done producing output and start
looking for more input.








That still leaves one possibility uncovered: If all the user enters is a
zero (or several zeros), we will never find a non–zero to display.


We can determine this has happened whenever our counter stays at 0.
In that case we need to send 0 to the output, and perform another
“slap in the face”:


0   ??? ??? ??? ??? ???






Once we have displayed the focal length and determined it is valid
(greater than 0 but not exceeding 18 digits), we can calculate the
pinhole diameter.


It is not by coincidence that pinhole contains the word pin. Indeed,
many a pinhole literally is a pin hole, a hole carefully punched with
the tip of a pin.


That is because a typical pinhole is very small. Our formula gets the
result in millimeters. We will multiply it by 1000, so we can output
the result in microns.


At this point we have yet another trap to face: Too much precision.


Yes, the FPU was designed for high precision mathematics. But we are not
dealing with high precision mathematics. We are dealing with physics
(optics, specifically).


Suppose we want to convert a truck into a pinhole camera (we would not
be the first ones to do that!). Suppose its box is 12 meters long,
so we have the focal length of 12000. Well, using Bender’s constant,
it gives us square root of 12000 multiplied by 0.04, which is
4.381780460 millimeters, or 4381.780460 microns.


Put either way, the result is absurdly precise. Our truck is not
exactly 12000 millimeters long. We did not measure its length with
such a precision, so stating we need a pinhole with the diameter of
4.381780460 millimeters is, well, deceiving. 4.4 millimeters
would do just fine.



Note


I “only” used ten digits in the above example. Imagine the absurdity
of going for all 18!






We need to limit the number of significant digits of our result. One way
of doing it is by using an integer representing microns. So, our truck
would need a pinhole with the diameter of 4382 microns. Looking at
that number, we still decide that 4400 microns, or 4.4
millimeters is close enough.


Additionally, we can decide that no matter how big a result we get, we
only want to display four significant digits (or any other number of
them, of course). Alas, the FPU does not offer rounding to a specific
number of digits (after all, it does not view the numbers as decimal but
as binary).


We, therefore, must devise an algorithm to reduce the number of
significant digits.


Here is mine (I think it is awkward—if you know a better one, please,
let me know):


Initialize a counter to 0.


While the number is greater than or equal to 10000, divide it by
10 and increase the counter.


Output the result.


While the counter is greater than 0, output 0 and decrease the
counter.



Note


The 10000 is only good if you want four significant digits.
For any other number of significant digits, replace 10000 with
10 raised to the number of significant digits.






We will, then, output the pinhole diameter in microns, rounded off to
four significant digits.


At this point, we know the focal length and the pinhole diameter.
That means we have enough information to also calculate the f–number.


We will display the f–number, rounded to four significant digits.
Chances are the f–number will tell us very little. To make it more
meaningful, we can find the nearest normalized f–number, i.e., the
nearest power of the square root of 2.


We do that by multiplying the actual f–number by itself, which, of
course, will give us its square. We will then calculate its base–2
logarithm, which is much easier to do than calculating the
base–square–root–of–2 logarithm! We will round the result to the nearest
integer. Next, we will raise 2 to the result. Actually, the FPU gives us
a good shortcut to do that: We can use the fscale op code to “scale”
1, which is analogous to shifting an integer left. Finally, we
calculate the square root of it all, and we have the nearest normalized
f–number.


If all that sounds overwhelming—or too much work, perhaps—it may become
much clearer if you see the code. It takes 9 op codes altogether:


fmul    st0, st0
fld1
fld st1
fyl2x
frndint
fld1
fscale
fsqrt
fstp    st1






The first line, fmul st0, st0, squares the contents of the TOS (top
of the stack, same as st, called st0 by nasm). The fld1
pushes 1 on the TOS.


The next line, fld st1, pushes the square back to the TOS. At this
point the square is both in st and st(2) (it will become clear
why we leave a second copy on the stack in a moment). st(1) contains
1.


Next, fyl2x calculates base–2 logarithm of st multiplied by
st(1). That is why we placed 1 on st(1) before.


At this point, st contains the logarithm we have just calculated,
st(1) contains the square of the actual f–number we saved for later.


frndint rounds the TOS to the nearest integer. fld1 pushes a
1. fscale shifts the 1 we have on the TOS by the value in
st(1), effectively raising 2 to st(1).


Finally, fsqrt calculates the square root of the result, i.e., the
nearest normalized f–number.


We now have the nearest normalized f–number on the TOS, the base–2
logarithm rounded to the nearest integer in st(1), and the square of
the actual f–number in st(2). We are saving the value in st(2)
for later.


But we do not need the contents of st(1) anymore. The last line,
fstp st1, places the contents of st to st(1), and pops. As a
result, what was st(1) is now st, what was st(2) is now
st(1), etc. The new st contains the normalized f–number. The new
st(1) contains the square of the actual f–number we have stored
there for posterity.


At this point, we are ready to output the normalized f–number. Because
it is normalized, we will not round it off to four significant digits,
but will send it out in its full precision.


The normalized f-number is useful as long as it is reasonably small and
can be found on our light meter. Otherwise we need a different method of
determining proper exposure.


Earlier we have figured out the formula of calculating proper exposure
at an arbitrary f–number from that measured at a different f–number.


Every light meter I have ever seen can determine proper exposure at
f5.6. We will, therefore, calculate an “f5.6 multiplier,” i.e., by how
much we need to multiply the exposure measured at f5.6 to determine the
proper exposure for our pinhole camera.


From the above formula we know this factor can be calculated by dividing
our f–number (the actual one, not the normalized one) by 5.6, and
squaring the result.


Mathematically, dividing the square of our f–number by the square of
5.6 will give us the same result.


Computationally, we do not want to square two numbers when we can only
square one. So, the first solution seems better at first.


But...


5.6 is a constant. We do not have to have our FPU waste precious
cycles. We can just tell it to divide the square of the f–number by
whatever 5.6² equals to. Or we can divide the f–number by 5.6,
and then square the result. The two ways now seem equal.


But, they are not!


Having studied the principles of photography above, we remember that the
5.6 is actually square root of 2 raised to the fifth power. An
irrational number. The square of this number is exactly 32.


Not only is 32 an integer, it is a power of 2. We do not need to
divide the square of the f–number by 32. We only need to use
fscale to shift it right by five positions. In the FPU lingo it
means we will fscale it with st(1) equal to -5. That is
much faster than a division.


So, now it has become clear why we have saved the square of the f–number
on the top of the FPU stack. The calculation of the f5.6 multiplier is
the easiest calculation of this entire program! We will output it
rounded to four significant digits.


There is one more useful number we can calculate: The number of stops
our f–number is from f5.6. This may help us if our f–number is just
outside the range of our light meter, but we have a shutter which lets
us set various speeds, and this shutter uses stops.


Say, our f–number is 5 stops from f5.6, and the light meter says we
should use 1/1000 sec. Then we can set our shutter speed to 1/1000
first, then move the dial by 5 stops.


This calculation is quite easy as well. All we have to do is to
calculate the base-2 logarithm of the f5.6 multiplier we had just
calculated (though we need its value from before we rounded it off). We
then output the result rounded to the nearest integer. We do not need to
worry about having more than four significant digits in this one: The
result is most likely to have only one or two digits anyway.







FPU Optimizations


In assembly language we can optimize the FPU code in ways impossible in
high languages, including C.


Whenever a C function needs to calculate a floating–point value, it
loads all necessary variables and constants into FPU registers. It then
does whatever calculation is required to get the correct result. Good C
compilers can optimize that part of the code really well.


It “returns” the value by leaving the result on the TOS. However, before
it returns, it cleans up. Any variables and constants it used in its
calculation are now gone from the FPU.


It cannot do what we just did above: We calculated the square of the
f–number and kept it on the stack for later use by another function.


We knew we would need that value later on. We also knew we had enough
room on the stack (which only has room for 8 numbers) to store it there.


A C compiler has no way of knowing that a value it has on the stack will
be required again in the very near future.


Of course, the C programmer may know it. But the only recourse he has is
to store the value in a memory variable.


That means, for one, the value will be changed from the 80-bit precision
used internally by the FPU to a C double (64 bits) or even single
(32 bits).


That also means that the value must be moved from the TOS into the
memory, and then back again. Alas, of all FPU operations, the ones that
access the computer memory are the slowest.


So, whenever programming the FPU in assembly language, look for the ways
of keeping intermediate results on the FPU stack.


We can take that idea even further! In our program we are using a
constant (the one we named PC).


It does not matter how many pinhole diameters we are calculating: 1, 10,
20, 1000, we are always using the same constant. Therefore, we can
optimize our program by keeping the constant on the stack all the time.


Early on in our program, we are calculating the value of the above
constant. We need to divide our input by 10 for every digit in the
constant.


It is much faster to multiply than to divide. So, at the start of our
program, we divide 10 into 1 to obtain 0.1, which we then
keep on the stack: Instead of dividing the input by 10 for every
digit, we multiply it by 0.1.


By the way, we do not input 0.1 directly, even though we could. We
have a reason for that: While 0.1 can be expressed with just one
decimal place, we do not know how many binary places it takes. We,
therefore, let the FPU calculate its binary value to its own high
precision.


We are using other constants: We multiply the pinhole diameter by
1000 to convert it from millimeters to microns. We compare numbers
to 10000 when we are rounding them off to four significant digits.
So, we keep both, 1000 and 10000, on the stack. And, of course,
we reuse the 0.1 when rounding off numbers to four digits.


Last but not least, we keep -5 on the stack. We need it to scale the
square of the f–number, instead of dividing it by 32. It is not by
coincidence we load this constant last. That makes it the top of the
stack when only the constants are on it. So, when the square of the
f–number is being scaled, the -5 is at st(1), precisely where
fscale expects it to be.


It is common to create certain constants from scratch instead of loading
them from the memory. That is what we are doing with -5:


fld1            ; TOS =  1
fadd    st0, st0    ; TOS =  2
fadd    st0, st0    ; TOS =  4
fld1            ; TOS =  1
faddp   st1, st0    ; TOS =  5
fchs            ; TOS = -5






We can generalize all these optimizations into one rule: Keep repeat
values on the stack!



Tip


POSTSCRIPT is a stack–oriented programming language. There are
many more books available about POSTSCRIPT than about the FPU
assembly language: Mastering POSTSCRIPT will help you master the
FPU.









pinhole—The Code


;;;;;;; pinhole.asm ;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;
;
; Find various parameters of a pinhole camera construction and use
;
; Started:   9-Jun-2001
; Updated:  10-Jun-2001
;
; Copyright (c) 2001 G. Adam Stanislav
; All rights reserved.
;
;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;

%include    'system.inc'

%define BUFSIZE 2048

section .data
align 4
ten dd  10
thousand    dd  1000
tthou   dd  10000
fd.in   dd  stdin
fd.out  dd  stdout
envar   db  'PINHOLE='  ; Exactly 8 bytes, or 2 dwords long
pinhole db  '04,',      ; Bender's constant (0.04)
connors db  '037', 0Ah  ; Connors' constant
usg db  'Usage: pinhole [-b] [-c] [-e] [-p <value>] [-o <outfile>] [-i <infile>]', 0Ah
usglen  equ $-usg
iemsg   db  "pinhole: Can't open input file", 0Ah
iemlen  equ $-iemsg
oemsg   db  "pinhole: Can't create output file", 0Ah
oemlen  equ $-oemsg
pinmsg  db  "pinhole: The PINHOLE constant must not be 0", 0Ah
pinlen  equ $-pinmsg
toobig  db  "pinhole: The PINHOLE constant may not exceed 18 decimal places", 0Ah
biglen  equ $-toobig
huhmsg  db  9, '???'
separ   db  9, '???'
sep2    db  9, '???'
sep3    db  9, '???'
sep4    db  9, '???', 0Ah
huhlen  equ $-huhmsg
header  db  'focal length in millimeters,pinhole diameter in microns,'
    db  'F-number,normalized F-number,F-5.6 multiplier,stops '
    db  'from F-5.6', 0Ah
headlen equ $-header

section .bss
ibuffer resb    BUFSIZE
obuffer resb    BUFSIZE
dbuffer resb    20      ; decimal input buffer
bbuffer resb    10      ; BCD buffer

section .text
align 4
huh:
    call    write
    push    dword huhlen
    push    dword huhmsg
    push    dword [fd.out]
    sys.write
    add esp, byte 12
    ret

align 4
perr:
    push    dword pinlen
    push    dword pinmsg
    push    dword stderr
    sys.write
    push    dword 4     ; return failure
    sys.exit

align 4
consttoobig:
    push    dword biglen
    push    dword toobig
    push    dword stderr
    sys.write
    push    dword 5     ; return failure
    sys.exit

align 4
ierr:
    push    dword iemlen
    push    dword iemsg
    push    dword stderr
    sys.write
    push    dword 1     ; return failure
    sys.exit

align 4
oerr:
    push    dword oemlen
    push    dword oemsg
    push    dword stderr
    sys.write
    push    dword 2
    sys.exit

align 4
usage:
    push    dword usglen
    push    dword usg
    push    dword stderr
    sys.write
    push    dword 3
    sys.exit

align 4
global  _start
_start:
    add esp, byte 8 ; discard argc and argv[0]
    sub esi, esi

.arg:
    pop ecx
    or  ecx, ecx
    je  near .getenv        ; no more arguments

    ; ECX contains the pointer to an argument
    cmp byte [ecx], '-'
    jne usage

    inc ecx
    mov ax, [ecx]
    inc ecx

.o:
    cmp al, 'o'
    jne .i

    ; Make sure we are not asked for the output file twice
    cmp dword [fd.out], stdout
    jne usage

    ; Find the path to output file - it is either at [ECX+1],
    ; i.e., -ofile --
    ; or in the next argument,
    ; i.e., -o file

    or  ah, ah
    jne .openoutput
    pop ecx
    jecxz   usage

.openoutput:
    push    dword 420   ; file mode (644 octal)
    push    dword 0200h | 0400h | 01h
    ; O_CREAT | O_TRUNC | O_WRONLY
    push    ecx
    sys.open
    jc  near oerr

    add esp, byte 12
    mov [fd.out], eax
    jmp short .arg

.i:
    cmp al, 'i'
    jne .p

    ; Make sure we are not asked twice
    cmp dword [fd.in], stdin
    jne near usage

    ; Find the path to the input file
    or  ah, ah
    jne .openinput
    pop ecx
    or  ecx, ecx
    je near usage

.openinput:
    push    dword 0     ; O_RDONLY
    push    ecx
    sys.open
    jc  near ierr       ; open failed

    add esp, byte 8
    mov [fd.in], eax
    jmp .arg

.p:
    cmp al, 'p'
    jne .c
    or  ah, ah
    jne .pcheck

    pop ecx
    or  ecx, ecx
    je  near usage

    mov ah, [ecx]

.pcheck:
    cmp ah, '0'
    jl  near usage
    cmp ah, '9'
    ja  near usage
    mov esi, ecx
    jmp .arg

.c:
    cmp al, 'c'
    jne .b
    or  ah, ah
    jne near usage
    mov esi, connors
    jmp .arg

.b:
    cmp al, 'b'
    jne .e
    or  ah, ah
    jne near usage
    mov esi, pinhole
    jmp .arg

.e:
    cmp al, 'e'
    jne near usage
    or  ah, ah
    jne near usage
    mov al, ','
    mov [huhmsg], al
    mov [separ], al
    mov [sep2], al
    mov [sep3], al
    mov [sep4], al
    jmp .arg

align 4
.getenv:
    ; If ESI = 0, we did not have a -p argument,
    ; and need to check the environment for "PINHOLE="
    or  esi, esi
    jne .init

    sub ecx, ecx

.nextenv:
    pop esi
    or  esi, esi
    je  .default    ; no PINHOLE envar found

    ; check if this envar starts with 'PINHOLE='
    mov edi, envar
    mov cl, 2       ; 'PINHOLE=' is 2 dwords long
rep cmpsd
    jne .nextenv

    ; Check if it is followed by a digit
    mov al, [esi]
    cmp al, '0'
    jl  .default
    cmp al, '9'
    jbe .init
    ; fall through

align 4
.default:
    ; We got here because we had no -p argument,
    ; and did not find the PINHOLE envar.
    mov esi, pinhole
    ; fall through

align 4
.init:
    sub eax, eax
    sub ebx, ebx
    sub ecx, ecx
    sub edx, edx
    mov edi, dbuffer+1
    mov byte [dbuffer], '0'

    ; Convert the pinhole constant to real
.constloop:
    lodsb
    cmp al, '9'
    ja  .setconst
    cmp al, '0'
    je  .processconst
    jb  .setconst

    inc dl

.processconst:
    inc cl
    cmp cl, 18
    ja  near consttoobig
    stosb
    jmp short .constloop

align 4
.setconst:
    or  dl, dl
    je  near perr

    finit
    fild    dword [tthou]

    fld1
    fild    dword [ten]
    fdivp   st1, st0

    fild    dword [thousand]
    mov edi, obuffer

    mov ebp, ecx
    call    bcdload

.constdiv:
    fmul    st0, st2
    loop    .constdiv

    fld1
    fadd    st0, st0
    fadd    st0, st0
    fld1
    faddp   st1, st0
    fchs

    ; If we are creating a CSV file,
    ; print header
    cmp byte [separ], ','
    jne .bigloop

    push    dword headlen
    push    dword header
    push    dword [fd.out]
    sys.write

.bigloop:
    call    getchar
    jc  near done

    ; Skip to the end of the line if you got '#'
    cmp al, '#'
    jne .num
    call    skiptoeol
    jmp short .bigloop

.num:
    ; See if you got a number
    cmp al, '0'
    jl  .bigloop
    cmp al, '9'
    ja  .bigloop

    ; Yes, we have a number
    sub ebp, ebp
    sub edx, edx

.number:
    cmp al, '0'
    je  .number0
    mov dl, 1

.number0:
    or  dl, dl      ; Skip leading 0's
    je  .nextnumber
    push    eax
    call    putchar
    pop eax
    inc ebp
    cmp ebp, 19
    jae .nextnumber
    mov [dbuffer+ebp], al

.nextnumber:
    call    getchar
    jc  .work
    cmp al, '#'
    je  .ungetc
    cmp al, '0'
    jl  .work
    cmp al, '9'
    ja  .work
    jmp short .number

.ungetc:
    dec esi
    inc ebx

.work:
    ; Now, do all the work
    or  dl, dl
    je  near .work0

    cmp ebp, 19
    jae near .toobig

    call    bcdload

    ; Calculate pinhole diameter

    fld st0 ; save it
    fsqrt
    fmul    st0, st3
    fld st0
    fmul    st5
    sub ebp, ebp

    ; Round off to 4 significant digits
.diameter:
    fcom    st0, st7
    fstsw   ax
    sahf
    jb  .printdiameter
    fmul    st0, st6
    inc ebp
    jmp short .diameter

.printdiameter:
    call    printnumber ; pinhole diameter

    ; Calculate F-number

    fdivp   st1, st0
    fld st0

    sub ebp, ebp

.fnumber:
    fcom    st0, st6
    fstsw   ax
    sahf
    jb  .printfnumber
    fmul    st0, st5
    inc ebp
    jmp short .fnumber

.printfnumber:
    call    printnumber ; F number

    ; Calculate normalized F-number
    fmul    st0, st0
    fld1
    fld st1
    fyl2x
    frndint
    fld1
    fscale
    fsqrt
    fstp    st1

    sub ebp, ebp
    call    printnumber

    ; Calculate time multiplier from F-5.6

    fscale
    fld st0

    ; Round off to 4 significant digits
.fmul:
    fcom    st0, st6
    fstsw   ax
    sahf

    jb  .printfmul
    inc ebp
    fmul    st0, st5
    jmp short .fmul

.printfmul:
    call    printnumber ; F multiplier

    ; Calculate F-stops from 5.6

    fld1
    fxch    st1
    fyl2x

    sub ebp, ebp
    call    printnumber

    mov al, 0Ah
    call    putchar
    jmp .bigloop

.work0:
    mov al, '0'
    call    putchar

align 4
.toobig:
    call    huh
    jmp .bigloop

align 4
done:
    call    write       ; flush output buffer

    ; close files
    push    dword [fd.in]
    sys.close

    push    dword [fd.out]
    sys.close

    finit

    ; return success
    push    dword 0
    sys.exit

align 4
skiptoeol:
    ; Keep reading until you come to cr, lf, or eof
    call    getchar
    jc  done
    cmp al, 0Ah
    jne .cr
    ret

.cr:
    cmp al, 0Dh
    jne skiptoeol
    ret

align 4
getchar:
    or  ebx, ebx
    jne .fetch

    call    read

.fetch:
    lodsb
    dec ebx
    clc
    ret

read:
    jecxz   .read
    call    write

.read:
    push    dword BUFSIZE
    mov esi, ibuffer
    push    esi
    push    dword [fd.in]
    sys.read
    add esp, byte 12
    mov ebx, eax
    or  eax, eax
    je  .empty
    sub eax, eax
    ret

align 4
.empty:
    add esp, byte 4
    stc
    ret

align 4
putchar:
    stosb
    inc ecx
    cmp ecx, BUFSIZE
    je  write
    ret

align 4
write:
    jecxz   .ret    ; nothing to write
    sub edi, ecx    ; start of buffer
    push    ecx
    push    edi
    push    dword [fd.out]
    sys.write
    add esp, byte 12
    sub eax, eax
    sub ecx, ecx    ; buffer is empty now
.ret:
    ret

align 4
bcdload:
    ; EBP contains the number of chars in dbuffer
    push    ecx
    push    esi
    push    edi

    lea ecx, [ebp+1]
    lea esi, [dbuffer+ebp-1]
    shr ecx, 1

    std

    mov edi, bbuffer
    sub eax, eax
    mov [edi], eax
    mov [edi+4], eax
    mov [edi+2], ax

.loop:
    lodsw
    sub ax, 3030h
    shl al, 4
    or  al, ah
    mov [edi], al
    inc edi
    loop    .loop

    fbld    [bbuffer]

    cld
    pop edi
    pop esi
    pop ecx
    sub eax, eax
    ret

align 4
printnumber:
    push    ebp
    mov al, [separ]
    call    putchar

    ; Print the integer at the TOS
    mov ebp, bbuffer+9
    fbstp   [bbuffer]

    ; Check the sign
    mov al, [ebp]
    dec ebp
    or  al, al
    jns .leading

    ; We got a negative number (should never happen)
    mov al, '-'
    call    putchar

.leading:
    ; Skip leading zeros
    mov al, [ebp]
    dec ebp
    or  al, al
    jne .first
    cmp ebp, bbuffer
    jae .leading

    ; We are here because the result was 0.
    ; Print '0' and return
    mov al, '0'
    jmp putchar

.first:
    ; We have found the first non-zero.
    ; But it is still packed
    test    al, 0F0h
    jz  .second
    push    eax
    shr al, 4
    add al, '0'
    call    putchar
    pop eax
    and al, 0Fh

.second:
    add al, '0'
    call    putchar

.next:
    cmp ebp, bbuffer
    jb  .done

    mov al, [ebp]
    push    eax
    shr al, 4
    add al, '0'
    call    putchar
    pop eax
    and al, 0Fh
    add al, '0'
    call    putchar

    dec ebp
    jmp short .next

.done:
    pop ebp
    or  ebp, ebp
    je  .ret

.zeros:
    mov al, '0'
    call    putchar
    dec ebp
    jne .zeros

.ret:
    ret






The code follows the same format as all the other filters we have seen
before, with one subtle exception:



We are no longer assuming that the end of input implies the end of
things to do, something we took for granted in the
character–oriented filters.


This filter does not process characters. It processes a language
(albeit a very simple one, consisting only of numbers).


When we have no more input, it can mean one of two things:



		We are done and can quit. This is the same as before.


		The last character we have read was a digit. We have stored it at
the end of our ASCII–to–float conversion buffer. We now need to
convert the contents of that buffer into a number and write the
last line of our output.





For that reason, we have modified our getchar and our read
routines to return with the carry flag clear whenever we are
fetching another character from the input, or the carry flag
set whenever there is no more input.


Of course, we are still using assembly language magic to do that!
Take a good look at getchar. It always returns with the
carry flag clear.


Yet, our main code relies on the carry
flag to tell it when to quit—and it works.


The magic is in read. Whenever it receives more input from the
system, it just returns to getchar, which fetches a character
from the input buffer, clears the carry flag and returns.


But when read receives no more input from the system, it does
not return to getchar at all. Instead, the add esp, byte 4
op code adds 4 to ESP, sets the carry
flag, and returns.


So, where does it return to? Whenever a program uses the call op
code, the microprocessor pushes the return address, i.e., it
stores it on the top of the stack (not the FPU stack, the system
stack, which is in the memory). When a program uses the ret op
code, the microprocessor pops the return value from the stack,
and jumps to the address that was stored there.


But since we added 4 to ESP (which is the stack pointer
register), we have effectively given the microprocessor a minor case
of amnesia: It no longer remembers it was getchar that
called read.


And since getchar never pushed anything before
calling read, the top of the stack now contains the return
address to whatever or whoever called getchar. As far as
that caller is concerned, he called getchar, which
returned with the carry flag set!






Other than that, the bcdload routine is caught up in the middle of a
Lilliputian conflict between the Big–Endians and the Little–Endians.


It is converting the text representation of a number into that number:
The text is stored in the big–endian order, but the packed decimal is
little–endian.


To solve the conflict, we use the std op code early on. We cancel it
with cld later on: It is quite important we do not call anything
that may depend on the default setting of the direction flag while
std is active.


Everything else in this code should be quite clear, providing you have
read the entire chapter that precedes it.


It is a classical example of the adage that programming requires a lot
of thought and only a little coding. Once we have thought through every
tiny detail, the code almost writes itself.





Using pinhole


Because we have decided to make the program ignore any input except
for numbers (and even those inside a comment), we can actually perform
textual queries. We do not have to, but we can.


In my humble opinion, forming a textual query, instead of having to
follow a very strict syntax, makes software much more user friendly.


Suppose we want to build a pinhole camera to use the 4x5 inch film. The
standard focal length for that film is about 150mm. We want to
fine–tune our focal length so the pinhole diameter is as round a
number as possible. Let us also suppose we are quite comfortable with
cameras but somewhat intimidated by computers. Rather than just have to
type in a bunch of numbers, we want to ask a couple of questions.


Our session might look like this:


PROMPT.USER pinhole

Computer,

What size pinhole do I need for the focal length of 150?
150 490 306 362 2930    12
Hmmm... How about 160?
160 506 316 362 3125    12
Let's make it 155, please.
155 498 311 362 3027    12
Ah, let's try 157...
157 501 313 362 3066    12
156?
156 500 312 362 3047    12
That's it! Perfect! Thank you very much!
^D






We have found that while for the focal length of 150, our pinhole
diameter should be 490 microns, or 0.49 mm, if we go with the almost
identical focal length of 156 mm, we can get away with a pinhole
diameter of exactly one half of a millimeter.





Scripting


Because we have chosen the # character to denote the start of a
comment, we can treat our pinhole software as a scripting language.


You have probably seen shell scripts that start with:


#! /bin/sh






...or...


#!/bin/sh






...because the blank space after the #! is optional.


Whenever UNIX is asked to run an executable file which starts with the
#!, it assumes the file is a script. It adds the command to the rest
of the first line of the script, and tries to execute that.


Suppose now that we have installed pinhole in /usr/local/bin/, we can
now write a script to calculate various pinhole diameters suitable for
various focal lengths commonly used with the 120 film.


The script might look something like this:


#! /usr/local/bin/pinhole -b -i
# Find the best pinhole diameter
# for the 120 film

### Standard
80

### Wide angle
30, 40, 50, 60, 70

### Telephoto
100, 120, 140






Because 120 is a medium size film, we may name this file medium.


We can set its permissions to execute, and run it as if it were a
program:


PROMPT.USER chmod 755 medium
PROMPT.USER ./medium






UNIX will interpret that last command as:


PROMPT.USER /usr/local/bin/pinhole -b -i ./medium






It will run that command and display:


80  358 224 256 1562    11
30  219 137 128 586 9
40  253 158 181 781 10
50  283 177 181 977 10
60  310 194 181 1172    10
70  335 209 181 1367    10
100 400 250 256 1953    11
120 438 274 256 2344    11
140 473 296 256 2734    11






Now, let us enter:


PROMPT.USER ./medium -c






UNIX will treat that as:


PROMPT.USER /usr/local/bin/pinhole -b -i ./medium -c






That gives it two conflicting options: -b and -c (Use Bender’s
constant and use Connors’ constant). We have programmed it so later
options override early ones—our program will calculate everything using
Connors’ constant:


80  331 242 256 1826    11
30  203 148 128 685 9
40  234 171 181 913 10
50  262 191 181 1141    10
60  287 209 181 1370    10
70  310 226 256 1598    11
100 370 270 256 2283    11
120 405 296 256 2739    11
140 438 320 362 3196    12






We decide we want to go with Bender’s constant after all. We want to
save its values as a comma–separated file:


PROMPT.USER ./medium -b -e > bender
PROMPT.USER cat bender
focal length in millimeters,pinhole diameter in microns,F-number,normalized F-number,F-5.6 multiplier,stops from F-5.6
80,358,224,256,1562,11
30,219,137,128,586,9
40,253,158,181,781,10
50,283,177,181,977,10
60,310,194,181,1172,10
70,335,209,181,1367,10
100,400,250,256,1953,11
120,438,274,256,2344,11
140,473,296,256,2734,11
PROMPT.USER











Caveats


Assembly language programmers who “grew up” under MS-DOS and WINDOWS
often tend to take shortcuts. Reading the keyboard scan codes and
writing directly to video memory are two classical examples of practices
which, under MS-DOS are not frowned upon but considered the right thing
to do.


The reason? Both the PC BIOS and MS-DOS are notoriously slow when
performing these operations.


You may be tempted to continue similar practices in the UNIX
environment. For example, I have seen a web site which explains how to
access the keyboard scan codes on a popular UNIX clone.


That is generally a very bad idea in UNIX environment! Let me explain
why.



UNIX Is Protected


For one thing, it may simply not be possible. UNIX runs in protected
mode. Only the kernel and device drivers are allowed to access hardware
directly. Perhaps a particular UNIX clone will let you read the keyboard
scan codes, but chances are a real UNIX operating system will not. And
even if one version may let you do it, the next one may not, so your
carefully crafted software may become a dinosaur overnight.





UNIX Is an Abstraction


But there is a much more important reason not to try accessing the
hardware directly (unless, of course, you are writing a device driver),
even on the UNIX like systems that let you do it:


UNIX is an abstraction!


There is a major difference in the philosophy of design between MS-DOS
and UNIX. MS-DOS was designed as a single-user system. It is run on a
computer with a keyboard and a video screen attached directly to that
computer. User input is almost guaranteed to come from that keyboard.
Your program’s output virtually always ends up on that screen.


This is NEVER guaranteed under UNIX. It is quite common for a UNIX user
to pipe and redirect program input and output:


PROMPT.USER program1 | program2 | program3 > file1






If you have written program2, your input does not come from the keyboard
but from the output of program1. Similarly, your output does not go to
the screen but becomes the input for program3 whose output, in turn,
goes to file1.


But there is more! Even if you made sure that your input comes from, and
your output goes to, the terminal, there is no guarantee the terminal is
a PC: It may not have its video memory where you expect it, nor may its
keyboard be producing PC-style scan codes. It may be a MACINTOSH, or any
other computer.


Now you may be shaking your head: My software is in PC assembly
language, how can it run on a MACINTOSH? But I did not say your software
would be running on a MACINTOSH, only that its terminal may be a
MACINTOSH.


Under UNIX, the terminal does not have to be directly attached to the
computer that runs your software, it can even be on another continent,
or, for that matter, on another planet. It is perfectly possible that a
MACINTOSH user in Australia connects to a UNIX system in North America
(or anywhere else) via telnet. The software then runs on one computer,
while the terminal is on a different computer: If you try to read the
scan codes, you will get the wrong input!


Same holds true about any other hardware: A file you are reading may be
on a disk you have no direct access to. A camera you are reading images
from may be on a space shuttle, connected to you via satellites.


That is why under UNIX you must never make any assumptions about where
your data is coming from and going to. Always let the system handle the
physical access to the hardware.



Note


These are caveats, not absolute rules. Exceptions are possible. For
example, if a text editor has determined it is running on a local
machine, it may want to read the scan codes directly for improved
control. I am not mentioning these caveats to tell you what to do or
what not to do, just to make you aware of certain pitfalls that
await you if you have just arrived to UNIX form MS-DOS. Of course,
creative people often break rules, and it is OK as long as they know
they are breaking them and why.
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Examples


These examples are not exhaustive—they do not contain all the elements
that might be desirable to use, particularly in a document’s front
matter. For more examples of DocBook markup, examine the XML source for
this and other documents available in the Subversion doc repository,
or available online starting at http://svnweb.FreeBSD.org/doc/.





DocBook book


<!DOCTYPE book PUBLIC "-//FreeBSD//DTD DocBook XML V5.0-Based Extension//EN"
    "http://www.FreeBSD.org/XML/share/xml/freebsd50.dtd">

book xmlns="http://docbook.org/ns/docbook"
  xmlns:xlink="http://www.w3.org/1999/xlink" version="5.0"
  xml:lang="en"

  info
    titleAn Example Booktitle

    author
      personname
        firstnameYour first namefirstname
        surnameYour surnamesurname
      personname

      affiliation
    address
      emailfoo@example.comemail
    address
      affiliation
    author

    copyright
      year2000year
      holderCopyright string hereholder
    copyright

    abstract
      paraIf your book has an abstract then it should go here.para
    abstract
  info

  preface
    titlePrefacetitle

    paraYour book may have a preface, in which case it should be placed
      here.para
  preface

  chapter
    titleMy First Chaptertitle

    paraThis is the first chapter in my book.para

    sect1
      titleMy First Sectiontitle

      paraThis is the first section in my book.para
    sect1
  chapter
book









DocBook article


<!DOCTYPE article PUBLIC "-//FreeBSD//DTD DocBook XML V5.0-Based Extension//EN"
    "http://www.FreeBSD.org/XML/share/xml/freebsd50.dtd">

article xmlns="http://docbook.org/ns/docbook"
  xmlns:xlink="http://www.w3.org/1999/xlink" version="5.0"
  xml:lang="en"

  info
    titleAn Example Articletitle

    author
      personname
        firstnameYour first namefirstname
        surnameYour surnamesurname
      personname

      affiliation
    address
      emailfoo@example.comemail
    address
      affiliation
    author

    copyright
      year2000year
      holderCopyright string hereholder
    copyright

    abstract
      paraIf your article has an abstract then it should go here.para
    abstract
  info

  sect1
    titleMy First Sectiontitle

    paraThis is the first section in my article.para

    sect2
      titleMy First Sub-Sectiontitle

      paraThis is the first sub-section in my article.para
    sect2
  sect1
article
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The Website





Build the Web Pages


Having obtained the documentation and web site source files, the web
site can be built. In this example, the build directory is ~/doc and
all the required files are already in place.


The web site is built from the en_US.ISO8859-1/htdocs subdirectory
of the document tree directory, ~/doc in this example. Change to the
build directory and start the build by executing make all.


PROMPT.USER cd ~/doc/en_US.ISO8859-1/htdocs
PROMPT.USER make all

**Tip**

The web site build uses the ``INDEX`` from the Ports Collection and
may fail if that file or ``/usr/ports`` is not present. The simplest
approach is to install the `Ports
Collection <&url.books.handbook;/ports.html#ports-tree>`__.









Install the Web Pages


Run make install, setting DESTDIR to the target directory for
the web site files. The files will be installed in $DESTDIR/data,
which is expected to be the web server’s document root.


This installation is run as the root user because the permissions on the
web server directory will not allow files to be installed by an
unprivileged user. In this example, the web site files were built by
user jru in their home directory, /usr/home/jru/doc.


PROMPT.ROOT cd /home/jru/doc/en_US.ISO8859-1/htdocs
PROMPT.ROOT env DESTDIR=/usr/local/www make install






The install process will not delete any old or outdated files that
existed previously in the same directory. If a new copy of the site is
built and installed every day, this command will find and delete all
files that have not been updated in three days.


PROMPT.ROOT find /usr/local/www -ctime 3 -delete









Environment Variables



		ENGLISH_ONLY


		If set and not empty, only the English documents will be built or
installed. All translations will be ignored. E.g.:


PROMPT.ROOT make ENGLISH_ONLY=YES all install






To unset the variable and build all pages, including translations,
set ENGLISH_ONLY to an empty value:


PROMPT.ROOT make ENGLISH_ONLY="" all install clean









		WEB_ONLY


		If set and not empty, only the HTML pages from the
en_US.ISO8859-1/htdocs directory will be built or installed. All
other directories within en_US.ISO8859-1 (Handbook, FAQ,
Tutorials) will be ignored. E.g.:


PROMPT.ROOT make WEB_ONLY=YES all install









		WEB_LANG


		If set, build or install only for the languages specified by this
variable inside the ~/doc directory. All other languages except
English will be ignored. E.g.:


PROMPT.ROOT make WEB_LANG="el_GR.ISO8859-7 es_ES.ISO8859-1 hu_HU.ISO8859-2 nl_NL.ISO8859-1" all install












WEB_ONLY, WEB_LANG, and ENGLISH_ONLY are MAN.MAKE.1
variables and can be set in /etc/make.conf, Makefile.inc, as
environment variables on the command line, or in dot files.
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  September-October 2002


Introduction:


Another busy pair of months at the FreeBSD Project have brought
substantial maturity and feature completeness to the fledgeling
5.0-CURRENT branch. And just in time too, because by the time you read
the next status report, we hope that you’ll have FreeBSD 5.0 running on
your desktop! Over the past two months, we’ve seen an upgrade of sparc64
to Tier 1 (Fully Supported) status, integration of a high quality
storage encryption module, the commit of hardware-accelerated IPsec
support, the addition of a general-purpose “Device Daemon” to process
hardware attach/detach events to replace earlier single-purpose and
bus-specific daemons, the commit of RAIDFrame, and the improved maturity
of the TrustedBSD work. We’ve also seen another successful release of
the 4.x branch, 4.7-RELEASE, which will continue to be the production
supported platform as 5.X is brought in for landing.


Over the next two months, the FreeBSD Project will be focused almost
entirely on making 5.0 a success: improving system stability and
performance, as well as increasing the pool of applications that build
and run on 5.0. The Release Engineering team will have announced the 5.0
code freeze, and released DP2 by the time you read this. Following DP2
will be a series of Release Candidates (RC’s), and then the release
itself. If you’re interested in getting involved in the testing process,
please lend a hand – a spare box and a copy of the DP and RC ISOs burnt
onto CD will make a difference. The normal caveats associated with
pre-release versions of operating systems apply! You may also be
interested in reading the Early Adopter’s guide produced by the Release
Engineering team to help determine when a transition from the 4.x branch
to the 5.x branch will be appropriate for you and your organization.


Thanks,


Robert Watson, Scott Long


Bluetooth stack for FreeBSD (Netgraph implementation)


Maksim Yevmenkin m_evmenkin@yahoo.com Latest snapshot Linux BlueZ stack
OpenOBEX


I’m very pleased to announce that another engineering release is
available for download at
http://www.geocities.com/m_evmenkin/ngbt-fbsd-20021104.tar.gz


This release features minor bug fixes and new OpenOBEX library port. The
snapshot includes support for H4 UART and H2 USB transport layers, Host
Controller Interface (HCI), Link Layer Control and Adaptation Protocol
(L2CAP) and Bluetooth sockets layer. It also comes with several user
space utilities that can be used to configure and test Bluetooth
devices. Also there are several man pages.


Service Discovery Protocol (SDP) port has been updated to version 0.8.
(ported from BlueZ-sdp-0.8). Most of the RFCOMM issues have been
resolved and now rfcommd works with Windows (3COM, Xircom and Widcomm)
and Linux stacks.


New supported USB device - EPoX BT-DG02 dongle. Also I have received
successful report about Mitsumi USB dongle and C413S Bluetooth enabled
cell phone (L2CAP and SDP works, waiting on RFCOMM report).


I’m currently working on OBEX server (Push and File Transfer profiles)
which will be based on OpenOBEX library (included in the snapshot).


BSDCon 2003


Gregory Shapiro gshapiro@FreeBSD.org BSDCon 2003 Call For Papers


The BSDCon 2003 Program Committee invites you to contribute original and
innovative papers on topics related to BSD-derived systems and the Open
Source world. Topics of interest include but are not limited to:



		Embedded BSD application development and deployment


		Real world experiences using BSD systems


		Using BSD in a mixed OS environment


		Comparison with non-BSD operating systems; technical, practical,
licensing (GPL vs. BSD)


		Tracking open source development on non-BSD systems


		BSD on the desktop


		I/O subsystem and device driver development


		SMP and kernel threads


		Kernel enhancements


		Internet and networking services


		Security


		Performance analysis and tuning


		System administration


		Future of BSD





Submissions in the form of extended abstracts are due by April 1, 2003.
Be sure to review the extended abstract expectations before submitting.
Selection will be based on the quality of the written submission and
whether the work is of interest to the community.


We look forward to receiving your submissions!


C99 & POSIX Conformance Project


Mike Barcroft mike@FreeBSD.org FreeBSD-Standards Mailing List
standards@FreeBSD.org


October 10, 2002 marked the one year anniversary of our project. During
that time we have made significant advances in FreeBSD’s standards
conformance. FreeBSD 5.0-RELEASE will be the showcase for most of our
hard work. We hope that our tireless effort has had a positive effect on
FreeBSD and software vendors that maintain or are considering porting
their software to FreeBSD.


On the API front, _Exit(3) (an alias for _exit(2)) was added,
sysconf(3) was update for POSIX.1-2001, and some of the glob(3)
additions were MFC’d. The insque(), lsearch(), and remque() family of
functions were reimplemented and moved to libc from libcompat. Several
wide character functions were implemented, including all printf() and
scanf() variants. Finally, support for wide character format types (%C,
%S, %lc, %ls) were added to printf(3).


Work on utility conformance continued as getconf(1)’s compliance was
updated, c99(1) (a new version of c89(1)) was implemented, and cd(1) and
command(1) changes were MFC’d.


Almost 20 headers were brought up to conformance with applicable
standards. Not much work remains to fix conformance issues in the
remaining standard headers. Work in this area, as well as others, has
slowed down in preparation for 5.0-RELEASE.


DEVD Status Report


Warner Losh imp@FreeBSD.org


DEVD has been integrated into FreeBSD current. It was integrated in an
incomplete state. However, it is useful in the state that it is in for
doing simple things like running camcontrol rescan when a SCSI pcmcia
card is inserted, or running /etc/pccard_ether with an ethernet card is
inserted. The more sophisticated regular expression matching is not yet
complete. Devd only does actions on device arrival and departure, but
does not yet do anything with unknown devices. In addition to listening
for device events, there is some desire to have /dev/devctl also allow
for some direct control of the device tree.


Fast IPsec Status


Sam Leffler sam@FreeBSD.org


The main goal of this project is to modify the IPsec protocols to use
the kernel-level crypto subsystem imported from OpenBSD (see elsewhere).
A secondary goal is to do general performance tuning of the IPsec
protocols.


This work was committed to -current. To configure it for use specify
options FAST_IPSEC in your system configuration file. At present
support is limited to IPv4.


GBDE - Geom Based Disk Encryption


Poul-Henning Kamp phk@FreeBSD.org


GBDE has been committed to -current.


The “Geom Based Disk Encryption” module provides a mechanism for very
strong encryption of a GEOM “disk”. The algorithm has passed informal
review by a couple of seasoned crypto heavy-weights. Any GEOM device can
be protected with GBDE, entire physical disks, MBR slices, BSD
partitions etc etc. Booting from an encrypted partition is not possible,
however.


The focus of GBDE is to protect a “cold” disk media. (FreeBSD is not
equipped well for protecting key material on a running system from being
compromised.) For a cold media, the only feasible attack on a GBDE
protected media is guessing the pass-phrase.


Summary of the GBDE multilevel protection scheme: Up to four separate
pass-phrases can unlock their own separate copies of the 2048 bit
masterkey. The master-keys are protected using AES/256/CBC keyed with a
SHA-2 hash derived from the pass-phrase. A salted MD5 hash over the
sectoroffset “cherry-picks” which masterkey bytes participate in the MD5
hash which generates the “kkey” for each particular sector. The kkey
AES/128/CBC encrypts the PRNG produced single-use key which AES/128/CBC
encrypts the actual sector data.


GBDE has features for master-key destruction and pass-phrase
invalidation.


See gbde(4) and gbde(8) for more details.


This software was developed for the FreeBSD Project by Poul-Henning Kamp
and NAI Labs, the Security Research Division of Network Associates, Inc.
under DARPA/SPAWAR contract N66001-01-C-8035 (“CBOSS”), as part of the
DARPA CHATS research program.


GEOM - generalized block storage manipulation


Poul-Henning Kamp phk@FreeBSD.org Old concept paper here.


The GEOM code is now the default on most (if not all ?) architectures
and the few remaining issues in libdisk/sysinstall is being hashed out.


Although we are far from finished developing GEOM, its current feature
set is a significant step forward for FreeBSD, providing not only
immediate relief for new architectures (sparc64, ia64 etc) but also
because it is designed as SMPng code from the start.


This software was developed for the FreeBSD Project by Poul-Henning Kamp
and NAI Labs, the Security Research Division of Network Associates, Inc.
under DARPA/SPAWAR contract N66001-01-C-8035 (“CBOSS”), as part of the
DARPA CHATS research program.


FreeBSD GNOME Project


Joe Marcus marcus@FreeBSD.org Maxim Sobolev sobomax@FreeBSD.org Adam
Weinberger adamw@FreeBSD.org FreeBSD GNOME Project Homepage.


These last two months have seen quite a lot of GNOME activity. GNOME has
started releasing development snapshots of the upcoming GNOME 2.2
desktop. FreeBSD porting has begun outside of the main ports tree in the
MarcusCom CVS
repository [http://www.marcuscom.com:8080/cgi-bin/cvsweb.cgi]. If you
are interested in testing the new desktop, follow the instructions on
the aforementioned cvsweb URL, and checkout the “ports” module.


Evolution 1.2 is also close at hand. Ximian has posted its first release
candidate, 1.1.90, which has been ported to FreeBSD, and is available
from the MarcusCom CVS repo listed above. As soon as Ximian officially
releases Evolution 1.2, it will be placed in the FreeBSD ports tree.


The Mozilla ports have received numerous updates. We are now tracking
all three released Mozilla versions. The mozilla-vendor port is tracking
the 1.0.x branch, mozilla is tracking 1.1.x, and mozilla-devel is
tracking 1.2.x. The mozilla-devel port now has support for anti-aliased
fonts as well as a GTK+-2 interface


Finally, the GNOME team would like to welcome its newest team member,
Adam Weinberger. Adam has been submitting patches for both GNOME ports
as well as documentation. Currently, he has been active in the GNOME 2.2
porting effort. We are happy to have him.


Hardware Crypto Support Status


Sam Leffler sam@FreeBSD.org


The goal of this project is to import the OpenBSD kernel-level crypto
subsystem. This facility provides kernel- and user-level access to
hardware crypto devices for the calculation of cryptographic hashes,
ciphers, and public key operations. The main clients of this facility
are the kernel RNG (/dev/random), network protocols (e.g. IPsec), and
OpenSSL (through the /dev/crypto device).


This work was committed to the -current tree. To configure it for use
specify device crypto in your system configuration file or you can load
the crypto module. The /dev/crypto device support is brought in with
device cryptodev or by loading the cryptodev module. Two crypto device
drivers exist: ubsec for Broadcom-based PCI hardware and hifn for
Hifn-based PCI hardware.


Integration of this work into the -stable source tree should be
completed by the time this report is published.


FreeBSD Java Project


Greg Lewis glewis@FreeBSD.org FreeBSD Java Project


Since the last status report the BSD Java Porting Team has continued to
make steady progress. The most exciting news we have is courtesy of our
newest team member, Alexey Zelkin of FreeBSD committer fame.



		Thanks to a lot of hard work, primarily by Alexey, the project is
very close to being able to release our first patch set for the 1.4
JDK. Things are reportedly working quite well under -CURRENT, with
-STABLE support being only marginally behind (thanks in part to the
libc_r MFC by Max Khon).


		The project has released another patchset for the 1.2.2 JDK, mainly
to add support for OpenBSD and for JPDA. Most of the projects energy
at the moment is focused on 1.3 and 1.4, however we still hope to
back port relevant fixes if appropriate to 1.2.2.


		Nate Williams has been hard at work behind the scenes migrating us to
a new CVS server which has kindly been donated by the FreeBSD
Foundation. The Project appreciates the continued support of the
Foundation. Please support them so they can continue to support us
and other important FreeBSD efforts!





jpman project


Kazuo Horikawa horikawa@FreeBSD.org jpman project package
ja-man-doc-4.7.tgz


For 4.7-RELEASE, we privately published package ja-man-doc-4.7.tgz which
consists of man[1256789] entries 10 days after the 4.7-RELEASE release
date. Man3 update god no progress, as updating other sections busied us.
We decided to suspend man3 update officially, as we need to spend most
of our time to catch up with the forthcoming 5.0-RELEASE.


KDE FreeBSD Project


Will Andrews will@FreeBSD.org KDE-FreeBSD Mailinglist kde@FreeBSD.org
KDE/FreeBSD Website KDE/FreeBSD Build Server


The KDE/FreeBSD team has been working on two major goals during the last
two months, Maintenance of the KDE 3.0.x ports and Preparing the
upcoming KDE 3.1 Release.


Maintenance KDE 3.0 conducted by Alan Eldrige: September started with
the Removal of the KDE 2.x Ports from the FreeBSD-Repository. Later
Packages of KDE 3.0.4 were released and the FreeBSD Ports were updated.


Preparing for KDE 3.1 conducted by Will Andrews: A lot of effort was
spent on Improving the Fruitsalad-Build-System. We are now able to
create packages directly from the KDE CVS.


KSE Project Status


Julian Elischer julian@FreeBSD.org David Xu davidxu@FreeBSD.org Jonathon
Mini mini@FreeBSD.org Daniel Eischen deischen@FreeBSD.org some links


The KSE code has now all the basic kernel functionality to start being
used by the userland. There are still things to be done for testing and
familiarization.


General system utilities have not yet been changed. e.g. ps and top etc.
need to know about threads.


There is quite a lot of code in the kernel that still assumes that there
is one thread in a process. Signals are not yet handled in the final
manner (though they are delivered to a random thread in the process :-/
).


The system calls and datastructures are now however in place. The test
program successfully starts several threads that can be scheduled on
different processors, and closes them down again. The userland is
probably going to be able to do simple scheduling of pthread threads
using KSE by the time that this report is published.


I still need someone to take over the “official” web page since jason
left. LaTeX sure isn’t my thing.


LibH


Antoine Beaupré anarcat@anarcat.ath.cx Alexander Langer alex@FreeBSD.org
LibH development page


Not much since the last status report, except that we now have the repo
and development web page back online, thanks to the services of John De
Boskey who freely provided the necessary hardware and bandwidth to host
the project. We have also ported LibH to GCC 3.x, so that it can compile
on -CURRENT correctly. This, however, broke tvision, which doesn’t
compile under GCC 3.x, so we moved to rhtvision but this caused linking
problems so we’re stuck with no console front end, for now.


Work on a Hui rewrite and SWIG bindings stalled. Alex was able to come
up with a simple patch to make the ports system use LibH’s pkg_create
script to build libh packages, so we’re getting closer to a real
pkg_create(1) drop-in replacement. I rewrote the milestone list to show
a bit more relevant and encouraging tasks that will be dealt with in
order to really push LibH forward.


FreeBSD/MIPS


Juli Mallett jmallett@FreeBSD.org


A mailing list was created, freebsd-mips, and a Perforce branch was
created in //depot/projects/mips. Changes which will be necessary to
allow multiple MIPS (and PowerPC) metaports to exist under one
architecture port were made, and are being pushed back into the main
FreeBSD tree. Some preliminary header work has been done, and porting
the ARCBIOS interfaces to the kernel has begun. The toolchain in tree
was updated and modified in places to support a FreeBSD/MIPS (Big
Endian) target, in the Perforce branch. Some early boot code has proven
the GDB MIPS simulator to work, for at least R3000 code, though whether
R3000 will be supported has been under discussion. Some initial
architectural decisions were also made, to steer current work.


NEWCARD Status Report


Warner Losh imp@FreeBSD.org


Work on newcard continues. A number of bugs have been fixed in the last
few months. You are now able to load and unload drivers (including the
bridge) to test changes to pccard and/or cardbus bus code. It is now
possible to load a driver that has a pccard attachment and have a
previously inserted card probe and attach. This is also true for
CardBus. A number of issues remain to be solved before 5.0. However,
with the integration of devd into the tree nearly all of old
functionality of OLDCARD is now present in NEWCARD (the biggest
remaining parts are power control for the sockets, as well as pccardc
dumpcis).


PowerPC Port


Peter Grehan grehan@FreeBSD.org


The PowerPC port has been running diskless on NewWorld G3/G4 machines
for a while now. A GEOM module to support Apple Partition Maps is being
written. There should be an installable ISO image available in the near
future.


RAIDFrame for FreeBSD


Scott Long scottl@FreeBSD.org Project homepage


RAIDFrame was imported into FreeBSD-current in late October, a major
milestone after 18 months. It is still very experimental and not
suitable for production environments. The website contains a lengthy
TODO list which I hope to start attending to soon. Still, I encourage
everyone to try it out and report bugs back to me.


Release Engineering


re@FreeBSD.org


The Release Engineering (RE) team completed and released FreeBSD 4.7 on
10 October 2002. This release features updates for a number of
contributed software programs in the base system, as well as all of the
security and bug fixes from FreeBSD 4.6.2. The next release in the 4.X
series will be FreeBSD 4.8, which has a scheduled release date of 1
February 2003.


Before that time, however, will be the release of FreeBSD 5.0. Thus far,
we have not been able to release the 5.0-DP2 developer snapshot due to
various stability issues. Thanks to much effort from many of our fellow
developers, we believe that most of these have been resolved. The RE
team wishes to emphasize that FreeBSD 5.0 will involve new code and
features that have not seen widespread testing, and that more
conservative users may wish to continue to track the 4.X series for the
near-term future. To provide more information on these issues, we have
added an Early Adopter’s Guide to the release documentation for 5.0.


Brian Somers has resigned from the RE team due to increased time
pressures. We thank him for all of his help with FreeBSD 4.5, 4.6,
4.6.2, and 4.7, and we hope to continue working with him as a fellow
developer.


Scott Long has graciously offered to help improve the communication
between the RE team and the rest of the developer community. We greatly
appreciate his assistance.


jp.FreeBSD.org daily SNAPSHOTs project


Makoto Matsushita matusita@jp.FreeBSD.org Project Webpage Project
Webpage (in Japanese)


Recent 5-current release procedure troubles prevent the project from
releasing a new snapshots. But 5-current FreeBSD/i386 release is back
again in late Oct/2002! I have a plan to build daily FreeBSD/sparc64
snapshots for 5-current. Stay tuned...


FreeBSD/sparc64 Status Report


Jake Burkholder jake@FreeBSD.org Thomas Moestl tmm@FreeBSD.org


A lot has happened recently for the sparc64 port. Sysinstall and make
release work and can be used to build installable snapshots. The gdb5.3
port now works, and, thanks to Thomas Moestl, kernel crash dumps are
supported which can be analyzed by gdb. These 2 items are the last
things considered necessary by the Core team for FreeBSD/sparc64 to be a
Tier 1 architecture, which means that 5.0-RELEASE for sparc64 will be
officially supported by the release engineering team and by the security
officer team.


Recently Jake Burkholder has been working on alternate installation
methods other than bootable iso, including a mini-root filesystem which
can be written to the swap partition of an existing machine. Thomas
Moestl has been putting some finishing touches on the release process,
ensuring that the release documentation can be built properly, and that
the port readme files can be generated by the release process.


An experimental iso built with make release is now available on the
freebsd ftp site and mirrors in
/pub/FreeBSD/development/sparc64/5.0-20021031-SNAP. It is expected that
by the middle of November new 5.0-SNAP releases will be available every
few days for download and for ftp install, cpu power and bandwidth
permitting.


TrustedBSD Project


Robert Watson rwatson@FreeBSD.org TrustedBSD Discussion Mailing List
trustedbsd-discuss@FreeBSD.org TrustedBSD web site


Most progress on TrustedBSD over the last two months related to
improving the maturity of the ACL and MAC implementations, and merging
new aspects of those features into the primary FreeBSD CVS Repository
for inclusion in FreeBSD 5.0. This included fixes to run better on
sparc64, improved tuning of what system objects are mediated, locking
fixes and optimizations especially relating to the vnode and pipe
implementations, improved support for MAC labeling on symlinks, support
for asynchronous process label changes as required in some locking
situations, remove use of “temporary labels” and prefer use of object
type specific labels reducing redundant and/or confusing label
management code in policies, improve avoidance of memory allocation in
M_NOWAIT scenarios for socket allocation in the syncache, mediation of
link operations, race condition fixes for devfs involving label
creation, improve handling of VM events such as mmaping, improve
mediation of socket send/receive events (as distinguished from socket
transmit/deliver events), support for manipulating EAs on symlinks using
new system calls, support for MNT_ACLS and MNT_MULTILABEL flags at
mount time, as well as FS_ACLS and FS_MULTILABEL superblock flags to
key useful defaults using tunefs, correction of a memory leak in the UFS
ACL code, enable UFS ACL support by default in GENERIC, mediation points
for file creation, deletion, and rename, support for a mac_execve()
execution interface in the style of SELinux’s execve_secure()
permitting a label transition request as part of the exec operation for
policies that support it, more consistent handling of NFS lookups,
support for labeling of multicast encapsulated packets, ATM packet
labeling, FDDI packet labeling, STF packet labeling, revised label
interface that avoids userland parsing of per-policy elements, reducing
us to a single instance of parsing and printing for each policy (and
further abstracting policy implementation details from the library
code).


Also, change to single-level sockets for Biba and MLS policies, support
for partial label updates for Biba and MLS, addition of mac.9 man page,
revised user API system calls, implementation of mac_get_pid(), and
various other related bits, creation of mac.conf(5) to specify label
defaults, checks for various system operations including swapon(),
settime(), and sysctl(), reboot(), acct(), introduction of command line
utilities for maintaining file and process labels, support for user
labels tied to login class, su support for label changes, ifconfig
support for interface labels, ps support for process labels, ls support
for file labels, ftpd support for login labels, development of the Biba
and MLS notions of privilege, and a move to C99 sparse structure
initialization, restoring full type checking for policy entry points.


OSF DCE 1.1 RPC UUIDs


Marcel Moolenaar marcel@FreeBSD.org Hiten Pandya hiten@uk.FreeBSD.org


Universally Unique Identifiers (UUIDs) are 128 bit values that may be
generated independently on separate nodes (hosts), which result in
globally unique strings. UUIDs are also known as Globally Unique
Identifiers (GUIDs). The UUID support for FreeBSD (libc) conforms to the
DCE 1.1 RPC specification.


UUID support has been added to FreeBSD -CURRENT, and will be available
in version 5.0. It is being extensively used in GPT partition handling
for IA-64 platform. For now, a simple manual page has been provided,
which outlines information about the provided uuid routines. Many
documentation additions and enhancements to uuidgen(1) are in the
pipeline.


Wireless Networking Status


Sam Leffler sam@FreeBSD.org


The goal of this project is to improve the wireless networking support
in the system. The initial work will incorporate the 802.11 link layer
done by Atsushi Onoe for NetBSD. This core support code implements the
basic 802.11 protocols required for Station and AP operation in BSS,
IBSS, and Ad Hoc modes of operation. Wireless device drivers will then
be revised to use this common code instead of their private
implementations.


Following this initial stage the wireless networking support will be
extended to support functionality needed for workgroup, enterprise, and
metropolitan (e.g. mesh) networking environments. This will include full
power management support, the 802.1D spanning tree protocol for running
multiple AP’s in a bridged configuration, QoS support, and enhanced
security protocols (LEAP, AES, EAP). Support for new hardware devices is
also planned.
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  October-December 2010


Introduction


This report covers &os;-related projects between October and December
2010. It is the last of the four reports planned for 2010. The work on
the new minor versions of &os;, 7.4 and 8.2, has been progressing well
and they should be released around the end of this month.


Thanks to all the reporters for the excellent work! This report contains
37 entries and we hope you enjoy reading it.


Please note that the deadline for submissions covering the period
between January and March 2011 is April 15th, 2011.


proj Projects team &os; Team Reports net Network Infrastructure kern
Kernel docs Documentation bin Userland Programs arch Architectures ports
Ports misc Miscellaneous


Ethernet Switch Framework


Luiz Otavio O. Souza loos.br@gmail.com


Implementation of a framework for ethernet switch control (directly
connected to the ethernet MAC controller) usually found on embedded
systems. Currently based on ifconfig keywords, adds the vlan control
(filter/pass) on each switch port and adds the possibility for the
management of media state on interfaces with multiple PHYs.


Currently, the code supports the IP175D (from some mikrotik
routerboards) and AR8316 (from Ubiquiti RSPRO) switches.


Finish the IP175C driver (and maybe IP178x).


Better integration with miibus (rewrite of switchbus).


Fix (some) ifconfig keywords (better keywords, better usage
compatibility).


Export the ports statistics through SNMP (if available on switch chip).


Add a swctl tool (?) for global settings management.


Write usage examples and the man page information about the new
ifconfig(8) keywords.


Robot Operating System


René Ladan rene@FreeBSD.org ROS website Presentation


Porting ROS to &os; started in March 2010. In May 2010, it was possible
to build devel/ros without needing to apply patches, but some more
changes were necessary to be able to write a port for it. Currently this
and several other ports related to ROS are available, most notably
devel/ros-tutorials to get up and running with ROS and devel/ros-nxt to
use LEGO Mindstorms NXT robots with ROS and &os;.


Port the software required for nxt-rviz-plugin, which is part of
devel/ros-nxt but currently excluded from the build.


&os; 802.11n


Adrian Chadd adrian@FreeBSD.org



		Net80211 station mode works in 2.4ghz HT/20 mode. HT/40 and 5ghz do
not currently work.


		Basic 802.11 TX and RX on the AR9160 works, from MCS0 to MCS15


		TX A-MPDU and A-MSDU do not currently implemented - so no aggregate
TX will happen


		RX A-MPDU and A-MSDU is implemented and is supposed to work but does
not — this needs to be debugged


		802.11n RTS/CTS protection for legacy packets does not currently
work. There is some magic required to fix the TX packet length. This
is in progress.


		WPA2 now works - a commit which enabled the hardware multicast broke
AES-CCMP encryption on at least the AR9160. Further investigation is
needed to fix this (and any other hardware encryption bugs that are
lurking.





mdocml Replacing groff For manpage Rendering


Ulrich Spörlein uqs@FreeBSD.org


Kristaps’ groff-replacement (only for rendering manual pages) is already
available in NetBSD and OpenBSD, and used to render the base system
manpages for the latter. This project aims to do similar things for
&os;. Since the last status report, mdocml has grown rudimentary tbl(1)
support and a whole lot of bugfixes have gone in. A groff port has been
created and needs some more testing before it can be committed to the
tree. Also the WITHOUT_GROFF support in base has been fleshed out and
is awaiting review before commit.


Get ru@ to review WITHOUT_GROFF changes.


Get textproc/groff tested and committed.


Push more mdoc fixes into the tree.


Import mandoc(1), switch to catpages for base. Discuss future of groff
in base wrt. share/doc.


Supply necessary ports infrastructure to opt-in to mandoc(1).


Port-Sandbox


Marcelo Araujo araujo@FreeBSD.org A little bit about Source Screenshots


Port-Sandbox now works properly and it is able to run by itself through
an embedded web server and bring a lot of information about the port
build process and all dependencies related. Currently Port-Sandbox is in
the final stage and needs only only a few code changes, more tests and
should also be included in the ports tree.


Change the way how it connects to database, fix it to maintain a
persistent connection.


Remove any kind of internal configuration from source code to an
external file configuration.


Create a Port-Sandbox port with all dependencies related to it and test
it in a clean system.


Create some documentation to let other people to keep helping
Port-Sandbox to grow up.


Finally, release it.


Chromium


René Ladan freebsd-chromium@FreeBSD.org Chromium homepage Screenshot


We are working on updating the Chromium web browser in our ports to stay
up to date with the latest supported release. We currently have the
Chromium 9 beta running, but not all features are fully implemented and
the port still needs some polish before it can be committed to the Ports
Collection. We have also been making arrangements with Google to merge
our work with their upstream, which should ease the number of features
and fixes we have to maintain for ourselves in the future. Our first
release should be in a few weeks and coincide with the official release
of Chromium 9.


The &os; Japanese Documentation Project


Hiroki Sato hrs@FreeBSD.org Ryusuke Suzuki ryusuke@FreeBSD.org Japanese
&os; Web Pages The &os; Japanese Documentation Project Web Page


Although there is no radical change in this effort since the last
report, the www/ja and doc/ja_JP.eucJP/books/handbook have constantly
been updated. During this period, generating translated RSS feed for
newsflash was started and links to the manual pages were fixed in the
Books and Articles documentation. Some more progress has been made in
the Porter’s Handbook and Contributing to &os; as well.


Further translation of the &os;
Handbook [http://www.FreeBSD.org/doc/ja_JP.eucJP/books/handbook/]
and contents of the www.FreeBSD.org [http://www.FreeBSD.org] website
to the Japanese language.


Pre-/post-commit review of the translation.


The &os; German Documentation Project Status Report


Johann Kois jkois@FreeBSD.org Benedict Reuschling bcr@FreeBSD.org
Website of the &os; German Documentation Project.


The committers to the German Documentation Project managed to update the
German documentation just in time to get the changes included into the
next &os; releases. The website translations were also kept in sync with
the ones on FreeBSD.org.


We tried to re-activate committers who did not contribute for some time
but most of them are currently unable to free up enough time. We hope to
gain fresh contributor blood as we are getting occasional reports about
bugs and grammar in the german translation.


Submit grammar, spelling or other errors you find in the german
documents and the website.


Translate more articles and other open handbook sections.


Generic IEEE 802.3 annex 31B full duplex flow control support for
Ethernet in mii(4)


Marius Strobl marius@FreeBSD.org


In r213878 a NetBSD-compatible mii_attach() was added to mii(4) as an
replacement for mii_phy_probe() and subsequently all Ethernet device
drivers in the tree which use this framework were converted to take
advantage of the former. This allowed to considerably clean up mii(4) as
well as the converted MAC and PHY drivers and get rid of quite a few
hacks, amongst others the infamous “EVIL HACK”. However, the main
motivation of this change was to allow the addition of generic IEEE
802.3 annex 31B full duplex flow control support to mii(4), which was
ported from NetBSD but also enhanced and fixed quite a bit and committed
in r215297. Along with this bge(4), bce(4), msk(4), nfe(4) and stge(4)
as well as brgphy(4), e1000phy(4) and ip1000phy(4), which previously all
implemented their own flow control support based on mostly undocumented
special media flags separately, were converted to take advantage of the
generic support. At least for CURRENT this means that these drivers now
no longer unconditionally advertise support for flow control but only do
so if flow control was selected as media option. The reason for
implementing the generic flow control support that way was to allow it
to be switched on and off via ifconfig(8) with the PHY specific default
to typically being off in order to protect from unwanted effects.
Subsequently support for flow control based on the generic support was
added to alc(4), fxp(4), cas(4), gem(4), jme(4), re(4) and xl(4) as well
as atphy(4), bmtphy(4), gentbi(4), inphy(4), jmphy(4), nsgphy(4),
nsphyter(4) and rgephy(4). For several of the remaining Ethernet drivers
it also would only require minor changes to enable flow control support
if supported by the respective MAC. Due to the fact that each
implementation should be thoroughly tested and tuned this was only done
for drivers were hardware was available though.


An example for identifying support for flow control based on the generic
implementation in the dmesg-output for a certain MAC-PHY-combination
would be:



bge0: <Broadcom NetXtreme Gigabit Ethernet Controller, ASIC rev.
0x002003> mem 0 xfe010000-0xfe01ffff,0xfe000000-0xfe00ffff irq 25 at
device 2.0 on pci2



bge0: CHIP ID 0x00002003; ASIC REV 0x02; CHIP REV 0x20; PCI-X
miibus0: <MII bus> on bge0
brgphy0: <BCM5704 10/100/1000baseTX PHY> PHY 1 on miibus0
brgphy0: 10baseT, 10baseT-FDX, 100baseTX, 100baseTX-FDX, 1000baseT,



1000baseT-master, 1000baseT-FDX, 1000baseT-FDX-master, auto,
auto-flow






or in the output of ifconfig -m for a given device:



supported media:



media autoselect mediaopt flowcontrol







The latter also is what one would use to enable flow control for such a
device, i.e.:



ifconfig bge0 media autoselect mediaopt flowcontrol



or in order to turn it off again:



ifconfig bge0 media autoselect -mediaopt flowcontrol



Note that some PHY drivers, currently only rgephy(4) though, also
support enabling flow control support when using manual media
configuration like in the following example:



ifconfig re0 media autoselect mediaopt full-fuplex,flowcontrol



In CURRENT this can also be further abbreviated (support for this will
eventually be merged back into the supported stable branch(es) but not
be present in 7.4-RELEASE or 8.2-RELEASE) as:



ifconfig re0 media auto mediaopt fdx,flow



For a device which has successfully negotiated flow control support with
its link partner will report it in the output of ifconfig along with the
available directions like in the following example:



media: Ethernet autoselect <flowcontrol> (100baseTX <full-duplex,
flowcontrol,rxpause,txpause>)



Another thing that was introduced with r215297 was generic support for
setting 1000baseT master mode via a media option when using manual media
configuration. Consequently, brgphy(4), ciphy(4), e1000phy(4) as well as
ip1000phy(4) have been converted to take advantage of this generic
support. At least for CURRENT this means that these drivers now no
longer take the link0 parameter for selecting master mode but the master
media option has to be used instead like in the following example:



ifconfig bge0 media 1000baseT mediaopt full-duplex,master



Selection of master mode now is also available with all other PHY
drivers supporting 1000baseT.


With the exception of the media option abbreviations all of the above
mentioned changes were merged into 7-STABLE in r215879 and into 8-STABLE
in r215881 respectively. This means that they will be part of
7.4-RELEASE and 8.2-RELEASE. In order to no break POLA, unlike as in
CURRENT bge(4), bce(4), msk(4), nfe(4) and stge(4) were changed to
continue to always advertise support of flow control to their link
partners in these stable branches with no way to turn that off as they
also did before with their custom implementations. Additionally,
brgphy(4), ciphy(4), e1000phy(4) as well as ip1000phy(4) were changed to
still also accept the link0 parameter in addition to the master media
option for setting master mode.


We actually miserably fail to properly document the available media
types and options in manual pages. For example several of the media
lists in manual pages of MAC drivers like bge(4) already were outdated
and with the addition of generic flow control and 1000baseT master mode
support these are now even more outdated. Yet worse is the fact that for
MAC drivers which use the mii(4) framework it is technically just plain
wrong to include these lists in their manual page as the PHY drivers
actually are responsible for handling the media types and options.
However, given that the PHY drivers determine the available media types
and options mostly dynamically at run-time it generally makes no sense
to have static documentation of these in their manual pages (apart from
the fact that we currently have no manual pages for PHY drivers). One
good way out of this should be to replace the media lists in MAC drivers
using mii(4) with just a note to check the output of ifconfig -m to get
a list of the media types and options actually supported by a given
device and to add a generic ifmedia(4) manual page which provides some
general background information about media types and options similar to
what NetBSD and OpenBSD also have.


&os;/sparc64


Marius Strobl marius@FreeBSD.org


CPUTYPE support for sparc64 has been added to CURRENT in r216820. The
three flavors currently supported are “ultrasparc”, “ultrasparc3” and
“v9”. So it is now possible to let the compiler produce code optimize
for the family of UltraSPARC-III CPUs by setting CPUTYPE to
“ultrasparc3”. Setting it to “ultrasparc” as well as omitting it
completely optimizes for UltraSPARC-I/II family CPUs as before. Support
for generating generic 64-bit V9 code was mainly added for reference
purposes. As it turned out, at least for SPARC64-V CPUs running code
optimized for UltraSPARC-III CPUs does not perform measurably better
than UltraSPARC-I/II one though so the default is just fine for these.
This change was merged into 7-STABLE in r217005 and into 8-STABLE in
r217004 respectively, neither 7.4-RELEASE nor 8.2-RELEASE will include
it though.


Support for a certain feature available with UltraSPARC-III+ and
greater, i.e. with all sun4u CPUs following the original UltraSPARC-III,
has been added to CURRENT in r216803. The net effect of this change is
that we now can use a kernel TSB and thus a kernel address space of
virtually any size up to the full 64-bit address space on machines
equipped with these CPUs, apart from the fact that 1GB of address space
still takes up 4MB worth of data structures. Before, the theoretical
limit was 16GB due to the fact that the MMUs of these UltraSPARC CPUs
only have 16 lockable TLB slots (UltraSPARC-I/II have 64 and SPARC64
CPUs again have at least 32), with the actual limit being several GB
below that because we need some of these slots also for mapping the
PROM, the kernel itself and in MP-systems the per-CPU page. Currently,
the kernel TSB and thus the kernel virtual address space is now always
sized one time the physical memory present in these machines with the
plan being to actually allow to it extend beyond the size of the RAM as
this helps especially ZFS. Most of this is implemented by patching the
instructions used to access the kernel TSB based on the CPU present, so
the run-time overhead of this change is rather low. Once it is also
enabled and successfully tested with SPARC64 CPUs this change will be
merged back into the supported stable branch(es).


Theoretically it should be also possible to use the same approach for
the user TSB, which already is not locked into the TLB but can cause
nested traps. However, for reasons I do not understand yet, OpenSolaris
only does this with SPARC64 CPUs. On the other hand I think that also
using it for the user TSB and thus avoiding nested traps would get us
closer to running the &os;/sparc64 code on machines equipped with sun4v
CPUs, which only supports trap level 0 and 1, too, so eventually we
could have a single kernel which runs on both sun4u and sun4v machines
(as does Linux and OpenBSD).


Work on adding support for Sun Fire 3800 and similar models has begun
but still is in its early stages.


Webcamd


Hans Petter Selasky hselasky@FreeBSD.org


Webcamd is a small daemon that enables about 1500 different USB based
webcam, DVB and remote control USB devices under the &os;-8.0 and later
operating system. The webcam daemon is basically an application which is
a port of Video4Linux USB drivers into userspace on &os;. The daemon
currently depends on libc, pthreads, libusb and libcuse4bsd.


During Q3 2010 webcamd got manpages thanks to Dru Lavigne.


I hope to get a Google summer of code project this year building the
default Linux Kernel 2.6.37+ and allowing use of relevant Linux USB
device drivers under &os;. Webcamd is not a replacement for native &os;
kernel drivers and will only be used when no existing &os; drivers exist
for a given device staying clear of any GPLv2 issues. If you are a
student and/or is interested in participating in such a project feel
free to send an e-mail to hselasky@FreeBSD.org.


Ports Additions


Josh Paetzel jpaetzel@FreeBSD.org


Bigbluebutton has joined the list of ready to run applications in the
ports tree. Dru Lavigne has been instrumental on getting it to run, as
well as offering suggestions for improvements to the port.


smb4k was updated to the latest release version, which requires kde4.
This was enough of a change that a new port was created, net/smb4k-kde4.
the initial port went through a number of quick changes, including a
patch to the source code to fix a &os; source code submitted by PC-BSD’s
Kris Moore. This application greatly eases the task of working with
samba shares in a &os; environment.


Freeswitch is the result of 3 Asterisk developers working on a VoIP
package that fulfills their goals. They have switched away from a
release model to a “just run latest SVN checkout” model. With the help
of Richard Neese and Eric Crist, static snapshots of their SVN repo have
been taken, the port has been modified to use the newer version, and
extensive build and run testing has been done.


TRIM support for UFS


Kirk McKusick mckusick@FreeBSD.org Konstantin Belousov kib@FreeBSD.org


TRIM support for UFS is implemented in HEAD. Potentially, this may
increase the steady speed and longevity of SSDs.


Due to concerns with the speed of TRIM operations on many SSDs, and not
a lot of experience with the real-world behaviour, the support is off by
default, and should be enabled on the per-filesystem basis.


Non-executable Stacks


Konstantin Belousov kib@FreeBSD.org


The support for non-executable stacks, using the approach identical to
one used by GNU toolchain and Linux’es, is implemented for amd64 and
PowerPC. The support is already committed to HEAD. For now,
non-executable stacks are turned off by default.


I plan to provide a detailed information to ports@ and switch the knob
after port tree is unfrozed for 7.4/8.2 releases.


SYSCTL Type Safety


Matthew Fleming mdf@FreeBSD.org


I started upstreaming a patch from Isilon that adds type-checking to the
various SYSCTL_FOO and SYSCTL_ADD_FOO macros for various scalar
types, which has turned into quite the discussion on the src mailing
list. The type-checking macros are committed to sys/sysctl.h but under
#if 0.


As of right now, it looks like I will be rolling a new sysctl macro for
the kernel that detects they type at compile time and does the Right
Thing. Existing uses of the legacy SYSCTL_FOO and SYSCTL_ADD_FOO for
scalar types can be replaced, and will probably turn into invocations of
the new interface via preprocessor macro.


BSDInstall


Nathan Whitehorn nwhitehorn@FreeBSD.org BSDInstall Wiki Page


BSDInstall is a replacement for the venerable sysinstall installer. It
is designed to be modular and easily extensible, while being fully
scriptable and streamlining the installation process. It is mostly
complete, and installs working systems on i386, amd64, sparc64, powerpc,
and powerpc64, with untested PC98 support.


New Features:



		Allows installation onto GPT disks on x86 systems


		Can do installations spanning multiple disks


		Allows installation into jails


		Eases PXE installation


		Virtualization friendly: can install from a live system onto disk
images


		Works on PowerPC


		Streamlined system installation


		More flexible scripting


		Easily tweakable


		All install CDs are live CDs





Wireless networking configuration wizard.


ZFS installation support.


Itanium disk setup.


&os; on the Playstation 3


Nathan Whitehorn nwhitehorn@FreeBSD.org


On January 5, support for the Playstation 3 was imported into &os;
9.0-CURRENT. This port is still somewhat raw (only netbooting is
supported, no access to the SPUs, etc.), but hardware support should be
more fleshed out by the time &os; 9.0 is released. The port uses the
OtherOS mechanism, and so requires a “fat” console with firmware earlier
than 3.21.


SATA driver.


Sound support.


SPU driver.


GEOM-based ataraid(4) Replacement — geom_raid


Alexander Motin mav@FreeBSD.org M. Warner Losh imp@FreeBSD.org General
design description. Project SVN branch.


New project started to create GEOM-based replacement for ataraid(4) —
software RAID, that will be obsoleted by migration to the new CAM-based
ATA implementation.


This implementation planned with accent to modular design, that includes
common core and two sets of modules, handling data transformations (RAID
levels) and on-disk metadata formats specifics. Such design should make
further extension easier.


At this moment work focused around RAID0/RAID1 transformations and Intel
metadata format. Module is now able to read, write and create Intel
volumes. Error recovery and rebuild work is now in progress. Support for
other RAID levels and metadata formats, supported by ataraid(4), planned
later.


This project is sponsored by Cisco Systems, Inc.


Complete error recovery/rebuild work and stabilize modules API.


Implement metadata modules for other formats.


Implement transformation modules for other RAID levels.


&os;/EC2


Colin Percival cperciva@FreeBSD.org &os;/EC2 status page


&os; is now able to run on t1.micro instances in the Amazon EC2 cloud.
&os; 9.0 is not very stable, but it seems likely that &os; 8.2-RELEASE
will approach the stability normally expected of &os;.


A list of available &os; AMIs (EC2 machine images) appears on the
&os;/EC2 status page.


Bring &os; to a wider range of EC2 instance types.


Completely rework the locking in head/sys/i386/xen/pmap.c to eliminate
races and make 9.0-CURRENT stable under paravirtualization.


Track down several possibly-related problems with scheduling and
timekeeping.


Fix other issues shown on the &os;/EC2 status page.


Portmaster


Doug Barton dougb@FreeBSD.org


Portmaster version 3.6.1 is now in the ports tree, and the emphasis in
the last year has been on improving the stability and performance of
existing features, with a few new features sprinkled in. A lot of work
has gone into error handling, both for unexpected states in the ports
system and for user input. For example, all prompts are now wrapped in
code to verify that what was entered was one of the valid options.


Perhaps the most interesting new element is that for the features -e,
-s, –clean-distfiles, –clean-packages, –check-depends and
–check-port-dbdir you can now specify either -y or -n to automatically
provide the corresponding answer to the yes/no questions. The -o, -r,
and –index-only options have received major overhauls, and now either
work better or at least as advertised.


There has also been a lot of work put into reducing the memory
footprint, especially in the environment variables that are shared
between the parent and child processes. And for those operating without
a local ports tree (–index-only/–packages-only) all of the features
that can work without the ports tree now do.


Significant support for the upgrading of operating without a ports tree
was provided by GridFury, LLC. Their support, as well as the support
received from other members of the community continues to be greatly
appreciated.


There are still interesting features that have been suggested by users
listed on the page above that I have not been able to work on, but would
like to be able to.


IPv6 and VIMAGE


Bjoern A. Zeeb bz@FreeBSD.org NAT64 patches for pf


During the last quarter a lot of work was spent on quality time hunting
down and fixing open bugs and races in the network stack, mostly IPv6,
as well as testing and getting virtualized network stack parts more
stable. Tests for the pf(4) firewall update were started with VIMAGE. In
addition Viagenie’s NAT64 patch was ported over.


Ports Collection


Thomas Abthorpe portmgr-secretary@FreeBSD.org Port Management Team
portmgr@FreeBSD.org


The ports tree slowly moves up closer to 23,000. The PR count still
remains at about 1000.


In Q4 we added 2 new committers, took in 2 commit bit for safe keeping,
and welcomed back 4 returning committers.


The Ports Management team bid farewell to Kris Kennaway in November
2010. Kris was the root of krismail, the mail we all got from time to
time when ports broke on pointyhat. Kris did a lot of work benchmarking
and testing &os; for stability, scalability and usability.


Mark Linimon has put a lot of effort into refactoring and refining the
code that runs the ‘pointyhat’ package build dispatch system. In 2010,
the &os; Foundation purchased for portmgr a pair of new machines,
pointyhat-west and pointyhat-east, to take over from the existing
machine. (The new machines have much greater RAM, CPU, and disk
capacity.) However, to properly utilize them, the existing code needed
to be generalized.


Persistent bugs, and some hardware troubles, have delayed the rollout
far beyond what was originally planned, but there appears to be light at
the end of the tunnel. (And, this time, it does not appear to be an
oncoming train.)


A document entitled “Mentoring Guidelines” as been circulated among
ports developers, and has been greeted with a lot of positive feedback,
and updates have been included. In the short term, updated copies will
be maintained at
http://people.FreeBSD.org/~portmgr/mentor_guidelines.txt.asc.


The Ports Management team have been running -exp runs on an ongoing
basis, verifying how base system updates may affect the ports tree, as
well as providing QA runs for major ports updates. Of note, -exp runs
were done for:



		ade: multiple runs for autotools refactoring


		ed: test to replace libgcc.a with libcompiler_rt.a


		jiles: test sh(1) against r212508


		kde: Qt 4.7.0 update


		kde: KDE 4.5.4 updte


		kwm: Gnome 2.32 update


		ports/144164: ensure package-noinstall target include rc.d scripts


		ports/145598: include etc/devd in mtree


		ports/145955: silence make fetch-required-list


		ports/147701: perform DESKTOP_ENTRIES sanity check


		ports/149657: removal of MD5 checksums


		ports/149670: remove checks in _OPTIONSFILE


		ports/150303: for INSTALL_LIBS


		ports/150337: for PLIST_DIRSTRY


		ports/151047: pass CPP to CONFIGURE/MAKE_ENV


		ports/151799: fix PLIST_DIRSTRY


		ports/151806: remove 2004 legacy hack


		ports/152055 and ports/152059: for pear infrastructure


		ports/152558: boost update


		ports/152626: fix pkg-message display if installed from package


		ports/152964: embed LICENSE name for STDOUT


		ports/153018: implement variables in Mozilla dependencies


		ports/153033: fix un-escaped shell metacharacters


		ports/153041: clean up ruby plists


		ports/153132: autotools cleanup


		ports/153318: set PGSQL default to 8.4





Looking for help fixing ports broken on CURRENT.


Looking for help with Tier-2 architectures.


Most ports PRs are assigned, we now need to focus on testing, committing
and closing.


Bringing up OMAP3


Warner Losh imp@bsdimp.com Mohammed Farrag mfarrag@FreeBSD.org an old
patch for arm


The attached file is an old patch for ARM. We are developing new patch
and then we are going toward Porting OMAP3.


Release Engineering Team Status Report


Release Engineering Team re@FreeBSD.org


The Release Engineering Team reports the joint release of &os; 7.4 and
8.2 has been delayed slightly but should be completed within a week or
two of the original schedule:
http://www.FreeBSD.org/releases/7.4R/schedule.html
http://www.FreeBSD.org/releases/8.2R/schedule.html


Resource Containers


Edward Tomasz Napierala trasz@FreeBSD.org


The goal of this project is to implement resource containers and a
per-jail resource limits mechanism, so that system administrators can
partition resources like memory or CPU between jails and prevent users
from DoS-ing the whole system. Project is close to completion. One big
item that needs to be fixed before releasing a patch for people to test
is %CPU accounting; initial idea of just using %CPU calculated by the
scheduler turned out to be useless. Implementing it cleanly will also
make it easier to support other similar resources (e.g.
writes-per-second) in the future.


&os; as Home Theater PC


Bernhard Froehlich decke@FreeBSD.org Juergen Lock nox@FreeBSD.org


&os; could be a much better platform for a Home Theater PC than it
currently is. We are focusing on improving support for media center
applications. Extending the major ports (MythTV, VDR, XBMC) and create
some documentation to guide interested people.


Improve remote control support in webcamd and with lirc.


Port more Media Center applications (Enna, me-tv, ...).


Create a small guide on how to build a great &os; Home Theater PC.


The &os; Foundation Status Report


Deb Goodkin deb@FreeBSDFoundation.org


We raised $325,000 towards our goal of $350,000 for 2010! This will
allow us to increase our project development and equipment spending for
2011.


We were proud to be a sponsor for EuroBSDCon 2010, BSDDay Argentina
2010, MeetBSD California 2010, and NYBSDCon 2010.


Completed the Foundation funded projects: DAHDI Project by Max Khon and
BSNMP Improvements by Shteryana Sotirova.


We kicked off a new project by the University of Melbourne called
Feed-Forward Clock Synchronization Algorithms Project. The Five New TCP
Congestion Control Algorithms for &os; Project by Swinburne University
also officially started.


We continued our work on infrastructure projects to beef up hardware for
package-building, network-testing, etc. This includes purchasing
equipment as well as managing equipment donations.


Stop by and visit with us at FOSDEM (Feb 5-6), SCALE (Feb 26),
AsiaBSDCon (March 17-20), and Indiana Linuxfest (March 26).


Read more about how we supported the project and community by reading
our end-of-year newsletter at:
http://www.FreeBSDFoundation.org/press/2010Dec-newsletter.shtml.


We are fund-raising for 2011 now! Find out more at
http://www.FreeBSDFoundation.org/donate/.


Five New TCP Congestion Control Algorithms for &os;


David Hayes dahayes@swin.edu.au Lawrence Stewart lastewart@swin.edu.au
Grenville Armitage garmitage@swin.edu.au Rui Paulo rpaulo@FreeBSD.org
Bjoern Zeeb bz@FreeBSD.org


The project is nearing completion, with the following code already
available in the svn head branch:



		Modular congestion control framework.


		Modularised implementations of NewReno, CUBIC and HTCP congestion
control algorithms.


		Khelp (Kernel Helper) and Hhook (Helper Hook) frameworks.


		Basic Khelp/Hhook integration with the TCP stack.





The ERTT (Enhanced Round Trip Time) Khelp module is days away from being
imported, which will then pave the way for the delay based congestion
control algorithms to follow. Finally, a large documentation dump will
be committed in the form of new and updated man pages.


We anticipate the project will conclude around the end of January 2011.


Import the ERTT Khelp module.


Import the VEGAS, HD and CHD delay based congestion control algorithm
modules.


Import the documentation dump for all the code contributed/developed as
part of the project.


DIstributed Firewall and Flow-shaper Using Statistical Evidence
(DIFFUSE)


Sebastian Zander szander@swin.edu.au Grenville Armitage
garmitage@swin.edu.au


DIFFUSE is a system enabling &os;’s IPFW firewall subsystem to classify
IP traffic based on statistical traffic properties.


With DIFFUSE, IPFW computes statistics (such as packet lengths or
inter-packet time intervals) for observed flows, and uses ML (machine
learning) techniques to assign flows into classes. In addition to
traditional packet inspection rules, IPFW rules may now also be
expressed in terms of traffic statistics or classes identified by ML
classification. This can be helpful when direct packet inspection is
problematic (perhaps for administrative reasons, or because port numbers
do not reliably identify applications).


DIFFUSE also enables one instance of IPFW to send flow information and
classes to other IPFW instances, which then can act on such traffic
(e.g. prioritise, accept, deny, etc) according to its class. This allows
for distributed architectures, where classification at one location in
your network is used to control fire-walling or rate-shaping actions at
other locations.


In December 2010 we released DIFFUSE v0.1, a set of patches for
&os;-CURRENT. It can be downloaded from the project’s web site. The web
site also contains a more comprehensive introduction, including
application examples, links to related work and documentation describing
the software design.


We hope to release DIFFUSE v0.2 soon. Keep an eye on the freebsd-ipfw
and freebsd-net mailing lists for project-related announcements.


gpart Improvements


Andrey V. Elsukov ae@FreeBSD.org


GEOM class PART is the default disk partitioning class since &os; 8.0.
Compared to 8.1 now it does have several new features: Partition
resizing. New “gpart resize” subcommand was implemented for all
partitioning schemes but EBR. GPT recovering. Guid Partition Table does
have redundant metadata and it can be recovered when some of them is
damaged. New “gpart recover” subcommand was implemented for that
purpose. Ability to backup/restore of partition table. New “gpart
backup” and “gpart restore” subcommands were implemented.


xz Compression for Packages and Log Files


Martin Matuska mm@FreeBSD.org


Creating and processing xz-compressed packages is now supported by
pkg_create(1), pkg_add(1) and bsdtar(1) in both 9-CURRENT and
8-STABLE. Users can test working with .txz packages by adding
“PKG_SUFX=.txz” into /etc/make.conf.


The ports-mgmt/portupgrade utility supports .txz packages from version
2.4.8 and a patch for ports-mgmt/portmaster has been submitted but not
yet accepted by the author.


A patch for newsyslog(8) with a rewrite of the use of compression tools
supporting xz compression is under maintainer review.


Import xz(1) compression support into newsyslog(8).


Add .txz package support to ports-mgmt/portmaster.


Add .txz package support to the &os; port building cluster (pointyhat).


Test building all packages in .txz format and compare results with .tbz.


ZFS pool version 28


Pawel Jakub Dawidek pjd@FreeBSD.org Martin Matuska mm@FreeBSD.org


A new version of the ZFS pool v28 patch was released for testing, this
time for 9-CURRENT and 8-STABLE. Compared to the previous patch it does
include updated boot support, improved sendfile(2) handling, a
compatibility layer with older ZFS and several other bugfixes.


If there are no major issues we can expect ZFS v28 imported into the
&os;-CURRENT after 8.2 is released.


Import of ZFS v28 into &os;-CURRENT.


&os; VirtIO Network Driver


Bryan V. deboomerang@gmail.com


VirtIO is a device framework offered by KVM/Qemu and Virtualbox to allow
guests to achieve better I/O performance. A beta network driver was made
available earlier this month, and work continues on completing the block
device and refinements the existing network driver.


TCP SMP scalability project


Robert Watson rwatson@FreeBSD.org


A long-running TCP SMP scalability project is beginning to wrap up, with
the goal of committing a large outstanding patch to the &os; 9.x tree in
the next month. This work implements a derivative of Willman, Rixner,
and Cox’s TCP connection group model, blended with support for hardware
load distribution features in contemporary NICs (including RSS).
Additional software distribution support can do work redistribution
based on new notions of CPU affinity for individual TCP connections.


On-going work is refining performance on non-RSS supporting
configurations, and adding APIs to allow socket affinity to be queried
(and where supported) set by applications. These changes significantly
improve network scalability by reducing global lock contention,
encouraging CPU affinity for connections, and avoiding cache line
contention. The goal is to allow steady-state TCP connections to use
only CPU-local cache lines, with work distributed to all CPUs. Current
performance results are extremely promising.


This project has been sponsored by Juniper Networks.


Allow the hash model to be selected at boot-time or run-time rather than
compile-time; currently “options RSS” enables RSS support
unconditionally — for systems without RSS NICs, this leads to a small
one-time performance penalty at the creation of each call to bind() or
connect().


Add missing socket options to query (and override) default CPU affinity
for connections, which is derived from the active software or hardware
hash model.


Teach the network stack and appropriate NIC drivers to propagate
software-overridden connection affinity to hardware using new device
driver ioctls for managing TCAMs and hardware hash tables.


Refine software redistribution of work in the event that there are fewer
hardware queues than available CPU threads in which to process packets;
the current prototype is able to do this with significant performance
benefits, but the model requires refining.


Experiment with (and measure) software work redistribution at run-time
based on RSS bucket rearrangement. This will require a new event
notification to device drivers so that they can update hardware caches
of the network stack’s authoritative table.


Commit.


&os; Bugbusting Team Status Report


Gavin Atkinson gavin@FreeBSD.org Mark Linimon linimon@FreeBSD.org Remko
Lodder remko@FreeBSD.org Volker Werth vwe@FreeBSD.org


The number of non-ports PRs has held relatively steady over the last
three months, with a slightly improved resolution rate being offset by a
slightly increased rate of new arrivals. Ports PRs have increased
slightly in numbers, due in part to the ports freeze in the lead up to
the release of &os; 7.4 and &os; 8.2. The numbers traditionally drop
quickly again once the freeze is lifted.


In October, Gavin Atkinson and Mark Linimon held a session at the &os;
Developers’ Summit at EuroBSDCon, which led to some productive
discussions, and a number of people expressing interest in becoming more
involved with PR triaging and resolution.


The bugbusting team continue work on trying to make the contents of the
GNATS PR database cleaner, more accessible and easier for committers to
find and resolve PRs, by tagging PRs to indicate the areas involved, and
by ensuring that there is sufficient info within each PR to resolve each
issue.


Reports continue to be produced from the PR database, all of which can
be found from the links above. Committers interested in custom reports
are encouraged to discuss requirements with bugmeister@ - we are happy
to create new reports where needs are identified.


As always, anybody interested in helping out with the PR queue is
encouraged to do so, the easiest way being to join us on IRC in
#freebsd-bugbusters on EFnet. We are always looking for additional help,
whether your interests lie in triaging incoming PRs, generating patches
to resolve existing problems, or simply helping with the database
housekeeping (identifying duplicate PRs, ones that have already been
resolved, etc). This is a great way of getting more involved with &os;!


Try to find ways to get more committers helping us with closing PRs that
the team has already analyzed.


Try to get more non-committers involved with the triaging of PRs as they
come in, and generating patches to fix reported problems.


&os; Services Control (fsc)


Tom Rhodes trhodes@FreeBSD.org http://people.FreeBSD.org/~trhodes/fsc/


&os; Services Control is a mix of binaries which integrate into the rc.d
system and provide for service (daemon) monitoring. It knows about
signals, pidfiles, and uses very little resources.


The fscd utilities will be set up as a port and, hopefully, dropped into
the ports collection in the coming weeks. This will allow easier testing
by everyone and it should make migration into -CURRENT much easier.


FOSDEM 2011


Marius Nuennerich marius@nuenneri.ch Daniel Seuffert ds@FreeBSD.org


FOSDEM 2011 will be held from Saturday, February 5th to Sunday February
6th in Brussels, Belgium. We will have a &os; booth and a developers
room. At the booth there will be friendly supporters and a &os;
Foundation member answering questions. The devroom will have 6 1-hour
long talks about different topics, technical and social. FOSDEM is one
of the biggest open-source events in Europe. It is completly free and no
registration is required.


Get more people involved as helpers for the booth and the devroom are
still needed. Please contact Daniel or Marius if you want to help out.
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Introduction:


The FreeBSD status reports are back again with the 2003 year-end
edition. Many new projects are starting up and gaining momentum,
including XFS, MIPS, PowerPC, and networking locking and multithreading.
The end of 2003 also saw the release of FreeBSD 4.9, the first stable
release to have greater than 4GB support for the ia32 platform. Work on
FreeBSD 5.2 also finished up and was released early in January of 2004.
Many thanks to all of the people who worked so hard on these releases
and made them happen.


This is the largest status report ever, so read and enjoy!


Scott Long, Robert Watson


libarchive, bsdtar


Tim Kientzle kientzle@FreeBSD.org


The libarchive library, which reads and writes tar and cpio archives, is
about ready to commit to the tree. The bsdtar program, built on
libarchive, is also nearing completion and should soon be a worthwhile
successor to our aging GNU tar. I plan a gradual transition during which
“bsdtar” and “gtar” will coexist in the tree.


Oddly enough, libarchive and bsdtar are the first fruits of a project to
completely rewrite the pkg tools. I’ve started architecting a libpkg
library for handling routine package management and have a prototype
pkg_add that is three times faster than the current version.


Publications Page Update


Josef El-Rayes josef@daemon.li Updated Publications Page


I did a xml/xslt conversion of the html files to make maintaining of the
page more comfortable. I removed the cdsets, which might be kept in CVS
or some kind of archive for historical reasons. The books got an update,
and were categorized in respect to the language they are written in. As
soon as I get my access on the cvs repository I will commit the updates.
People are encouraged to add local FreeBSD books, I missed, especially
in the asian area. Feel free to send me links to books to add.


DVB-ASI Support


Vincent Jardin Vincent.Jardin@6wind.com Home page and source code
Computer Modules


DVB ASI stands for Digital Video Broadcast - Asynchronous Serial
Interface. It is the standard defined to send and receive DVB stream
from Satellite (DVB-S), Terrestrial link (DVB-T), and TV Cable (DVB-C).
This standard was developed in Europe to transport 188-byte MPEG cells
and 204-byte MPEG cells. However it can be used to carry IP over DVB
too.


The FreeBSD driver uses the newbus amd the bus-dma API. It means that it
could be easily ported to all the BSD flavors (NetBSD, OpenBSD).


It uses the same API than the Linux DVB ASI support from ComputerModules
that is based on the following devices:



		/dev/asitxN for the transmit stream (only open, write, select, close
and ioctl are supported)


		/dev/asirxN for the receive stream (only open, read, select, close
and ioctl are supported)





It means that software such as Videolan that support DVB-ASI
broadcasting could be supported by this driver.


Special thanks to Tom Thorsteinson from Computer Modules who helped
6WIND to port their driver. It is used by 6WIND in order to provide
IPv4, IPv6, Ethernet and our network services over DVB.


Copyright 2003-2004, 6WIND


FreeBSD ports monitoring system


Mark Linimon linimon_at_lonesome_dot_com FreeBSD ports monitoring
system


Enhancements continue to be made to the system. Several, including
improvements to the PR classification algorithm, the ability to more
correctly guess when a PR has been updated, and better handling of
errors in both port Makefiles and the bento builds, are invisible to
end-users. However, the addition of a “repocopy” classification is
notable, as is the allowing the wildcard search in “overview of one
port” (thanks to edwin@ for the shove in that direction.) Additionally,
logic has been added to identify the proposed category/portname of new
ports, with the goal being to quickly identify possible duplications of
effort. (Some SQL performance was sacrificed to this goal, leading to
some pages to load more slowly; this needs to be fixed.)


The other work has been on an email back-end to allow the occasional
sending of email to maintainers. Two functions are currently available:
“remind maintainers of their ports that are marked BROKEN”, and “remind
maintainers of PRs that they may not have seen.” A recent run of the
former got generally good response, especially as changing some cases of
BROKEN to IGNORE (PR ports/61090) had removed almost all the annoying
false positives. However, work remains to try to find out why a few
allegedly broken ports only fail in certain environments (including the
bento cluster).


The next plan is to use the proposed DEPRECATED Makevar (see
ports/59362) to create a new report to allow querying of “ports
currently slated to be removed”. This report could also be posted to
ports@ periodically with minimal work. The author believes that doing
this would allow the port deprecation process to be much more visible to
the general FreeBSD user community.


Compile FreeBSD with Intels C compiler (icc)


Alexander Leidinger netchild@FreeBSD.org Some patches


The FreeBSD kernel now builds and runs fine with icc v7 (only GENERIC
and a custom kernel tested so far). A review on arch@ revealed no major
concerns and some src committers are willing to commit the patches. As
icc v8 is out and defines __GNUC__ I want to rework the patches
before they get committed so an icc v8 compiled kernel DTRT too.


A complete build of the ports collection (as of start of December)
finished and is under review to determine the reason of build failures.
Current icc stats:



		1108 failed builds (excluding build failures because of failed
dependencies)


		3535 successfully build packages (~ 1.7 GB)





A parallel build with gcc on the same snapshot of the ports collection
has:



		520 failed builds (excluding build failures because of failed
dependencies)


		7261 successfully build packages (~ 4.8 GB)





The above mentioned build of the ports collection was run on a P4 with a
icc compiled kernel (optimized for a P4). No kernel panics or other
strange behavior was noticed. The ports collection was build with a
CPUTYPE of p4 and CFLAGS set to “-Os -pipe -mfpmath=sse -msse2” in the
gcc and “-O2” in the icc case. No package is tested for correct run-time
behavior so far.


Porting OpenBSD’s pf


Max Laier max@love2party.net Pyun YongHyeon yongari@kt-is.co.kr PF
homepage PF FAQ


Much work has been invested into getting release 2.00 stable. It
provides the complete OpenBSD 3.4 function set, as well as fine grained
locking to work with a giant free network stack.


pf provides: IPv6 filtering and normalization, “syn-proxy” to protect
(web)server against SYN-floods, passive OS detection, fast and modular
address tables, source/policy routing, stateful filter and normalization
engine, structured rulesets via anchors and many many more. Especially
in connection with ALTQ, pf can help to harden against various flood
attacks and improve user experience.


New features from OpenBSD-Current like: state synchronization over wire
and enhanced support for cloned interfaces require patches to the
kernel. We are trying to resolve this issue and start OpenBSD-Current
tracking again as soon as possible.


Binary security updates for FreeBSD


Colin Percival cperciva@daemonology.net


Thanks to recent donations, I am now building binary security updates
for FreeBSD {4.7, 4.8, 4.9, 5.0, 5.1, 5.2}-RELEASE. (Note that FreeBSD
4.7 and 5.0 are no longer officially supported; any advisories which are
not reflected in the CVS tree will likewise not result in binary
updates.)


The current version (1.5) of FreeBSD Update will warn about locally
modified files and will, by default, leave them untouched; if a
“distribution branch”, (i.e. crypto, nocrypto, krb4, or krb5) is
specified, FreeBSD Update can be forced to “update” files which have
been compiled locally.


The only major issue remaining with FreeBSD Update is the
single-point-of-failure of the update building process; I would like to
resolve this in the future by having several machines cross-verify and
cross-sign, but this will require a significant investment of time, and
will probably have to wait until I’ve finished writing my DPhil thesis.


SGI XFS port for FreeBSD


Alexander Kabaev kan@FreeBSD.org Russell Cattelan cattelan@thebarn.com


A project was started to revive a stalled effort to port SGI XFS
journaling filesystem to FreeBSD. The project is based on Linux
development sources from SGI and is currently being kept in a private
Perforce repository. The work is progressing slowly due to lack of free
time. At the moment we have XFS kernel module which is capable of
mounting XFS filesystems read-only, with a panic or two happening
infrequently, that need to be isolated and fixed. Semi-working metadata
updates with full transaction support are there too, but will probably
have to be rewritten to minimize the amount of custom kernel changes
required.


We seek volunteers to help with userland part of the port. Namely,
existing xfsprogs port needs to be cleaned up, incompletely ported
utilities brought into a working shape. xfs_dump/xfs_restore and as
much from xfstests suite as possible need to be ported too. We do not
need testers for now, so please to not ask for module sources just yet.


Bluetooth stack for FreeBSD (Netgraph implementation)


Maksim Yevmenkin m_evmenkin@yahoo.com


Not much to report. Bluetooth code was integrated into the FreeBSD
source tree. Bluetooth kernel modules appear to be stable. I have
received few success stories from the users.


During last few months the efforts were to make Bluetooth code more user
friendly. Bluetooth Service Discovery Procotol daemon sdpd was
reimplemented under BSD-style license and committed. The next step is to
integrate existing Bluetooth utilities with SDP.


Thanks to Matt Peterson <matt at peterson dot org> I now have Bluetooth
keyboard and mouse for development. I’m currently working on Bluetooth
HID profile implementation.


Dave Sainty <dave at dtsp dot co dot nz> from NetBSD project offered his
help in porting Bluetooth stack to NetBSD.


Network interface naming changes


Brooks Davis brooks@FreeBSD.org


At the end of October, the if_name and if_unit members of struct ifnet
were replaced with if_xname from NetBSD and if_dname and if_dunit.
These represent the name of the interface and the driver name and
instance of the interface respectively. Other then breaking IPFilter for
a few weeks due to the userland being on the vendor branch, this change
went quite well. A few ports needed minor changes, but otherwise nothing
changed from the user perspective.


The purpose of this change was the lay the groundwork for support for
network interface renaming and to allow the implementation of more
interesting pseudo interface cloning support. An example of interesting
cloning support would be using “ifconfig fxp0.20 create” to create and
configure a vlan interface on fxp0 that handled frames marked with the
tag 20. Interface renaming is being worked on in Perforce at the moment
with a working version expected for review soon. Support for enhanced
device cloning is still in the planing stage.


Kernel Tunables Documentation Project


Tom Rhodes trhodes@FreeBSD.org The problem report which kicked this
project in action


FreeBSD has well over a few hundred tunables without documentation. This
project aims at designing an automated process to rip all available
tunables and generate a manual page based on the selected kernel
options. The ideal implementation, however; would gather tunables from
the LINT kernels as well. This would provide a default manual page for
all supported architectures. A simple tool has been forged from the
various off-list and on-list discussions and is waiting review from the
-doc team. Anyone interesting in reviewing my current work is requested
to get in contact with me.


jpman project


Kazuo Horikawa horikawa@FreeBSD.org jpman project


We have been updating existing Japanese translations of manual pages to
meet the 5.2-RELEASE schedule. Also, 22 new translations were complete
during this period.


FreeBSD MIDI


Mathew Kanner matk@FreeBSD.org


This project aims to update the current MIDI implementation. We are
currently looking at removing the current code sometime in February and
importing the new version soon after. I’m currently working on a
kernel/timidity bridge for those without external hardware.


The FreeBSD Russian Documentation Project


Andrey Zakhvatov andy@FreeBSD.org The FreeBSD Project [Russian]


The FreeBSD Russian Documentation Project aims to provide FreeBSD
Documentation translated to Russian. Already done: FAQ, Porters
Handbook, WWW (partially synched with English version), some articles.


We working at Handbook (and more docs) translation and synchronization
with English versions and need more translators (or financial aid to
continue our work. If you can help, please, contact us at
ru-cvs-committers@FreeBSD.org.ua (or andy@FreeBSD.org).


KSE


Daniel Eischen deischen@FreeBSD.org


The libkse library will shortly be renamed to libpthread and be made the
default thread library. This includes making the GCC -pthread option
link to -lpthread instead of libc_r and changing PTHREAD_LIBS to
-lpthread. David Xu has been working on GDB support and has it working
with the GDB currently in our tree. The next step is to make a
libpthread_db and get it working with GDB 6.0 which marcel has imported
into the perforce tree.


Donations Team


Michael Lucas donations@FreeBSD.org FreeBSD Donations Project


2003 was quite successful for the Donations team. We shepherded over 200
items from donors into the hands of developers. Some high points
include: a small cluster for the security team, assorted laptop hardware
for our cardbus work, and documentation for our standards group. In the
main FreeBSD.org cluster we were able to replace 8 DEC Miata machines
with 6 Alpha DS10s (21264). Every committer doing SMP work now has
multi-processor testing hardware.


We have smoothed out the tax deduction process with the FreeBSD
Foundation, and can ship donated items directly to the recipients
instead of tying up Foundation time handling shipping.


Current team membership is: Michael Lucas, David O’Brien, and Tom
Rhodes. Wilko Bulte has replaced Robert Watson as the Core Team
representative.


ACPI


Nate Lawson njl@FreeBSD.org ACPI TODO ACPI-JP Mailing List


The updated acpi_cpu driver was committed in November. Work is ongoing
to finish support for _CST re-evaluation, which makes it possible for
laptops based on processors like the Centrino to use varying CPU idle
states when on or off AC power. 5.2-RELEASE also went out with support
for _CID packages, which fixed mouse probing for Compaq users. Control
of CPU idle states and throttling can now be done through rc.conf(5)
settings for the /etc/power_profile script, which switches between
performance/economy levels when the AC status changes.


One huge task underway is the cpufreq project, a framework for detecting
and controlling various frequency/voltage technologies (SpeedStep,
LongRun, ACPI Performance states, etc.) The ACPI performance states
driver is working and the framework is being implemented. It requires
newbus attachments for CPUs so some ground work needs to go in before
the driver can be committed.


ACPI-CA was updated to 20031203 in early December and with a few patches
is reasonably stable. An ACPI debugging how-to has been written and is
being DocBooked by trhodes@. Ongoing work on fixing interrupt storms due
to various ways of setting up the SCI is being done by jhb@.


I’d like to welcome Philip Paeps (philip@) to the FreeBSD team. Philip
has written an ACPI ASUS driver that will be committed soon and has been
very helpful on the mailing lists. We’ve also had a lot of help from
jhb@, marcel@, imp@, and peter@. We’re hoping to see the return of
takawata@ and iwasaki@, who have been very helpful in the past. If any
developers are interested in assisting with ACPI, please see the ACPI
TODO and send us an email.


kgi4BSD Status Report


Nicholas Souchu nsouch@FreeBSD.org


Most of the console blocks are in place with nice results (see
screenshots on the site). Boot console and virtual terminals are working
with 8bit rendering and perfect integration of true graphic drivers in
the kernel.


Now it is time to bring it to end user and a precompiled R5.2 GENERIC
kernel is available for this (see the site news). In parallel, after
providing a last tarball/patch for R5.2, everything will move to
Perforce.


As always, volunteers are welcome. The task is huge but very exciting.


FreeBSD/powerpc on PPCBug-based embedded boards


Rafal Jaworowski rafal.jaworowski@motorola.com


The direct objective is to make FreeBSD/powerpc work on Motorola MCP750
and similar (single board computer that is compliant with Compact PCI
standard) Based on this work it would be easy to bring it to other
embedded systems.


1. loader(8): it is based on the existing loader for FreeBSD/powerpc
port but binding to OpenFirmware was removed and replaced with PPCBug
firmware binding. It only supports netbooting for the moment, so disk
(compact flash) support needs to be done one day. The loader is the only
piece that relies onPPCBug system calls - once the kernel starts it
doesn’t need firmware support any longer.


2. kernel: it is now divorced from OpenFirmware dependencies; most of
the groundwork finished includes: nexus stuff is sorted out (resources
management is ok except interrupts assignment); host to PCI bridge low
level routines are finished so configuration of and access to PCI
devices works; the only important thing missing is the IRQ management
(Raven MPIC part is done, but the board has the second PIC,
8259-compatible that needs to be set up, but here the existing code from
x86 arch will be adopted).


Once the IRQ management is cleared out, most of the devices on board
would work straight away since they are pretty standard chips with
drivers already implemented in the tree (e.g. if_de).


At the moment work is on hold (don’t have physical access to the device)
but will resume when I’m back home (late Feb).


TrustedBSD Mandatory Access Control (MAC)


Robert Watson rwatson@FreeBSD.org TrustedBSD Discussion Mailing List
trustedbsd-discuss@TrustedBSD.org TrustedBSD MAC page


The TrustedBSD Mandatory Access Control (MAC) Framework permits the
FreeBSD kernel and userspace access control policies to be adapted at
compile-time, boot-time, or run-time. The MAC Framework provides common
infrastructure components, such as policy-agnostic labeling, making it
possible to easily development and distribute new access control policy
modules. Sample modules include Biba, MLS, and Type Enforcement, as well
as a variety of system hardening policies.


TrustedBSD MAC development branch in Perforce integrated to 5.2-RELEASE.


The TrustedBSD MAC Framework now enforces protections on System V IPC
objects and methods. Shared memory, semaphores, and message queues are
labeled, and most operations are controlled. The Biba, MLS, Test, and
Stub policies have been updated for System V IPC. (Not yet merged)


The TrustedBSD MAC Framework now enforces protections on POSIX semaphore
objects and methods. The Biba, MLS, Test, and Stub policies have been
updated. (Not yet merged)


The TrustedBSD MAC Framework’s central kernel implementation previously
existed in one large file, src/sys/kern/kern_mac.c. It is now broken
out into a series of by-service files in src/sys/security/mac.
src/sys/security/mac/mac_internal.h specifies APIs, structures, and
variables used internally across the different parts of the framework.
System calls and registration still occur in kern_mac.c. This permits
more easy maintenance of locally added object types. (Merged)


Break out mac_policy_list into two different lists, one to hold
“static” policy modules – ones loaded prior to kernel initialization,
and that may not be loaded, and one for “dynamic” policy modules – that
are either loaded later in boot, or may be unloaded. Perform less
synchronization when using static modules only, reducing overhead for
entering the framework when not using dynamic modules. (Merged)


Introduced a kernel option, MAC_STATIC, which permits only statically
registered policy modules to be loaded at boot or compiled into the
kernel. When running with MAC_STATIC, no internal synchronization is
required in the MAC Framework, lowering the cost of MAC Framework entry
points. (Not yet merged)


Make mac.h userland API definition C++-happy. (Merged)


Created mac_support.4, a declaration of what kernel and userspace
features are (and aren’t) supported with MAC. (Not yet merged)


Stale SEBSD module deleted from MAC branch; SEBSD module will solely be
developed in the SEBSD branch from now on. See the TrustedBSD SEBSD
report for more detail.


Use only pointers to ‘struct label’ in various kernel objects outside
the MAC Framework, and use a zone allocator to allocate label storage.
This permits label structures to have their size changed more easily
without changing the normal kernel ABI. This also lowers the non-MAC
memory overhead for base kernel structures. This also simplifies
handling and storage of labels in some of the edge cases where labels
are exposed outside of the Framework, such as in execve(). Include files
outside of the Framework are substantially simplified and now frequently
no longer require _label.h. (Merged)


Giant pushed down into the MAC Framework in a number of MAC related
system calls, as it is not required for almost all of the MAC Framework.
The exceptions are areas where the Framework interacts with pieces of
the kernel still covered by MAC and relies on Giant to protect label
storage in those structures. However, even in those cases, we can push
Giant in quite a bit past label internalization/externalization/ storage
allocation/deallocation. This substantially simplifies file
descriptor-based MAC label system calls. (Merged)


Remove unneeded mpo_destroy methods for Biba, LOMAC, and MLS since they
cannot be unloaded. (Merged)


Biba and MLS now use UMA zones for label allocation, which improves
storage efficiency and enhances performance. (Merged)


Bug fix for mac_prepare_type() to better support arbitrary object
label definitions in /etc/mac.conf. (Merged)


Labels added to ‘struct inpcb’, which represents TCP and UDP connections
at the network layer. These labels cache socket labels at the
application layer so that the labels may be accessed without application
layer socket locks. When a label is changed on the socket, it is pushed
down to the network layer through additional entry points. Biba, MLS
policies updated to reflect this change. (Merged)


SO_PEERLABEL socket option fixed so that peer socket labels may be
retrieved. (Merged)


mac_get_fd() learns to retrieve local socket labels, providing a
simpler API than SO_LABEL with getsockopt(). mac_set_fd() learns
about local socket labels, providing a simpler API than SO_LABEL with
setsockopt(). This also improves the ABI by not embedding a struct label
in the socket option arguments, instead using the copyin/copyout routine
for labels used for other object types. (Merged)


Some function names simplified relating to socket options. (Merged)


Library call mac_get_peer() implemented in terms of getsockopt() with
SO_PEERLABEL to improve API/ABI for networked applications that speak
MAC. (Merged)


mac_create_cred() renamed to mac_cred_copy(), similar to other label
copying methods, allowing policies to implement all the label copying
method with a single function, if desired. This also provides a better
semantic match for the crdup() behavior. (Merged)


Support “id -M”, similar to Trusted IRIX. (Not yet merged)


TCP now uses the inpcb label when responding in timed wait, avoiding
reaching up to the socket layer for label information in otherwise
network-centric code.


Numerous bug fixes, including assertion fixes in the MAC test policy
relating to execution and relabeling. (Merged)


TrustedBSD Access Control Lists (ACLs)


Robert Watson rwatson@FreeBSD.org TrustedBSD Discussion Mailing List
trustedbsd-discuss@TrustedBSD.org TrustedBSD ACLs page


TrustedBSD Access Control Lists (ACLs) provide extended discretionary
access control support for the UFS and UFS2 file systems on FreeBSD.
They implement POSIX.1e ACLs with some extensions, and meet the Common
Criteria CAPP requirements. Most ACL-related work is complete, with
remaining tasks associated with userspace integration, third party
applications, and compatibility


Prototyped Solaris/Linux semantics for combining ACLs and the umask: if
an default ACL mask is defined, substitute that mask for the umask,
permitting ACLs to override umasks. (Not merged)


TrustedBSD “Security-Enhanced BSD” – FLASK/TE Port


Robert Watson rwatson@FreeBSD.org TrustedBSD Discussion Mailing List
trustedbsd-discuss@TrustedBSD.org TrustedBSD SEBSD page


TrustedBSD “Security-Enhanced BSD” (SEBSD) is a port of NSA’s SELinux
FLASK security architecture, Type Enforcement (TE) policy engine and
language, and sample policy to FreeBSD using the TrustedBSD MAC
Framework. SEBSD is available as a loadable policy module for the MAC
Framework, along with a set of userspace extensions support
security-extended labeling calls. In most cases, existing MAC Framework
functions provide the necessary abstractions for SEBSD to plug in
without SEBSD-specific changes, but some extensions to the MAC Framework
have been required; these changes are developed in the SEBSD development
branch, then merged to the MAC branch as they mature, and then to the
FreeBSD development tree.


Unlike other MAC Framework policy modules, the SEBSD module falls under
the GPL, as it is derived from NSA’s implementation. However, the
eventual goal is to support plugging SEBSD into a base FreeBSD install
without any modifications to FreeBSD itself.


TrustedBSD SEBSD development branch in Perforce integrated to
5.2-RELEASE. Other changes in the MAC branch, including restructuring of
MAC Framework files also integrated, and a move to zone allocation for
labels. See the TrustedBSD MAC Framework report for more detail on these
and other MAC changes that also affect the SEBSD work.


FreeBSD PTY code modified so that the MAC Framework and SEBSD module can
create pty’s with the label of the process trying to access them.
Improves compatibility with the SELinux sample policy. (Not yet merged)


SEBSD now loads its initial policy in the boot loader rather than using
a dummy policy until the root file system is mounted, and then loading
it using VFS operations. This avoids initial labeling and access control
conditions during the boot.


security_load_policy() now passes a memory buffer and length to the
kernel, permitting the policy reload mechanisms to be shared between the
early boot load and late reloads. The kernel SEBSD code now no longer
needs to perform direct file I/O relating to reading the policy.
checkpolicy now mmap’s the policy before making the system call.


SEBSD now enforces protections on System V IPC objects and methods.
Shared memory, semaphores, and message queues are labeled, and most
operations are controlled. The sample policy has been updated.


The TrustedBSD MAC Framework now controls mount, umount, and remount
operations. A new MAC system call, mac_get_fs() can be used to query
the mountpoint label. lmount() system call allows a mount label to be
explicitly specified at mount time. The SEBSD policy module has been
updated to reflect this functionality, and sample TE policy has been
updated. (Not yet merged)


SEBSD now enforces protections on POSIX semaphores; the sample policy
has been updated to demonstrate how to label and control sempahores.
This includes sample rules for PostgreSQL.


The SEBSD sample policy, policy syntax, and policy tools have been
updated to the SELinux code drop from August. Bmake these pieces so we
don’t need gmake.


Provide file ioctl() MAC Framework entry point and SEBSD implementation.


A large number of sample policy tweaks and fixes. The policy has been
updated to permit cron to operate properly. It has been updated for
FreeBSD 5.2 changes, including dynamically linked root. Teach the sample
policy about FreeBSD’s sendmail wrapper.


Adapt sysinstall and install process for SEBSD pieces. Teach sysinstall,
newfs, et al, about multilabel file systems, install SEBSD sample policy
pieces, build policy. Automatically load the SEBSD module on first boot
after install.


Allow “ls -Z” to print out labels without long format.


TrustedBSD Audit


Robert Watson rwatson@FreeBSD.org TrustedBSD Audit Discussion List
trustedbsd-audit@TrustedBSD.org TrustedBSD Audit Page


The TrustedBSD Project is producing an implementation of CAPP compliant
Audit support for use with FreeBSD. Little progress was made on this
implementation between October and December other than an update to the
existing development tree. However, in January, work began on porting
the Darwin Audit implementation to FreeBSD. Details on this work will
appear in the next report; more information is available on the
TrustedBSD audit discussion list. Perforce messages may be seen on the
trustedbsd-cvs mailing list.


TrustedBSD Documentation


Robert Watson rwatson@FreeBSD.org TrustedBSD Discussion Mailing List
trustedbsd-discuss@TrustedBSD.org TrustedBSD Documentation Page


The TrustedBSD Project is implementing many new features for the FreeBSD
Project. It also provides documentation for users, administrators, and
developers.


mac_support.4 added – documents TrustedBSD MAC Framework feature
compatibility. See also the MAC Framework report.


FreeBSD security architecture updated and corrections/additions made.


A variety of documentation updates relating to API changes, including
the socket-related API changes in libc/mac(3).


FreeBSD/MIPS Status Report


Juli Mallett jmallett@FreeBSD.org


TLB support code and PMAP have come along nicely. GCC and related have
been kept up to date with the main tree. An evaluation board from
Broadcom was donated and initial work on that platform has been
occurring. Much old and obsolete code brought from NetBSD for
bootstrapping the effort has been cleaned up. The system has been seen
to get to the point of trying to initialize filesystems, but there are
still bugs even before that milestone.


AGP 3.0 Support


John Baldwin jhb@FreeBSD.org


Simple support AGP 3.0 including support for AGP 8x mode was added. The
support is simple in that it still assumes only one master and one
target. The main gain is the ability to use AGP 8x with drm modules that
support it.


Network Subsystem Locking and Performance


Sam Leffler sam@FreeBSD.org


The purpose of this project is to improve performance of the network
subsystem. A major part of this work is to complete the locking of the
networking subsystem so that it no longer depends on the “Giant lock”
for proper operation. Removing the use of Giant will improve performance
and permit multiple instances of the network stack to operate
concurrently on multiprocessor systems.


Locking of the network subsystem is largely complete. Network drivers,
middleware layers (e.g. ipfw, dummynet, bridge, etc.), the routing
tables, IPv4, NFS, and sockets are locked and operating without the use
of Giant. Much of this work was included in the 5.2 release, but not
enabled by default. The remaining work (mostly locking of the socket
layer) will be committed to CVS as soon as we can resolve how to handle
“legacy protocols” (i.e. those protocols that are not locked). The code
can be obtained now from the Perforce database. A variety of test and
production systems have been running this code for several months
without any obvious issues.


Performance analysis and tuning is ongoing. Initial results indicate SMP
performance is already better than 4.x systems but UP performance is
still lagging (though improved over -current). The removal of Giant from
the network subsystem has reduced contention on Giant and highlighted
performance bottlenecks in other parts of the system.


This work was supported by the FreeBSD Foundation.


Wireless Networking Support


Sam Leffler sam@FreeBSD.org


Work to merge the NetBSD and MADWIFI code bases is almost complete. This
brings in new features and improves sharing which will enable future
development. Support was added for 802.1x client authentication (using
the open1x xsupplicant program) and for shared key authentication (both
client and AP) which improves interopability with systems like OS X. The
awi driver was updated to use the common 802.11 layer and the Atheros
driver received extensive work to support hardware multi-rate retry.
Kismet now works with the device-independent radiotap capture format.
All of this work is still in Perforce but should be committed to CVS
soon.


Work has begun on full 802.1x and WPA support.


SMPng Status Report


John Baldwin jhb@FreeBSD.org smp@FreeBSD.org


Work is progressing on SMPng on several different fronts. Sam Leffler
and several other folks have been working on locking the network stack
as mentioned elsewhere in this update. Several infrastructure
improvements have been made in the past few months as well.


The low-level interrupt code for the i386 architecture has been
redesigned to allow for a runtime selection between different types of
interrupt controllers. This work allows the Advanced Programmable
Interrupt Controllers (APICs) to be used instead of the AT 8259A PIC
without having to compile a separate kernel to do so. It also allows the
APIC to be used in a UP kernel as well as on a UP box. Together, all
these changes allow an SMP kernel to work on a UP box and thus allowed
SMP to be enabled in GENERIC as it already is on all of the other
supported architectures. This work also reworked the APIC support to
correctly route PCI interrupts when using an APIC to service device
interrupts. This work was also used to add SMP support to the amd64
port.


A turnstile implementation was committed that implemented a queue of
threads blocked on a resource along with priority inheritance of blocked
threads to the owner of the resource. Turnstiles were then used to
replace the thread queue built into each mutex object which shrunk the
size of each mutex as well as reduced the use of the sched_lock spin
mutex.
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Introduction


This report covers FreeBSD development activities from February, 2002
through April, 2002. It’s been a busy few months – BSDCon in San
Francisco, the FreeBSD Developer Summit, a first development preview of
5.0-CURRENT, not to mention lots of progress on the 5.0 feature set
(SMPng, sparc64, GEOM, ... the list goes on).


In the next two months, the USENIX ATC occurs (highly recommended event
for both developers and users), and a number of new software components
will hit the tree, including UFS2 and the TrustedBSD MAC framework.
We’ll also complete the elections for the FreeBSD Core Team, and should
have the next Core Team online by the time the next report rolls around.
Stay tuned for more!


Robert Watson


FreeBSD Package-building Cluster


Kris Kennaway kris@FreeBSD.org


Packages are built from the FreeBSD Ports Collection on a cluster of
i386 and alpha machines using scripts available in
/usr/ports/Tools/portbuild/. Over the past few months I have been
cleaning up and extending these scripts to improve efficiency and allow
for greater flexibility in how package builds are performed. Major
improvements so far have been: cleaning up and modularizing the scripts
to avoid code duplication and reduce the need for ongoing maintenance;
optimizing the build process and making it much more robust against
client machine failure; and allowing package builds to be restarted if
they are interrupted. The i386 package cluster is currently running
FreeBSD 5.0-CURRENT, and it has proven to be a useful testing ground for
exposing kernel bugs, especially those which only manifest under system
load.


Future plans include the ability to perform incremental package rebuilds
which only build packages that have changed since the last run. This
will allow packages to be made available on the FTP site within an hour
or two of the CVS commit to the ports collection. We also hope to set up
a sparc64 package cluster in the near future, but this is contingent on
suitable hardware.


UMA


Jeff Roberson jeff@FreeBSD.org


FreeBSD’s new kernel memory allocator has been committed to 5.0. UMA is
a slabs derived allocator that supports memory reclaiming, object
caching, type stable storage, and per CPU free lists for optimal SMP
performance. It has both a malloc(9) interface and a zone style
interface for specific object types. uma(9) will be available shortly.


Universal Disk Filesystem for FreeBSD


Scott Long scottl@FreeBSD.org Jeroen Ruigrok asmodai@wxs.nl UDF
Homepage.


Read-only support for UDF filesystems was checked into the 5-CURRENT
branch in April. Backporting for 4-STABLE is being conducted by Jeroen.
The next phase is to write a newfs_udf, then move on to adding write
support to the filesystem. I’m still looking for a volunteer to handle
read and write support for write-once media (e.g. CD-R).


Zero Copy Sockets


Ken Merry ken@FreeBSD.org Zero copy patches and information.


I have released a new zero copy sockets snapshot, the first since
November, 2000. The code has been ported up to the latest -current, and
the jumbo code now has mutex protection. Also, zero copy send and
receive can be selectively turned on and off via sysctl to make it
easier to compare performance with and without zero copy. Reviews and
comments are welcome.


Bluetooth stack for FreeBSD (Netgraph implementation)


Maksim Yevmenkin m_evmenkin@yahoo.com


I’m slowly making progress. The second engineering release is available
for download at
http://www.geocities.com/m_evmenkin/ngbt-fbsd-20020506.tar.gz


This release includes support for H4 UART transport layer, Host
Controller Interface (HCI), Link Layer Control and Adaptation Protocol
(L2CAP) and Bluetooth sockets layer. It also comes with several user
space utilities that can be used to configure and test Bluetooth
devices.


I’m currently working on RFCOMM protocol implementation (Serial port
emulation over Bluetooth link). My next goal is to port Service
Discovery Protocol (SDP) implementation from BlueZ
(http://bluez.sf.net). I’m also thinking about adding USB device support
(as soon as i find/buy hardware).


Issues: 1) Bluetooth hardware; I have couple PC-CARDs that i use for
development and testing purposes, but i’d love to have more. 2) Time; My
regular day job kicked in, so i will be spending more time doing stuff
i’m getting paid for.


FreeBSD C99 & POSIX Conformance Project


Mike Barcroft mike@FreeBSD.org FreeBSD-Standards Mailing List
standards@FreeBSD.org


Since the last status report, two developers working on utility
conformance were given commit access to the FreeBSD CVS repository to
help expedite development. As a result, the following utilities have
been brought up to conformance, they include: csplit(1), env(1),
expr(1), fold(1), join(1), m4(1), mesg(1), paste(1), patch(1), pr(1),
uuencode(1), uuexpand(1), and xargs(1). The printf(1) utility was
brought up to conformance with the 1992 edition of POSIX.2, with further
development planned.


On the header front, much progress has been made. Specifically,
infrastructure to control visibility of components of a header, based on
the standard requested by an application, has been added to
<sys/cdefs.h>. Some work has been completed on renovating the way types
are defined. This has lead to the creation of <sys/_types.h>. Further
improvements such as the merger of <machine/ansi.h> and
<machine/types.h> are planned. Additionally, the headers: <strings.h>,
<string.h>, and <sys/un.h> have been made to conform to POSIX.1-2001.


On the API front, scanf(3) has received support for 5 new length
modifiers (hh, j, ll, t, and z). A patch to implement two additional
conversion specifiers (j and z) has been developed for printf(9) and is
expected to be committed soon.


In other news, the project’s web site has been moved to the main FreeBSD
site. It is now available at the URL at the top of this status report.
Please update your bookmarks.


Netgraph ATM


Harti Brandt brandt@fokus.fhg.de Introduction to NgAtm


Version 1.1 for FreeBSD-current is now available. It includes the
SNMP-daemon package bsnmp, the driver package ngatmbase, the UNI4.0
signaling package ngatmsig and the network emulation package ngatmnet.
NgAtm allows both to build applications running directly on top of ATM
and to use ATM-Forum LAN emulation to use IP over ATM. Currently we are
working on a simple switch module, that implements the network side
signaling and ILMI as well as simple routing and call admission control.


GNOME Project


Joe Marcus marcus@FreeBSD.org FreeBSD GNOME Project homepage.


The GNOME project has seen quite a few changes lately. For one, the
author of this update has recently been given “The Bit.” Joe Marcus
Clarke now has CVS access, and is working primarily on the GNOME
project. Joe has been closing a good deal of GNOME PRs, as well as
patching some of the existing GNOME 1.4 components.


The GNOME 2 porting effort continues on. We have completed porting of
the GNOME 2.0 API, and are 75% complete on porting the full GNOME 2.0
desktop. When complete, GNOME 1.4 and GNOME 2.0 will be co-resident in
the ports tree. Both APIs can be installed concurrently in the same
PREFIX, but the respective desktops will remain mutually independent.
Maxim Sobolev is working on adapting bsd.gnome.mk to handle both
versions of the desktop in an elegant fashion.


Not to be left out, the existing GNOME 1.4 components have received
numerous updates to keep them in sync with the stable distfiles on
gnome.org. We have seen many “1.0” milestone releases including the most
recent AbiWord 1.0.0. In the next few weeks, we will be making sure all
the GNOME 1.4 components build correct packages on bento so that GNOME
1.4 will be on the 4.6-RELEASE CD.


FreeBSD/KGI


Nicholas Souchu nsouch@FreeBSD.org


FreeBSD/KGI started last year after the port of GGI to VGL. KGI (Kernel
Graphic Interface) is a kernel infrastructure providing user
applications with access to hardware graphic resources (dma, irqs,
mmio). KGI is already available under Linux as a separate project. The
FreeBSD/KGI project aims at integrating KGI in the FreeBSD kernel.
Mostly a port for now, but optimized for FreeBSD in the future.
Currently FreeBSD/KGI is under development and the code is only
available for reading, compiling but not running. More interesting are
design hints found at the project URL.


Libh


Antoine Beauprş anarcat@anarcat.ath.cx Alexander Langer alex@FreeBSD.org
Nathan Ahlstrom nra@FreeBSD.org Main project page.


We now have a loadable mfsroot floppy. It contains just the diskeditor
(which is really a disk partitioner) which has been enhanced and is
probably in its final form. It’s been geared towards making the newfs(1)
and mount(1) steps separate dialogs, so it reduceed its complexity. A
basic fstab class has been implemented to manipulate /etc/fstab and
mountpoint. This might find a use outside libh, by the way. Libh package
format is still incomplete and somehow buggy, so it’s my next target.


There is a API documentation effort underway with the help of
doxygen(1), so there’s now more documentation for people that want to
get started with libh.


All this lead me to prepare the release of another alpha preview of libh
that will shortly be available in the ports collection (0.2.2). Also, a
new committer (okumoto) has joined the project (as well as I) and he is
currently working on cleaning up the build system. It’s been a few
months without news, so this probably seemed a bit long, but don’t
worry, we still need your help to really get this going!


jp.FreeBSD.org daily SNAPSHOTs project


Makoto Matsushita matusita@jp.FreeBSD.org Project Webpage Project
Webpage (in Japanese)


There are several new topics, including: Source Code Tour is now
separated into kernel part and userland part, yet another snapshots from
RELENG_4_x branch (currently 4.5-RELEASE-p4), add several packages
including XFree86 4.x to installation CD-ROM, new cdboot-only ISO image,
fix breakage of duplex.iso, etc. See also the project webpage for more
detail. Also, I have a plan to add FreeBSD/alpha distribution to this
project – stay tuned.


KAME


Shinsuke SUZUKI suz@kame.net KAME Project Home Page KAME Project Roadmap


KAME Project has been extended until March 2004, and we decided the
project roadmap for these two years. The first one year is for
implementation, and the remaining year is for feedback of our results
into other BSD projects (please refer to the above URL for further
detail). Great change is lack of NAT-PT support due to a lack of human
resource, although KAME snap still contains it as it is.


SUZUKI Shinsuke (suz@kame.net) has begun working for KAME and FreeBSD
merge task in cooperation with Umemoto-san (ume@FreeBSD.org). Some of
KAME stuff (critical bug fix, newest ports for pim6sd and racoon, etc)
has been merged into 4-stable in this April.


TrustedBSD Audit


Andrew Reiter arr@FreeBSD.org TrustedBSD Audit Mailing List
trustedbsd-audit@TrustedBSD.org TrustedBSD main web page


Over the past couple of months, progress has pretty much stopped until
very recently. The past few changes to the audit code were update the
usage of zones to UMA zones, cleanup some old cruft, and start toying
with the idea of having an audit write thread implemented as an ithd.
The next step is to decide two realistic approaches to the where the
records will be dumped – whether that is to a local disk or fed up to
userland and then dealt with. After that, the goal will be to expand the
number of events that are being audited, while also working in some
performance testing procedures. I will be posting to trustedbsd-audit
about the recent changes shortly.


TrustedBSD MAC


Robert Watson rwatson@FreeBSD.org TrustedBSD Discussion Mailing List
trustedbsd-discuss@TrustedBSD.org TrustedBSD main web page


Over the last three months, there has been a lot of activity in the
TrustedBSD MAC tree. An initial commit of the SEBSD code (NSA FLASK and
SELinux implementation) was made; many MAC policies previously linked
directly to the kernel via kernel options were moved to kernel modules;
the flexibility of the framework was improved relating to the life cycle
of object labels; additional labeling and access control hooks were
introduced; new policies were introduced to demonstrate the flexibility
of the framework (including a cleanup of inter-process authorization,
additional VFS hooks, improved support for multilabel filesystems,
network booting, IPv6, IPsec, support for “peer” labels on stream
sockets). Current modules include Biba integrity policy, MLS
confidentiality policy, Type Enforcement, “BSD Extended” (permitting
firewall-like rulesets for filesystem protection), “ifoff” (limit
interface communication by policy), mac_seeotheruids (limit visibility
of processes/etc of other users), “babyaudit” (a simple audit
implementation), and SEBSD (FLASK/SELinux port).


Over the next month, a final move to completely dynamic labeling will be
made, permitting policies to introduce new state relating to process
credentials, vnodes, sockets, mounts, interfaces, and mbufs at run-time,
allowing a broad range of flexible label-driven policies to be
developed. In addition, application APIs will be re-designed and
re-implemented so as to better support a fully dynamic policy framework.
We plan to make an initial prototype patchset available for review in
June, with the intent of committing that patchset in mid-June.


Updated prototype code may be retrieved from the TrustedBSD CVS trees on
cvsup10.FreeBSD.org.


PAM


Mark Murray markm@FreeBSD.org Dag-Erling SmŲrgrav des@FreeBSD.org March
2002 PAM activity report. April 2002 PAM activity report.


The painful parts are now completed, with all authentication- related
utilities converted to PAM (except for those cases where it doesn’t make
sense, like Kerberos- or OPIE-specific commands). OpenPAM is complete
(except for a few missing man pages) and seems to work well.


For more details, see the activity reports linked to above.


OpenSSH


Dag-Erling SmŲrgrav des@FreeBSD.org


OpenSSH has been upgraded to 3.1, and the kinks seem to have been worked
out by now. OpenSSH will now use PAM for both ssh1 and ssh2
authentication.


KSE


Julian Elischer julian@FreeBSD.org Jonthan Mini mini@FreeBSD.org


The KSE project had floundered due to lack of development time for
awhile, but has been picked up recently by Jonathan Mini. Currently, the
main focus is to prepare the “milestone 3” code for inclusion into
-CURRENT.


The project is still working towards “milestone 4” (allowing threads
from the same process to run on multiple CPUs), which should be
significantly easier now due to work done by the SMPng project over the
past several months.


Help could be used in several areas of the project, especially with
porting the libc_r (pthreads) library to KSE’s threading model.


NEWCARD


Warner Losh imp@FreeBSD.org


NEWCARD support tried to merge CardBus functions with PCI functions, but
that failed to properly route interrupts. A branch for the merge was
created and will be merged into the main line at a later date. Too many
other things going on in my life to make much progress.


Wi Hostap


Warner Losh imp@FreeBSD.org


Work on the host access point support for the Prism2 and Prism2.5 based
wireless cards has been integrated into the kernel. This work is largely
based on Thomas Skibo’s initial implementation.


Fibre Channel


Matthew Jacob mjacob@FreeBSD.org Project Status Page.


Continued bug fixing and hardening for this last few months.


Future work will include making target mode work correctly and fast.


The LSI-Logic chipset’s MPT Fusion driver is also being evaluated.


Athlon MTRR Problems


David Malone dwmalone@FreeBSD.org


The FreeBSD MTRR code has been made more robust against unexpected
values sometimes found in the Athlon’s Memory Type Range Registers.
Problems with these values had prevented XFree 4.2 running on some
motherboards. Experimentation indicates that these undocumented values
may control the mapping of BIOS/ROMs or have something to do with SMM.
If anyone can provide details of what these values mean, can they please
let me know, so the MTRR code can be completed.


IPMI Tools for FreeBSD


Doug White dwhite@FreeBSD.org


IPMI Tools for FreeBSD is a collection of C and Python applications and
modules for exploring the information available via the Intelligent
Platform Management Interface (IPMI), as implemented on server
motherboards by Intel and HP. IPMI is an open standard with patent
protection for adopters which defines standard interfaces to on-board
management hardware. The management hardware consists of a CPU, sensors
such as temperature probes and fan speeds, and repositories such as the
System Event Log and Field-Replaceable Unit (FRU) inventory, and other
system information.


A basic set of tools was recently made available which uses the KCS and
SMIC system interfaces to retrieve the System Event Log, FRU repository,
and system sensors. Additional features are currently under research.
Suggestions for additional features and programs are greatly
appreciated.


PowerPC Port


Benno Rice benno@FreeBSD.org Current boot messages.


The PowerPC port is moving ahead. It can now mount a root file system
and exec init, but fails when trying to map init’s text segment in. I’m
hoping to have it starting my fake “Hello, world!” init soon, after
which I plan to try and get some libc bits in place so that I can build
/bin and /sbin and try to get to actual single-user.


jpman project


Kazuo Horikawa horikawa@FreeBSD.org jpman project page both for users
and developers (in Japanese)


4.5-RELEASE Japanese manpage package, ja-man-doc-4.5.tgz, once published
with OpenSSH 2.3 (as reported by previous status report) on January 31,
is replaced with new package with OpenSSH 2.9 based manpages on March 3.
Since then, we have been updating Japanese manpages for 4.6-RELEASE. For
new translation and massive update, we have been making a lot of effort.


Continuing section 3 updating has 73% finished.


“GEOM” - generalized block storage manipulation


Poul-Henning Kamp phk@FreeBSD.org Old concept paper here.


The GEOM code has gotten so far that it beats our current code in some
areas while still lacking in others. Work continues on a generalized
interface for “magic data” (boot blocks, disklabels MBR’s etc)
manipulation from userland.


With GEOM enabled in the kernel any FreeBSD platform will now recognize
PC style MBR’s, i386 disklabels, alpha disklabels, PC98 extended MBRs
and SUN/Solaris style disklabels.


FreeBSD ARM Port


Stephane E. Potvin sepotvin@videotron.ca


Since the last progress report, the initialization code was much cleaned
(thanks to NetBSD’s acort32 port) and partial DDB support as been added.
I’m now struggling to put the pmap module into a working state. The
latest patch set only includes the initialization changes. I did some
tries to get what I had so far working on my iPAQ without much successes
(downloading a kernel over a serial link is way too painful). If anyone
has had success in getting any iPAQ to work as a USB storage device
under *BSD please contact me.


locking up pcb’s in the networking stack


Jeffrey Hsu hsu@FreeBSD.org


I’ve been mentoring someone on locking up the protocol control blocks in
the networking stack. She has already finished TCP and UDP and I’m
currently reviewing the patch with her and going over some networking
lock order issues. Locking up raw protocol interface control blocks
follows next.


Network interface cloning and modularity


Brooks Davis brooks@FreeBSD.org


Support for stf(4), faith(4), and loopback interfaces has been committed
to current. The stf and faith support has been MFC’d. In current the API
has changed to move unit allocation into the generic cloning code
reducing the amount of support code required in each driver. Code
improvements to increase our API compatibility with NetBSD will be
committed soon along with cloning support for discard interfaces and
ppp(4) interfaces.


Thanks to mux@FreeBSD.org for the loopback support and unit allocation
cleanups.


IA64 Port


Peter Wemm peter@FreeBSD.org


IA64 has had a busy few months. Aside from gcc, we are now fully self
hosting on IA64. Doug Rabson has performed his magic and implemented the
execution of 32 bit i386 application binaries although more work remains
to be done to make ld-elf.so.1 happy with the different underlying page
size. We have been using the i386 perforce binary to do actual
development work and submit from the ia64 systems themselves. Marcel
Moolenaar has been working on SMP and machine-check support. We have
been running SMP kernels amazingly reliably on our development boxes for
quite some time now. syscons is now functional. We have produced a
self-booting run-root-on-cdrom ISO image (idea taken from the sparc64
folks) that has been used to manually self install an IA64 system from a
blank disk. Aside from a few minor loose ends we now have complete ‘make
world’ functionality. sysinstall works on ia64. We plan on producing a
semi-respectable boot/install cdrom image shortly.


GCC 3.1


David O’Brien obrien@FreeBSD.org


As of Thur May 9th, 2002 FreeBSD 5-CURRENT is now using a GCC 3.1
prerelease snapshot as the system C compiler. At this time of cutting
over, the compiler is working well on i386, Alpha, Sparc64, and IA-64
for building world. There is a known problem with our atomic ops on
Alpha that prevents a GCC 3.1 built kernel from booting.


Currently the C++ support libraries (libstdc++, et.al.) does not build
and thus prevents the system C++ compiler from being used.


Release Engineering


Release Engineering re@FreeBSD.org


The release engineering team released FreeBSD
5.0-DP1 [http://www.FreeBSD.org/releases/5.0R/DP1/announce.html] on
8 April 2002. This Developer Preview gives developers and other
interested parties a chance to help test some of the new features to
appear in 5.0-RELEASE. This distribution has known bugs and areas of
instability, and should only be used for (non-production) testing and
development.


The next releases of FreeBSD will be 4.6-RELEASE (scheduled for 1 June
2002) and 5.0-DP2 (scheduled for 25 June 2002). Information on the
release schedules and more can be found on the team’s new area on the
FreeBSD Web site (see the URL above).


Finally, the team has gained two new members: Brian Somers and Bruce A.
Mah.


ppp RADIUS/MS-CHAP support


Brian Somers brian@FreeBSD.org


libradius now supports RADIUS vendor attribute extensions and user-ppp
is now capable of doing MS-CHAP authentication via a RADIUS server. A
new net/freeradius port has been created for support of MS-CHAP in a
RADIUS server.


MS-CHAPv2 support will be added soon.


The work is sponsored by Monzoon.


Improving FreeBSD Startup Scripts


Doug Barton dougb@FreeBSD.org Mike Makonnen makonnen@pacbell.net Gordon
Tetlow gordont@gnf.org


Mike Makonnen has done quite a bit of excellent work on porting the
scripts from FreeBSD into the NetBSD framework. The next step seems to
be to try to reduce the amount of diffs between our implementation and
the original set from NetBSD.


SMPng


John Baldwin jhb@FreeBSD.org smp@FreeBSD.org


The SMPng project has been picking up steam in the last few months
thankfully. In February, Seigo Tanimura-san committed the first round of
process group and session locking. Alfred Perlstein also added locking
to most of the pipe implementation. In March, Alfred fixed several
problems with the locking for select() and pushed down Giant some in
several system calls. Andrew Reiter added locking for kernel module
metadata, and Jeff Roberson wrote a new SMP-friendly slab allocator to
replace both the zone allocator and the in-kernel malloc(). The use of
the critical section API was cleaned up to not be abused as replacements
for disabling and enabling interrupts. Also, Matt Dillon optimized the
MD portion of the critical section code on the i386 architecture.
Several other subsystems were also locked in April as well. See the
SMPng website and todo list for more details.


Some of the current works in progress include locking for the kernel
linker by Andrew Reiter and light-weight interrupt threads for the i386
by Bosko Milekic. Seigo Tanimura-san, Alfred Perlstein, and Jeffrey Hsu
are also working on locking down various pieces of the networking stack.
Alan Cox has started working on fixing the existing locking in the VM
subsystem and moving bits of it out from under Giant. John Baldwin has
written an implementation of turnstiles as well as adaptive mutexes in
the jhb_lock Perforce branch. The adaptive mutexes appear to be stable
on i386, alpha, and sparc64, but the turnstile code still contains
several tricky lock order reversals. John also plans to commit the
p_canfoo() API change to use td_ucred in the very near future and then
finish the task of making ktrace(4) use a worker thread.


New mount(2) API


Poul-Henning Kamp phk@FreeBSD.org Maxime Henrion mux@FreeBSD.org


The patch for the new mount API has now been committed to the tree.
Several filesystems also have been converted to this new mount API,
namely procfs, linprocfs, fdescfs and devfs. I’m working on converting
more filesystems to nmount, and actually already have UFS done. It has
not been committed yet to avoid conflicting with the UFS2 work, but it
should hit the tree soon. Manpages are still missing at the moment
because I had to modify the API slightly. I hope to have them done soon
now.


FreeBSD Developer Summit


Robert Watson rwatson@FreeBSD.org


The second FreeBSD Developer Summit, held following the BSD Conference
in San Francisco in February, was a great success. Around 40 developers
attended in person, another five by phone, and many others by webcast.
During a marathon-esque eight hour session, a variety of development
topics were discussed, including adding inheritance to the KOBJ system,
ports to new architectures, adaptations of the toolchain for new
architectures, the GEOM extensible storage device framework, upcoming
changes to the network stack, TrustedBSD features, KSE, SMPng, and the
release engineering schedule. This event was sponsored by DARPA and NAI
Labs, with webcasting provided by Joe Karthauser, bandwidth provided by
Yahoo!. Planning for future such events is now underway; a
summary/transcript of discussion may be found at the URL above.
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Advanced pkg-plist Practices





Changing pkg-plist Based on Make Variables


Some ports, particularly the p5- ports, need to change their
pkg-plist depending on what options they are configured with (or
version of perl, in the case of p5- ports). To make this easy,
any instances in pkg-plist of %%OSREL%%, %%PERL_VER%%, and
%%PERL_VERSION%% will be substituted appropriately. The value of
%%OSREL%% is the numeric revision of the operating system (for
example, 4.9). %%PERL_VERSION%% and %%PERL_VER%% is the full
version number of perl (for example, 5.8.9). Several other
%%VARS%% related to port’s documentation files are described in the
relevant section.


To make other substitutions, set PLIST_SUB with a list of
VAR=VALUE pairs and instances of %%VAR%% will be substituted
with VALUE in pkg-plist.


For instance, if a port installs many files in a version-specific
subdirectory, use a placeholder for the version so that pkg-plist
does not have to be regenerated every time the port is updated. For
example:


OCTAVE_VERSION= ${PORTREVISION}
PLIST_SUB=  OCTAVE_VERSION=${OCTAVE_VERSION}






in the Makefile and use %%OCTAVE_VERSION%% wherever the version
shows up in pkg-plist. When the port is upgraded, it will not be
necessary to edit dozens (or in some cases, hundreds) of lines in
pkg-plist.


If files are installed conditionally on the options set in the port, the
usual way of handling it is prefixing pkg-plist lines with a
%%OPT%% for lines needed when the option is enabled, or
%%NO_OPT%% when the option is disabled, and adding
OPTIONS_SUB=yes to the Makefile. See ? for more information.


For instance, if there are files that are only installed when the
X11 option is enabled, and Makefile has:


OPTIONS_DEFINE= X11
OPTIONS_SUB=    yes






In pkg-plist, put %%X11%% in front of the lines only being
installed when the option is enabled, like this :


%%X11%%bin/foo-gui






This substitution will be done between the pre-install and do-install
targets, by reading from PLIST and writing to TMPPLIST (default:
WRKDIR/.PLIST.mktmp). So if the port builds PLIST on the fly, do
so in or before pre-install. Also, if the port needs to edit the
resulting file, do so in post-install to a file named TMPPLIST.


Another way of modifying a port’s packing list is based on setting the
variables PLIST_FILES and PLIST_DIRS. The value of each variable
is regarded as a list of pathnames to write to TMPPLIST along with
PLIST contents. Names listed in PLIST_FILES and PLIST_DIRS
are subject to %%VAR%% substitution as described above. Except for
that, names from PLIST_FILES will appear in the final packing list
unchanged, while @dir will be prepended to names from
PLIST_DIRS. To take effect, PLIST_FILES and PLIST_DIRS must
be set before TMPPLIST is written, that is, in pre-install or
earlier.


From time to time, using OPTIONS_SUB is not enough. In those cases,
adding a specific TAG to PLIST_SUB inside the Makefile with
a special value of @comment, makes package tools to ignore the line.
For instance, if some files are only installed when the X11 option
is on and the architecture is i386:


.include <bsd.port.pre.mk>

.if ${PORT_OPTIONS:MX11} && ${ARCH} == "i386"
PLIST_SUB+= X11I386=""
.else
PLIST_SUB+= X11I386="@comment "
.endif









Empty Directories



Cleaning Up Empty Directories


When being de-installed, a port has to remove empty directories it
created. Most of these directories are removed automatically by
MAN.PKG.8, but for directories created outside of ${PREFIX}, or
empty directories, some more work needs to be done. This is usually
accomplished by adding @dir lines for those directories.
Subdirectories must be deleted before deleting parent directories.


[...]
@dir /var/games/oneko/saved-games
@dir /var/games/oneko









Creating Empty Directories


Empty directories created during port installation need special
attention. They must be present when the package is created. If they are
not created by the port code, create them in the Makefile:


post-stage:
    @${MKDIR} ${STAGEDIR}${PREFIX}/some/directory






Add the directory to pkg-plist like any other. For example:


@dir some/directory











Configuration Files


If the port installs configuration files to PREFIX/etc (or
elsewhere) do not list them in pkg-plist. That will cause
pkg delete to remove files that have been carefully edited by the
user, and a re-installation will wipe them out.


Instead, install sample files with a filename.sample extension. The
@sample macro automates this, see ? for what it does exactly. For
each sample file, add a line to pkg-plist:


@sample etc/orbit.conf.sample






If there is a very good reason not to install a working configuration
file by default, only list the sample filename in pkg-plist, without
the ``@sample



`` part, and add a message pointing out that



the user must copy and edit the file before the software will work.



Tip


When a port installs its configuration in a subdirectory of
${PREFIX}/etc, use ETCDIR, which defaults to
${PREFIX}/etc/${PORTNAME}, it can be overridden in the ports
Makefile if there is a convention for the port to use some other
directory. The %%ETCDIR%% macro will be used in its stead in
pkg-plist.


Note


The sample configuration files should always have the .sample
suffix. If for some historical reason using the standard suffix is
not possible, use this construct:


@unexec if cmp -s %D/etc/orbit.conf-dist %D/etc/orbit.conf; then rm -f %D/etc/orbit.conf; fi
etc/orbit.conf-dist
@exec if [ ! -f %D/etc/orbit.conf ] ; then cp -p %D/%F %B/orbit.conf; fi






The order of these lines is important. On deinstallation, the sample
file is compared to the actual configuration file. If these files
are identical, no changes have been made by the user and the actual
file can be safely deleted. Because the sample file must still exist
for the comparison, the @unexec line comes before the sample
configuration file name. On installation, if an actual configuration
file is not already present, the sample file is copied to the actual
file. The sample file must be present before it can be copied, so
the @exec line comes after the sample configuration file name.


To debug any issues, temporarily remove the -s flag to MAN.CMP.1
for more output.


See MAN.PKG-CREATE.8 for more information on %D and related
substitution markers.









Dynamic Versus Static Package List


A static package list is a package list which is available in the
Ports Collection either as pkg-plist (with or without variable
substitution), or embedded into the Makefile via PLIST_FILES and
PLIST_DIRS. Even if the contents are auto-generated by a tool or a
target in the Makefile before the inclusion into the Ports Collection
by a committer (for example, using ``make



makeplist>``), this is still considered a static list, since it is



possible to examine it without having to download or compile the
distfile.


A dynamic package list is a package list which is generated at the
time the port is compiled based upon the files and directories which are
installed. It is not possible to examine it before the source code of
the ported application is downloaded and compiled, or after running a
make clean.


While the use of dynamic package lists is not forbidden, maintainers
should use static package lists wherever possible, as it enables users
to MAN.GREP.1 through available ports to discover, for example, which
port installs a certain file. Dynamic lists should be primarily used for
complex ports where the package list changes drastically based upon
optional features of the port (and thus maintaining a static package
list is infeasible), or ports which change the package list based upon
the version of dependent software used. For example, ports which
generate docs with Javadoc.





Automated Package List Creation


First, make sure the port is almost complete, with only pkg-plist
missing. Running ``make



makeplist`` will show an example for pkg-plist. The output of



makeplist must be double checked for correctness as it tries to
automatically guess a few things, and can get it wrong.


User configuration files should be installed as filename.sample, as
it is described in ?. info/dir must not be listed and appropriate
install-info lines must be added as noted in the info
files section. Any libraries installed by the port
must be listed as specified in the shared
libraries section.





Expanding Package List with Keywords


All keywords can also take optional arguments in parentheses. The
arguments are owner, group, and mode. This argument is used on the file
or directory referenced. To change the owner, group, and mode of a
configuration file, use:


@sample(games,games,640) etc/config.sample






The arguments are optional. If only the group and mode need to be
changed, use:


@sample(,games,660) etc/config.sample







@desktop-file-utils


Will run update-desktop-database -q after installation and
deinstallation.





@fcfontsdir directory


Add a @dir entry for the directory passed as an argument, and run
``fc-cache



-s``, mkfontscale and mkfontdir on that directory after



installation and deinstallation. Additionally, on deinstallation, it
removes the fonts.scale and fonts.dir cache files if they are
empty.





@glib-schemas


Runs glib-compile-schemas on installation and deinstallation.





@info file


Add the file passed as argument to the plist, and updates the info
document index on installation and deinstallation. Additionally, it
removes the index if empty on deinstallation. This should never be used
manually, but always through INFO. See ? for more information.





@kld directory


Runs kldxref on the directory on installation and deinstallation.
Additionally, on deinstallation, it will remove the directory if empty.





@rmtry file


Will remove the file on deinstallation, and not give an error if the
file is not there.





@sample file


Add the file passed as argument to the plist.


On installation, check for a “real” file with just the base name (the
name without the .sample extension). If the real file is not found,
copy the sample file to the base file name. On deinstallation, remove
the configuration file if it has not been modified. See ? for more
information.





@shared-mime-info directory


Runs update-mime-database on the directory on installation and
deinstallation.





@shell file


Add the file passed as argument to the plist.


On installation, add the full path to file to /etc/shells, while
making sure it is not added twice. On deinstallation, remove it from
/etc/shells.





Base Keywords


There are a few keywords that are hardcoded, and documented in
MAN.PKG-CREATE.8. For the sake of completeness, they are also documented
here.



@ [file]


The empty keyword is a placeholder to use when the file’s owner, group,
or mode need to be changed. For example, to set the group of the file to
games and add the setgid bit, add:


@(,games,2755) sbin/daemon









@cwd [directory] (Deprecated)


Set the internal directory pointer to point to directory. All subsequent
filenames are assumed relative to this directory.





@exec command


Execute command as part of the unpacking process. If command contains
any of these sequences somewhere in it, they are expanded inline. For
these examples, assume that @cwd is set to /usr/local and the
last extracted file was bin/emacs.



		%F


		Expand to the last filename extracted (as specified). In the example
case bin/emacs.


		%D


		Expand to the current directory prefix, as set with @cwd. In the
example case /usr/local.


		%B


		Expand to the basename of the fully qualified filename, that is, the
current directory prefix plus the last filespec, minus the trailing
filename. In the example case, that would be /usr/local/bin.


		%f


		Expand to the filename part of the fully qualified name, or the
converse of %B. In the example case, emacs.








@unexec command


Execute command as part of the deinstallation process. Expansion of
special % sequences is the same as for @exec. This command is
not executed during the package add, as @exec is, but rather when
the package is deleted. This is useful for deleting links and other
ancillary files that were created as a result of adding the package, but
not directly known to the package’s table of contents (and hence not
automatically removable).





@mode mode


Set default permission for all subsequently extracted files to mode.
Format is the same as that used by MAN.CHMOD.1. Use without an arg to
set back to default permissions (mode of the file while being packed).



Important


This must be a numeric mode, like 644, 4755, or 600. It
cannnot be a relative mode like u+s.









@owner user


Set default ownership for all subsequent files to user. Use without an
argument to set back to default ownership (root).





@group group


Set default group ownership for all subsequent files to group. Use
without an arg to set back to default group ownership (wheel).





@comment string


This line is ignored when packing.





@dir directory


Declare directory name. By default, directories created under PREFIX
by a package installation are automatically removed. Use this when an
empty directory under PREFIX needs to be created, or when the
directory needs to have non default owner, group, or mode. Directories
outside of PREFIX need to be registered. For example,
/var/db/${PORTNAME} needs to have a @dir entry whereas
${PREFIX}/share/${PORTNAME} does not if it contains files or uses
the default owner, group, and mode.





@dirrm directory (Deprecated)


Declare directory name to be deleted at deinstall time. By default,
directories created under PREFIX by a package installation are
deleted when the package is deinstalled.





@dirrmtry directory (Deprecated)


Declare directory name to be removed, as for @dirrm, but does not
issue a warning if the directory cannot be removed.







Creating New Keywords


Package list files can be extended by keywords that are defined in the
${PORTSDIR}/Keywords directory. The settings for each keyword are
stored in a UCL file named keyword.ucl. The file must contain at
least one of the next sections:



		attributes


		Changes the owner, group, or mode used by the keyword. Contains an
associative array where the possible keys are owner, group,
and mode. The values are, respectively, a user name, a group
name, and a file mode. For example:


attributes: { owner: "games", group: "games", mode: 0555 }









		action


		Defines what happens to the keyword’s parameter. Contains an array
where the possible values are:



		setprefix


		Set the prefix for the next plist entries.


		dir


		Register a directory to be created on install and removed on
deinstall.


		dirrm


		Register a directory to be deleted on deinstall. Deprecated.


		dirrmtry


		Register a directory to try and deleted on deinstall.
Deprecated.


		file


		Register a file.


		setmode


		Set the mode for the next plist entries.


		setowner


		Set the owner for the next plist entries.


		setgroup


		Set the group for the next plist entries.


		comment


		Does not do anything, equivalent to not entering an action
section.


		ignore_next


		Ignore the next entry in the plist.








		pre-install; post-install; pre-deinstall; post-deinstall; pre-upgrade; post-upgrade


		These keywords contains a MAN.SH.1 script to be executed before or
after installation, deinstallation, or upgrade of the package. In
addition to the usual @exec %foo placeholders described in
?, there is a new one, %@, which represents the argument of the
keyword.


		This keyword does two things, it adds a ``@dirrmtry


		directory`` line to the packing list, and echoes the fact that





the directory is removed when deinstalling the package.


actions: [dirrmtry]
post-deinstall: <<EOD
  echo "Directory %D/%@ removed."
EOD






This keyword does three things, it adds the filename passed as an
argument to @sample to the packing list, it adds to the
post-install script instructions to copy the sample to the actual
configuration file if it does not already exist, and it adds to the
post-deinstall instructions to remove the configuration file if it
has not been modified.


actions: [file]
post-install: <<EOD
  case "%@" in
  /*) sample_file="%@" ;;
  *) sample_file="%D/%@" ;;
  esac
  target_file="${sample_file%.sample}"
  if ! [ -f "${target_file}" ]; then
    /bin/cp -p "${sample_file}" "${target_file}"
  fi
EOD
pre-deinstall: <<EOD
  case "%@" in
  /*) sample_file="%@" ;;
  *) sample_file="%D/%@" ;;
  esac
  target_file="${sample_file%.sample}"
  if cmp -s "${target_file}" "${sample_file}"; then
    rm -f "${target_file}"
  else
    echo "You may need to manually remove ${target_file} if it's no longer needed."
  fi
EOD
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Using sgml-mode with Emacs


Recent versions of Emacs or XEmacs (available from the Ports Collection)
contain a very useful package called PSGML (can be installed from
editors/psgml). Automatically invoked when a file with the .xml
extension is loaded, or by typing M-x sgml-mode, it is a major mode
for dealing with SGML files, elements and attributes.


An understanding of some of the commands provided by this mode can make
working with SGML documents such as the Handbook much easier.



		C-c C-e


		Runs sgml-insert-element. You will be prompted for the name of
the element to insert at the current point. You can use the Tab key
to complete the element. Elements that are not valid at the current
point will be disallowed.


The start and end tags for the element will be inserted. If the
element contains other, mandatory, elements then these will be
inserted as well.





		C-c =


		Runs sgml-change-element-name. Place the point within an element
and run this command. You will be prompted for the name of the
element to change to. Both the start and end tags of the current
element will be changed to the new element.


		C-c C-r


		Runs sgml-tag-region. Select some text (move to start of text,
C-space, move to end of text, C-space) and then run this
command. You will be prompted for the element to use. This element
will then be inserted immediately before and after your marked
region.


		C-c -


		Runs sgml-untag-element. Place the point within the start or end
tag of an element you want to remove, and run this command. The
element’s start and end tags will be removed.


		C-c C-q


		Runs sgml-fill-element. Will recursively fill (i.e., reformat)
content from the current element in. The filling will affect
content in which whitespace is significant, such as within
programlisting elements, so run this command with care.


		C-c C-a


		Runs sgml-edit-attributes. Opens a second buffer containing a
list of all the attributes for the closest enclosing element, and
their current values. Use Tab to navigate between attributes,
C-k to remove an existing value and replace it with a new one,
C-c C-c to close this buffer and return to the main document.


		C-c C-v


		Runs sgml-validate. Prompts you to save the current document (if
necessary) and then runs an SGML validator. The output from the
validator is captured into a new buffer, and you can then navigate
from one troublespot to the next, fixing markup errors as you go.


		C-c /


		Runs sgml-insert-end-tag. Inserts the end tag for the current
open element.





Doubtless there are other useful functions of this mode, but those are
the ones I use most often.


You can also use the following entries in .emacs to set proper
spacing, indentation, and column width for working with the
Documentation Project.


(defun local-sgml-mode-hook
  (setq fill-column 70
        indent-tabs-mode nil
        next-line-add-newlines nil
        standard-indent 4
        sgml-indent-data t)
  (auto-fill-mode t)
  (setq sgml-catalog-files '("/usr/local/share/xml/catalog")))
(add-hook 'psgml-mode-hook
  '(lambda () (local-psgml-mode-hook)))
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The Working Copy


The working copy is a copy of the OS repository documentation tree
downloaded onto the local computer. Changes are made to the local
working copy, tested, and then submitted as patches to be committed to
the main repository.


A full copy of the documentation tree can occupy 700 megabytes of disk
space. Allow for a full gigabyte of space to have room for temporary
files and test versions of various output formats.


Subversion is used to manage the OS
documentation files. It is installed by textproc/docproj as one of the
required applications.





Documentation and Manual Pages


OS documentation is not just books and articles. Manual pages for all
the commands and configuration files are also part of the documentation,
and part of the FDP’s territory. Two repositories are involved: doc
for the books and articles, and base for the operating system and
manual pages. To edit manual pages, the base repository must be
checked out separately.


Repositories may contain multiple versions of documentation and source
code. New modifications are almost always made only to the latest
version, called head.





Choosing a Mirror


To increase speed and reduce download time, select a mirror from the
list of Subversion mirror
sites that is close to
your location. Substitute the chosen mirror URL for the
https://svn0.us-west.FreeBSD.org/ used in these examples.





Choosing a Directory


OS documentation is traditionally stored in /usr/doc/, and system
source code with manual pages in /usr/src/. These directory trees
are relocatable, and users may want to put the working copies in other
locations to avoid interfering with existing information in the main
directories. The examples that follow use ~/doc and ~/src, both
subdirectories of the user’s home directory.





Checking Out a Copy


A download of a working copy from the repository is called a checkout,
and done with svn checkout. This example checks out a copy of the
latest version (head) of the main documentation tree:


PROMPT.USER svn checkout https://svn0.us-west.FreeBSD.org/doc/head ~/doc






A checkout of the source code to work on manual pages is very similar:


PROMPT.USER svn checkout https://svn0.us-west.FreeBSD.org/base/head ~/src









Updating a Working Copy


The documents and files in the OS repository change daily. People modify
files and commit changes frequently. Even a short time after an initial
checkout, there will already be differences between the local working
copy and the main OS repository. To update the local version with the
changes that have been made to the main repository, use svn update
on the directory containing the local working copy:


PROMPT.USER svn update ~/doc






Get in the protective habit of using svn update before editing
document files. Someone else may have edited that file very recently,
and the local working copy will not include the latest changes until it
has been updated. Editing the newest version of a file is much easier
than trying to combine an older, edited local file with the newer
version from the repository.





Reverting Changes


Sometimes it turns out that changes were not necessary after all, or the
writer just wants to start over. Files can be “reset” to their unchanged
form with svn revert. For example, to erase the edits made to
chapter.xml and reset it to unmodified form:


PROMPT.USER svn revert chapter.xml









Making a Diff


After edits to a file or group of files are completed, the differences
between the local working copy and the version on the OS repository must
be collected into a single file for submission. These diff files are
produced by redirecting the output of svn diff into a file:


PROMPT.USER cd ~/doc
PROMPT.USER svn diff > doc-fix-spelling.diff






Give the file a meaningful name that identifies the contents. The
example above is for spelling fixes to the whole documentation tree.


If the diff file is to be submitted with the web “Submit a OS problem
report [https://bugs.FreeBSD.org/bugzilla/enter_bug.cgi]” interface,
add a .txt extension to give the earnest and simple-minded web form
a clue that the contents are plain text.


Be careful: svn diff includes all changes made in the current
directory and any subdirectories. If there are files in the working copy
with edits that are not ready to be submitted yet, provide a list of
only the files that are to be included:


PROMPT.USER cd ~/doc
PROMPT.USER svn diff disks/chapter.xml printers/chapter.xml > disks-printers.diff









Subversion References


These examples show very basic usage of Subversion. More detail is
available in the Subversion Book [http://svnbook.red-bean.com/] and
the Subversion documentation [http://subversion.apache.org/docs/].
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pkg-*


There are some tricks we have not mentioned yet about the pkg-*
files that come in handy sometimes.





pkg-message


To display a message when the package is installed, place the message in
pkg-message. This capability is often useful to display additional
installation steps to be taken after a pkg install or to display
licensing information.


When some lines about the build-time knobs or warnings have to be
displayed, use ECHO_MSG. pkg-message is only for
post-installation steps. Likewise, the distinction between ECHO_MSG
is for printing informational text to the screen and ECHO_CMD is for
command pipelining:


update-etc-shells:
    @${ECHO_MSG} "updating /etc/shells"
    @${CP} /etc/shells /etc/shells.bak
    @( ${GREP} -v ${PREFIX}/bin/bash /etc/shells.bak; \
        ${ECHO_CMD} ${PREFIX}/bin/bash) >/etc/shells
    @${RM} /etc/shells.bak

**Note**

Do not add an entry for ``pkg-message`` in ``pkg-plist``.









pkg-install


If the port needs to execute commands when the binary package is
installed with pkg add or pkg install, use pkg-install. This
script will automatically be added to the package. It will be run twice
by pkg, the first time as ``${SH}



pkg-install ${PKGNAME} PRE-INSTALL`` before the package is




		installed, and the second time as ``${SH} pkg-install ${PKGNAME}


		POST-INSTALL`` after it has been installed. $2 can be tested to





determine which mode the script is being run in. The PKG_PREFIX
environmental variable will be set to the package installation
directory.





pkg-deinstall


This script executes when a package is removed.



		This script will be run twice by ``pkg


		delete`` The first time as ${SH}
pkg-deinstall ${PKGNAME} DEINSTALL before the port is de-installed


		and the second time as ``${SH} pkg-deinstall ${PKGNAME}


		POST-DEINSTALL`` after the port has been de-installed. $2 can be





tested to determine which mode the script is being run in. The
PKG_PREFIX environmental variable will be set to the package
installation directory





Changing the Names of pkg-*


All the names of pkg-* are defined using variables that can be
changed in the Makefile if needed. This is especially useful when
sharing the same pkg-* files among several ports or when it is
necessary to write to one of these files. See writing to places other
than ``WRKDIR` <#porting-wrkdir>`__ for why it is a bad idea to write
directly into the directory containing the pkg-* files.


Here is a list of variable names and their default values. (PKGDIR
defaults to ${MASTERDIR}.)








		Variable
		Default value





		DESCR
		${PKGDIR}/pkg-descr



		PLIST
		${PKGDIR}/pkg-plist



		PKGINSTALL
		${PKGDIR}/pkg-install



		PKGDEINSTALL
		${PKGDIR}/pkg-deinstall



		PKGMESSAGE
		${PKGDIR}/pkg-message










Making Use of SUB_FILES and SUB_LIST


SUB_FILES and SUB_LIST are useful for dynamic values in port
files, such as the installation PREFIX in pkg-message.


SUB_FILES specifies a list of files to be automatically modified.
Each file in the SUB_FILES list must have a corresponding
file.in present in FILESDIR. A modified version will be created
as ${WRKDIR}/file. Files defined as a value of USE_RC_SUBR (or
the deprecated USE_RCORDER) are automatically added to
SUB_FILES. For the files pkg-message, pkg-install, and
pkg-deinstall, the corresponding Makefile variable is automatically
set to point to the processed version.


SUB_LIST is a list of VAR=VALUE pairs. For each pair,
%%VAR%% will be replaced with VALUE in each file listed in
SUB_FILES. Several common pairs are automatically defined:
PREFIX, LOCALBASE, DATADIR, DOCSDIR, EXAMPLESDIR,
WWWDIR, and ETCDIR. Any line beginning with ``@comment `` will
be deleted from resulting files after a variable substitution.


This example replaces %%ARCH%% with the system architecture in a
pkg-message:


SUB_FILES=  pkg-message
SUB_LIST=   ARCH=${ARCH}






Note that for this example, pkg-message.in must exist in
FILESDIR.


Example of a good pkg-message.in:


Now it is time to configure this package.
Copy %%PREFIX%%/share/examples/putsy/%%ARCH%%.conf into your home directory
as .putsy.conf and edit it.
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DocBook Markup





Introduction


This chapter is an introduction to DocBook as it is used for OS
documentation. DocBook is a large and complex markup system, but the
subset described here covers the parts that are most widely used for OS
documentation. While a moderate subset is covered, it is impossible to
anticipate every situation. Please post questions that this document
does not answer to the A.DOC.


DocBook was originally developed by HaL Computer Systems and O’Reilly &
Associates to be a Document Type Definition (DTD) for writing technical
documentation  [1]. Since 1998 it is maintained by the DocBook
Technical
Committee [http://www.oasis-open.org/committees/tc_home.php?wg_abbrev=docbook].
As such, and unlike LinuxDoc and XHTML, DocBook is very heavily oriented
towards markup that describes what something is, rather than
describing how it should be presented.


The DocBook DTD is available from the Ports Collection in the
textproc/docbook-xml port. It is automatically installed as part of the
textproc/docproj port.



Note


Some elements may exist in two forms, formal and informal.
Typically, the formal version of the element will consist of a title
followed by the informal version of the element. The informal
version will not have a title.


Note


In the remainder of this document, when describing elements,
inline means that the element can occur within a block element,
and does not cause a line break. A block element, by comparison,
will cause a line break (and other processing) when it is
encountered.









OS Extensions


The OS Documentation Project has extended the DocBook DTD with
additional elements and entities. These additions serve to make some of
the markup easier or more precise.


Throughout the rest of this document, the term “DocBook” is used to mean
the OS-extended DocBook DTD.



Note


Most of these extensions are not unique to OS, it was just felt that
they were useful enhancements for this particular project. Should
anyone from any of the other *nix camps (NetBSD, OpenBSD, Linux, …)
be interested in collaborating on a standard DocBook extension set,
please contact A.DOCENG.







OS Elements


The additional OS elements are not (currently) in the Ports Collection.
They are stored in the OS Subversion tree, as
head/share/xml/freebsd.dtd [http://svnweb.FreeBSD.org/doc/head/share/xml/freebsd.dtd].


OS-specific elements used in the examples below are clearly marked.





OS Entities


This table shows some of the most useful entities available in the FDP.
For a complete list, see the *.ent files in doc/share/xml.







Formal Public Identifier (FPI)


In compliance with the DocBook guidelines for writing FPIs for DocBook
customizations, the FPI for the OS extended DocBook DTD is:


PUBLIC "-//FreeBSD//DTD DocBook V4.2-Based Extension//EN"









Document Structure


DocBook allows structuring documentation in several ways. The OS
Documentation Project uses two primary types of DocBook document: the
book and the article.


Books are organized into chapters. This is a mandatory requirement.
There may be parts between the book and the chapter to provide another
layer of organization. For example, the Handbook is arranged in this
way.


A chapter may (or may not) contain one or more sections. These are
indicated with the sect1 element. If a section contains another section
then use the sect2 element, and so on, up to sect5.


Chapters and sections contain the remainder of the content.


An article is simpler than a book, and does not use chapters. Instead,
the content of an article is organized into one or more sections, using
the same sect1 (and sect2 and so on) elements that are used in books.


The nature of the document being written should be used to determine
whether it is best marked up as a book or an article. Articles are well
suited to information that does not need to be broken down into several
chapters, and that is, relatively speaking, quite short, at up to 20-25
pages of content. Books are best suited to information that can be
broken up into several chapters, possibly with appendices and similar
content as well.


The OS tutorials are all marked up as
articles, while this document, the FAQ,
and the Handbook are all marked up
as books, for example.



Starting a Book


The content of a book is contained within the book element. As well as
containing structural markup, this element can contain elements that
include additional information about the book. This is either
meta-information, used for reference purposes, or additional content
used to produce a title page.


This additional information is contained within info.


book
  info
    titleYour Title Heretitle

    author
      personname
        firstnameYour first namefirstname
        surnameYour surnamesurname
      personname

      affiliation
    address
          emailYour email addressemail
    address
      affiliation
    author

    copyright
      year1998year
      holder role="mailto:your email address"Your nameholder
    copyright

    releaseinfo$OS$releaseinfo

    abstract
      paraInclude an abstract of the book's contents here.para
    abstract
  info

  …

book









Starting an Article


The content of the article is contained within the article element. As
well as containing structural markup, this element can contain elements
that include additional information about the article. This is either
meta-information, used for reference purposes, or additional content
used to produce a title page.


This additional information is contained within info.


article
  info
    titleYour title heretitle

    author
      personname
    firstnameYour first namefirstname
    surnameYour surnamesurname
      personname

      affiliation
    address
      emailYour email addressemailaddress
    address
      affiliation
    author

    copyright
      year1998year
      holder role="mailto:your email address"Your nameholder
    copyright

    releaseinfo$OS$releaseinfo

    abstract
      paraInclude an abstract of the article's contents here.para
    abstract
  info

  …

article









Indicating Chapters


Use chapter to mark up your chapters. Each chapter has a mandatory
title. Articles do not contain chapters, they are reserved for books.


chapter
  titleThe Chapter's Titletitle

  ...
chapter






A chapter cannot be empty; it must contain elements in addition to
title. If you need to include an empty chapter then just use an empty
paragraph.


chapter
  titleThis is An Empty Chaptertitle

  parapara
chapter









Sections Below Chapters


In books, chapters may (but do not need to) be broken up into sections,
subsections, and so on. In articles, sections are the main structural
element, and each article must contain at least one section. Use the
sectn element. The n indicates the section number, which identifies the
section level.


The first sectn is sect1. You can have one or more of these in a
chapter. They can contain one or more sect2 elements, and so on, down to
sect5.


chapter
  titleA Sample Chaptertitle

  paraSome text in the chapter.para

  sect1
    titleFirst Sectiontitle

    …
  sect1

  sect1
    titleSecond Sectiontitle

    sect2
      titleFirst Sub-Sectiontitle

      sect3
    titleFirst Sub-Sub-Sectiontitle

    …
      sect3
    sect2

    sect2
      titleSecond Sub-Section (1.2.2)title

      …
    sect2
  sect1
chapter

**Note**

Section numbers are automatically generated and prepended to titles
when the document is rendered to an output format. The generated
section numbers and titles from the example above will be:

-  1.1. First Section

-  1.2. Second Section

-  1.2.1. First Sub-Section

-  1.2.1.1. First Sub-Sub-Section

-  1.2.2. Second Sub-Section









Subdividing Using part Elements


parts introduce another level of organization between book and chapter
with one or more parts. This cannot be done in an article.


part
  titleIntroductiontitle

  chapter
    titleOverviewtitle

    ...
  chapter

  chapter
    titleWhat is FreeBSD?title

    ...
  chapter

  chapter
    titleHistorytitle

    ...
  chapter
part











Block Elements



Paragraphs


DocBook supports three types of paragraphs: formalpara, para, and
simpara.


Almost all paragraphs in OS documentation use para. formalpara includes
a title element, and simpara disallows some elements from within para.
Stick with para.


Usage:


paraThis is a paragraph.  It can contain just about any
  other element.para






Appearance:


This is a paragraph. It can contain just about any other element.





Block Quotations


A block quotation is an extended quotation from another document that
should not appear within the current paragraph. These are rarely needed.


Blockquotes can optionally contain a title and an attribution (or they
can be left untitled and unattributed).


Usage:


paraA small excerpt from the US Constitution:para

blockquote
  titlePreamble to the Constitution of the United Statestitle

  attributionCopied from a web site somewhereattribution

  paraWe the People of the United States, in Order to form a more
    perfect Union, establish Justice, insure domestic Tranquility,
    provide for the common defence, promote the general Welfare, and
    secure the Blessings of Liberty to ourselves and our Posterity, do
    ordain and establish this Constitution for the United States of
    America.para
blockquote






Appearance:


A small excerpt from the US Constitution:



We the People of the United States, in Order to form a more perfect
Union, establish Justice, insure domestic Tranquility, provide for
the common defence, promote the general Welfare, and secure the
Blessings of Liberty to ourselves and our Posterity, do ordain and
establish this Constitution for the United States of America.


—Copied from a web site somewhere









Tips, Notes, Warnings, Cautions, and Important Information


Extra information may need to be separated from the main body of the
text. Typically this is “meta” information of which the user should be
aware.


Several types of admonitions are available: tip, note, warning, caution,
and important.


Which admonition to choose depends on the situation. The DocBook
documentation suggests:



		Note is for information that should be heeded by all readers.


		Important is a variation on Note.


		Caution is for information regarding possible data loss or software
damage.


		Warning is for information regarding possible hardware damage or
injury to life or limb.





Usage:


tip
  para&os; may reduce stress.para
tip

important
  paraPlease use admonitions sparingly.  Too many admonitions
    are visually jarring and can have the opposite of the
    intended effect.para
important






Appearance:



Tip


OS may reduce stress.


Important


Please use admonitions sparingly. Too many admonitions are visually
jarring and can have the opposite of the intended effect.









Examples


Examples can be shown with example.


Usage:


example
  paraEmpty files can be created easily:para

  screen&prompt.user; userinputtouch file1 file2 file3userinputscreen
example






Appearance:


Empty files can be created easily:


PROMPT.USER touch file1 file2 file3









Lists and Procedures


Information often needs to be presented as lists, or as a number of
steps that must be carried out in order to accomplish a particular goal.


To do this, use itemizedlist, orderedlist, variablelist, or procedure.
There are other types of list elements in DocBook, but we will not cover
them here.


itemizedlist and orderedlist are similar to their counterparts in HTML,
ul and ol. Each one consists of one or more listitem elements, and each
listitem contains one or more block elements. The listitem elements are
analogous to HTML’s li tags. However, unlike HTML, they are required.


Usage:


itemizedlist
  listitem
    paraThis is the first itemized item.para
  listitem

  listitem
    paraThis is the second itemized item.para
  listitem
itemizedlist

orderedlist
  listitem
    paraThis is the first ordered item.para
  listitem

  listitem
    paraThis is the second ordered item.para
  listitem
orderedlist






Appearance:



		This is the first itemized item.


		This is the second itemized item.






		This is the first ordered item.


		This is the second ordered item.





An alternate and often useful way of presenting information is the
variablelist. These are lists where each entry has a term and a
description. They are well suited for many types of descriptions, and
present information in a form that is often easier for the reader than
sections and subsections.


A variablelist has a title, and then pairs of term and listitem entries.


Usage:


variablelist
  varlistentry
    termParallelterm

    listitem
      paraIn parallel communications, groups of bits arrive
    at the same time over multiple communications
    channels.para
    listitem
  varlistentry

  varlistentry
    termSerialterm

    listitem
      paraIn serial communications, bits arrive one at a
    time over a single communications
    channel.para
    listitem
  varlistentry
variablelist






Appearance:



		Parallel


		In parallel communications, groups of bits arrive at the same time
over multiple communications channels.


		Serial


		In serial communications, bits arrive one at a time over a single
communications channel.





A procedure shows a series of steps, which may in turn consist of more
steps or substeps. Each step contains block elements and may include an
optional title.


Sometimes, steps are not sequential, but present a choice: do this or
do that, but not both. For these alternative choices, use
stepalternatives.


Usage:


procedure
  step
    paraDo this.para
  step

  step
    paraThen do this.para
  step

  step
    paraAnd now do this.para
  step

  step
    paraFinally, do one of these.para

    stepalternatives
      step
    paraGo left.para
      step

      step
    paraGo right.para
      step
    stepalternatives
  step
procedure






Appearance:


Do this.


Then do this.


And now do this.


Finally, do one of these:


Go left.


Go right.





Showing File Samples


Fragments of a file (or perhaps a complete file) are shown by wrapping
them in the programlisting element.


White space and line breaks within programlisting are significant. In
particular, this means that the opening tag should appear on the same
line as the first line of the output, and the closing tag should appear
on the same line as the last line of the output, otherwise spurious
blank lines may be included.


Usage:


paraWhen finished, the program will look like
  this:para

programlisting#include &lt;stdio.h&gt;

int
main(void)
{
    printf("hello, world\n");
}programlisting






Notice how the angle brackets in the #include line need to be
referenced by their entities instead of being included literally.


Appearance:


When finished, the program will look like this:


#include <stdio.h>

int
main(void)
{
    printf("hello, world\n");
}









Callouts


A callout is a visual marker for referring to a piece of text or
specific position within an example.


Callouts are marked with the co element. Each element must have a unique
id assigned to it. After the example, include a calloutlist that
describes each callout.


paraWhen finished, the program will look like
  this:para

programlisting#include &lt;stdio.h&gt; co xml:id="co-ex-include"

int co xml:id="co-ex-return"
main(void)
{
    printf("hello, world\n"); co xml:id="co-ex-printf"
}programlisting

calloutlist
  callout arearefs="co-ex-include"
    paraIncludes the standard IO header file.para
  callout

  callout arearefs="co-ex-return"
    paraSpecifies that functionmain()function returns an
      int.para
  callout

  callout arearefs="co-ex-printf"
    paraThe functionprintf()function call that writes
      literalhello, worldliteral to standard output.para
  callout
calloutlist






Appearance:


When finished, the program will look like this:


#include <stdio.h>

int
main(void)
{
    printf("hello, world\n");
}







		Includes the standard IO header file.


		Specifies that main() returns an int.


		The printf() call that writes hello, world to standard
output.








Tables


Unlike HTML, DocBook does not need tables for layout purposes, as the
stylesheet handles those issues. Instead, just use tables for marking up
tabular data.


In general terms (and see the DocBook documentation for more detail) a
table (which can be either formal or informal) consists of a table
element. This contains at least one tgroup element, which specifies (as
an attribute) the number of columns in this table group. Within the
tablegroup there is one thead element, which contains elements for the
table headings (column headings), and one tbody which contains the body
of the table.


Both tgroup and thead contain row elements, which in turn contain entry
elements. Each entry element specifies one cell in the table.


Usage:


informaltable pgwide="1"
  tgroup cols="2"
    thead
      row
        entryThis is Column Head 1entry
        entryThis is Column Head 2entry
      row
    thead

    tbody
      row
    entryRow 1, column 1entry
    entryRow 1, column 2entry
      row

      row
    entryRow 2, column 1entry
    entryRow 2, column 2entry
      row
    tbody
  tgroup
informaltable






Appearance:








		This is Column Head 1
		This is Column Head 2





		Row 1, column 1
		Row 1, column 2



		Row 2, column 1
		Row 2, column 2







Always use the pgwide attribute with a value of 1 with the
informaltable element. A bug in Internet Explorer can cause the table to
render incorrectly if this is omitted.


Table borders can be suppressed by setting the frame attribute to
none in the informaltable element. For example,
informaltable frame="none".


Appearance:








		This is Column Head 1
		This is Column Head 2





		Row 1, column 1
		Row 1, column 2



		Row 2, column 1
		Row 2, column 2










Examples for the User to Follow


Examples for the user to follow are often necessary. Typically, these
will consist of dialogs with the computer; the user types in a command,
the user gets a response back, the user types another command, and so
on.


A number of distinct elements and entities come into play here.



		screen


		Everything the user sees in this example will be on the computer
screen, so the next element is screen.


Within screen, white space is significant.





		prompt, &prompt.root; and &prompt.user;


		Some of the things the user will be seeing on the screen are prompts
from the computer (either from the operating system, command shell,
or application). These should be marked up using prompt.


As a special case, the two shell prompts for the normal user and the
root user have been provided as entities. To indicate the user is at
a shell prompt, use one of &prompt.root; and &prompt.user;
as necessary. They do not need to be inside prompt.



Note


&prompt.root; and &prompt.user; are OS extensions to
DocBook, and are not part of the original DTD.









		userinput


		When displaying text that the user should type in, wrap it in
userinput tags. It will be displayed differently than system output
text.





Usage:


screen&prompt.user; userinputls -1userinput
foo1
foo2
foo3
&prompt.user; userinputls -1 | grep foo2userinput
foo2
&prompt.user; userinputsuuserinput
promptPassword: prompt
&prompt.root; userinputcat foo2userinput
This is the file called 'foo2'screen






Appearance:


PROMPT.USER ls -1
foo1
foo2
foo3
PROMPT.USER ls -1 | grep foo2
foo2
PROMPT.USER su
Password:
PROMPT.ROOT cat foo2
This is the file called 'foo2'

**Note**

Even though we are displaying the contents of the file ``foo2``, it
is *not* marked up as programlisting. Reserve programlisting for
showing fragments of files outside the context of user actions.











In-line Elements



Emphasizing Information


To emphasize a particular word or phrase, use emphasis. This may be
presented as italic, or bold, or might be spoken differently with a
text-to-speech system.


There is no way to change the presentation of the emphasis within the
document, no equivalent of HTML’s b and i. If the information being
presented is important, then consider presenting it in important rather
than emphasis.


Usage:


para&os; is without doubt emphasistheemphasis
  premiere &unix;-like operating system for the Intel
  architecture.para






Appearance:


OS is without doubt the premiere UNIX-like operating system for the
Intel architecture.





Acronyms


Many computer terms are acronyms, words formed from the first letter
of each word in a phrase. Acronyms are marked up into acronym elements.
It is helpful to the reader when an acronym is defined on the first use,
as shown in the example below.


Usage:


paraRequest For Comments (acronymRFCacronym) 1149
  defined the use of avian carriers for transmission of
  Internet Protocol (acronymIPacronym) data.  The
  quantity of acronymIPacronym data currently
  transmitted in that manner is unknown.para






Appearance:


Request For Comments (RFC) 1149 defined the use of avian carriers for
transmission of Internet Protocol (IP) data. The quantity of IP data
currently transmitted in that manner is unknown.





Quotations


To quote text from another document or source, or to denote a phrase
that is used figuratively, use quote. Most of the markup tags available
for normal text are also available from within a quote.


Usage:


paraHowever, make sure that the search does not go beyond the
  quoteboundary between local and public administrationquote,
  as acronymRFCacronym 1535 calls it.para






Appearance:


However, make sure that the search does not go beyond the “boundary
between local and public administration”, as RFC 1535 calls it.





Keys, Mouse Buttons, and Combinations


To refer to a specific key on the keyboard, use keycap. To refer to a
mouse button, use mousebutton. And to refer to combinations of key
presses or mouse clicks, wrap them all in keycombo.


keycombo has an attribute called action, which may be one of
click, double-click, other, press, seq, or
simul. The last two values denote whether the keys or buttons should
be pressed in sequence, or simultaneously.


The stylesheets automatically add any connecting symbols, such as +,
between the key names, when wrapped in keycombo.


Usage:


paraTo switch to the second virtual terminal, press
  keycombo action="simul"keycapAltkeycap
    keycapF1keycapkeycombo.para

paraTo exit commandvicommand without saving changes, type
  keycombo action="seq"keycapEsckeycapkeycap:keycap
    keycapqkeycapkeycap!keycapkeycombo.para

paraMy window manager is configured so that
  keycombo action="simul"keycapAltkeycap
    mousebuttonrightmousebutton
  keycombo mouse button is used to move windows.para






Appearance:


To switch to the second virtual terminal, press Alt+ +F1.


To exit vi without saving changes, type +Esc+ +:+ +q+ +!.


My window manager is configured so that +Alt+ +right mouse button is
used to move windows.





Applications, Commands, Options, and Cites


Both applications and commands are frequently referred to when writing
documentation. The distinction between them is that an application is
the name of a program or suite of programs that fulfill a particular
task. A command is the filename of a program that the user can type and
run at a command line.


It is often necessary to show some of the options that a command might
take.


Finally, it is often useful to list a command with its manual section
number, in the “command(number)” format so common in Unix manuals.


Mark up application names with application.


To list a command with its manual section number (which should be most
of the time) the DocBook element is citerefentry. This will contain a
further two elements, refentrytitle and manvolnum. The content of
refentrytitle is the name of the command, and the content of manvolnum
is the manual page section.


This can be cumbersome to write, and so a series of general
entities have been created to make
this easier. Each entity takes the form
&man.manual-page.manual-section;.


The file that contains these entities is in
doc/share/xml/man-refs.ent, and can be referred to using this FPI:


PUBLIC "-//FreeBSD//ENTITIES DocBook Manual Page Entities//EN"






Therefore, the introduction to OS documentation will usually include
this:


<!DOCTYPE book PUBLIC "-//FreeBSD//DTD DocBook V4.1-Based Extension//EN" [

<!ENTITY % man PUBLIC "-//FreeBSD//ENTITIES DocBook Manual Page Entities//EN">
%man;

…

]>






Use command to include a command name “in-line” but present it as
something the user should type.


Use option to mark up the options which will be passed to a command.


When referring to the same command multiple times in close proximity, it
is preferred to use the &man.command.section; notation to markup the
first reference and use command to markup subsequent references. This
makes the generated output, especially HTML, appear visually better.


Usage:


paraapplicationSendmailapplication is the most
  widely used Unix mail application.para

paraapplicationSendmailapplication includes the
  citerefentry
    refentrytitlesendmailrefentrytitle
    manvolnum8manvolnum
  citerefentry, &man.mailq.1;, and &man.newaliases.1;
  programs.para

paraOne of the command line parameters to citerefentry
    refentrytitlesendmailrefentrytitle
    manvolnum8manvolnum
  citerefentry, option-bpoption, will display the current
  status of messages in the mail queue.  Check this on the command
  line by running commandsendmail -bpcommand.para






Appearance:


Sendmail is the most widely used Unix mail application.


Sendmail includes the sendmail 8, MAN.MAILQ.1, and MAN.NEWALIASES.1
programs.


One of the command line parameters to sendmail 8, -bp, will display
the current status of messages in the mail queue. Check this on the
command line by running sendmail -bp.



Note


Notice how the &man.command.section; notation is easier to
follow.









Files, Directories, Extensions, Device Names


To refer to the name of a file, a directory, a file extension, or a
device name, use filename.


Usage:


paraThe source for the Handbook in English is found in
  filename/usr/doc/en_US.ISO8859-1/books/handbook/filename.
  The main file is called filenamebook.xmlfilename.
  There is also a filenameMakefilefilename and a
  number of files with a filename.entfilename extension.para

parafilenamekbd0filename is the first keyboard detected
  by the system, and appears in
  filename/devfilename.para






Appearance:


The source for the Handbook in English is found in
/usr/doc/en_US.ISO8859-1/books/handbook/. The main file is called
book.xml. There is also a Makefile and a number of files with a
.ent extension.


kbd0 is the first keyboard detected by the system, and appears in
/dev.





The Name of Ports



Note


These elements are part of the OS extension to DocBook, and do not
exist in the original DocBook DTD.






To include the name of a program from the OS Ports Collection in the
document, use the package tag. Since the Ports Collection can be
installed in any number of locations, only include the category and the
port name; do not include /usr/ports.


By default, package refers to a binary package. To refer to a port that
will be built from source, set the role attribute to port.


Usage:


paraInstall the packagenet/wiresharkpackage binary
  package to view network traffic.para

parapackage role="port"net/wiresharkpackage can also be
  built and installed from the Ports Collection.para






Appearance:


Install the net/wireshark binary package to view network traffic.


net/wireshark can also be built and installed from the Ports Collection.





Hosts, Domains, IP Addresses, User Names, Group Names, and Other System Items



Note


These elements are part of the OS extension to DocBook, and do not
exist in the original DocBook DTD.






Information for “system items” is marked up with systemitem. The
class attribute is used to identify the particular type of
information shown.



		class="domainname"


		The text is a domain name, such as FreeBSD.org or
ngo.org.uk. There is no hostname component.


		class="etheraddress"


		The text is an Ethernet MAC address, expressed as a series of 2
digit hexadecimal numbers separated by colons.


		class="fqdomainname"


		The text is a Fully Qualified Domain Name, with both hostname and
domain name parts.


		class="ipaddress"


		The text is an IP address, probably expressed as a dotted quad.


		class="netmask"


		The text is a network mask, which might be expressed as a dotted
quad, a hexadecimal string, or as a / followed by a number (CIDR
notation).


		class="systemname"


		With class="systemname" the marked up information is the simple
hostname, such as freefall or wcarchive.


		class="username"


		The text is a username, like root.


		class="groupname"


		The text is a groupname, like wheel.





Usage:


paraThe local machine can always be referred to by the
  name systemitem class="systemname"localhostsystemitem, which will have the IP
  address systemitem class="ipaddress"127.0.0.1systemitem.para

paraThe systemitem class="domainname"FreeBSD.orgsystemitem
  domain contains a number of different hosts, including
  systemitem class="fqdomainname"freefall.FreeBSD.orgsystemitem and
  systemitem class="fqdomainname"bento.FreeBSD.orgsystemitem.para

paraWhen adding an acronymIPacronym alias to an
  interface (using commandifconfigcommand)
  emphasisalwaysemphasis use a netmask of
  systemitem class="netmask"255.255.255.255systemitem (which can
  also be expressed as
  systemitem class="netmask"0xffffffffsystemitem).para

paraThe acronymMACacronym address uniquely identifies
  every network card in existence.  A typical
  acronymMACacronym address looks like
  systemitem class="etheraddress"08:00:20:87:ef:d0systemitem.para

paraTo carry out most system administration functions
  requires logging in as systemitem class="username"rootsystemitem.para






Appearance:


The local machine can always be referred to by the name localhost, which
will have the IP address 127.0.0.1.


The FreeBSD.org domain contains a number of different hosts, including
freefall.FreeBSD.org and bento.FreeBSD.org.


When adding an IP alias to an interface (using ifconfig) always
use a netmask of 255.255.255.255 (which can also be expressed as
0xffffffff).


The MAC address uniquely identifies every network card in existence. A
typical MAC address looks like 08:00:20:87:ef:d0.


To carry out most system administration functions requires logging in as
root.





Email Addresses


Email addresses are marked up as email elements. In the HTML output
format, the wrapped text becomes a hyperlink to the email address. Other
output formats that support hyperlinks may also make the email address
into a link.


Usage:


paraAn email address that does not actually exist, like
  emailnotreal@example.comemail, can be used as an
  example.para






Appearance:


An email address that does not actually exist, like notreal@example.com,
can be used as an example.


A OS-specific extension allows setting the role attribute to
nolink to prevent the creation of the hyperlink to the email
address.


Usage:


paraSometimes a link to an email address like
  email role="nolink"notreal@example.comemail is not
  desired.para






Appearance:


Sometimes a link to an email address like notreal@example.com is not
desired.





Describing Makefiles



Note


These elements are part of the OS extension to DocBook, and do not
exist in the original DocBook DTD.






Two elements exist to describe parts of Makefiles, buildtarget and
varname.


buildtarget identifies a build target exported by a Makefile that
can be given as a parameter to make. varname identifies a variable
that can be set (in the environment, on the command line with make,
or within the Makefile) to influence the process.


Usage:


paraTwo common targets in a filenameMakefilefilename
  are buildtargetallbuildtarget and
  buildtargetcleanbuildtarget.para

paraTypically, invoking buildtargetallbuildtarget will
  rebuild the application, and invoking
  buildtargetcleanbuildtarget will remove the temporary
  files (filename.ofilename for example) created by the
  build process.para

parabuildtargetcleanbuildtarget may be controlled by a
  number of variables, including varnameCLOBBERvarname
  and varnameRECURSEvarname.para






Appearance:


Two common targets in a Makefile are all and clean.


Typically, invoking all will rebuild the application, and invoking clean
will remove the temporary files (.o for example) created by the
build process.


clean may be controlled by a number of variables, including CLOBBER
and RECURSE.





Literal Text


Literal text, or text which should be entered verbatim, is often needed
in documentation. This is text that is excerpted from another file, or
which should be copied exactly as shown from the documentation into
another file.


Some of the time, programlisting will be sufficient to denote this text.
But programlisting is not always appropriate, particularly when you want
to include a portion of a file “in-line” with the rest of the paragraph.


On these occasions, use literal.


Usage:


paraThe literalmaxusers 10literal line in the kernel
  configuration file determines the size of many system tables, and is
  a rough guide to how many simultaneous logins the system will
  support.para






Appearance:


The maxusers 10 line in the kernel configuration file determines the
size of many system tables, and is a rough guide to how many
simultaneous logins the system will support.





Showing Items That the User Must Fill In


There will often be times when the user is shown what to do, or referred
to a file or command line, but cannot simply copy the example provided.
Instead, they must supply some information themselves.


replaceable is designed for this eventuality. Use it inside other
elements to indicate parts of that element’s content that the user must
replace.


Usage:


screen&prompt.user; userinputman replaceablecommandreplaceableuserinputscreen






Appearance:


PROMPT.USER man command






replaceable can be used in many different elements, including literal.
This example also shows that replaceable should only be wrapped around
the content that the user is meant to provide. The other content
should be left alone.


Usage:


paraThe literalmaxusers replaceablenreplaceableliteral
  line in the kernel configuration file determines the size of many system
  tables, and is a rough guide to how many simultaneous logins the system will
  support.para

paraFor a desktop workstation, literal32literal is a good value
  for replaceablenreplaceable.para






Appearance:


The maxusers n line in the kernel configuration file determines the
size of many system tables, and is a rough guide to how many
simultaneous logins the system will support.


For a desktop workstation, 32 is a good value for n.





Showing GUI Buttons


Buttons presented by a graphical user interface are marked with
guibutton. To make the text look more like a graphical button, brackets
and non-breaking spaces are added surrounding the text.


Usage:


paraEdit the file, then click
  guibutton[&nbsp;Save&nbsp;]guibutton to save the
  changes.para






Appearance:


Edit the file, then click [ Save ] to save the changes.





Quoting System Errors


System errors generated by OS are marked with errorname. This indicates
the exact error that appears.


Usage:


screenerrornamePanic: cannot mount rooterrornamescreen






Appearance:


Panic: cannot mount root











Images



Important


Image support in the documentation is somewhat experimental. The
mechanisms described here are unlikely to change, but that is not
guaranteed.


To provide conversion between different image formats, the
graphics/ImageMagick port must be installed. This port is not
included in the textproc/docproj meta port, and must be installed
separately.


A good example of the use of images is the
doc/en_US.ISO8859-1/articles/vm-design/ document. Examine the
files in that directory to see how these elements are used together.
Build different output formats to see how the format determines what
images are shown in the rendered document.







Image Formats


The following image formats are currently supported. An image file will
automatically be converted to bitmap or vector image depending on the
output document format.


These are the only formats in which images should be committed to the
documentation repository.



		EPS (Encapsulated Postscript)


		Images that are primarily vector based, such as network diagrams,
time lines, and similar, should be in this format. These images have
a .eps extension.


		PNG (Portable Network Graphic)


		For bitmaps, such as screen captures, use this format. These images
have the .png extension.


		PIC (PIC graphics language)


		PIC is a language for drawing simple vector-based figures used in
the MAN.PIC.1 utility. These images have the .pic extension.


		SCR (SCReen capture)


		This format is specific to screenshots of console output. The
following command generates an SCR file shot.scr from video
buffer of /dev/ttyv0:


PROMPT.ROOT vidcontrol -p < /dev/ttyv0 > shot.scr






This is preferable to PNG format for screenshots because the SCR
file contains plain text of the command lines so that it can be
converted to a PNG image or a plain text depending on the output
document format.








Use the appropriate format for each image. Documentation will often have
a mix of EPS and PNG images. The Makefiles ensure that the correct
format image is chosen depending on the output format used. Do not
commit the same image to the repository in two different formats.



Important


The Documentation Project may eventually switch to using the SVG
(Scalable Vector Graphic) format for vector images. However, the
current state of SVG capable editing tools makes this impractical.









Image File Locations


Image files can be stored in one of several locations, depending on the
document and image:



		In the same directory as the document itself, usually done for
articles and small books that keep all their files in a single
directory.





		In a subdirectory of the main document. Typically done when a large
book uses separate subdirectories to organize individual chapters.


When images are stored in a subdirectory of the main document
directory, the subdirectory name must be included in their paths in
the Makefile and the imagedata element.





		In a subdirectory of doc/share/images named after the document.
For example, images for the Handbook are stored in
doc/share/images/books/handbook. Images that work for multiple
translations are stored in this upper level of the documentation file
tree. Generally, these are images that can be used unchanged in
non-English translations of the document.











Image Markup


Images are included as part of a mediaobject. The mediaobject can
contain other, more specific objects. We are concerned with two, the
imageobject and the textobject.


Include one imageobject, and two textobject elements. The imageobject
will point to the name of the image file without the extension. The
textobject elements contain information that will be presented to the
user as well as, or instead of, the image itself.


Text elements are shown to the reader in several situations. When the
document is viewed in HTML, text elements are shown while the image is
loading, or if the mouse pointer is hovered over the image, or if a
text-only browser is being used. In formats like plain text where
graphics are not possible, the text elements are shown instead of the
graphical ones.


This example shows how to include an image called fig1.png in a
document. The image is a rectangle with an A inside it:


mediaobject
  imageobject
    imagedata fileref="fig1"
  imageobject

  textobject
    literallayout class="monospaced"+---------------+
|       A       |
+---------------+literallayout
  textobject

  textobject
    phraseA picturephrase
  textobject
mediaobject







		Include an imagedata element inside the imageobject element. The
fileref attribute should contain the filename of the image to
include, without the extension. The stylesheets will work out which
extension should be added to the filename automatically.





		The first textobject contains a literallayout element, where the
class attribute is set to monospaced. This is an opportunity
to demonstrate ASCII art skills. This content will be used if the
document is converted to plain text.


Notice how the first and last lines of the content of the
literallayout element butt up next to the element’s tags. This
ensures no extraneous white space is included.





		The second textobject contains a single phrase element. The contents
of this phrase will become the alt attribute for the image when
this document is converted to HTML.











Image Makefile Entries


Images must be listed in the Makefile in the IMAGES variable.
This variable must contain the names of all the source images. For
example, if there are three figures, fig1.eps, fig2.png,
fig3.png, then the Makefile should have lines like this in it.


…
IMAGES= fig1.eps fig2.png fig3.png
…






or


…
IMAGES=  fig1.eps
IMAGES+= fig2.png
IMAGES+= fig3.png
…






Again, the Makefile will work out the complete list of images it
needs to build the source document, you only need to list the image
files you provided.





Images and Chapters in Subdirectories


Be careful when separating documentation into smaller files in different
directories (see ?).


Suppose there is a book with three chapters, and the chapters are stored
in their own directories, called chapter1/chapter.xml,
chapter2/chapter.xml, and chapter3/chapter.xml. If each chapter
has images associated with it, place those images in each chapter’s
subdirectory (chapter1/, chapter2/, and chapter3/).


However, doing this requires including the directory names in the
IMAGES variable in the Makefile, and including the directory
name in the imagedata element in the document.


For example, if the book has chapter1/fig1.png, then
chapter1/chapter.xml should contain:


mediaobject
  imageobject
    imagedata fileref="chapter1/fig1"
  imageobject

  …

mediaobject







		The directory name must be included in the fileref attribute.





The Makefile must contain:


…
IMAGES=  chapter1/fig1.png
…











Links



Note


Links are also in-line elements.







xml:id Attributes


Most DocBook elements accept an xml:id attribute to give that part
of the document a unique name. The xml:id can be used as a target
for a crossreference or link.


Any portion of the document that will be a link target must have an
xml:id attribute. Assigning an xml:id to all chapters and
sections, even if there are no current plans to link to them, is a good
idea. These xml:ids can be used as unique anchor reference points
by anyone referring to the HTML version of the document.


chapter xml:id="introduction"
  titleIntroductiontitle

  paraThis is the introduction.  It contains a subsection,
    which is identified as well.para

  sect1 xml:id="introduction-moredetails"
    titleMore Detailstitle

    paraThis is a subsection.para
  sect1
chapter






Use descriptive values for xml:id names. The values must be unique
within the entire document, not just in a single file. In the example,
the subsection xml:id is constructed by appending text to the
chapter xml:id. This ensures that the xml:ids are unique. It
also helps both reader and anyone editing the document to see where the
link is located within the document, similar to a directory path to a
file.


To allow the user to jump into a specific portion of the document, even
in the middle of a paragraph or an example, use anchor. This element has
no content, but takes an xml:id attribute.


paraThis paragraph has an embedded
  anchor xml:id="para1"link target in it.  It will not
  show up in the document.para









Crossreferences with xref


xref provides the reader with a link to jump to another section of the
document. The target xml:id is specified in the linkend
attribute, and xref generates the link text automatically.


Assume that this fragment appears somewhere in a document that includes
the xml:id example shown above:


paraMore information can be found
  in xref linkend="introduction".para

paraMore specific information can be found
  in xref linkend="introduction-moredetails".para






The link text will be generated automatically, looking like
(emphasized text indicates the link text):



More information can be found in Chapter 1, Introduction.


More specific information can be found in Section 1.1, “More
Details”.






The link text is generated automatically from the chapter and section
number and title elements.



Note


xref cannot link to an xml:id attribute on an anchor element.
The anchor has no content, so the xref cannot generate the link
text.









Linking to the Same Document or Other Documents on the Web


The link elements described here allow the writer to define the link
text. It is very important to use descriptive link text to give the
reader an idea of where the link will take them. Remember that DocBook
can be rendered to multiple types of media. The reader may be looking at
a printed book or other form of media where there are no links. If the
link text is not descriptive enough, the reader may not be able to
locate the linked section.



Links to the Same Document


link is used to create a link within the same document. The target
xml:id is specified in the linkend attribute. This element wraps
content, which is used for the link text.


Assume that this fragment appears somewhere in a document that includes
the xml:id example.


paraMore information can be found in the
  link linkend="introduction"sample introductionlink.para

paraMore specific information can be found in the
  link linkend="introduction-moredetails"sample introduction with more
    detailslink section.para






This output will be generated (emphasized text is used to show the
link text):



More information can be found in the sample introduction.


More specific information can be found in the sample introduction
with more details section.


Note


link can be used to include links to the xml:id of an anchor
element, since the link content defines the link text.









Linking to Other Documents on the Web


The ulink is used to link to external documents on the web. The url
attribute is the URL of the page that the link points to, and the
content of the element is the text that will be displayed for the user
to activate.


Link to the book or article URL entity. To link to a specific chapter in
a book, add a slash and the chapter file name, followed by an optional
anchor within the chapter. For articles, link to the article URL entity,
followed by an optional anchor within the article. URL entities can be
found in doc/share/xml/urls.ent.


Usage for book links:


paraRead the link
    xlink:href="&url.books.handbook;/svn.html#svn-intro"SVN
    introductionlink, then pick the nearest mirror from
  the list of link
    xlink:href="&url.books.handbook;/svn.html#svn-mirrors"Subversion
    mirror siteslink.para






Appearance:


Read the SVN introduction,
then pick the nearest mirror from the list of Subversion mirror
sites.


Usage for article links:


paraRead this
  link xlink:href="&url.articles.bsdl-gpl;"article
    about the BSD licenselink, or just the
  link xlink:href="&url.articles.bsdl-gpl;#intro"introductionlink.para






Appearance:


Read this article about the BSD license,
or just the introduction.


Usage:


paraOf course, you could stop reading this document and go to the
  link xlink:href="&url.base;/index.html"FreeBSD home pagelink instead.para






Appearance:


Of course, you could stop reading this document and go to the FreeBSD
home page instead.


Usage:


paraWikipedia has an excellent reference on
  link
    xlink:href="http://en.wikipedia.org/wiki/GUID_Partition_Table"GUID
    Partition Tableslink.para






Appearance:


Wikipedia has an excellent reference on GUID Partition
Tables [http://en.wikipedia.org/wiki/GUID_Partition_Table].


The link text can be omitted to show the actual URL:


paraWikipedia has an excellent reference on
  GUID Partition Tables: link
    xlink:href="http://en.wikipedia.org/wiki/GUID_Partition_Table"link.para






Appearance:


Wikipedia has an excellent reference on GUID Partition Tables:
http://en.wikipedia.org/wiki/GUID_Partition_Table.





		[1]		A short history can be found under
http://www.oasis-open.org/docbook/intro.shtml#d0e41.
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Values of USES









		Feature
		Arguments
		Description





		ada
		(none), 47, 49, 5
		Depends on an Ada-capable compiler, and sets CC accordingly. Defaults to a gcc 4.9 based compiler, use :47 to use the older gcc 4.7 based one and :5 to use the newer gcc 5 based one.



		autoreconf
		(none), build
		Runs autoreconf. It encapsulates the aclocal, autoconf, autoheader, automake, autopoint, and libtoolize commands. Each command applies to ${CONFIGURE_WRKSRC}/configure.ac or its old name, ${CONFIGURE_WRKSRC}/configure.in. If configure.ac defines subdirectories with their own configure.ac using AC_CONFIG_SUBDIRS, autoreconf will recursively update those as well. The :build argument only adds build time dependencies on those tools but does not run autoreconf.



		blaslapack
		(none), atlas, netlib (default), gotoblas, openblas
		Adds dependencies on Blas / Lapack libraries.



		bison
		(none), build, run, both
		Uses devel/bison By default, with no arguments or with the build argument, it implies bison is a build-time dependency, run implies a run-time dependency, and both implies both run-time and build-time dependencies.



		charsetfix
		(none)
		Prevents the port from installing charset.alias. This must be installed only by converters/libiconv. CHARSETFIX_MAKEFILEIN can be set to a path relative to WRKSRC if charset.alias is not installed by ${WRKSRC}/Makefile.in.



		cmake
		(none), outsource, run
		Uses CMake for configuring and building. With the outsource argument, an out-of-source build will be performed. With the run argument, a run-time dependency is registered. For more information see ?.



		compiler
		(none), c++0x, c++11-lang, gcc-c++11-lib, c++11-lib, c11, openmp, nestedfct, features
		Determines which compiler to use based on any given wishes. Use c++11-lang if the port needs a C++11-capable compiler, gcc-c++11-lib if the port needs the g++ compiler with a C++11 library, and c++11-lib if the port also needs a C++11-ready standard library. If the port needs a compiler understanding C++0X, C11, OpenMP, or nested functions, the corresponding parameters can be used. Use features to request a list of features supported by the default compiler. After including bsd.port.pre.mk the port can inspect the results using these variables:



		COMPILER_TYPE: the default compiler on the system, either gcc or clang


		ALT_COMPILER_TYPE: the alternative compiler on the system, either gcc or clang. Only set if two compilers are present in the base system.


		COMPILER_VERSION: the first two digits of the version of the default compiler.


		ALT_COMPILER_VERSION: the first two digits of the version of the alternative compiler, if present.


		CHOSEN_COMPILER_TYPE: the chosen compiler, either gcc or clang


		COMPILER_FEATURES: the features supported by the default compiler. It currently lists the C++ library.









		cpe
		(none)
		
		Include Common Platform Enumeration (CPE) information in package manifest as a CPE 2.3 formatted string. See the CPE specification [http://scap.nist.gov/specifications/cpe/] for details. To add CPE information to a port, follow these steps: Search for the official CPE entry for the software product either by using the NVD’s CPE search engine [http://web.nvd.nist.gov/view/cpe/search] or in the official CPE dictionary [http://static.nvd.nist.gov/feeds/xml/cpe/dictionary/official-cpe-dictionary_v2.3.xml] (warning, very large XML file). Do not ever make up CPE data. Add cpe to USES and compare the result of make -V CPE_STR to the CPE dictionary entry. Continue one step at a time until ``make -V


		CPE_STR`` is correct. If the product name (second field, defaults to PORTNAME) is incorrect, define CPE_PRODUCT. If the vendor name (first field, defaults to CPE_PRODUCT) is incorrect, define CPE_VENDOR. If the version field (third field, defaults to PORTVERSION) is incorrect, define CPE_VERSION. If the update field (fourth field, defaults to empty) is incorrect, define CPE_UPDATE. If it is still not correct, check Mk/Uses/cpe.mk for additional details, or contact the A.PORTS-SECTEAM. Derive as much as possible of the CPE name from existing variables such as PORTNAME and PORTVERSION. Use variable modifiers to extract the relevant portions from these variables rather than hardcoding the name. Always run make -V
CPE_STR and check the output before committing anything that changes PORTNAME or PORTVERSION or any other variable which is used to derive CPE_STR.









		cran
		(none), auto-plist
		Uses the Comprehensive R Archive Network. Specify auto-plist to automatically generate pkg-plist.



		desktop-file-utils
		(none)
		Uses update-desktop-database from devel/desktop-file-utils. An extra post-install step will be run without interfering with any post-install steps already in the port Makefile. A line with `@desktop-file-utils <#plist-keywords-desktop-file-utils>`__ will be added to the plist.



		desthack
		(none)
		Changes the behavior of GNU configure to properly support DESTDIR in case the original software does not.



		display
		(none), ARGS
		Set up a virtual display environment. If the environment variable DISPLAY is not set, then Xvfb is added as a build dependency, and CONFIGURE_ENV is extended with the port number of the currently running instance of Xvfb. The ARGS parameter defaults to install and controls the phase around which to start and stop the virtual display.



		dos2unix
		(none)
		The port has files with line endings in DOS format which need to be converted. Three variables can be set to control which files will be converted. The default is to convert all files, including binaries. See ? for examples.



		DOS2UNIX_REGEX: match file names based on a regular expression.


		DOS2UNIX_FILES: match literal file names.


		DOS2UNIX_GLOB: match file names based on a glob pattern.









		drupal
		6, 7, module, theme
		Automate installation of a port that is a Drupal theme or module. Use with the version of Drupal that the port is expecting. For example, USES=drupal:6,module says that this port creates a Drupal 6 module. A Drupal 7 theme can be specified with USES=drupal:7,theme.



		execinfo
		(none)
		Add a library dependency on devel/libexecinfo if libexecinfo.so is not present in the base system.



		fakeroot
		(none)
		Changes some default behaviour of build systems to allow installing as a user. See http://fakeroot.alioth.debian.org/ for more information on fakeroot.



		fam
		(none), fam, gamin
		Uses a File Alteration Monitor as a library dependency, either devel/fam or devel/gamin. End users can set WITH_FAM_SYSTEM to specify their preference.



		fmake
		(none)
		Uses devel/fmake as a build-time dependency.



		fonts
		(none)
		
		Adds a runtime dependency on tools needed to register fonts, and add an ``@fcfontsdir


		${FONTSDIR}`` entry to the plist. FONTSDIR defaults to ${PREFIX}/lib/X11/fonts/${FONTNAME} and FONTNAME to ${PORTNAME}.









		fortran
		gcc (default), ifort
		Uses the Fortran compiler from either GNU or Intel.



		fuse
		(none)
		The port will depend on the FUSE library and handle the dependency on the kernel module depending on the version of OS.



		gecko
		libxul (default), firefox, seamonkey, thunderbird, build, XY, XY+
		Add a dependency on different gecko based applications. If libxul is used, it is the only argument allowed. When the argument is not libxul, the firefox, seamonkey, or thunderbird arguments can be used, along with optional build and XY/XY+ version arguments.



		gettext
		(none)
		Deprecated. Will include both `gettext-runtime <#uses-gettext-runtime>`__ and `gettext-tools <#uses-gettext-tools>`__.



		gettext-runtime
		(none), lib (default), build, run
		Uses devel/gettext-runtime. By default, with no arguments or with the lib argument, implies a library dependency on libintl.so. build and run implies, respectively a build-time and a run-time dependency on gettext.



		gettext-tools
		(none), build (default), run
		Uses devel/gettext-tools. By default, with no argument, or with the build argument, a build time dependency on msgfmt is registered. With the run argument, a run-time dependency is registered.



		gmake
		(none), lite
		Uses devel/gmake, or devel/gmake-lite if the lite argument is used, as a build-time dependency and sets up the environment to use gmake as the default make for the build.



		gperf
		(none)
		Add a buildtime dependency on devel/gperf if gperf is not present in the base system.



		gssapi
		(none), base (default), heimdal, mit, flags, bootstrap
		Handle dependencies needed by consumers of the GSS-API. Only libraries that provide the Kerberos mechanism are available. By default, or set to base, the GSS-API library from the base system is used. Can also be set to heimdal to use security/heimdal, or mit to use security/krb5.


When the local Kerberos installation is not in LOCALBASE, set HEIMDAL_HOME (for heimdal) or KRB5_HOME (for krb5) to the location of the Kerberos installation.


These variables are exported for the ports to use:



		GSSAPIBASEDIR


		GSSAPICPPFLAGS


		GSSAPIINCDIR


		GSSAPILDFLAGS


		GSSAPILIBDIR


		GSSAPILIBS


		GSSAPI_CONFIGURE_ARGS





The flags option can be given alongside base, heimdal, or mit to automatically add GSSAPICPPFLAGS, GSSAPILDFLAGS, and GSSAPILIBS to CFLAGS, LDFLAGS, and LDADD, respectively. For example, use base,flags.


The bootstrap option is a special prefix only for use by security/krb5 and security/heimdal. For example, use bootstrap,mit.


OPTIONS_SINGLE=   GSSAPI
OPTIONS_SINGLE_GSSAPI=  GSSAPI_BASE GSSAPI_HEIMDAL GSSAPI_MIT GSSAPI_NONE

GSSAPI_BASE_USES=   gssapi
GSSAPI_BASE_CONFIGURE_ON=   --with-gssapi=${GSSAPIBASEDIR} ${GSSAPI_CONFIGURE_ARGS}
GSSAPI_HEIMDAL_USES=    gssapi:heimdal
GSSAPI_HEIMDAL_CONFIGURE_ON=    --with-gssapi=${GSSAPIBASEDIR} ${GSSAPI_CONFIGURE_ARGS}
GSSAPI_MIT_USES=    gssapi:mit
GSSAPI_MIT_CONFIGURE_ON=    --with-gssapi=${GSSAPIBASEDIR} ${GSSAPI_CONFIGURE_ARGS}
GSSAPI_NONE_CONFIGURE_ON=   --without-gssapi










		horde
		(none)
		Add buildtime and runtime dependencies on devel/pear-channel-horde. Other Horde dependencies can be added with USE_HORDE_BUILD and USE_HORDE_RUN. See ? for more information.



		iconv
		(none), lib, build, patch, translit, wchar_t
		Uses iconv functions, either from the port converters/libiconv as a build-time and run-time dependency, or from the base system on 10-CURRENT after a native iconv was committed in 254273. By default, with no arguments or with the lib argument, implies iconv with build-time and run-time dependencies. build implies a build-time dependency, and patch implies a patch-time dependency. If the port uses the WCHAR_T or //TRANSLIT iconv extensions, add the relevant arguments so that the correct iconv is used. For more information see ?.



		imake
		(none), env, notall, noman
		Add devel/imake as a build-time dependency and run xmkmf -a during the configure stage. If the env argument is given, the configure target is not set. If the -a flag is a problem for the port, add the notall argument. If xmkmf does not generate a install.man target, add the noman argument.



		kmod
		(none)
		Fills in the boilerplate for kernel module ports, currently:



		Add kld to CATEGORIES.


		Set SSP_UNSAFE.


		Set IGNORE if the kernel sources are not found in SRC_BASE.


		Define KMODDIR to /boot/modules by default, add it to PLIST_SUB and MAKE_ENV, and create it upon installation. If KMODDIR is set to /boot/kernel, it will be rewritten to /boot/modules. This prevents breaking packages when upgrading the kernel due to /boot/kernel being renamed to /boot/kernel.old in the process.


		Handle cross-referencing kernel modules upon installation and deinstallation, using `@kld <#plist-keywords-kld>`__.









		lha
		(none)
		Set EXTRACT_SUFX to .lzh



		libtool
		(none), keepla, build
		Patches libtool scripts. This must be added to all ports that use libtool. The keepla argument can be used to keep .la files. Some ports do not ship with their own copy of libtool and need a build time dependency on devel/libtool, use the :build argument to add such dependency.



		lua
		(none), XY+, XY, build, run
		Adds a dependency on Lua. By default this is a library dependency, unless overridden by the build or run option. The default version is 5.2, unless set by the XY parameter (for example, 51 or 52+).



		makeinfo
		build (default), run, both
		Add the corresponding dependencies on makeinfo.



		makeself
		(none)
		Indicates that the distribution files are makeself archives and sets the appropriate dependencies.



		metaport
		(none)
		Sets the following variables to make it easier to create a metaport: MASTER_SITES, DISTFILES, EXTRACT_ONLY, NO_BUILD, NO_INSTALL, NO_MTREE, NO_ARCH.



		mono
		(none)
		Adds a dependency on the Mono (currently only C#) framework by setting the appropriate dependencies.



		motif
		(none)
		Uses x11-toolkits/open-motif as a library dependency. End users can set WANT_LESSTIF for the dependency to be on x11-toolkits/lesstif instead of x11-toolkits/open-motif.



		ncurses
		(none), base, port
		Uses ncurses, and causes some useful variables to be set.



		ninja
		(none)
		Uses ninja to build the port. End users can set NINJA_VERBOSE for verbose output.



		objc
		(none)
		Add objective C dependencies (compiler, runtime library) if the base system does not support it.



		openal
		al, soft (default), si, alut
		Uses OpenAL. The backend can be specified, with the software implementation as the default. The user can specify a preferred backend with WANT_OPENAL. Valid values for this knob are soft (default) and si.



		pathfix
		(none)
		Look for Makefile.in and configure in the port’s associated sources and fix common paths to make sure they respect the OS hierarchy. If the port uses automake, set PATHFIX_MAKEFILEIN to Makefile.am if needed.



		pear
		(none)
		Adds a dependency on devel/pear. It will setup default behavior for software using the PHP Extension and Application Repository. See ? for more information.



		perl5
		(none)
		Depends on Perl. These variables can be set:



		PERL_VERSION: Full version of Perl to use, or the default if not set


		PERL_ARCH: Directory name of architecture dependent libraries, defaults to mach


		PERL_PORT: Name of the Perl port to be installed, the default is derived from PERL_VERSION


		SITE_PERL: Directory name for site specific Perl packages


		USE_PERL5: Phases in which to use Perl, can be extract, patch, build, install, or run. It can also be configure, modbuild, or modbuildtiny when Makefile.PL, Build.PL, or the Module::Build::Tiny flavor of Build.PL is required. It defaults to build run.









		pgsql
		(none), X.Y, X.Y+, X.Y-
		Provide support for PostgreSQL. Maintainer can set version required. Minimum and maximum versions can be specified; for example, 9.0-, 8.4+.



		Add PostgreSQL component dependency, using WANT_PGSQL=component[:target]. for example, ``WANT_PGSQL=server:configure pltcl


		plperl`` For the full list use make -V _USE_PGSQL_DEP.









		pkgconfig
		(none), build (default), run, both
		Uses devel/pkgconf. With no arguments or with the build argument, it implies pkg-config as a build-time dependency. run implies a run-time dependency and both implies both run-time and build-time dependencies.



		pure
		(none), ffi
		Uses lang/pure. Largely used for building related pure ports. With the ffi argument, it implies devel/pure-ffi as a run-time dependency.



		python
		(none), X.Y, X.Y+, -X.Y, X.Y-Z.A, build, run
		Uses Python. A supported version or version range can be specified. If Python is only needed at build or run time, it can be set as a build or run dependency with build or run. See ? for more information.



		qmail
		(none), build, run, both, vars
		Uses mail/qmail. With the build argument, it implies qmail as a build-time dependency. run implies a run-time dependency. Using no argument or the both argument implies both run-time and build-time dependencies. vars will only set QMAIL variables for the port to use.



		qmake
		(none), norecursive, outsource
		Uses QMake for configuring. For more information see ?.



		readline
		(none), port
		Uses readline as a library dependency, and sets CPPFLAGS and LDFLAGS as necessary. If the port argument is used or if readline is not present in the base system, add a dependency on devel/readline



		scons
		(none)
		Provide support for the use of devel/scons



		shared-mime-info
		(none)
		Uses update-mime-database from misc/shared-mime-info. This uses will automatically add a post-install step in such a way that the port itself still can specify there own post-install step if needed. It also add an `@shared-mime-info <#plist-keywords-shared-mime-info>`__ entry to the plist.



		shebangfix
		(none)
		A lot of software uses incorrect locations for script interpreters, most notably /usr/bin/perl and /bin/bash. This fixes shebang lines in scripts listed in SHEBANG_FILES. Currently Bash, Java, Ksh, Perl, PHP, Python, Ruby, Tcl, and Tk are supported by default. To support another interpreter, set SHEBANG_LANG, lua_OLD_CMD and lua_CMD. For example SHEBANG_LANG=lua, then lua_OLD_CMD=/usr/bin/lua and lua_CMD=${LOCALBASE}/bin/lua.



		tar
		(none), Z, bz2, bzip2, lzma, tbz, tgz, txz, xz
		Set EXTRACT_SUFX to .tar, .tar.Z, .tar.bz2, .tar.bz2, .tar.lzma, .tbz, .tgz, .txz or .tar.xz respectively.



		tcl
		PORT
		Add a dependency on Tcl. The PORT parameter can be either tcl or tk. Either a version or wrapper dependency can be appended using PORT:version or PORT:wrapper. The version can be empty, one or more exact version numbers (currently 84, 85, or 86), or a minimal version number (currently 84+, 85+ or 86+). A build- or run-time only dependency can be specified using PORT,build or PORT,run. After including bsd.port.pre.mk the port can inspect the results using these variables:



		TCL_VER: chosen major.minor version of Tcl


		TCLSH: full path of the Tcl interpreter


		TCL_LIBDIR: path of the Tcl libraries


		TCL_INCLUDEDIR: path of the Tcl C header files


		TK_VER: chosen major.minor version of Tk


		WISH: full path of the Tk interpreter


		TK_LIBDIR: path of the Tk libraries


		TK_INCLUDEDIR: path of the Tk C header files









		tk
		Same as arguments for tcl
		Small wrapper when using both Tcl and Tk. The same variables are returned as when using Tcl.



		twisted
		(none), ARGS
		Add a dependency on twistedCore. The list of required components can be specified as a value of this variable. ARGS can be one of:



		build: add twistedCore or any specified component as build dependency.


		run: add twistedCore or any specified component as run dependency.





Besides build and run, one or more other supported twisted components can be specified. Supported values are listed in Uses/twisted.mk.






		uidfix
		(none)
		Changes some default behavior (mostly variables) of the build system to allow installing this port as a normal user. Try this in the port before adding NEED_ROOT=yes



		uniquefiles
		(none), dirs
		Make files or directories ‘unique’, by adding a prefix or suffix. If the dirs argument is used, the port needs a prefix (a only a prefix) based on UNIQUE_PREFIX for standard directories DOCSDIR, EXAMPLESDIR, DATADIR, WWWDIR, ETCDIR. These variables are available for ports:



		UNIQUE_PREFIX: The prefix to be used for directories and files. Default: ${PKGNAMEPREFIX}.


		UNIQUE_PREFIX_FILES: A list of files that need to be prefixed. Default: empty.


		UNIQUE_SUFFIX: The suffix to be used for files. Default: ${PKGNAMESUFFIX}.


		UNIQUE_SUFFIX_FILES: A list of files that need to be suffixed. Default: empty.









		webplugin
		(none), ARGS
		Automatically create and remove symbolic links for each application that supports the webplugin framework. ARGS can be one of:



		gecko: support plug-ins based on Gecko


		native: support plug-ins for Gecko, Opera, and WebKit-GTK


		linux: support Linux plug-ins


		all (default, implicit): support all plug-in types


		(individual entries): support only the browsers listed





These variables can be adjusted:



		WEBPLUGIN_FILES: No default, must be set manually. The plug-in files to install.


		WEBPLUGIN_DIR: The directory to install the plug-in files to, default PREFIX/lib/browser_plugins/WEBPLUGIN_NAME. Set this if the port installs plug-in files outside of the default directory to prevent broken symbolic links.


		WEBPLUGIN_NAME: The final directory to install the plug-in files into, default PKGBASE.









		xfce
		(none), gtk3
		Provide support for Xfce related ports. See ? for details.


The gtk3 argument specifies that the port requires GTK3 features provided by x11/libxfce4menu.






		zip
		(none), infozip
		Indicates that the distribution files use the ZIP compression algorithm. For files using the InfoZip algorithm the infozip argument must be passed to set the appropriate dependencies.



		zope
		(none)
		Uses www/zope. Mostly used for building zope related ports. ZOPE_VERSION can be used by a port to indicate that a specific version of zope shall be used.
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Why Security is So Important


Bugs are occasionally introduced to the software. Arguably, the most
dangerous of them are those opening security vulnerabilities. From the
technical viewpoint, such vulnerabilities are to be closed by
exterminating the bugs that caused them. However, the policies for
handling mere bugs and security vulnerabilities are very different.


A typical small bug affects only those users who have enabled some
combination of options triggering the bug. The developer will eventually
release a patch followed by a new version of the software, free of the
bug, but the majority of users will not take the trouble of upgrading
immediately because the bug has never vexed them. A critical bug that
may cause data loss represents a graver issue. Nevertheless, prudent
users know that a lot of possible accidents, besides software bugs, are
likely to lead to data loss, and so they make backups of important data;
in addition, a critical bug will be discovered really soon.


A security vulnerability is all different. First, it may remain
unnoticed for years because often it does not cause software
malfunction. Second, a malicious party can use it to gain unauthorized
access to a vulnerable system, to destroy or alter sensitive data; and
in the worst case the user will not even notice the harm caused. Third,
exposing a vulnerable system often assists attackers to break into other
systems that could not be compromised otherwise. Therefore closing a
vulnerability alone is not enough: notify the audience of it in the most
clear and comprehensive manner, which will allow them to evaluate the
danger and take appropriate action.





Fixing Security Vulnerabilities


While on the subject of ports and packages, a security vulnerability may
initially appear in the original distribution or in the port files. In
the former case, the original software developer is likely to release a
patch or a new version instantly. Update the port promptly with respect
to the author’s fix. If the fix is delayed for some reason, either mark
the port as ``FORBIDDEN` <#dads-noinstall>`__ or introduce a patch file
to the port. In the case of a vulnerable port, just fix the port as soon
as possible. In either case, follow the standard procedure for
submitting changes unless having rights to commit
it directly to the ports tree.



Important


Being a ports committer is not enough to commit to an arbitrary
port. Remember that ports usually have maintainers, must be
respected.






Please make sure that the port’s revision is bumped as soon as the
vulnerability has been closed. That is how the users who upgrade
installed packages on a regular basis will see they need to run an
update. Besides, a new package will be built and distributed over FTP
and WWW mirrors, replacing the vulnerable one. Bump PORTREVISION
unless PORTVERSION has changed in the course of correcting the
vulnerability. That is, bump PORTREVISION if adding a patch file to
the port, but do not bump it if updating the port to the latest software
version and thus already touched PORTVERSION. Please refer to the
corresponding section for more
information.





Keeping the Community Informed



The VuXML Database


A very important and urgent step to take as early after a security
vulnerability is discovered as possible is to notify the community of
port users about the jeopardy. Such notification serves two purposes.
First, if the danger is really severe it will be wise to apply an
instant workaround. For example, stop the affected network service or
even deinstall the port completely until the vulnerability is closed.
Second, a lot of users tend to upgrade installed packages only
occasionally. They will know from the notification that they must
update the package without delay as soon as a corrected version is
available.


Given the huge number of ports in the tree, a security advisory cannot
be issued on each incident without creating a flood and losing the
attention of the audience when it comes to really serious matters.
Therefore security vulnerabilities found in ports are recorded in the
OS VuXML database [http://vuxml.freebsd.org/]. The Security Officer
Team members also monitor it for issues requiring their intervention.


Committers can update the VuXML database themselves, assisting the
Security Officer Team and delivering crucial information to the
community more quickly. Those who are not committers or have discovered
an exceptionally severe vulnerability should not hesitate to contact the
Security Officer Team directly, as described on the OS Security
Information [http://www.freebsd.org/security/#how] page.


The VuXML database is an XML document. Its source file vuln.xml is
kept right inside the port security/vuxml. Therefore the file’s full
pathname will be PORTSDIR/security/vuxml/vuln.xml. Each time a
security vulnerability is discovered in a port, please add an entry for
it to that file. Until familiar with VuXML, the best thing to do is to
find an existing entry fitting the case at hand, then copy it and use it
as a template.





A Short Introduction to VuXML


The full-blown XML format is complex, and far beyond the scope of this
book. However, to gain basic insight on the structure of a VuXML entry
only the notion of tags is needed. XML tag names are enclosed in angle
brackets. Each opening <tag> must have a matching closing </tag>. Tags
may be nested. If nesting, the inner tags must be closed before the
outer ones. There is a hierarchy of tags, that is, more complex rules of
nesting them. This is similar to HTML. The major difference is that XML
is eXtensible, that is, based on defining custom tags. Due to its
intrinsic structure XML puts otherwise amorphous data into shape. VuXML
is particularly tailored to mark up descriptions of security
vulnerabilities.


Now consider a realistic VuXML entry:


<vuln vid="f4bc80f4-da62-11d8-90ea-0004ac98a7b9">
  <topic>Several vulnerabilities found in Foo</topic>
  <affects>
    <package>
      <name>foo</name>
      <name>foo-devel</name>
      <name>ja-foo</name>
      <range><ge>1.6</ge><lt>1.9</lt></range>
      <range><ge>2.*</ge><lt>2.4_1</lt></range>
      <range><eq>3.0b1</eq></range>
    </package>
    <package>
      <name>openfoo</name>
      <range><lt>1.10_7</lt></range>
      <range><ge>1.2,1</ge><lt>1.3_1,1</lt></range>
    </package>
  </affects>
  <description>
    <body xmlns="http://www.w3.org/1999/xhtml">
      <p>J. Random Hacker reports:</p>
      <blockquote
        cite="http://j.r.hacker.com/advisories/1">
        <p>Several issues in the Foo software may be exploited
          via carefully crafted QUUX requests.  These requests will
          permit the injection of Bar code, mumble theft, and the
          readability of the Foo administrator account.</p>
      </blockquote>
    </body>
  </description>
  <references>
    <freebsdsa>SA-10:75.foo</freebsdsa>
    <freebsdpr>ports/987654</freebsdpr>
    <cvename>CAN-2010-0201</cvename>
    <cvename>CAN-2010-0466</cvename>
    <bid>96298</bid>
    <certsa>CA-2010-99</certsa>
    <certvu>740169</certvu>
    <uscertsa>SA10-99A</uscertsa>
    <uscertta>SA10-99A</uscertta>
    <mlist msgid="201075606@hacker.com">http://marc.theaimsgroup.com/?l=bugtraq&amp;m=203886607825605</mlist>
    <url>http://j.r.hacker.com/advisories/1</url>
  </references>
  <dates>
    <discovery>2010-05-25</discovery>
    <entry>2010-07-13</entry>
    <modified>2010-09-17</modified>
  </dates>
</vuln>






The tag names are supposed to be self-explanatory so we shall take a
closer look only at fields which needs to be filled in:



		This is the top-level tag of a VuXML entry. It has a mandatory
attribute, vid, specifying a universally unique identifier (UUID)
for this entry (in quotes). Generate a UUID for each new VuXML entry
(and do not forget to substitute it for the template UUID unless
writing the entry from scratch). use MAN.UUIDGEN.1 to generate a
VuXML UUID.





		This is a one-line description of the issue found.





		The names of packages affected are listed there. Multiple names can
be given since several packages may be based on a single master port
or software product. This may include stable and development
branches, localized versions, and slave ports featuring different
choices of important build-time configuration options.



Important


It is the submitter’s responsibility to find all such related
packages when writing a VuXML entry. Keep in mind that
make search name=foo is helpful. The primary points to look
for are:



		the foo-devel variant for a foo port;


		other variants with a suffix like -a4 (for print-related
packages), -without-gui (for packages with X support
disabled), or similar;


		jp-, ru-, zh-, and other possible localized
variants in the corresponding national categories of the ports
collection.












		Affected versions of the package(s) are specified there as one or
more ranges using a combination of <lt>, <le>, <eq>,
<ge>, and <gt> elements. Check that the version ranges given
do not overlap.


In a range specification, * (asterisk) denotes the smallest
version number. In particular, 2.* is less than 2.a.
Therefore an asterisk may be used for a range to match all possible
alpha, beta, and RC versions. For instance,
<ge>2.*</ge><lt>3.*</lt> will selectively match every 2.x
version while <ge>2.0</ge><lt>3.0</lt> will not since the latter
misses 2.r3 and matches 3.b.


The above example specifies that affected are versions from 1.6
to 1.9 inclusive, versions 2.x before 2.4_1, and version
3.0b1.





		Several related package groups (essentially, ports) can be listed in
the <affected> section. This can be used if several software
products (say FooBar, FreeBar and OpenBar) grow from the same code
base and still share its bugs and vulnerabilities. Note the
difference from listing multiple names within a single <package>
section.





		The version ranges have to allow for PORTEPOCH and
PORTREVISION if applicable. Please remember that according to the
collation rules, a version with a non-zero PORTEPOCH is greater
than any version without PORTEPOCH, for example, 3.0,1 is
greater than 3.1 or even than 8.9.





		This is a summary of the issue. XHTML is used in this field. At least
enclosing <p> and </p> has to appear. More complex mark-up
may be used, but only for the sake of accuracy and clarity: No eye
candy please.





		This section contains references to relevant documents. As many
references as apply are encouraged.





		This is a OS security
advisory [http://www.freebsd.org/security/#adv].





		This is a OS problem
report [http://www.freebsd.org/support.html].





		This is a MITRE CVE [http://www.cve.mitre.org/] identifier.





		This is a SecurityFocus Bug
ID [http://www.securityfocus.com/bid].





		This is a US-CERT [http://www.cert.org/] security advisory.





		This is a US-CERT [http://www.cert.org/] vulnerability note.





		This is a US-CERT [http://www.cert.org/] Cyber Security Alert.





		This is a US-CERT [http://www.cert.org/] Technical Cyber Security
Alert.





		This is a URL to an archived posting in a mailing list. The attribute
msgid is optional and may specify the message ID of the posting.





		This is a generic URL. Only it if none of the other reference
categories apply.





		This is the date when the issue was disclosed (YYYY-MM-DD).





		This is the date when the entry was added (YYYY-MM-DD).





		This is the date when any information in the entry was last modified
(YYYY-MM-DD). New entries must not include this field. Add it when
editing an existing entry.











Testing Changes to the VuXML Database


This example describes a new entry for a vulnerability in the package
dropbear that has been fixed in version dropbear-2013.59.


As a prerequisite, install a fresh version of security/vuxml port.


First, check whether there already is an entry for this vulnerability.
If there were such an entry, it would match the previous version of the
package, 2013.58:


PROMPT.USER pkg audit dropbear-2013.58






If there is none found, add a new entry for this vulnerability.


PROMPT.USER cd ${PORTSDIR}/security/vuxml
PROMPT.USER make newentry






Verify its syntax and formatting:


PROMPT.USER make validate

**Note**

At least one of these packages needs to be installed:
textproc/libxml2, textproc/jade.






Verify that the <affected> section of the entry will match the
correct packages:


PROMPT.USER pkg audit -f ${PORTSDIR}/security/vuxml/vuln.xml dropbear-2013.58






Make sure that the entry produces no spurious matches in the output.


Now check whether the right package versions are matched by the entry:


PROMPT.USER pkg audit -f ${PORTSDIR}/security/vuxml/vuln.xml dropbear-2013.58 dropbear-2013.59
dropbear-2012.58 is vulnerable:
dropbear -- exposure of sensitive information, DoS
CVE: CVE-2013-4434
CVE: CVE-2013-4421
WWW: http://portaudit.FreeBSD.org/8c9b48d1-3715-11e3-a624-00262d8b701d.html

1 problem(s) in the installed packages found.






The former version matches while the latter one does not.
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Special Considerations


This section explains the most common things to consider when creating a
port.





Staging


bsd.port.mk expects ports to work with a “stage directory”. This
means that a port must not install files directly to the regular
destination directories (that is, under PREFIX, for example) but
instead into a separate directory from which the package is then built.
In many cases, this does not require root privileges, making it possible
to build packages as an unprivileged user. With staging, the port is
built and installed into the stage directory, STAGEDIR. A package is
created from the stage directory and then installed on the system.
Automake tools refer to this concept as DESTDIR, but in OS,
DESTDIR has a different meaning (see ?).



Note


No port really needs to be root. It can mostly be avoided by using
`USES=uidfix <#uses-uidfix>`__. If the port still runs commands
like MAN.CHOWN.8, MAN.CHGRP.1, or forces owner or group with
MAN.INSTALL.1 then use `USES=fakeroot <#uses-fakeroot>`__ to
fake those calls. Sligh patching of the port’s Makefiles will be
needed.






Meta ports, or ports that do not install files themselves but only
depend on other ports, must avoid needlessly extracting the MAN.MTREE.8
to the stage directory. This is the basic directory layout of the
package, and these empty directories will be seen as orphans. To prevent
MAN.MTREE.8 extraction, add this line:


NO_MTREE=   yes

**Tip**

Metaports should use ```USES=metaport`` <#uses-metaport>`__. It sets
up defaults for ports that do not fetch, build, or install anything.






Staging is enabled by prepending STAGEDIR to paths used in the
pre-install, do-install, and post-install targets (see the examples
through the book). Typically, this includes PREFIX, ETCDIR,
DATADIR, EXAMPLESDIR, MANPREFIX, DOCSDIR, and so on.
Directories should be created as part of the post-install target. Avoid
using absolute paths whenever possible.


When creating a symlink, STAGEDIR is prepended to the target path
only. For example:


${LN} -sf libfoo.so.42 ${STAGEDIR}${PREFIX}/lib/libfoo.so






The source path ${PREFIX}/lib/libfoo.so.42 looks fine but could, in
fact, be incorrect. Absolute paths can point to a wrong location, like
when a remote file system has been mounted with NFS under a non-root
mount point. Relative paths are less fragile, and often much shorter.


Ports that install kernel modules must prepend STAGEDIR to their
destination, by default /boot/modules.





Bundled Libraries


This section explains why bundled dependencies are considered bad and
what to do about them.



Why Bundled Libraries Are Bad


Some software requires the porter to locate third-party libraries and
add the required dependencies to the port. Other software bundles all
necessary libraries into the distribution file. The second approach
seems easier at first, but there are some serious drawbacks:


This list is loosely based on the
Fedora [https://fedoraproject.org/wiki/Packaging:No_Bundled_Libraries]
and Gentoo [http://wiki.gentoo.org/wiki/Why_not_bundle_dependencies]
wikis, both licensed under the CC-BY-SA
3.0 [http://creativecommons.org/licenses/by-sa/3.0/] license.



		Security


		If vulnerabilities are found in the upstream library and fixed
there, they might not be fixed in the library bundled with the port.
One reason could be that the author is not aware of the problem.
This means that the porter must fix them, or upgrade to a
non-vulnerable version, and send a patch to the author. This all
takes time, which results in software being vulnerable longer than
necessary. This in turn makes it harder to coordinate a fix without
unnecessarily leaking information about the vulnerability.


		Bugs


		This problem is similar to the problem with security in the last
paragraph, but generally less severe.


		Forking


		It is easier for the author to fork the upstream library once it is
bundled. While convenient on first sight, it means that the code
diverges from upstream making it harder to address security or other
problems with the software. A reason for this is that patching
becomes harder.


Another problem of forking is that because code diverges from
upstream, bugs get solved over and over again instead of just once
at a central location. This defeats the idea of open source software
in the first place.





		Symbol collision


		When a library is installed on the system, it might collide with the
bundled version. This can cause immediate errors at compile or link
time. It can also cause errors when running the program which might
be harder to track down. The latter problem could be caused because
the versions of the two libraries are incompatible.


		Licensing


		When bundling projects from different sources, license issues can
arise more easily, especially when licenses are incompatible.


		Waste of resources


		Bundled libraries waste resources on several levels. It takes longer
to build the actual application, especially if these libraries are
already present on the system. At run-time, they can take up
unnecessary memory when the system-wide library is already loaded by
one program and the bundled library is loaded by another program.


		Waste of effort


		When a library needs patches for OS, these patches have to be
duplicated again in the bundled library. This wastes developer time
because the patches might not apply cleanly. It can also be hard to
notice that these patches are required in the first place.








What to do About Bundled Libraries


Whenever possible, use the unbundled version of the library by adding a
LIB_DEPENDS to the port. If such a port does not exist yet, consider
creating it.


Only use bundled libraries if the upstream has a good track record on
security and using unbundled versions leads to overly complex patches.



Note


In some very special cases, for example emulators, like Wine, a port
has to bundle libraries, because they are in a different
architecture, or they have been modified to fit the software’s use.
In that case, those libraries should not be exposed to other ports
for linking. Add BUNDLE_LIBS=yes to the port’s Makefile.
This will tell MAN.PKG.8 to not compute provided libraries. Always
ask the A.PORTMGR before adding this to a port.











Shared Libraries


If the port installs one or more shared libraries, define a
USE_LDCONFIG make variable, which will instruct a bsd.port.mk to
run ${LDCONFIG} -m on the directory where the new library is
installed (usually PREFIX/lib) during post-install target to
register it into the shared library cache. This variable, when defined,
will also facilitate addition of an appropriate
@exec /sbin/ldconfig -m and @unexec /sbin/ldconfig -R pair into
pkg-plist, so that a user who installed the package can start using
the shared library immediately and de-installation will not cause the
system to still believe the library is there.


USE_LDCONFIG=   yes






The default directory can be overridden by setting USE_LDCONFIG to a
list of directories into which shared libraries are to be installed. For
example, if the port installs shared libraries into PREFIX/lib/foo
and PREFIX/lib/bar use this in Makefile:


USE_LDCONFIG=   ${PREFIX}/lib/foo ${PREFIX}/lib/bar






Please double-check, often this is not necessary at all or can be
avoided through -rpath or setting LD_RUN_PATH during linking (see
lang/moscow_ml for an example), or through a shell-wrapper which sets
LD_LIBRARY_PATH before invoking the binary, like www/seamonkey does.


When installing 32-bit libraries on 64-bit system, use
USE_LDCONFIG32 instead.


If the software uses autotools, and specifically
libtool, add `USES=libtool <#uses-libtool>`__.


When the major library version number increments in the update to the
new port version, all other ports that link to the affected library must
have their PORTREVISION incremented, to force recompilation with the
new library version.





Ports with Distribution Restrictions or Legal Concerns


Licenses vary, and some of them place restrictions on how the
application can be packaged, whether it can be sold for profit, and so
on.



Important


It is the responsibility of a porter to read the licensing terms of
the software and make sure that the OS project will not be held
accountable for violating them by redistributing the source or
compiled binaries either via FTP/HTTP or CD-ROM. If in doubt, please
contact the A.PORTS.






In situations like this, the variables described in the next sections
can be set.



NO_PACKAGE


This variable indicates that we may not generate a binary package of the
application. For instance, the license may disallow binary
redistribution, or it may prohibit distribution of packages created from
patched sources.


However, the port’s DISTFILES may be freely mirrored on FTP/HTTP.
They may also be distributed on a CD-ROM (or similar media) unless
NO_CDROM is set as well.


If the binary package is not generally useful, and the application must
always be compiled from the source code, use NO_PACKAGE. For
example, if the application has configuration information that is site
specific hard coded into it at compile time, set NO_PACKAGE.


Set NO_PACKAGE to a string describing the reason why the package
cannot be generated.





NO_CDROM


This variable alone indicates that, although we are allowed to generate
binary packages, we may put neither those packages nor the port’s
DISTFILES onto a CD-ROM (or similar media) for resale. However, the
binary packages and the port’s DISTFILES will still be available via
FTP/HTTP.


If this variable is set along with NO_PACKAGE, then only the port’s
DISTFILES will be available, and only via FTP/HTTP.


Set NO_CDROM to a string describing the reason why the port cannot
be redistributed on CD-ROM. For instance, use this if the port’s license
is for “non-commercial” use only.





NOFETCHFILES


Files defined in NOFETCHFILES are not fetchable from any of
MASTER_SITES. An example of such a file is when the file is supplied
on CD-ROM by the vendor.


Tools which check for the availability of these files on
MASTER_SITES have to ignore these files and not report about them.





RESTRICTED


Set this variable alone if the application’s license permits neither
mirroring the application’s DISTFILES nor distributing the binary
package in any way.


Do not set NO_CDROM or NO_PACKAGE along with RESTRICTED,
since the latter variable implies the former ones.


Set RESTRICTED to a string describing the reason why the port cannot
be redistributed. Typically, this indicates that the port contains
proprietary software and that the user will need to manually download
the DISTFILES, possibly after registering for the software or
agreeing to accept the terms of an EULA.





RESTRICTED_FILES


When RESTRICTED or NO_CDROM is set, this variable defaults to
${DISTFILES} ${PATCHFILES}, otherwise it is empty. If only some of
the distribution files are restricted, then set this variable to list
them.





LEGAL_TEXT


If the port has legal concerns not addressed by the above variables, set
LEGAL_TEXT to a string explaining the concern. For example, if
special permission was obtained for OS to redistribute the binary, this
variable must indicate so.





/usr/ports/LEGAL and LEGAL


A port which sets any of the above variables must also be added to
/usr/ports/LEGAL. The first column is a glob which matches the
restricted distfiles. The second column is the port’s origin. The third
column is the output of make -VLEGAL.





Examples


The preferred way to state “the distfiles for this port must be fetched
manually” is as follows:


.if !exists(${DISTDIR}/${DISTNAME}${EXTRACT_SUFX})
IGNORE= may not be redistributed because of licensing reasons. Please visit some-website to accept their license and download ${DISTFILES} into ${DISTDIR}
.endif






This both informs the user, and sets the proper metadata on the user’s
machine for use by automated programs.


Note that this stanza must be preceded by an inclusion of
bsd.port.pre.mk.







Building Mechanisms



Building Ports in Parallel


The OS ports framework supports parallel building using multiple
make sub-processes, which allows SMP systems to utilize all of their
available CPU power, allowing port builds to be faster and more
effective.


This is achieved by passing -jX flag to MAN.MAKE.1 running on vendor
code. This is the default build behavior of ports. Unfortunately, not
all ports handle parallel building well and it may be required to
explicitly disable this feature by adding the MAKE_JOBS_UNSAFE=yes
variable. It is used when a port is known to be broken with -jX.





make, gmake, fmake, and imake


Several differing make implementations exist. Ported software often
requires a particular implementation, like GNU make, known in OS as
gmake, or fmake, the legacy OS make.


If the port uses GNU make, add gmake to USES. If the legacy OS
make is needed, add fmake there.


MAKE_CMD can be used to reference the specific command configured by
the USES setting in the port’s Makefile. In rare cases when more
than one make implementation is listed in USES, the variables
GMAKE (for the GNU version) or FMAKE (for the legacy OS version)
are available. Only use MAKE_CMD within the application
Makefiles in WRKSRC to call the make implementation
expected by the ported software.


If the port is an X application that uses imake to create
Makefiles from Imakefiles, set ``USES=



imake``.. See the `USES=imake <#uses-imake>`__ section of ?



for more details.


If the port’s source Makefile has something other than all as the
main build target, set ALL_TARGET accordingly. The same goes for
install and INSTALL_TARGET.





configure Script


If the port uses the configure script to generate Makefile from
Makefile.in, set GNU_CONFIGURE=yes. To give extra arguments to
the configure script (the default argument is ``–prefix=${PREFIX}



–infodir=${PREFIX}/${INFO_PATH}
–mandir=${MANPREFIX}/man
–build=${CONFIGURE_TARGET}``), set those extra arguments in



CONFIGURE_ARGS. Extra environment variables can be passed using
CONFIGURE_ENV.








		Variable
		Means





		GNU_CONFIGURE
		The port uses configure script to prepare build.



		HAS_CONFIGURE
		Same as GNU_CONFIGURE, except default configure target is not added to CONFIGURE_ARGS.



		CONFIGURE_ARGS
		Additional arguments passed to configure script.



		CONFIGURE_ENV
		Additional environment variables to be set for configure script run.



		CONFIGURE_TARGET
		Override default configure target. Default value is ${MACHINE_ARCH}-portbld-freebsd${OSREL}.







Table: Variables for Ports That Use configure





Using cmake


For ports that use CMake, define USES= cmake, or
USES= cmake:outsource to build in a separate directory (see below).








		Variable
		Means





		CMAKE_ARGS
		Port specific CMake flags to be passed to the cmake binary.



		CMAKE_BUILD_TYPE
		Type of build (CMake predefined build profiles). Default is Release, or Debug if WITH_DEBUG is set.



		CMAKE_ENV
		Environment variables to be set for the cmake binary. Default is ${CONFIGURE_ENV}.



		CMAKE_SOURCE_PATH
		Path to the source directory. Default is ${WRKSRC}.







Table: Variables for Ports That Use cmake








		Variable
		Means





		CMAKE_VERBOSE
		Enable verbose build output. Default not set, unless BATCH or PACKAGE_BUILDING are set.



		CMAKE_NOCOLOR
		Disables colour build output. Default not set, unless BATCH or PACKAGE_BUILDING are set.







Table: Variables the Users Can Define for cmake Builds


CMake supports these build profiles: Debug, Release,
RelWithDebInfo and MinSizeRel. Debug and Release
profiles respect system *FLAGS, RelWithDebInfo and
MinSizeRel will set CFLAGS to -O2 -g and -Os -DNDEBUG
correspondingly. The lower-cased value of CMAKE_BUILD_TYPE is
exported to PLIST_SUB and must be used if the port installs
*.cmake depending on the build type (see deskutils/strigi for an
example). Please note that some projects may define their own build
profiles and/or force particular build type by setting
CMAKE_BUILD_TYPE in CMakeLists.txt. To make a port for such a
project respect CFLAGS and WITH_DEBUG, the CMAKE_BUILD_TYPE
definitions must be removed from those files.


Most CMake-based projects support an out-of-source method of building.
The out-of-source build for a port can be requested by using the
:outsource suffix. When enabled, CONFIGURE_WRKSRC,
BUILD_WRKSRC and INSTALL_WRKSRC will be set to
${WRKDIR}/.build and this directory will be used to keep all files
generated during configuration and build stages, leaving the source
directory intact.


This snippet demonstrates the use of CMake for a port.
CMAKE_SOURCE_PATH is not usually required, but can be set when the
sources are not located in the top directory, or if only a subset of the
project is intended to be built by the port.


USES=           cmake:outsource
CMAKE_SOURCE_PATH=  ${WRKSRC}/subproject









Using scons


If the port uses SCons, define USE_SCONS=yes.








		Variable
		Means





		SCONS_ARGS
		Port specific SCons flags passed to the SCons environment.



		SCONS_BUILDENV
		Variables to be set in system environment.



		SCONS_ENV
		Variables to be set in SCons environment.



		SCONS_TARGET
		Last argument passed to SCons, similar to MAKE_TARGET.







Table: Variables for Ports That Use scons


To make third party SConstruct respect everything that is passed to
SCons in SCONS_ENV (that is, most importantly,
CC/CXX/CFLAGS/CXXFLAGS), patch SConstruct so build
Environment is constructed like this:


env = Environment(**ARGUMENTS)






It may be then modified with env.Append and env.Replace.







Using GNU Autotools



Introduction


The various GNU autotools provide an abstraction mechanism for building
a piece of software over a wide variety of operating systems and machine
architectures. Within the Ports Collection, an individual port can make
use of these tools via a simple construct:


USE_AUTOTOOLS=    tool[:env] ...






At the time of writing, tool can be one of autoconf, autoheader,
automake, aclocal, libtoolize. It can also be one the older
legacy of autoconf213, autoheader213, automake14,
aclocal14.


env is used to specify that the environmental variables are needed. It
also adds a build dependency on the tool. The relevant tool is not ran
as part of the run-autotools target.


Multiple tools can be specified at once, either by including them all on
a single line, or using the += Makefile construct.





libtool and libtoolize


Ports shipping with their own copy of libtool (search for a file named
ltmain.sh) need to have USES=libtool. If a port has
USE_AUTOTOOLS=libtoolize it probably also needs USES=libtool.
See the USES=libtool section in ? for more details.





libltdl.so


Some ports make use of the libltdl.so library package, which is part
of the libtool suite. Use of this library does not automatically
necessitate the use of libtool itself. If the port needs
libltdl.so, add a dependency on it:


LIB_DEPENDS=  libltdl.so:${PORTSDIR}/devel/libltdl









autoconf and autoheader


Some ports do not contain a configure script, but do contain an autoconf
template in configure.ac. Use these assignments to let autoconf
create the configure script, and also have autoheader create
template headers for use by the configure script.


USE_AUTOTOOLS=    autoconf[:env]






and


USE_AUTOTOOLS=    autoheader






which also implies the use of autoconf.


The additional optional variables AUTOCONF_ARGS and
AUTOHEADER_ARGS can be overridden by the port Makefile if
specifically requested. Most ports are unlikely to need this. See
bsd.autotools.mk for further details.





automake and aclocal


Some packages only contain Makefile.am. These have to be converted
into Makefile.in using automake, and the further processed by
configure to generate an actual Makefile.


Similarly, packages occasionally do not ship with an included
aclocal.m4, again required to build the software. This can be
achieved with aclocal, which scans configure.ac or
configure.in.


aclocal has a similar relationship to automake as autoheader
does to autoconf, described in the previous section. aclocal
implies the use of automake, thus we have:


USE_AUTOTOOLS=    automake[:env]






and


USE_AUTOTOOLS=    aclocal






As with autoconf and autoheader, both automake and
aclocal have optional argument variables, AUTOMAKE_ARGS and
ACLOCAL_ARGS respectively, which may be overridden by the port
Makefile if required.







Using GNU gettext



Basic Usage


If the port requires gettext, set USES= gettext, and the port
will inherit a dependency on libintl.so from devel/gettext. Other
values for gettext usage are listed in
`USES=gettext <#uses-gettext>`__.


A rather common case is a port using gettext and configure.
Generally, GNU configure should be able to locate gettext
automatically.


USES= gettext
GNU_CONFIGURE=  yes






If it ever fails to, hints at the location of gettext can be passed
in CPPFLAGS and LDFLAGS as follows:


USES= gettext
CPPFLAGS+=  -I${LOCALBASE}/include
LDFLAGS+=   -L${LOCALBASE}/lib

GNU_CONFIGURE=  yes









Optional Usage


Some software products allow for disabling NLS. For example, through
passing --disable-nls to configure. In that case, the port must
use gettext conditionally, depending on the status of the NLS
option. For ports of low to medium complexity, use this idiom:


GNU_CONFIGURE=        yes

OPTIONS_DEFINE=     NLS
OPTIONS_SUB=        yes

NLS_USES=       gettext
NLS_CONFIGURE_ENABLE=   nls

.include <bsd.port.mk>






Or using the older way of using options:


GNU_CONFIGURE=        yes

OPTIONS_DEFINE=     NLS

.include <bsd.port.options.mk>

.if ${PORT_OPTIONS:MNLS}
USES+=          gettext
PLIST_SUB+=     NLS=""
.else
CONFIGURE_ARGS+=    --disable-nls
PLIST_SUB+=     NLS="@comment "
.endif

.include <bsd.port.mk>






The next item on the to-do list is to arrange so that the message
catalog files are included in the packing list conditionally. The
Makefile part of this task is already provided by the idiom. It is
explained in the section on advanced ``pkg-plist`
practices <#plist-sub>`__. In a nutshell, each occurrence of %%NLS%%
in pkg-plist will be replaced by “@comment ” if NLS is disabled,
or by a null string if NLS is enabled. Consequently, the lines prefixed
by %%NLS%% will become mere comments in the final packing list if
NLS is off; otherwise the prefix will be just left out. Then insert
%%NLS%% before each path to a message catalog file in pkg-plist.
For example:


%%NLS%%share/locale/fr/LC_MESSAGES/foobar.mo
%%NLS%%share/locale/no/LC_MESSAGES/foobar.mo






In high complexity cases, more advanced techniques may be needed, such
as dynamic packing list generation.





Handling Message Catalog Directories


There is a point to note about installing message catalog files. The
target directories for them, which reside under
LOCALBASE/share/locale, must not be created and removed by a port.
The most popular languages have their respective directories listed in
PORTSDIR/Templates/BSD.local.dist. The directories for many other
languages are governed by the devel/gettext port. Consult its
pkg-plist and see whether the port is going to install a message
catalog file for a unique language.







Using Perl


If MASTER_SITES is set to CPAN, the correct subdirectory is
usually selected automatically. If the default subdirectory is wrong,
CPAN/Module can be used to change it. MASTER_SITES can also be
set to the old MASTER_SITE_PERL_CPAN, then the preferred value of
MASTER_SITE_SUBDIR is the top-level hierarchy name. For example, the
recommended value for p5-Module-Name is Module. The top-level
hierarchy can be examined at
cpan.org [http://cpan.org/modules/by-module/]. This keeps the port
working when the author of the module changes.


The exception to this rule is when the relevant directory does not exist
or the distfile does not exist in that directory. In such case, using
author’s id as MASTER_SITE_SUBDIR is allowed. The CPAN:AUTHOR
macro can be used, which will be translated to the hashed author
directory. For example, CPAN:AUTHOR will be converted to
authors/id/A/AU/AUTHOR.


When a port needs Perl support, it must set USES=perl5 with the
optional USE_PERL5 described in the perl5 USES
description.








		Read only variables
		Means





		PERL
		The full path of the Perl 5 interpreter, either in the system or installed from a port, but without the version number. Use this when the software needs the path to the Perl interpreter. To replace “#!”lines in scripts, use USES=shebangfix.



		PERL_VERSION
		The full version of Perl installed (for example, 5.8.9).



		PERL_LEVEL
		The installed Perl version as an integer of the form MNNNPP (for example, 500809).



		PERL_ARCH
		Where Perl stores architecture dependent libraries. Defaults to ${ARCH}-freebsd.



		PERL_PORT
		Name of the Perl port that is installed (for example, perl5).



		SITE_PERL
		Directory name where site specific Perl packages go. This value is added to PLIST_SUB.







Table: Read-Only Variables for Ports That Use Perl



Note


Ports of Perl modules which do not have an official website must
link to cpan.org in the WWW line of pkg-descr. The preferred URL
form is http://search.cpan.org/dist/Module-Name/ (including the
trailing slash).


Note


Do not use ${SITE_PERL} in dependency declarations. Doing so
assumes that perl5.mk has been included, which is not always
true. Ports depending on this port will have incorrect dependencies
if this port’s files move later in an upgrade. The right way to
declare Perl module dependencies is shown in the example below.






p5-IO-Tee>=0.64:${PORTSDIR}/devel/p5-IO-Tee






For Perl ports that install manual pages, the macro PERL5_MAN3 can
be used inside pkg-plist. For example,


lib/perl5/5.14/man/man3/AnyEvent::I3.3.gz






can be replaced with


%%PERL5_MAN3%%/AnyEvent::I3.3.gz

**Note**

There are no ``PERL5_MANx`` macros for the other sections (x in
``1``, ``2`` and ``4`` to ``9``) because those get installed in the
regular directories.









Using X11



X.Org Components


The X11 implementation available in The Ports Collection is X.Org. If
the application depends on X components, set USE_XORG to the list of
required components. Available components, at the time of writing, are:



		``bigreqsproto compositeproto damageproto dmx


		dmxproto dri2proto dri3proto evieproto fixesproto
fontcacheproto fontenc fontsproto fontutil glproto ice
inputproto kbproto libfs oldx pciaccess pixman presentproto
printproto randrproto recordproto renderproto resourceproto
scrnsaverproto sm trapproto videoproto x11 xau xaw xaw6 xaw7
xbitmaps xcb xcmiscproto xcomposite xcursor xdamage xdmcp
xevie xext xextproto xf86bigfontproto xf86dgaproto
xf86driproto xf86miscproto xf86rushproto xf86vidmodeproto
xfixes xfont xfontcache xft xi xinerama xineramaproto
xkbfile xkbui xmu xmuu xorg-macros xorg-server xp xpm
xprintapputil xprintutil xproto xproxymngproto xrandr
xrender xres xscrnsaver xshmfence xt xtrans xtrap xtst xv
xvmc xxf86dga xxf86misc xxf86vm``.





Always up-to-date list can be found in /usr/ports/Mk/bsd.xorg.mk.


The Mesa Project is an effort to provide free OpenGL implementation. To
specify a dependency on various components of this project, use
USE_GL. Valid options are: egl, gl, glesv2, glew, glu, glut, glw
and linux. For backwards compatibility, the value of yes maps to
glu.


USE_XORG=   xrender xft xkbfile xt xaw
USE_GL=     glu












		USES= imake
		The port uses imake.



		XMKMF
		Set to the path of xmkmf if not in the PATH. Defaults to xmkmf -a.







Table: Variables for Ports That Use X


# Use some X11 libraries
USE_XORG=   x11 xpm









Ports That Require Motif


If the port requires a Motif library, define USES= motif in the
Makefile. Default Motif implementation is x11-toolkits/open-motif.
Users can choose x11-toolkits/lesstif instead by setting
WANT_LESSTIF in their make.conf.


MOTIFLIB will be set by motif.mk to reference the appropriate
Motif library. Please patch the source of the port to use
${MOTIFLIB} wherever the Motif library is referenced in the original
Makefile or Imakefile.


There are two common cases:



		If the port refers to the Motif library as -lXm in its
Makefile or Imakefile, substitute ${MOTIFLIB} for it.





		If the port uses XmClientLibs in its Imakefile, change it to
``${MOTIFLIB} ${XTOOLLIB}



${XLIB}``.












Note that MOTIFLIB (usually) expands to
-L/usr/local/lib -lXm -lXp or /usr/local/lib/libXm.a, so there
is no need to add -L or -l in front.





X11 Fonts


If the port installs fonts for the X Window System, put them in
LOCALBASE/lib/X11/fonts/local.





Getting a Fake DISPLAY with Xvfb


Some applications require a working X11 display for compilation to
succeed. This pose a problem for machines that operate headless. When
this variable is used, the build infrastructure will start the virtual
framebuffer X server. The working DISPLAY is then passed to the build.
See `USES=display <#uses-display>`__ for the possible arguments.


USES= display









Desktop Entries


Desktop entries (a Freedesktop
standard [http://standards.freedesktop.org/desktop-entry-spec/latest/])
provide a way to automatically adjust desktop features when a new
program is installed, without requiring user intervention. For example,
newly-installed programs automatically appear in the application menus
of compatible desktop environments. Desktop entries originated in the
GNOME desktop environment, but are now a standard and also work with KDE
and Xfce. This bit of automation provides a real benefit to the user,
and desktop entries are encouraged for applications which can be used in
a desktop environment.



Using Predefined .desktop Files


Ports that include predefined *.desktop must include those files in
pkg-plist and install them in the $LOCALBASE/share/applications
directory. The `INSTALL_DATA macro <#install-macros>`__ is useful
for installing these files.





Updating Desktop Database


If a port has a MimeType entry in its portname.desktop, the desktop
database must be updated after install and deinstall. To do this, define
USES= desktop-file-utils.





Creating Desktop Entries with DESKTOP_ENTRIES


Desktop entries can be easily created for applications by using
DESKTOP_ENTRIES. A file named name.desktop will be created,
installed, and added to pkg-plist automatically. Syntax is:


DESKTOP_ENTRIES=    "NAME" "COMMENT" "ICON" "COMMAND" "CATEGORY" StartupNotify






The list of possible categories is available on the Freedesktop
website [http://standards.freedesktop.org/menu-spec/latest/apa.html].
StartupNotify indicates whether the application is compatible with
startup notifications. These are typically a graphic indicator like a
clock that appear at the mouse pointer, menu, or panel to give the user
an indication when a program is starting. A program that is compatible
with startup notifications clears the indicator after it has started.
Programs that are not compatible with startup notifications would never
clear the indicator (potentially confusing and infuriating the user),
and must have StartupNotify set to false so the indicator is not
shown at all.


Example:


DESKTOP_ENTRIES=    "ToME" "Roguelike game based on JRR Tolkien's work" \
            "${DATADIR}/xtra/graf/tome-128.png" \
            "tome -v -g" "Application;Game;RolePlaying;" \
            false













Using GNOME


The OS/GNOME project uses its own set of variables to define which GNOME
components a particular port uses. A comprehensive list of these
variables [http://www.FreeBSD.org/gnome/docs/porting.html] exists
within the OS/GNOME project’s homepage.





Using Qt



Ports That Require Qt


The Ports Collection provides support for Qt 4 and Qt 5 frameworks with
USE_QTx, where x is 4 or 5. Set USE_QTx to the list of
required Qt components (libraries, tools, plugins). The Qt 4 and Qt 5
frameworks are quite similar. The main difference is the set of
supported components.


The Qt framework exports a number of variables which can be used by
ports, some of them listed below:








		QT_PREFIX
		Set to the path where Qt was installed (${LOCALBASE}).



		QMAKE
		Full path to qmake binary.



		LRELEASE
		Full path to lrelease utility.



		MOC
		Full path to moc.



		RCC
		Full path to rcc.



		UIC
		Full path to uic.



		QT_INCDIR
		Qt include directory.



		QT_LIBDIR
		Qt libraries path.



		QT_PLUGINDIR
		Qt plugins path.







Table: Variables Provided to Ports That Use Qt


When using the Qt framework, these settings are deployed:


CONFIGURE_ARGS+=  --with-qt-includes=${QT_INCDIR} \
            --with-qt-libraries=${QT_LIBDIR} \
            --with-extra-libs=${LOCALBASE}/lib \
            --with-extra-includes=${LOCALBASE}/include

CONFIGURE_ENV+= QTDIR="${QT_PREFIX}" QMAKE="${QMAKE}" \
        MOC="${MOC}" RCC="${RCC}" UIC="${UIC}" \
        QMAKESPEC="${QMAKESPEC}"

PLIST_SUB+= QT_INCDIR=${QT_INCDIR_REL} \
        QT_LIBDIR=${QT_LIBDIR_REL} \
        QT_PLUGINDIR=${QT_PLUGINDIR_REL}






Some configure scripts do not support the arguments above. To suppress
modification ofCONFIGURE_ENV and CONFIGURE_ARGS, set
QT_NONSTANDARD.





Component Selection


Individual Qt tool and library dependencies must be specified in
USE_QTx. Every component can be suffixed with _build or
_run, the suffix indicating whether the dependency on the component
is at buildtime or runtime. If unsuffixed, the component will be
depended on at both build- and runtime. Usually, library components are
specified unsuffixed, tool components are mostly specified with the
_build suffix and plugin components are specified with the _run
suffix. The most commonly used components are listed below (all
available components are listed in _USE_QT_ALL, _USE_QT4_ONLY,
and _USE_QT5_ONLY in /usr/ports/Mk/bsd.qt.mk):








		Name
		Description





		core
		core library (Qt 5 only)



		corelib
		core library (Qt 4 only)



		dbus
		Qt DBus library



		gui
		graphical user interface library



		network
		network library



		opengl
		Qt OpenGL library



		script
		script library



		sql
		SQL library



		testlib
		unit testing library



		webkit
		Qt WebKit library



		xml
		Qt XML library







Table: Available Qt Library Components


To determine the libraries an application depends on, run ldd on the
main executable after a successful compilation.








		Name
		Description





		qmake
		Makefile generator/build utility



		buildtools
		build tools (moc, rcc), needed for almost every Qt application (Qt 5 only)



		linguisttools
		localization tools: lrelease, lupdate (Qt 5 only)



		linguist
		localization tools: lrelease, lupdate (Qt 4 only)



		moc
		meta object compiler, needed for almost every Qt application at buildtime (Qt 4 only)



		rcc
		resource compiler, needed if the application comes with *.rc or *.qrc files (Qt 4 only)



		uic
		user interface compiler, needed if the application comes with *.ui files, in practice, every Qt application with a GUI (Qt 4 only)







Table: Available Qt Tool Components








		Name
		Description





		iconengines
		SVG icon engine plugin, needed if the application ships SVG icons (Qt 4 only)



		imageformats
		plugins for TGA, TIFF, and MNG image formats







Table: Available Qt Plugin Components


In this example, the ported application uses the Qt 4 graphical user
interface library, the Qt 4 core library, all of the Qt 4 code
generation tools and Qt 4’s Makefile generator. Since the gui
library implies a dependency on the core library, corelib does not
need to be specified. The Qt 4 code generation tools moc, uic
and rcc, as well as the Makefile generator qmake are only needed
at buildtime, thus they are specified with the _build suffix:


USE_QT4=    gui moc_build qmake_build rcc_build uic_build









Using qmake


If the application provides a qmake project file (*.pro), define
USES= qmake along with USE_QTx. Note that USES= qmake
already implies a build dependency on qmake, therefore the qmake
component can be omitted from USE_QTx. Similar to
CMake, qmake supports out-of-source builds, which can
be enabled by specifying the outsource argument (see
`USES= qmake example <#using-qmake-example>`__).








		Variable
		Means





		QMAKE_ARGS
		Port specific qmake flags to be passed to the qmake binary.



		QMAKE_ENV
		Environment variables to be set for the qmake binary. The default is ${CONFIGURE_ENV}.



		QMAKE_SOURCE_PATH
		Path to qmake project files (.pro). The default is ${WRKSRC} if an out-of-source build is requested, empty otherwise.







Table: Variables for Ports That Use qmake


This snippet demonstrates the use of qmake for a Qt 4 port:


USES=       qmake:outsource
USE_QT4=    moc_build






For a Qt 5 port:


USES=       qmake:outsource
USE_QT5=    buildtools_build






Qt applications are often written to be cross-platform and often
X11/Unix is not the platform they are developed on, which in turn leads
to certain loose ends, like:



		Missing additional include paths. Many applications come with
system tray icon support, but neglect to look for includes and/or
libraries in the X11 directories. To add directories to qmake‘s
include and library search paths via the command line, use:


QMAKE_ARGS+=  INCLUDEPATH+=${LOCALBASE}/include \
        LIBS+=-L${LOCALBASE}/lib









		Bogus installation paths. Sometimes data such as icons or .desktop
files are by default installed into directories which are not scanned
by XDG-compatible applications. editors/texmaker is an example for
this - look at patch-texmaker.pro in the files directory of
that port for a template on how to remedy this directly in the
qmake project file.













Using KDE



KDE 4 Variable Definitions


If the application depends on KDE 4, set USE_KDE4 to the list of
required components. _build and _run suffixes can be used to
force components dependency type (for example, baseapps_run). If no
suffix is set, a default dependency type will be used. To force both
types, add the component twice with both suffixes (for example,
automoc4_build automoc4_run). The most commonly used components are
listed below (up-to-date components are documented at the top of
/usr/ports/Mk/bsd.kde4.mk):








		Name
		Description





		kdehier
		Hierarchy of common KDE directories



		kdelibs
		KDE core libraries



		kdeprefix
		If set, port will be installed into ${KDE4_PREFIX}



		automoc4
		Build tool to automatically generate moc files



		akonadi
		Storage server for KDE PIM data



		soprano
		Library for Resource Description Framework (RDF)



		strigi
		Strigi desktop search library



		libkcddb
		KDE CDDB (compact disc database) library



		libkcompactdisc
		KDE library for interfacing with audio CDs



		libkdeedu
		Libraries used by educational applications



		libkdcraw
		KDE LibRaw library



		libkexiv2
		KDE Exiv2 library



		libkipi
		KDE Image Plugin Interface



		libkonq
		Konqueror core library



		libksane
		KDE SANE (“Scanner Access Now Easy”) library



		pimlibs
		Personal information management libraries



		kate
		Advanced text editor framework



		marble
		Virtual globe and world atlas



		okular
		Universal document viewer



		korundum
		KDE Ruby bindings



		perlkde
		KDE Perl bindings



		pykde4
		KDE Python bindings



		pykdeuic4
		PyKDE user interface compiler



		smokekde
		KDE SMOKE libraries







Table: Available KDE 4 Components


KDE 4 ports are installed into KDE4_PREFIX. This is achieved by
specifying the kdeprefix component, which overrides the default
PREFIX. The ports, however, respect any PREFIX set via the
MAKEFLAGS environment variable and/or make arguments. Currently
KDE4_PREFIX is identical to the default PREFIX,
${LOCALBASE}.


This is a simple example for a KDE 4 port. USES= cmake:outsource
instructs the port to utilize CMake, a configuration tool widely used by
KDE 4 projects (see ? for detailed usage). USE_KDE4 brings
dependency on KDE libraries and makes port using automoc4 at build
stage. Required KDE components and other dependencies can be determined
through configure log. USE_KDE4 does not imply USE_QT4. If a
port requires some Qt 4 components, specify them in USE_QT4.


USES=       cmake:outsource
USE_KDE4=   kdelibs kdeprefix automoc4
USE_QT4=    moc_build qmake_build rcc_build uic_build











Using Java



Variable Definitions


If the port needs a Java™ Development Kit (JDK™) to either build, run or
even extract the distfile, then define USE_JAVA.


There are several JDKs in the ports collection, from various vendors,
and in several versions. If the port must use one of these versions,
define which one. The most current version, and OS default is
java/openjdk6.








		Variable
		Means





		USE_JAVA
		Define for the remaining variables to have any effect.



		JAVA_VERSION
		List of space-separated suitable Java versions for the port. An optional "+" allows specifying a range of versions (allowed values: 1.5[+] 1.6[+] 1.7[+]).



		JAVA_OS
		List of space-separated suitable JDK port operating systems for the port (allowed values: native linux).



		JAVA_VENDOR
		
		List of space-separated suitable JDK port vendors for the port (allowed values: ``freebsd bsdjava sun


		openjdk``).









		JAVA_BUILD
		When set, add the selected JDK port to the build dependencies.



		JAVA_RUN
		When set, add the selected JDK port to the run dependencies.



		JAVA_EXTRACT
		When set, add the selected JDK port to the extract dependencies.







Table: Variables Which May be Set by Ports That Use Java


Below is the list of all settings a port will receive after setting
USE_JAVA:








		Variable
		Value





		JAVA_PORT
		The name of the JDK port (for example, java/openjdk6).



		JAVA_PORT_VERSION
		The full version of the JDK port (for example, 1.6.0). Only the first two digits of this version number are needed, use ${JAVA_PORT_VERSION:C/^([0-9])\.([0-9])(.*)$/\1.\2/}.



		JAVA_PORT_OS
		The operating system used by the JDK port (for example, 'native').



		JAVA_PORT_VENDOR
		The vendor of the JDK port (for example, 'openjdk').



		JAVA_PORT_OS_DESCRIPTION
		Description of the operating system used by the JDK port (for example, 'Native').



		JAVA_PORT_VENDOR_DESCRIPTION
		
		Description of the vendor of the JDK port (for example, ``‘OpenJDK BSD Porting


		Team’``).









		JAVA_HOME
		Path to the installation directory of the JDK (for example, '/usr/local/openjdk6').



		JAVAC
		Path to the Java compiler to use (for example, '/usr/local/openjdk6/bin/javac').



		JAR
		Path to the jar tool to use (for example, '/usr/local/openjdk6/bin/jar' or '/usr/local/bin/fastjar').



		APPLETVIEWER
		Path to the appletviewer utility (for example, '/usr/local/openjdk6/bin/appletviewer').



		JAVA
		Path to the java executable. Use this for executing Java programs (for example, '/usr/local/openjdk6/bin/java').



		JAVADOC
		Path to the javadoc utility program.



		JAVAH
		Path to the javah program.



		JAVAP
		Path to the javap program.



		JAVA_KEYTOOL
		Path to the keytool utility program.



		JAVA_N2A
		Path to the native2ascii tool.



		JAVA_POLICYTOOL
		Path to the policytool program.



		JAVA_SERIALVER
		Path to the serialver utility program.



		RMIC
		Path to the RMI stub/skeleton generator, rmic.



		RMIREGISTRY
		Path to the RMI registry program, rmiregistry.



		RMID
		Path to the RMI daemon program rmid.



		JAVA_CLASSES
		Path to the archive that contains the JDK class files, ${JAVA_HOME}/jre/lib/rt.jar.







Table: Variables Provided to Ports That Use Java


Use the java-debug make target to get information for debugging the
port. It will display the value of many of the previously listed
variables.


Additionally, these constants are defined so all Java ports may be
installed in a consistent way:








		Constant
		Value





		JAVASHAREDIR
		The base directory for everything related to Java. Default: ${PREFIX}/share/java.



		JAVAJARDIR
		The directory where JAR files is installed. Default: ${JAVASHAREDIR}/classes.



		JAVALIBDIR
		The directory where JAR files installed by other ports are located. Default: ${LOCALBASE}/share/java/classes.







Table: Constants Defined for Ports That Use Java


The related entries are defined in both PLIST_SUB (documented in ?)
and SUB_LIST.





Building with Ant


When the port is to be built using Apache Ant, it has to define
USE_ANT. Ant is thus considered to be the sub-make command. When no
do-build target is defined by the port, a default one will be set that
runs Ant according to MAKE_ENV, MAKE_ARGS and ALL_TARGET.
This is similar to the USES= gmake mechanism, which is documented in
?.





Best Practices


When porting a Java library, the port has to install the JAR file(s) in
${JAVAJARDIR}, and everything else under
${JAVASHAREDIR}/${PORTNAME} (except for the documentation, see
below). To reduce the packing file size, reference the JAR file(s)
directly in the Makefile. Use this statement (where myport.jar
is the name of the JAR file installed as part of the port):


PLIST_FILES+= %%JAVAJARDIR%%/myport.jar






When porting a Java application, the port usually installs everything
under a single directory (including its JAR dependencies). The use of
${JAVASHAREDIR}/${PORTNAME} is strongly encouraged in this regard.
It is up the porter to decide whether the port installs the additional
JAR dependencies under this directory or uses the already installed ones
(from ${JAVAJARDIR}).


When porting a JAVA application that requires an application server such
as www/tomcat7 to run the service, it is quite common for a vendor to
distribute a .war. A .war is a Web application ARchive and is
extracted when called by the application. Avoid adding a .war to
pkg-plist. It is not considered best practice. An application server
will expand war archive, but not clean it up properly if the port is
removed. A more desirable way of working with this file is to extract
the archive, then install the files, and lastly add these files to
pkg-plist.


TOMCATDIR=    ${LOCALBASE}/apache-tomcat-7.0
WEBAPPDIR=  myapplication

post-extract:
    @${MKDIR} ${WRKDIR}/${PORTDIRNAME}
    @${TAR} xf ${WRKDIR}/myapplication.war -C ${WRKDIR}/${PORTDIRNAME}

do-install:
    cd ${WRKDIR} && \
    ${INSTALL} -d -o ${WWWOWN} -g ${WWWGRP} ${TOMCATDIR}/webapps/${PORTDIRNAME}
    @cd ${WRKDIR}/${PORTDIRNAME} && ${COPYTREE_SHARE} \* ${WEBAPPDIR}/${PORTDIRNAME}






Regardless of the type of port (library or application), the additional
documentation is installed in the same
location as for any other port. The JavaDoc
tool is known to produce a different set of files depending on the
version of the JDK that is used. For ports that do not enforce the use
of a particular JDK, it is therefore a complex task to specify the
packing list (pkg-plist). This is one reason why porters are
strongly encouraged to use PORTDOCS. Moreover, even if the set of
files that will be generated by javadoc can be predicted, the size
of the resulting pkg-plist advocates for the use of PORTDOCS.


The default value for DATADIR is ${PREFIX}/share/${PORTNAME}. It
is a good idea to override DATADIR to
${JAVASHAREDIR}/${PORTNAME} for Java ports. Indeed, DATADIR is
automatically added to PLIST_SUB (documented in ?) so use
%%DATADIR%% directly in pkg-plist.


As for the choice of building Java ports from source or directly
installing them from a binary distribution, there is no defined policy
at the time of writing. However, people from the OS Java
Project [http://www.freebsd.org/java/] encourage porters to have
their ports built from source whenever it is a trivial task.


All the features that have been presented in this section are
implemented in bsd.java.mk. If the port needs more sophisticated
Java support, please first have a look at the bsd.java.mk Subversion
log [http://svnweb.FreeBSD.org/ports/head/Mk/bsd.java.mk?view=log] as
it usually takes some time to document the latest features. Then, if the
needed support that is lacking would be beneficial to many other Java
ports, feel free to discuss it on the A.JAVA.


Although there is a java category for PRs, it refers to the JDK
porting effort from the OS Java project. Therefore, submit the Java port
in the ports category as for any other port, unless the issue is
related to either a JDK implementation or bsd.java.mk.


Similarly, there is a defined policy regarding the CATEGORIES of a
Java port, which is detailed in ?.







Web Applications, Apache and PHP



Apache








		USE_APACHE
		The port requires Apache. Possible values: yes (gets any version), 22, 24, 22-24, 22+, etc. The default APACHE version is 22. More details are available in ports/Mk/bsd.apache.mk and at wiki.freebsd.org/Apache/ [http://wiki.freebsd.org/Apache/].



		APXS
		Full path to the apxs binary. Can be overridden in the port.



		HTTPD
		Full path to the httpd binary. Can be overridden in the port.



		APACHE_VERSION
		The version of present Apache installation (read-only variable). This variable is only available after inclusion of bsd.port.pre.mk. Possible values: 22, 24.



		APACHEMODDIR
		Directory for Apache modules. This variable is automatically expanded in pkg-plist.



		APACHEINCLUDEDIR
		Directory for Apache headers. This variable is automatically expanded in pkg-plist.



		APACHEETCDIR
		Directory for Apache configuration files. This variable is automatically expanded in pkg-plist.







Table: Variables for Ports That Use Apache








		MODULENAME
		Name of the module. Default value is PORTNAME. Example: mod_hello



		SHORTMODNAME
		Short name of the module. Automatically derived from MODULENAME, but can be overridden. Example: hello



		AP_FAST_BUILD
		Use apxs to compile and install the module.



		AP_GENPLIST
		Also automatically creates a pkg-plist.



		AP_INC
		Adds a directory to a header search path during compilation.



		AP_LIB
		Adds a directory to a library search path during compilation.



		AP_EXTRAS
		Additional flags to pass to apxs.







Table: Useful Variables for Porting Apache Modules





Web Applications


Web applications must be installed into PREFIX/www/appname. This
path is available both in Makefile and in pkg-plist as
WWWDIR, and the path relative to PREFIX is available in
Makefile as WWWDIR_REL.


The user and group of web server process are available as WWWOWN and
WWWGRP, in case the ownership of some files needs to be changed. The
default values of both are www. Use WWWOWN?= myuser and
``WWWGRP?=



mygroup`` if the port needs different values. This allows the user



to override them easily.


Do not depend on Apache unless the web app explicitly needs Apache.
Respect that users may wish to run a web app on different web server
than Apache.





PHP








		USE_PHP
		The port requires PHP. The value yes adds a dependency on PHP. The list of required PHP extensions can be specified instead. Example: pcre xml gettext



		DEFAULT_PHP_VER
		Selects which major version of PHP will be installed as a dependency when no PHP is installed yet. Default is 5. Possible values: 4, 5



		IGNORE_WITH_PHP
		The port does not work with PHP of the given version. Possible values: 4, 5



		USE_PHPIZE
		The port will be built as a PHP extension.



		USE_PHPEXT
		The port will be treated as a PHP extension, including installation and registration in the extension registry.



		USE_PHP_BUILD
		Set PHP as a build dependency.



		WANT_PHP_CLI
		Want the CLI (command line) version of PHP.



		WANT_PHP_CGI
		Want the CGI version of PHP.



		WANT_PHP_MOD
		Want the Apache module version of PHP.



		WANT_PHP_SCR
		Want the CLI or the CGI version of PHP.



		WANT_PHP_WEB
		Want the Apache module or the CGI version of PHP.







Table: Variables for Ports That Use PHP





PEAR Modules


Porting PEAR modules is a very simple process.


Add USES=pear to the port’s Makefile. The framework will install
the relevant files in the right places and automatically generate the
plist at install time.


PORTNAME=       Date
PORTVERSION=    1.4.3
CATEGORIES= devel www pear

MAINTAINER= example@domain.com
COMMENT=    PEAR Date and Time Zone Classes

USES=   pear

.include <bsd.port.mk>







Horde Modules


In the same way, porting Horde modules is a simple process.


Add USES=horde to the port’s Makefile. The framework will
install the relevant files in the right places and automatically
generate the plist at install time.


The USE_HORDE_BUILD and USE_HORDE_RUN variables can be used to
add buildtime and runtime dependencies on other Horde modules. See
Mk/Uses/horde.mk for a complete list of available modules.


PORTNAME= Horde_Core
PORTVERSION=    2.14.0
CATEGORIES= devel www pear

MAINTAINER= horde@FreeBSD.org
COMMENT=    Horde Core Framework libraries

OPTIONS_DEFINE= KOLAB SOCKETS
KOLAB_DESC= Enable Kolab server support
SOCKETS_DESC=   Depend on sockets PHP extension

USES=   horde
USE_PHP=    session

USE_HORDE_BUILD=    Horde_Role
USE_HORDE_RUN=  Horde_Role Horde_History Horde_Pack \
        Horde_Text_Filter Horde_View

KOLAB_USE=  HORDE_RUN=Horde_Kolab_Server,Horde_Kolab_Session
SOCKETS_USE=    PHP=sockets

.include <bsd.port.mk>













Using Python


The Ports Collection supports parallel installation of multiple Python
versions. Ports must use a correct python interpreter, according to
the user-settable PYTHON_VERSION. Most prominently, this means
replacing the path to python executable in scripts with the value of
PYTHON_CMD.


Ports that install files under PYTHON_SITELIBDIR must use the
pyXY- package name prefix, so their package name embeds the version
of Python they are installed into.


PKGNAMEPREFIX=  ${PYTHON_PKGNAMEPREFIX}












		USES=python
		The port needs Python. The minimal required version can be specified with values such as 2.7+. Version ranges can also be specified by separating two version numbers with a dash: USES=python:3.2-3.3



		USE_PYTHON=distutils
		Use Python distutils for configuring, compiling, and installing. This is required when the port comes with setup.py. This overrides the do-build and do-install targets and may also override do-configure if GNU_CONFIGURE is not defined.



		USE_PYTHON=autoplist
		Create the packaging list automatically. This also requires USE_PYTHON=distutils to be set.



		USE_PYTHON=concurrent
		The port will use an unique prefix, typically PYTHON_PKGNAMEPREFIX for certain directories, such as EXAMPLESDIR and DOCSDIR and also will append a suffix, the python version from PYTHON_VER, to binaries and scripts to be installed. This allows ports to be installed for different Python versions at the same time, which otherwise would install conflicting files.



		PYTHON_PKGNAMEPREFIX
		Used as a PKGNAMEPREFIX to distinguish packages for different Python versions. Example: py27-



		PYTHON_SITELIBDIR
		Location of the site-packages tree, that contains installation path of Python (usually LOCALBASE). PYTHON_SITELIBDIR can be very useful when installing Python modules.



		PYTHONPREFIX_SITELIBDIR
		The PREFIX-clean variant of PYTHON_SITELIBDIR. Always use %%PYTHON_SITELIBDIR%% in pkg-plist when possible. The default value of %%PYTHON_SITELIBDIR%% is lib/python%%PYTHON_VERSION%%/site-packages



		PYTHON_CMD
		Python interpreter command line, including version number.



		PYNUMERIC
		Dependency line for numeric extension.



		PYNUMPY
		Dependency line for the new numeric extension, numpy. (PYNUMERIC is deprecated by upstream vendor).



		PYXML
		Dependency line for XML extension (not needed for Python 2.0 and higher as it is also in base distribution).







Table: Most Useful Variables for Ports That Use Python


A complete list of available variables can be found in
/usr/ports/Mk/Uses/python.mk.


PORTNAME= sample
PORTVERSION=    1.2.3
CATEGORIES= devel

MAINTAINER= john@doe.tld
COMMENT=    Python sample module

USES=       python
USE_PYTHON= autoplist distutils

.include <bsd.port.mk>






Some Python applications claim to have DESTDIR support (which would
be required for staging) but it is broken (Mailman up to 2.1.16, for
instance). This can be worked around by recompiling the scripts. This
can be done, for example, in the post-build target. Assuming the Python
scripts are supposed to reside in PYTHONPREFIX_SITELIBDIR after
installation, this solution can be applied:


(cd ${STAGEDIR}${PREFIX} \
  && ${PYTHON_CMD} ${PYTHON_LIBDIR}/compileall.py \
   -d ${PREFIX} -f ${PYTHONPREFIX_SITELIBDIR:S;${PREFIX}/;;})






This recompiles the sources with a path relative to the stage directory,
and prepends the value of PREFIX to the file name recorded in the
byte-compiled output file by -d. -f is required to force
recompilation, and the :S;${PREFIX}/;; strips prefixes from the
value of PYTHONPREFIX_SITELIBDIR to make it relative to PREFIX.





Using Tcl/Tk


The Ports Collection supports parallel installation of multiple Tcl/Tk
versions. Ports should try to support at least the default Tcl/Tk
version and higher with USES=tcl. It is possible to specify the
desired version of tcl by appending :xx, for example,
USES=tcl:85.








		TCL_VER
		chosen major.minor version of Tcl



		TCLSH
		full path of the Tcl interpreter



		TCL_LIBDIR
		path of the Tcl libraries



		TCL_INCLUDEDIR
		path of the Tcl C header files



		TK_VER
		chosen major.minor version of Tk



		WISH
		full path of the Tk interpreter



		TK_LIBDIR
		path of the Tk libraries



		TK_INCLUDEDIR
		path of the Tk C header files







Table: The Most Useful Read-Only Variables for Ports That Use Tcl/Tk


See the `USES=tcl <#uses-tcl>`__ and `USES=tk <#uses-tk>`__ of ?
for a full description of those variables. A complete list of those
variables is available in /usr/ports/Mk/Uses/tcl.mk.





Using Emacs


This section is yet to be written.





Using Ruby








		Variable
		Description





		USE_RUBY
		The port requires Ruby.



		USE_RUBY_EXTCONF
		The port uses extconf.rb to configure.



		USE_RUBY_SETUP
		The port uses setup.rb to configure.



		RUBY_SETUP
		Set to the alternative name of setup.rb. Common value is install.rb.







Table: Useful Variables for Ports That Use Ruby


This table shows the selected variables available to port authors via
the ports infrastructure. These variables are used to install files into
their proper locations. Use them in pkg-plist as much as possible.
Do not redefine these variables in the port.









		Variable
		Description
		Example value





		RUBY_PKGNAMEPREFIX
		Used as a PKGNAMEPREFIX to distinguish packages for different Ruby versions.
		ruby19-



		RUBY_VERSION
		Full version of Ruby in the form of x.y.z[.p].
		1.9.3.484



		RUBY_SITELIBDIR
		Architecture independent libraries installation path.
		/usr/local/lib/ruby/site_ruby/1.9



		RUBY_SITEARCHLIBDIR
		Architecture dependent libraries installation path.
		/usr/local/lib/ruby/site_ruby/1.9/amd64-freebsd10



		RUBY_MODDOCDIR
		Module documentation installation path.
		/usr/local/share/doc/ruby19/patsy



		RUBY_MODEXAMPLESDIR
		Module examples installation path.
		/usr/local/share/examples/ruby19/patsy







Table: Selected Read-Only Variables for Ports That Use Ruby


A complete list of available variables can be found in
/usr/ports/Mk/bsd.ruby.mk.





Using SDL


USE_SDL is used to autoconfigure the dependencies for ports which
use an SDL based library like devel/sdl12 and graphics/sdl_image.


These SDL libraries for version 1.2 are recognized:



		sdl: devel/sdl12


		console: devel/sdl_console


		gfx: graphics/sdl_gfx


		image: graphics/sdl_image


		mixer: audio/sdl_mixer


		mm: devel/sdlmm


		net: net/sdl_net


		pango: x11-toolkits/sdl_pango


		sound: audio/sdl_sound


		ttf: graphics/sdl_ttf





These SDL libraries for version 2.0 are recognized:



		sdl: devel/sdl20


		gfx: graphics/sdl2_gfx


		image: graphics/sdl2_image


		mixer: audio/sdl2_mixer


		net: net/sdl2_net


		ttf: graphics/sdl2_ttf





Therefore, if a port has a dependency on net/sdl_net and
audio/sdl_mixer, the syntax will be:


USE_SDL=    net mixer






The dependency devel/sdl12, which is required by net/sdl_net and
audio/sdl_mixer, is automatically added as well.


Using USE_SDL with entries for SDL 1.2, it will automatically:



		Add a dependency on sdl12-config to BUILD_DEPENDS


		Add the variable SDL_CONFIG to CONFIGURE_ENV


		Add the dependencies of the selected libraries to LIB_DEPENDS





Using USE_SDL with entries for SDL 2.0, it will automatically:



		Add a dependency on sdl2-config to BUILD_DEPENDS


		Add the variable SDL2_CONFIG to CONFIGURE_ENV


		Add the dependencies of the selected libraries to LIB_DEPENDS





To check whether an SDL library is available, use WANT_SDL:


WANT_SDL=   yes

.include <bsd.port.pre.mk>

.if ${HAVE_SDL:Mmixer}!=""
USE_SDL+=   mixer
.endif

.include <bsd.port.post.mk>









Using wxWidgets


This section describes the status of the wxWidgets libraries in the
ports tree and its integration with the ports system.



Introduction


There are many versions of the wxWidgets libraries which conflict
between them (install files under the same name). In the ports tree this
problem has been solved by installing each version under a different
name using version number suffixes.


The obvious disadvantage of this is that each application has to be
modified to find the expected version. Fortunately, most of the
applications call the wx-config script to determine the necessary
compiler and linker flags. The script is named differently for every
available version. Majority of applications respect an environment
variable, or accept a configure argument, to specify which wx-config
script to call. Otherwise they have to be patched.





Version Selection


To make the port use a specific version of wxWidgets there are two
variables available for defining (if only one is defined the other will
be set to a default value):









		Variable
		Description
		Default value





		USE_WX
		List of versions the port can use
		All available versions



		USE_WX_NOT
		List of versions the port cannot use
		None







Table: Variables to Select wxWidgets Versions


The available wxWidgets versions and the corresponding ports in the tree
are:








		Version
		Port





		2.4
		x11-toolkits/wxgtk24



		2.6
		x11-toolkits/wxgtk26



		2.8
		x11-toolkits/wxgtk28







Table: Available wxWidgets Versions



Note


The versions starting from 2.5 also come in Unicode version and
are installed by a slave port named like the normal one plus a
-unicode suffix, but this can be handled with variables (see ?).






The variables in ? can be set to one or more of these combinations
separated by spaces:








		Description
		Example





		Single version
		2.4



		Ascending range
		2.4+



		Descending range
		2.6-



		Full range (must be ascending)
		2.4-2.6







Table: wxWidgets Version Specifications


There are also some variables to select the preferred versions from the
available ones. They can be set to a list of versions, the first ones
will have higher priority.








		Name
		Designed for





		WANT_WX_VER
		the port



		WITH_WX_VER
		the user







Table: Variables to Select Preferred wxWidgets Versions





Component Selection


There are other applications that, while not being wxWidgets libraries,
are related to them. These applications can be specified in
WX_COMPS. These components are available:









		Name
		Description
		Version restriction





		wx
		main library
		none



		contrib
		contributed libraries
		none



		python
		wxPython (Python bindings)
		2.4-2.6



		mozilla
		wxMozilla
		2.4



		svg
		wxSVG
		2.6







Table: Available wxWidgets Components


The dependency type can be selected for each component by adding a
suffix separated by a semicolon. If not present then a default type will
be used (see ?). These types are available:








		Name
		Description





		build
		Component is required for building, equivalent to BUILD_DEPENDS



		run
		Component is required for running, equivalent to RUN_DEPENDS



		lib
		Component is required for building and running, equivalent to LIB_DEPENDS







Table: Available wxWidgets Dependency Types


The default values for the components are detailed in this table:








		Component
		Dependency type





		wx
		lib



		contrib
		lib



		python
		run



		mozilla
		lib



		svg
		lib







Table: Default wxWidgets Dependency Types


This fragment corresponds to a port which uses wxWidgets version 2.4
and its contributed libraries.


USE_WX=     2.4
WX_COMPS=   wx contrib









Unicode


The wxWidgets library supports Unicode since version 2.5. In the
ports tree both versions are available and can be selected with these
variables:









		Variable
		Description
		Designed for





		WX_UNICODE
		The port works only with the Unicode version
		the port



		WANT_UNICODE
		The port works with both versions but prefers the Unicode one
		the port



		WITH_UNICODE
		The port will use the Unicode version
		the user



		WITHOUT_UNICODE
		The port will use the normal version if supported (when WX_UNICODE is not defined)
		the user







Table: Variables to Select Unicode in wxWidgets Versions



Warning


Do not use WX_UNICODE for ports that can use both Unicode and
normal versions. If the port needs to use Unicode by default, define
WANT_UNICODE instead.









Detecting Installed Versions


To detect an installed version, define WANT_WX. If it is not set to
a specific version then the components will have a version suffix.
HAVE_WX will be filled after detection.


This fragment can be used in a port that uses wxWidgets if it is
installed, or an option is selected.


WANT_WX=    yes

.include <bsd.port.pre.mk>

.if defined(WITH_WX) || !empty(PORT_OPTIONS:MWX) || !empty(HAVE_WX:Mwx-2.4)
USE_WX=         2.4
CONFIGURE_ARGS+=    --enable-wx
.endif






This fragment can be used in a port that enables wxPython support if it
is installed or if an option is selected, in addition to wxWidgets, both
version 2.6.


USE_WX=     2.6
WX_COMPS=   wx
WANT_WX=    2.6

.include <bsd.port.pre.mk>

.if defined(WITH_WXPYTHON) || !empty(PORT_OPTIONS:MWXPYTHON) || !empty(HAVE_WX:Mpython)
WX_COMPS+=      python
CONFIGURE_ARGS+=    --enable-wxpython
.endif









Defined Variables


These variables are available in the port (after defining one from ?).








		Name
		Description





		WX_CONFIG
		The path to the wxWidgets wx-config script (with different name)



		WXRC_CMD
		The path to the wxWidgets wxrc program (with different name)



		WX_VERSION
		The wxWidgets version that is going to be used (for example, 2.6)



		WX_UNICODE
		If not defined but Unicode is going to be used then it will be defined







Table: Variables Defined for Ports That Use wxWidgets





Processing in bsd.port.pre.mk


Define WX_PREMK to be able to use the variables right after
including bsd.port.pre.mk.



Important


When defining WX_PREMK, then the version, dependencies,
components and defined variables will not change if modifying the
wxWidgets port variables after including bsd.port.pre.mk.






This fragment illustrates the use of WX_PREMK by running the
wx-config script to obtain the full version string, assign it to a
variable and pass it to the program.


USE_WX=     2.4
WX_PREMK=   yes

.include <bsd.port.pre.mk>

.if exists(${WX_CONFIG})
VER_STR!=   ${WX_CONFIG} --release

PLIST_SUB+= VERSION="${VER_STR}"
.endif

**Note**

The wxWidgets variables can be safely used in commands when they are
inside targets without the need of ``WX_PREMK``.









Additional configure Arguments


Some GNU configure scripts cannot find wxWidgets with just the
WX_CONFIG environment variable set, requiring additional arguments.
WX_CONF_ARGS can be used for provide them.








		Possible value
		Resulting argument





		absolute
		--with-wx-config=${WX_CONFIG}



		relative
		
		``–with-wx=${LOCALBASE}


		–with-wx-config=${WX_CONFIG:T}``













Table: Legal Values for WX_CONF_ARGS







Using Lua


This section describes the status of the Lua libraries in the ports tree
and its integration with the ports system.



Introduction


There are many versions of the Lua libraries and corresponding
interpreters, which conflict between them (install files under the same
name). In the ports tree this problem has been solved by installing each
version under a different name using version number suffixes.


The obvious disadvantage of this is that each application has to be
modified to find the expected version. But it can be solved by adding
some additional flags to the compiler and linker.





Version Selection


A port using Lua only needs to have this line:


USES= lua






If a specific version of Lua is needed, instructions on how to select it
are given in the `USES=lua <#uses-lua>`__ part of ?.





Defined Variables


These variables are available in the port.








		Name
		Description





		LUA_VER
		The Lua version that is going to be used (for example, 5.1)



		LUA_VER_STR
		The Lua version without the dots (for example, 51)



		LUA_PREFIX
		The prefix where Lua (and components) is installed



		LUA_SUBDIR
		The directory under ${PREFIX}/bin, ${PREFIX}/share and ${PREFIX}/lib where Lua is installed



		LUA_INCDIR
		The directory where Lua and tolua header files are installed



		LUA_LIBDIR
		The directory where Lua and tolua libraries are installed



		LUA_MODLIBDIR
		The directory where Lua module libraries (.so) are installed



		LUA_MODSHAREDIR
		The directory where Lua modules (.lua) are installed



		LUA_PKGNAMEPREFIX
		The package name prefix used by Lua modules



		LUA_CMD
		The path to the Lua interpreter



		LUAC_CMD
		The path to the Lua compiler







Table: Variables Defined for Ports That Use Lua







Using iconv


After 2013-10-08 (254273), OS  10-CURRENT and newer versions have a
native iconv in the operating system. On earlier versions,
converters/libiconv was used as a dependency.


For software that needs iconv, define USES=iconv. OS versions
before 10-CURRENT on 2013-08-13 (254273) do not have a native iconv.
On these earlier versions, a dependency on converters/libiconv will be
added automatically.


When a port defines USES=iconv, these variables will be available:










		Variable name
		Purpose
		Value before OS 10-CURRENT 254273 (2013-08-13)
		Value after OS 10-CURRENT 254273 (2013-08-13)





		ICONV_CMD
		Directory where the iconv binary resides
		${LOCALBASE}/bin/iconv
		/usr/bin/iconv



		ICONV_LIB
		ld argument to link to libiconv (if needed)
		-liconv
		(empty)



		ICONV_PREFIX
		Directory where the iconv implementation resides (useful for configure scripts)
		${LOCALBASE}
		/usr



		ICONV_CONFIGURE_ARG
		Preconstructed configure argument for configure scripts
		--with-libiconv-prefix=${LOCALBASE}
		(empty)



		ICONV_CONFIGURE_BASE
		Preconstructed configure argument for configure scripts
		--with-libiconv=${LOCALBASE}
		(empty)







These two examples automatically populate the variables with the correct
value for systems using converters/libiconv or the native iconv
respectively:


USES=     iconv
LDFLAGS+=   -L${LOCALBASE}/lib ${ICONV_LIB}






USES=     iconv
CONFIGURE_ARGS+=${ICONV_CONFIGURE_ARG}






As shown above, ICONV_LIB is empty when a native iconv is
present. This can be used to detect the native iconv and respond
appropriately.


Sometimes a program has an ld argument or search path hardcoded in a
Makefile or configure script. This approach can be used to solve
that problem:


USES=     iconv

post-patch:
    @${REINPLACE_CMD} -e 's/-liconv/${ICONV_LIB}/' ${WRKSRC}/Makefile






In some cases it is necessary to set alternate values or perform
operations depending on whether there is a native iconv.
bsd.port.pre.mk must be included before testing the value of
ICONV_LIB:


USES=     iconv

.include <bsd.port.pre.mk>

post-patch:
.if empty(ICONV_LIB)
    # native iconv detected
    @${REINPLACE_CMD} -e 's|iconv||' ${WRKSRC}/Config.sh
.endif

.include <bsd.port.post.mk>









Using Xfce


Ports that need Xfce libraries or applications set USES=xfce.


Specific Xfce library and application dependencies are set with values
assigned to USE_XFCE. They are defined in
/usr/ports/Mk/Uses/xfce.mk. The possible values are:



		garcon


		sysutils/garcon


		libexo


		x11/libexo


		libgui


		x11-toolkits/libxfce4gui


		libmenu


		x11/libxfce4menu


		libutil


		x11/libxfce4util


		panel


		x11-wm/xfce4-panel


		thunar


		x11-fm/thunar


		xfconf


		x11/xfce4-conf





USES=     xfce
USE_XFCE=   libmenu






In this example, the ported application uses the GTK3-specific widgets
x11/libxfce4menu and x11/xfce4-conf.


USES=     xfce:gtk3
USE_XFCE=   libmenu xfconf

**Tip**

Xfce components included this way will automatically include any
dependencies they need. It is no longer necessary to specify the
entire list. If the port only needs x11-wm/xfce4-panel, use:

::

    USES=     xfce
    USE_XFCE=   panel

There is no need to list the components x11-wm/xfce4-panel needs
itself like this:

::

    USES=     xfce
    USE_XFCE=   libexo libmenu libutil panel

However, Xfce components and non-Xfce dependencies of the port must
be included explicitly. Do not count on an Xfce component to provide
a sub-dependency other than itself for the main port.









Using Mozilla








		USE_GECKO
		Gecko backend the port can handle. Possible values: libxul (libxul.so), seamonkey (libgtkembedmoz.so, deprecated, must not be used any more).



		USE_FIREFOX
		The port requires Firefox as a runtime dependency. Possible values: yes (get default version), 40, 36, 35. Default dependency is on version 40.



		USE_FIREFOX_BUILD
		The port requires Firefox as a buildtime dependency. Possible values: see USE_FIREFOX. This automatically sets USE_FIREFOX and assigns the same value.



		USE_SEAMONKEY
		The port requires SeaMonkey as a runtime dependency. Possible values: yes (get default version), 20, 11 (deprecated, must not be used any more). Default dependency is on version 20.



		USE_SEAMONKEY_BUILD
		The port requires SeaMonkey as a buildtime dependency. Possible values: see USE_SEAMONKEY. This automatically sets USE_SEAMONKEY and assigns the same value.



		USE_THUNDERBIRD
		The port requires Thunderbird as a runtime dependency. Possible values: yes (get default version), 31, 30 (deprecated, must not be used any more). Default dependency is on version 31.



		USE_THUNDERBIRD_BUILD
		The port requires Thunderbird as a buildtime dependency. Possible values: see USE_THUNDERBIRD. This automatically sets USE_THUNDERBIRD and assigns the same value.







Table: Variables for Ports That Use Mozilla


A complete list of available variables can be found in
/usr/ports/Mk/bsd.gecko.mk.





Using Databases








		Variable
		Means





		USE_BDB
		If variable is set to yes, add dependency on databases/db5 port. The variable may also be set to values: 48, 5 or 6. It is possible to declare a range of acceptable values, USE_BDB=48+ will find the highest installed version, and fall back to 4.8 if nothing else is installed. WANT_BDB_VER will always build this port with a specific version of the Berkely DB. INVALID_BDB_VER can be used to specify a version that cannot be used.



		USE_MYSQL
		If the variable is set to yes, add a dependency on the databases/mysql56-client port. An associated variable, WANT_MYSQL_VER, may be set to values such as 51, 55, or 60. Additionally to specify use of Percona, use 56p, or for MariaDB, use 53m, 55m or 100m.



		USE_PGSQL
		
		If set to yes, add dependency on databases/postgresql93-client port. An associated variable, WANT_PGSQL_VER, may be set to values such as 84, 90, 91, 92, 93 or 94. It is possible to declare a minimum or maximum value; WANT_PGSQL_VER= ``


		90+`` will cause the port to depend on a minimum version of 9.0.









		USE_SQLITE
		If set to yes, add dependency on databases/sqlite3 port. The variable may also be set to 3 or 2, to add a dependency on 3.x or 2.x, respectively.







Table: Variables for Ports Using Databases


More details are available in
bsd.database.mk [http://svnweb.FreeBSD.org/ports/head/Mk/bsd.database.mk?view=markup].





Starting and Stopping Services (rc Scripts)


rc.d scripts are used to start services on system startup, and to
give administrators a standard way of stopping, starting and restarting
the service. Ports integrate into the system rc.d framework. Details
on its usage can be found in the rc.d Handbook
chapter. Detailed
explanation of the available commands is provided in MAN.RC.8 and
MAN.RC.SUBR.8. Finally, there is an
article on practical aspects of
rc.d scripting.


With a mythical port called doorman, which needs to start a doormand
daemon. Add the following to the Makefile:


USE_RC_SUBR=    doormand






Multiple scripts may be listed and will be installed. Scripts must be
placed in the files subdirectory and a .in suffix must be added
to their filename. Standard SUB_LIST expansions will be ran against
this file. Use of the %%PREFIX%% and %%LOCALBASE%% expansions is
strongly encouraged as well. More on SUB_LIST in the relevant
section.


As of OS 6.1-RELEASE, local rc.d scripts (including those installed
by ports) are included in the overall MAN.RCORDER.8 of the base system.


An example simple rc.d script to start the doormand daemon:


#!/bin/sh

# $FreeBSD$
#
# PROVIDE: doormand
# REQUIRE: LOGIN
# KEYWORD: shutdown
#
# Add these lines to /etc/rc.conf.local or /etc/rc.conf
# to enable this service:
#
# doormand_enable (bool):    Set to NO by default.
#               Set it to YES to enable doormand.
# doormand_config (path):    Set to %%PREFIX%%/etc/doormand/doormand.cf
#               by default.

. /etc/rc.subr

name=doormand
rcvar=doormand_enable

load_rc_config $name

: ${doormand_enable:="NO"}
: ${doormand_config="%%PREFIX%%/etc/doormand/doormand.cf"}

command=%%PREFIX%%/sbin/${name}
pidfile=/var/run/${name}.pid

command_args="-p $pidfile -f $doormand_config"

run_rc_command "$1"






Unless there is a very good reason to start the service earlier, or it
runs as a particular user (other than root), all ports scripts must use:


REQUIRE: LOGIN






If the startup script launches a daemon that must be shutdown, the
following will trigger a stop of the service on system shutdown:


KEYWORD: shutdown






If the script is not starting a persistent service this is not
necessary.


For optional configuration elements the “=” style of default variable
assignment is preferable to the ”:=” style here, since the former sets a
default value only if the variable is unset, and the latter sets one if
the variable is unset or null. A user might very well include
something like:


doormand_flags=""






in their rc.conf.local, and a variable substitution using ”:=” would
inappropriately override the user’s intention. The _enable variable
is not optional, and must use the ”:” for the default.



Pre-Commit Checklist


Before contributing a port with an rc.d script, and more
importantly, before committing one, please consult this checklist to be
sure that it is ready.


The devel/rclint port can check for most of these, but it is not a
substitute for proper review.


If this is a new file, does it have a .sh extension? If so, that
must be changed to just file.in since rc.d files may not end
with that extension.


Does the file have a $FreeBSD$ tag?


Do the name of the file (minus .in), the PROVIDE line, and
``\ name all match? The file name matching ``PROVIDE makes debugging
easier, especially for MAN.RCORDER.8 issues. Matching the file name and
``\ name makes it easier to figure out which variables are relevant in
``rc.conf[.local]. It is also a policy for all new scripts, including
those in the base system.


Is the REQUIRE line set to LOGIN? This is mandatory for scripts
that run as a non-root user. If it runs as root, is there a good reason
for it to run prior to LOGIN? If not, it must run after so that
local scrips can be loosely grouped to a point in MAN.RCORDER.8 after
most everything in the base is already running.


Does the script start a persistent service? If so, it must have
``KEYWORD:



shutdown``.



Make sure there is no KEYWORD: OS present. This has not been
necessary or desirable for years. It is also an indication that the new
script was copy/pasted from an old script, so extra caution must be
given to the review.


If the script uses an interpreted language like perl, python, or
ruby, make certain that command_interpreter is set
appropriately, for example, for Perl, by adding PERL=${PERL} to
SUB_LIST and using %%PERL%%. Otherwise,


PROMPT.ROOT service name stop






will probably not work properly. See MAN.SERVICE.8 for more information.


Have all occurrences of /usr/local been replaced with
%%PREFIX%%?


Do the default variable assignments come after load_rc_config?


Are there default assignments to empty strings? They should be removed,
but double-check that the option is documented in the comments at the
top of the file.


Are things that are set in variables actually used in the script?


Are options listed in the default name_flags things that are
actually mandatory? If so, they must be in command_args. The -d
option is a red flag (pardon the pun) here, since it is usually the
option to “daemonize” the process, and therefore is actually mandatory.


name_flags must never be included in command_args (and vice
versa, although that error is less common).


Does the script execute any code unconditionally? This is frowned on.
Usually these things must be dealt with through a start_precmd.


All boolean tests must use the checkyesno function. No hand-rolled
tests for [Yy][Ee][Ss], etc.


If there is a loop (for example, waiting for something to start) does it
have a counter to terminate the loop? We do not want the boot to be
stuck forever if there is an error.


Does the script create files or directories that need specific
permissions, for example, a pid that needs to be owned by the user
that runs the process? Rather than the traditional
MAN.TOUCH.1/MAN.CHOWN.8/MAN.CHMOD.1 routine, consider using
MAN.INSTALL.1 with the proper command line arguments to do the whole
procedure with one step.







Adding Users and Groups


Some ports require a particular user account to be present, usually for
daemons that run as that user. For these ports, choose a unique UID
from 50 to 999 and register it in ports/UIDs (for users) and
ports/GIDs (for groups). The unique identification should be the
same for users and groups.


Please include a patch against these two files when requiring a new user
or group to be created for the port.


Then use USERS and GROUPS in Makefile, and the user will be
automatically created when installing the port.


USERS=  pulse
GROUPS= pulse pulse-access pulse-rt






The current list of reserved UIDs and GIDs can be found in
ports/UIDs and ports/GIDs.





Ports That Rely on Kernel Sources


Some ports (such as kernel loadable modules) need the kernel source
files so that the port can compile. Here is the correct way to determine
if the user has them installed:


USES=   kmod






Apart from this check, the kmod feature takes care of most items
that these ports need to take into account.
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A Sample Makefile


Here is a sample Makefile that can be used to create a new port.
Make sure to remove all the extra comments (ones between brackets).


The format shown is the recommended one for ordering variables, empty
lines between sections, and so on. This format is designed so that the
most important information is easy to locate. We recommend using
portlint to check the Makefile.


[the header...just to make it easier for us to identify the ports.]
# Created by: Satoshi Asami <asami@FreeBSD.org>
[The optional Created by: line names the person who originally
created the port.  Note that the : is followed by a space
and not a tab character.
If this line is present, future maintainers must
not change or remove it except at the original author's request.]

# $FreeBSD$
[ ^^^^^^^^^ This will be automatically replaced with RCS ID string by SVN
when it is committed to our repository.  If upgrading a port, do not alter
this line back to "$FreeBSD$".  SVN deals with it automatically.]

[section to describe the port itself and the master site - PORTNAME
 and PORTVERSION are always first, followed by CATEGORIES,
 and then MASTER_SITES, which can be followed by MASTER_SITE_SUBDIR.
 PKGNAMEPREFIX and PKGNAMESUFFIX, if needed, will be after that.
 Then comes DISTNAME, EXTRACT_SUFX and/or DISTFILES, and then
 EXTRACT_ONLY, as necessary.]
PORTNAME=   xdvi
PORTVERSION=    18.2
CATEGORIES= print
[do not forget the trailing slash ("/")!
 if not using MASTER_SITE_* macros]
MASTER_SITES=   ${MASTER_SITE_XCONTRIB}
MASTER_SITE_SUBDIR= applications
PKGNAMEPREFIX=  ja-
DISTNAME=   xdvi-pl18
[set this if the source is not in the standard ".tar.gz" form]
EXTRACT_SUFX=   .tar.Z

[section for distributed patches -- can be empty]
PATCH_SITES=    ftp://ftp.sra.co.jp/pub/X11/japanese/
PATCHFILES= xdvi-18.patch1.gz xdvi-18.patch2.gz

[maintainer; *mandatory*!  This is the person who is volunteering to
 handle port updates, build breakages, and to whom a users can direct
 questions and bug reports.  To keep the quality of the Ports Collection
 as high as possible, we no longer accept new ports that are assigned to
 "ports@FreeBSD.org".]
MAINTAINER= asami@FreeBSD.org
COMMENT=    DVI Previewer for the X Window System

[dependencies -- can be empty]
RUN_DEPENDS=    gs:${PORTSDIR}/print/ghostscript

[this section is for other standard bsd.port.mk variables that do not
 belong to any of the above]
[If it asks questions during configure, build, install...]
IS_INTERACTIVE= yes
[If it extracts to a directory other than ${DISTNAME}...]
WRKSRC=     ${WRKDIR}/xdvi-new
[If the distributed patches were not made relative to ${WRKSRC},
 this may need to be tweaked]
PATCH_DIST_STRIP=   -p1
[If it requires a "configure" script generated by GNU autoconf to be run]
GNU_CONFIGURE=  yes
[If it requires GNU make, not /usr/bin/make, to build...]
USES= gmake
[If it is an X application and requires "xmkmf -a" to be run...]
USES= imake
[et cetera.]

[non-standard variables to be used in the rules below]
MY_FAVORITE_RESPONSE=   "yeah, right"

[then the special rules, in the order they are called]
pre-fetch:
    i go fetch something, yeah

post-patch:
    i need to do something after patch, great

pre-install:
    and then some more stuff before installing, wow

[and then the epilogue]

.include <bsd.port.mk>










          

      

      

    


    
        © Copyright 2015, The FreeBSD Project.
      Created using Sphinx 1.3.1.
    

  

books/porters-handbook/porting-dads.html


    
      Navigation


      
        		
          index


        		FreeBSD 10.1 documentation »

 
      


    


    
      
          
            
  
Dos and Don’ts





Introduction


Here is a list of common dos and don’ts that are encountered during the
porting process. Check the port against this list, but also check ports
in the PR database [https://bugs.FreeBSD.org/search/] that others
have submitted. Submit any comments on ports as described in Bug
Reports and General
Commentary.
Checking ports in the PR database will both make it faster for us to
commit them, and prove that you know what you are doing.





WRKDIR


Do not write anything to files outside WRKDIR. WRKDIR is the
only place that is guaranteed to be writable during the port build (see
installing ports from a
CDROM for an example
of building ports from a read-only tree). The pkg-* files can be
modified by redefining a variable rather than
overwriting the file.





WRKDIRPREFIX


Make sure the port honors WRKDIRPREFIX. Most ports do not have to
worry about this. In particular, when referring to a WRKDIR of
another port, note that the correct location is
WRKDIRPREFIXPORTSDIR/subdir/name/work not
PORTSDIR/subdir/name/work or .CURDIR/../../subdir/name/work or
some such.


Also, if defining WRKDIR, make sure to prepend
${WRKDIRPREFIX}${.CURDIR} in the front.





Differentiating Operating Systems and OS Versions


Some code needs modifications or conditional compilation based upon what
version of OS Unix it is running under. The preferred way to tell OS
versions apart are the __FreeBSD_version and __FreeBSD__ macros
defined in
sys/param.h [http://svnweb.freebsd.org/base/head/sys/sys/param.h?view=markup].
If this file is not included add the code,


#include <sys/param.h>






to the proper place in the .c file.


__FreeBSD__ is defined in all versions of OS as their major version
number. For example, in OS 9.x, __FreeBSD__ is defined to be 9.


#if __FreeBSD__ >= 9
#  if __FreeBSD_version >= 901000
     /* 9.1+ release specific code here */
#  endif
#endif






A complete list of __FreeBSD_version values is available in ?.





Writing Something After bsd.port.mk


Do not write anything after the .include <bsd.port.mk> line. It
usually can be avoided by including bsd.port.pre.mk somewhere in the
middle of the Makefile and bsd.port.post.mk at the end.



Important


Include either the bsd.port.pre.mk/bsd.port.post.mk pair or
bsd.port.mk only; do not mix these two usages.






bsd.port.pre.mk only defines a few variables, which can be used in
tests in the Makefile, bsd.port.post.mk defines the rest.


Here are some important variables defined in bsd.port.pre.mk (this
is not the complete list, please read bsd.port.mk for the complete
list).








		Variable
		Description





		ARCH
		
		The architecture as returned by ``uname


		-m`` (for example, i386)









		OPSYS
		The operating system type, as returned by uname -s (for example, FreeBSD)



		OSREL
		The release version of the operating system (for example, 2.1.5 or 2.2.7)



		OSVERSION
		The numeric version of the operating system; the same as `__FreeBSD_version <#versions>`__.



		LOCALBASE
		The base of the “local” tree (for example, /usr/local)



		PREFIX
		Where the port installs itself (see more on ``PREFIX` <#porting-prefix>`__).








Note


When MASTERDIR is needed, always define it before including
bsd.port.pre.mk.






Here are some examples of things that can be added after
bsd.port.pre.mk:


# no need to compile lang/perl5 if perl5 is already in system
.if ${OSVERSION} > 300003
BROKEN= perl is in system
.endif






Always use tab instead of spaces after BROKEN=.





Use the exec Statement in Wrapper Scripts


If the port installs a shell script whose purpose is to launch another
program, and if launching that program is the last action performed by
the script, make sure to launch the program using the exec
statement, for instance:


#!/bin/sh
exec %%LOCALBASE%%/bin/java -jar %%DATADIR%%/foo.jar "$@"






The exec statement replaces the shell process with the specified
program. If exec is omitted, the shell process remains in memory
while the program is executing, and needlessly consumes system
resources.





Do Things Rationally


The Makefile should do things in a simple and reasonable manner.
Making it a couple of lines shorter or more readable is always better.
Examples include using a make .if construct instead of a shell
if construct, not redefining do-extract if redefining EXTRACT*
is enough, and using GNU_CONFIGURE instead of ``CONFIGURE_ARGS



+= –prefix=${PREFIX}``.



If a lot of new code is needed to do something, there may already be an
implementation of it in bsd.port.mk. While hard to read, there are a
great many seemingly-hard problems for which bsd.port.mk already
provides a shorthand solution.





Respect Both CC and CXX


The port must respect both CC and CXX. What we mean by this is
that the port must not set the values of these variables absolutely,
overriding existing values; instead, it may append whatever values it
needs to the existing values. This is so that build options that affect
all ports can be set globally.


If the port does not respect these variables, please add
NO_PACKAGE=ignores either cc or cxx to the Makefile.


Here is an example of a Makefile respecting both CC and CXX.
Note the ?=:


CC?= gcc






CXX?= g++






Here is an example which respects neither CC nor CXX:


CC= gcc






CXX= g++






Both CC and CXX can be defined on OS systems in
/etc/make.conf. The first example defines a value if it was not
previously set in /etc/make.conf, preserving any system-wide
definitions. The second example clobbers anything previously defined.





Respect CFLAGS


The port must respect CFLAGS. What we mean by this is that the port
must not set the value of this variable absolutely, overriding the
existing value. Instead, it may append whatever values it needs to the
existing value. This is so that build options that affect all ports can
be set globally.


If it does not, please add NO_PACKAGE=ignores cflags to the
Makefile.


Here is an example of a Makefile respecting CFLAGS. Note the
+=:


CFLAGS+= -Wall -Werror






Here is an example which does not respect CFLAGS:


CFLAGS= -Wall -Werror






CFLAGS is defined on OS systems in /etc/make.conf. The first
example appends additional flags to CFLAGS, preserving any
system-wide definitions. The second example clobbers anything previously
defined.


Remove optimization flags from the third party Makefiles. The
system CFLAGS contains system-wide optimization flags. An example
from an unmodified Makefile:


CFLAGS= -O3 -funroll-loops -DHAVE_SOUND






Using system optimization flags, the Makefile would look similar to
this example:


CFLAGS+= -DHAVE_SOUND









Feedback


Do send applicable changes and patches to the upstream maintainer for
inclusion in the next release of the code. This makes updating to the
next release that much easier.





README.html


README.html is not part of the port, but generated by
make readme. Do not include this file in patches or commits.



Note


If make readme fails, make sure that the default value of
ECHO_MSG has not been modified by the port.









Marking a Port as Architecture Neutral


Ports that do not have any architecture-dependent files or requirements
are identified by setting NO_ARCH=yes.





Marking a Port Not Installable with BROKEN, FORBIDDEN, or IGNORE


In certain cases, users must be prevented from installing a port. There
are several variables that can be used in a port’s Makefile to tell
the user that the port cannot be installed. The value of these make
variables will be the reason that is shown to users for why the port
refuses to install itself. Please use the correct make variable. Each
variable conveys radically different meanings, both to users and to
automated systems that depend on Makefiles, such as the ports
build cluster, FreshPorts, and
portsmon.



Variables



		BROKEN is reserved for ports that currently do not compile,
install, deinstall, or run correctly. Use it for ports where the
problem is believed to be temporary.


If instructed, the build cluster will still attempt to try to build
them to see if the underlying problem has been resolved. (However, in
general, the cluster is run without this.)


For instance, use BROKEN when a port:



		does not compile


		fails its configuration or installation process


		installs files outside of ${PREFIX}


		does not remove all its files cleanly upon deinstall (however, it
may be acceptable, and desirable, for the port to leave
user-modified files behind)


		has runtime issues on systems where it is supposed to run fine.








		FORBIDDEN is used for ports that contain a security vulnerability
or induce grave concern regarding the security of a OS system with a
given port installed (for example, a reputably insecure program or a
program that provides easily exploitable services). Mark ports as
FORBIDDEN as soon as a particular piece of software has a
vulnerability and there is no released upgrade. Ideally upgrade ports
as soon as possible when a security vulnerability is discovered so as
to reduce the number of vulnerable OS hosts (we like being known for
being secure), however sometimes there is a noticeable time gap
between disclosure of a vulnerability and an updated release of the
vulnerable software. Do not mark a port FORBIDDEN for any reason
other than security.





		IGNORE is reserved for ports that must not be built for some
other reason. Use it for ports where the problem is believed to be
structural. The build cluster will not, under any circumstances,
build ports marked as IGNORE. For instance, use IGNORE when a
port:



		does not work on the installed version of OS





		has a distfile which may not be automatically fetched due to
licensing restrictions





		does not work with some other currently installed port (for
instance, the port depends on www/apache20 but www/apache22 is
installed)



Note


If a port would conflict with a currently installed port (for
example, if they install a file in the same place that performs a
different function), use ``CONFLICTS` instead <#conflicts>`__.
CONFLICTS will set IGNORE by itself.















		To mark a port as IGNOREd only on certain architectures, there
are two other convenience variables that will automatically set
IGNORE: ONLY_FOR_ARCHS and NOT_FOR_ARCHS. Examples:


ONLY_FOR_ARCHS=   i386 amd64






NOT_FOR_ARCHS=    ia64 sparc64






A custom IGNORE message can be set using
ONLY_FOR_ARCHS_REASON and NOT_FOR_ARCHS_REASON. Per
architecture entries are possible with ONLY_FOR_ARCHS_REASON_ARCH
and NOT_FOR_ARCHS_REASON_ARCH.





		If a port fetches i386 binaries and installs them, set
IA32_BINARY_PORT. If this variable is set, /usr/lib32 must be
present for IA32 versions of libraries and the kernel must support
IA32 compatibility. If one of these two dependencies is not
satisfied, IGNORE will be set automatically.











Implementation Notes


Do not quote the values of BROKEN, IGNORE, and related
variables. Due to the way the information is shown to the user, the
wording of messages for each variable differ:


BROKEN=   fails to link with base -lcrypto






IGNORE=   unsupported on recent versions






resulting in this output from make describe:


===>  foobar-0.1 is marked as broken: fails to link with base -lcrypto.






===>  foobar-0.1 is unsupported on recent versions.











Marking a Port for Removal with DEPRECATED or EXPIRATION_DATE


Do remember that BROKEN and FORBIDDEN are to be used as a
temporary resort if a port is not working. Permanently broken ports will
be removed from the tree entirely.


When it makes sense to do so, users can be warned about a pending port
removal with DEPRECATED and EXPIRATION_DATE. The former is a
string stating why the port is scheduled for removal; the latter is a
string in ISO 8601 format (YYYY-MM-DD). Both will be shown to the user.


It is possible to set DEPRECATED without an EXPIRATION_DATE (for
instance, recommending a newer version of the port), but the converse
does not make any sense.


There is no set policy on how much notice to give. Current practice
seems to be one month for security-related issues and two months for
build issues. This also gives any interested committers a little time to
fix the problems.





Avoid Use of the .error Construct


The correct way for a Makefile to signal that the port cannot be
installed due to some external factor (for instance, the user has
specified an illegal combination of build options) is to set a non-blank
value to IGNORE. This value will be formatted and shown to the user
by make install.


It is a common mistake to use .error for this purpose. The problem
with this is that many automated tools that work with the ports tree
will fail in this situation. The most common occurrence of this is seen
when trying to build /usr/ports/INDEX (see ?). However, even more
trivial commands such as make maintainer also fail in this scenario.
This is not acceptable.


The first of the next two Makefile snippets will cause
make index to fail, while the second one will not:


.error "option is not supported"






IGNORE=option is not supported









Usage of sysctl


The usage of sysctl is discouraged except in targets. This is
because the evaluation of any makevars, such as used during
make index, then has to run the command, further slowing down that
process.


Only use MAN.SYSCTL.8 through SYSCTL, as it contains the fully
qualified path and can be overridden, if one has such a special need.





Rerolling Distfiles


Sometimes the authors of software change the content of released
distfiles without changing the file’s name. Verify that the changes are
official and have been performed by the author. It has happened in the
past that the distfile was silently altered on the download servers with
the intent to cause harm or compromise end user security.


Put the old distfile aside, download the new one, unpack them and
compare the content with MAN.DIFF.1. If there is nothing suspicious,
update distinfo. Be sure to summarize the differences in the PR or
commit log, so that other people know that nothing bad has happened.


Contact the authors of the software and confirm the changes with them.





Avoiding Linuxisms


Do not use /proc if there are any other ways of getting the
information. For example, setprogname(argv[0]) in main() and
then MAN.GETPROGNAME.3 to know the executable name>.


Do not rely on behavior that is undocumented by POSIX.


Do not record timestamps in the critical path of the application if it
also works without. Getting timestamps may be slow, depending on the
accuracy of timestamps in the OS. If timestamps are really needed,
determine how precise they have to be and use an API which is documented
to just deliver the needed precision.


A number of simple syscalls (for example MAN.GETTIMEOFDAY.2,
MAN.GETPID.2) are much faster on LINUX than on any other operating
system due to caching and the vsyscall performance optimizations. Do not
rely on them being cheap in performance-critical applications. In
general, try hard to avoid syscalls if possible.


Do not rely on LINUX-specific socket behaviour. In particular, default
socket buffer sizes are different (call MAN.SETSOCKOPT.2 with
SO_SNDBUF and SO_RCVBUF, and while LINUX’s MAN.SEND.2 blocks
when the socket buffer is full, OS’s will fail and set ENOBUFS in
errno.


If relying on non-standard behaviour is required, encapsulate it
properly into a generic API, do a check for the behaviour in the
configure stage, and stop if it is missing.


Check the man pages [http://www.freebsd.org/cgi/man.cgi] to see if
the function used is a POSIX interface (in the “STANDARDS” section of
the man page).


Do not assume that /bin/sh is bash. Ensure that a command line
passed to MAN.SYSTEM.3 will work with a POSIX compliant shell.


A list of common bashisms is available
here [https://wiki.ubuntu.com/DashAsBinSh].


Check that headers are included in the POSIX or man page recommended
way. For example, sys/types.h is often forgotten, which is not as
much of a problem for LINUX as it is for OS.





Miscellanea


Always double-check pkg-descr and pkg-plist. If reviewing a port
and a better wording can be achieved, do so.


Do not copy more copies of the GNU General Public License into our
system, please.


Please be careful to note any legal issues! Do not let us illegally
distribute software!
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Introduction


The OS Ports Collection is the way almost everyone installs applications
(“ports”) on OS. Like everything else about OS, it is primarily a
volunteer effort. It is important to keep this in mind when reading this
document.


In OS, anyone may submit a new port, or volunteer to maintain an
existing unmaintained port. No special commit privilege is needed.
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Style Sheets


XML is concerned with content, and says nothing about how that content
should be presented to the reader or rendered on paper. Multiple style
sheet languages have been developed to describe visual layout,
including Extensible Stylesheet Language Transformation (XSLT), Document
Style Semantics and Specification Language (DSSSL), and Cascading Style
Sheets (CSS).


The FDP documents use XSLT stylesheets to transform DocBook into XHTML,
and then CSS formatting is applied to the XHTML pages. Printable output
is currently rendered with legacy DSSSL stylesheets, but this will
probably change in the future.





CSS


Cascading Style Sheets (CSS) are a mechanism for attaching style
information (font, weight, size, color, and so forth) to elements in an
XHTML document without abusing XHTML to do so.



The DocBook Documents


The OS XSLT and DSSSL stylesheets refer to docbook.css, which is
expected to be present in the same directory as the XHTML files. The
project-wide CSS file is copied from doc/share/misc/docbook.css when
documents are converted to XHTML, and is installed automatically.
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See Also


This document is deliberately not an exhaustive discussion of XML, the
DTDs listed, and the FreeBSD Documentation Project. For more information
about these, you are encouraged to see the following web sites.





The FreeBSD Documentation Project



		The FreeBSD Documentation Project web
pages


		The FreeBSD Handbook








XML



		W3C’s XML page SGML/XML web page [http://www.w3.org/XML/]








HTML



		The World Wide Web Consortium [http://www.w3.org/]


		The HTML 4.0 specification [http://www.w3.org/TR/REC-html40/]








DocBook



		The DocBook Technical
Committee [http://www.oasis-open.org/docbook/], maintainers of the
DocBook DTD


		DocBook: The Definitive Guide [http://www.docbook.org/], the
online documentation for the DocBook DTD


		The DocBook Open Repository [http://docbook.sourceforge.net/]
contains DSSSL stylesheets and other resources for people using
DocBook
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XML Primer


Most FDP documentation is written with markup languages based on XML.
This chapter explains what that means, how to read and understand the
documentation source, and the XML techniques used.


Portions of this section were inspired by Mark Galassi’s Get Going With
DocBook [http://www.galassi.org/mark/mydocs/docbook-intro/docbook-intro.html].





Overview


In the original days of computers, electronic text was simple. There
were a few character sets like ASCII or EBCDIC, but that was about it.
Text was text, and what you saw really was what you got. No frills, no
formatting, no intelligence.


Inevitably, this was not enough. When text is in a machine-usable
format, machines are expected to be able to use and manipulate it
intelligently. Authors want to indicate that certain phrases should be
emphasized, or added to a glossary, or made into hyperlinks. Filenames
could be shown in a “typewriter” style font for viewing on screen, but
as “italics” when printed, or any of a myriad of other options for
presentation.


It was once hoped that Artificial Intelligence (AI) would make this
easy. The computer would read the document and automatically identify
key phrases, filenames, text that the reader should type in, examples,
and more. Unfortunately, real life has not happened quite like that, and
computers still require assistance before they can meaningfully process
text.


More precisely, they need help identifying what is what. Consider this
text:



To remove /tmp/foo, use MAN.RM.1.


PROMPT.USER rm /tmp/foo










It is easy to see which parts are filenames, which are commands to be
typed in, which parts are references to manual pages, and so on. But the
computer processing the document cannot. For this we need markup.


“Markup” is commonly used to describe “adding value” or “increasing
cost”. The term takes on both these meanings when applied to text.
Markup is additional text included in the document, distinguished from
the document’s content in some way, so that programs that process the
document can read the markup and use it when making decisions about the
document. Editors can hide the markup from the user, so the user is not
distracted by it.


The extra information stored in the markup adds value to the document.
Adding the markup to the document must typically be done by a
person—after all, if computers could recognize the text sufficiently
well to add the markup then there would be no need to add it in the
first place. This increases the cost (the effort required) to create
the document.


The previous example is actually represented in this document like this:


paraTo remove filename/tmp/foofilename, use &man.rm.1;.para

screen&prompt.user; userinputrm /tmp/foouserinputscreen






The markup is clearly separate from the content.


Markup languages define what the markup means and how it should be
interpreted.


Of course, one markup language might not be enough. A markup language
for technical documentation has very different requirements than a
markup language that is intended for cookery recipes. This, in turn,
would be very different from a markup language used to describe poetry.
What is really needed is a first language used to write these other
markup languages. A meta markup language.


This is exactly what the eXtensible Markup Language (XML) is. Many
markup languages have been written in XML, including the two most used
by the FDP, XHTML and DocBook.


Each language definition is more properly called a grammar, vocabulary,
schema or Document Type Definition (DTD). There are various languages to
specify an XML grammar, or schema.


A schema is a complete specification of all the elements that are
allowed to appear, the order in which they should appear, which elements
are mandatory, which are optional, and so forth. This makes it possible
to write an XML parser which reads in both the schema and a document
which claims to conform to the schema. The parser can then confirm
whether or not all the elements required by the vocabulary are in the
document in the right order, and whether there are any errors in the
markup. This is normally referred to as “validating the document”.



Note


Validation confirms that the choice of elements, their ordering, and
so on, conforms to that listed in the grammar. It does not check
whether appropriate markup has been used for the content. If all
the filenames in a document were marked up as function names, the
parser would not flag this as an error (assuming, of course, that
the schema defines elements for filenames and functions, and that
they are allowed to appear in the same place).






Most contributions to the Documentation Project will be content marked
up in either XHTML or DocBook, rather than alterations to the schemas.
For this reason, this book will not touch on how to write a vocabulary.





Elements, Tags, and Attributes


All the vocabularies written in XML share certain characteristics. This
is hardly surprising, as the philosophy behind XML will inevitably show
through. One of the most obvious manifestations of this philosophy is
that of content and elements.


Documentation, whether it is a single web page, or a lengthy book, is
considered to consist of content. This content is then divided and
further subdivided into elements. The purpose of adding markup is to
name and identify the boundaries of these elements for further
processing.


For example, consider a typical book. At the very top level, the book is
itself an element. This “book” element obviously contains chapters,
which can be considered to be elements in their own right. Each chapter
will contain more elements, such as paragraphs, quotations, and
footnotes. Each paragraph might contain further elements, identifying
content that was direct speech, or the name of a character in the story.


It may be helpful to think of this as “chunking” content. At the very
top level is one chunk, the book. Look a little deeper, and there are
more chunks, the individual chapters. These are chunked further into
paragraphs, footnotes, character names, and so on.


Notice how this differentiation between different elements of the
content can be made without resorting to any XML terms. It really is
surprisingly straightforward. This could be done with a highlighter pen
and a printout of the book, using different colors to indicate different
chunks of content.


Of course, we do not have an electronic highlighter pen, so we need some
other way of indicating which element each piece of content belongs to.
In languages written in XML (XHTML, DocBook, et al) this is done by
means of tags.


A tag is used to identify where a particular element starts, and where
the element ends. The tag is not part of the element itself. Because
each grammar was normally written to mark up specific types of
information, each one will recognize different elements, and will
therefore have different names for the tags.


For an element called element-name the start tag will normally look like
element-name. The corresponding closing tag for this element is
element-name.


XHTML has an element for indicating that the content enclosed by the
element is a paragraph, called p.


pThis is a paragraph.  It starts with the start tag for
  the 'p' element, and it will end with the end tag for the 'p'
  element.p

pThis is another paragraph.  But this one is much shorter.p






Some elements have no content. For example, in XHTML, a horizontal line
can be included in the document. For these “empty” elements, XML
introduced a shorthand form that is completely equivalent to the two-tag
version:


XHTML has an element for indicating a horizontal rule, called hr. This
element does not wrap content, so it looks like this:


pOne paragraph.p
hrhr

pThis is another paragraph.  A horizontal rule separates this
  from the previous paragraph.p






The shorthand version consists of a single tag:


pOne paragraph.p
hr

pThis is another paragraph.  A horizontal rule separates this
  from the previous paragraph.p






As shown above, elements can contain other elements. In the book example
earlier, the book element contained all the chapter elements, which in
turn contained all the paragraph elements, and so on.


pThis is a simple emparagraphem where some
  of the emwordsem have been ememphasizedem.p






The grammar consists of rules that describe which elements can contain
other elements, and exactly what they can contain.



Important


People often confuse the terms tags and elements, and use the terms
as if they were interchangeable. They are not.


An element is a conceptual part of your document. An element has a
defined start and end. The tags mark where the element starts and
ends.


When this document (or anyone else knowledgeable about XML) refers
to “the p tag” they mean the literal text consisting of the three
characters <, p, and >. But the phrase “the p element”
refers to the whole element.


This distinction is very subtle. But keep it in mind.






Elements can have attributes. An attribute has a name and a value, and
is used for adding extra information to the element. This might be
information that indicates how the content should be rendered, or might
be something that uniquely identifies that occurrence of the element, or
it might be something else.


An element’s attributes are written inside the start tag for that
element, and take the form attribute-name="attribute-value".


In XHTML, the p element has an attribute called align, which suggests an
alignment (justification) for the paragraph to the program displaying
the XHTML.


The align attribute can take one of four defined values, left,
center, right and justify. If the attribute is not specified
then the default is left.


p align="left"The inclusion of the align attribute
  on this paragraph was superfluous, since the default is left.p

p align="center"This may appear in the center.p






Some attributes only take specific values, such as left or
justify. Others allow any value.


p align='right'I am on the right!p






Attribute values in XML must be enclosed in either single or double
quotes. Double quotes are traditional. Single quotes are useful when the
attribute value contains double quotes.


Information about attributes, elements, and tags is stored in catalog
files. The Documentation Project uses standard DocBook catalogs and
includes additional catalogs for OS-specific features. Paths to the
catalog files are defined in an environment variable so they can be
found by the document build tools.



To Do…


Before running the examples in this document, install textproc/docproj
from the OS Ports Collection. This is a meta-port that downloads and
installs the standard programs and supporting files needed by the
Documentation Project. MAN.CSH.1 users must use rehash for the shell
to recognize new programs after they have been installed, or log out and
then log back in again.


Create example.xml, and enter this text:


!DOCTYPE html PUBLIC "-//W3C//DTD XHTML 1.0 Transitional//EN" "http://www.w3.org/TR/xhtml1/DTD/xhtml1-transitional.dtd"

html xmlns="http://www.w3.org/1999/xhtml"
  head
    titleAn Example XHTML Filetitle
  head

  body
    pThis is a paragraph containing some text.p

    pThis paragraph contains some more text.p

    p align="right"This paragraph might be right-justified.p
  body
html






Try to validate this file using an XML parser.


textproc/docproj includes the xmllint validating
parser.


Use xmllint to validate the document:


PROMPT.USER xmllint --valid --noout example.xml






xmllint returns without displaying any output, showing that the
document validated successfully.


See what happens when required elements are omitted. Delete the line
with the title and title tags, and re-run the validation.


PROMPT.USER xmllint --valid --noout example.xml
example.xml:5: element head: validity error : Element head content does not follow the DTD, expecting ((script | style | meta | link | object | isindex)* , ((title , (script | style | meta | link | object | isindex)* , (base , (script | style | meta | link | object | isindex)*)?) | (base , (script | style | meta | link | object | isindex)* , title , (script | style | meta | link | object | isindex)*))), got ()






This shows that the validation error comes from the fifth line of the
example.xml file and that the content of the head is the part which does
not follow the rules of the XHTML grammar.


Then xmllint shows the line where the error was found and marks the
exact character position with a ^ sign.


Replace the title element.







The DOCTYPE Declaration


The beginning of each document can specify the name of the DTD to which
the document conforms. This DOCTYPE declaration is used by XML parsers
to identify the DTD and ensure that the document does conform to it.


A typical declaration for a document written to conform with version 1.0
of the XHTML DTD looks like this:


!DOCTYPE html PUBLIC "-//W3C//DTD XHTML 1.0 Transitional//EN" "http://www.w3.org/TR/xhtml1/DTD/xhtml1-transitional.dtd"






That line contains a number of different components.



		<!


		The indicator shows this is an XML declaration.


		DOCTYPE


		Shows that this is an XML declaration of the document type.


		html


		Names the first element that will appear
in the document.


		``PUBLIC “-//W3C//DTD XHTML 1.0 Transitional//EN”


		“http://www.w3.org/TR/xhtml1/DTD/xhtml1-transitional.dtd“``
Lists the Formal Public Identifier (FPI) Formal Public Identifier
for the DTD to which this document conforms. The XML parser uses
this to find the correct DTD when processing this document.


PUBLIC is not a part of the FPI, but indicates to the XML
processor how to find the DTD referenced in the FPI. Other ways of
telling the XML parser how to find the DTD are shown
later.





		"http://www.w3.org/TR/xhtml1/DTD/xhtml1-transitional.dtd"


		A local filename or a URL to find the DTD.


		>


		Ends the declaration and returns to the document.






Formal Public Identifiers (FPIs)



		Formal Public Identifier


		Note


It is not necessary to know this, but it is useful background, and
might help debug problems when the XML processor can not locate the
DTD.








FPIs must follow a specific syntax:


"Owner//Keyword Description//Language"







		Owner


		The owner of the FPI.


The beginning of the string identifies the owner of the FPI. For
example, the FPI ``“ISO 8879:1986//ENTITIES Greek



Symbols//EN”`` lists ISO 8879:1986 as being the owner



for the set of entities for Greek symbols. ISO 8879:1986 is the
International Organization for Standardization (ISO) number for the
SGML standard, the predecessor (and a superset) of XML.


Otherwise, this string will either look like -//Owner or
+//Owner (notice the only difference is the leading + or
-).


If the string starts with - then the owner information is
unregistered, with a + identifying it as registered.


ISO 9070:1991 defines how registered names are generated. It might
be derived from the number of an ISO publication, an ISBN code, or
an organization code assigned according to ISO 6523. Additionally, a
registration authority could be created in order to assign
registered names. The ISO council delegated this to the American
National Standards Institute (ANSI).


Because the OS Project has not been registered, the owner string is
-//OS. As seen in the example, the W3C are not a registered
owner either.





		Keyword


		There are several keywords that indicate the type of information in
the file. Some of the most common keywords are DTD, ELEMENT,
ENTITIES, and TEXT. DTD is used only for DTD files,
ELEMENT is usually used for DTD fragments that contain only
entity or element declarations. TEXT is used for XML content
(text and tags).


		Description


		Any description can be given for the contents of this file. This may
include version numbers or any short text that is meaningful and
unique for the XML system.


		Language


		An ISO two-character code that identifies the native language for
the file. EN is used for English.






catalog Files


With the syntax above, an XML processor needs to have some way of
turning the FPI into the name of the file containing the DTD. A catalog
file (typically called catalog) contains lines that map FPIs to
filenames. For example, if the catalog file contained the line:


PUBLIC  "-//W3C//DTD XHTML 1.0 Transitional//EN"             "1.0/transitional.dtd"






The XML processor knows that the DTD is called transitional.dtd in
the 1.0 subdirectory of the directory that held catalog.


Examine the contents of /usr/local/share/xml/dtd/xhtml/catalog.xml.
This is the catalog file for the XHTML DTDs that were installed as part
of the textproc/docproj port.







Alternatives to FPIs


Instead of using an FPI to indicate the DTD to which the document
conforms (and therefore, which file on the system contains the DTD), the
filename can be explicitly specified.


The syntax is slightly different:


!DOCTYPE html SYSTEM "/path/to/file.dtd"






The SYSTEM keyword indicates that the XML processor should locate
the DTD in a system specific fashion. This typically (but not always)
means the DTD will be provided as a filename.


Using FPIs is preferred for reasons of portability. If the SYSTEM
identifier is used, then the DTD must be provided and kept in the same
location for everyone.







Escaping Back to XML


Some of the underlying XML syntax can be useful within documents. For
example, comments can be included in the document, and will be ignored
by the parser. Comments are entered using XML syntax. Other uses for XML
syntax will be shown later.


XML sections begin with a <! tag and end with a >. These
sections contain instructions for the parser rather than elements of the
document. Everything between these tags is XML syntax. The DOCTYPE
declaration shown earlier is an
example of XML syntax included in the document.





Comments


Comments are an XML construct, and are normally only valid inside a DTD.
However, as ? shows, it is possible to use XML syntax within the
document.


The delimiter for XML comments is the string “--”. The first
occurrence of this string opens a comment, and the second closes it.


<!-- This is inside the comment -->

<!-- This is another comment    -->

<!-- This is one way
     of doing multiline comments -->

<!-- This is another way of   --
  -- doing multiline comments -->






XHTML users may be familiar with different rules for comments. In
particular, it is often believed that the string <!-- opens a
comment, and it is only closed by -->.


This is not correct. Many web browsers have broken XHTML parsers, and
will accept incorrect input as valid. However, the XML parsers used by
the Documentation Project are more strict, and will reject documents
with that error.


<!-- This is in the comment --

     THIS IS OUTSIDE THE COMMENT!

  -- back inside the comment -->






The XML parser will treat this as though it were actually:


<!THIS IS OUTSIDE THE COMMENT>






That is not valid XML, and may give confusing error messages.



To Do…


Add some comments to example.xml, and check that the file still
validates using xmllint.


Add some invalid comments to example.xml, and see the error messages
that xmllint gives when it encounters an invalid comment.







Entities


Entities are a mechanism for assigning names to chunks of content. As an
XML parser processes a document, any entities it finds are replaced by
the content of the entity.


This is a good way to have re-usable, easily changeable chunks of
content in XML documents. It is also the only way to include one marked
up file inside another using XML.


There are two types of entities for two different situations: general
entities and parameter entities.



General Entities


General entities are used to assign names to reusable chunks of text.
These entities can only be used in the document. They cannot be used in
an XML context.


To include the text of a general entity in the document, include
&entity-name; in the text. For example, consider a general entity
called current.version which expands to the current version number
of a product. To use it in the document, write:


paraThe current version of our product is
  &current.version;.para






When the version number changes, edit the definition of the general
entity, replacing the value. Then reprocess the document.


General entities can also be used to enter characters that could not
otherwise be included in an XML document. For example, < and &
cannot normally appear in an XML document. The XML parser sees the <
symbol as the start of a tag. Likewise, when the & symbol is seen,
the next text is expected to be an entity name.


These symbols can be included by using two predefined general entities:
&lt; and &amp;.


General entities can only be defined within an XML context. Such
definitions are usually done immediately after the DOCTYPE declaration.


<!DOCTYPE html PUBLIC "-//W3C//DTD XHTML 1.0 Transitional//EN"
"http://www.w3.org/TR/xhtml1/DTD/xhtml1-transitional.dtd" [
<!ENTITY current.version    "3.0-RELEASE">
<!ENTITY last.version       "2.2.7-RELEASE">
]>






The DOCTYPE declaration has been extended by adding a square bracket at
the end of the first line. The two entities are then defined over the
next two lines, the square bracket is closed, and then the DOCTYPE
declaration is closed.


The square brackets are necessary to indicate that the DTD indicated by
the DOCTYPE declaration is being extended.





Parameter Entities


Parameter entities, like general
entities, are used to assign names to
reusable chunks of text. But parameter entities can only be used within
an XML context.


Parameter entity definitions are similar to those for general entities.
However, parameter entries are included with %entity-name;. The
definition also includes the % between the ENTITY keyword and
the name of the entity.


For a mnemonic, think “Parameter entities use the Percent
symbol”.


<!DOCTYPE html PUBLIC "-//W3C//DTD XHTML 1.0 Transitional//EN"
"http://www.w3.org/TR/xhtml1/DTD/xhtml1-transitional.dtd" [
<!ENTITY % param.some "some">
<!ENTITY % param.text "text">
<!ENTITY % param.new  "%param.some more %param.text">

<!-- %param.new now contains "some more text" -->
]>









To Do…


Add a general entity to example.xml.


<!DOCTYPE html PUBLIC "-//W3C//DTD XHTML 1.0 Transitional//EN"
"http://www.w3.org/TR/xhtml1/DTD/xhtml1-transitional.dtd" [
<!ENTITY version "1.1">
]>

html xmlns="http://www.w3.org/1999/xhtml"
  head
    titleAn Example XHTML Filetitle
  head

  <!-- There may be some comments in here as well -->

  body
    pThis is a paragraph containing some text.p

    pThis paragraph contains some more text.p

    p align="right"This paragraph might be right-justified.p

    pThe current version of this document is: &version;p
  body
html






Validate the document using xmllint.


Load example.xml into a web browser. It may have to be copied to
example.html before the browser recognizes it as an XHTML document.


Older browsers with simple parsers may not render this file as expected.
The entity reference &version; may not be replaced by the version
number, or the XML context closing ]> may not be recognized and
instead shown in the output.


The solution is to normalize the document with an XML normalizer. The
normalizer reads valid XML and writes equally valid XML which has been
transformed in some way. One way the normalizer transforms the input is
by expanding all the entity references in the document, replacing the
entities with the text that they represent.


xmllint can be used for this. It also has an option to drop the
initial DTD section so that the closing ]> does not confuse
browsers:


PROMPT.USER xmllint --noent --dropdtd example.xml > example.html






A normalized copy of the document with entities expanded is produced in
example.html, ready to load into a web browser.







Using Entities to Include Files


Both general and
parameter entities are particularly
useful for including one file inside another.



Using General Entities to Include Files


Consider some content for an XML book organized into files, one file per
chapter, called chapter1.xml, chapter2.xml, and so forth, with a
book.xml that will contain these chapters.


In order to use the contents of these files as the values for entities,
they are declared with the SYSTEM keyword. This directs the XML
parser to include the contents of the named file as the value of the
entity.


<!DOCTYPE html PUBLIC "-//W3C//DTD XHTML 1.0 Transitional//EN"
"http://www.w3.org/TR/xhtml1/DTD/xhtml1-transitional.dtd" [
<!ENTITY chapter.1 SYSTEM "chapter1.xml">
<!ENTITY chapter.2 SYSTEM "chapter2.xml">
<!ENTITY chapter.3 SYSTEM "chapter3.xml">
<!-- And so forth -->
]>

html xmlns="http://www.w3.org/1999/xhtml"
  <!-- Use the entities to load in the chapters -->

  &chapter.1;
  &chapter.2;
  &chapter.3;
html

**Warning**

When using general entities to include other files within a
document, the files being included (``chapter1.xml``,
``chapter2.xml``, and so on) *must not* start with a DOCTYPE
declaration. This is a syntax error because entities are low-level
constructs and they are resolved before any parsing happens.









Using Parameter Entities to Include Files


Parameter entities can only be used inside an XML context. Including a
file in an XML context can be used to ensure that general entities are
reusable.


Suppose that there are many chapters in the document, and these chapters
were reused in two different books, each book organizing the chapters in
a different fashion.


The entities could be listed at the top of each book, but that quickly
becomes cumbersome to manage.


Instead, place the general entity definitions inside one file, and use a
parameter entity to include that file within the document.


Place the entity definitions in a separate file called chapters.ent
and containing this text:


<!ENTITY chapter.1 SYSTEM "chapter1.xml">
<!ENTITY chapter.2 SYSTEM "chapter2.xml">
<!ENTITY chapter.3 SYSTEM "chapter3.xml">






Create a parameter entity to refer to the contents of the file. Then use
the parameter entity to load the file into the document, which will then
make all the general entities available for use. Then use the general
entities as before:


<!DOCTYPE html PUBLIC "-//W3C//DTD XHTML 1.0 Transitional//EN"
"http://www.w3.org/TR/xhtml1/DTD/xhtml1-transitional.dtd" [
<!-- Define a parameter entity to load in the chapter general entities -->
<!ENTITY % chapters SYSTEM "chapters.ent">

<!-- Now use the parameter entity to load in this file -->
%chapters;
]>

html xmlns="http://www.w3.org/1999/xhtml"
  &chapter.1;
  &chapter.2;
  &chapter.3;
html









To Do…



Use General Entities to Include Files


Create three files, para1.xml, para2.xml, and para3.xml.


Put content like this in each file:


pThis is the first paragraph.p






Edit example.xml so that it looks like this:


<!DOCTYPE html PUBLIC "-//W3C//DTD XHTML 1.0 Transitional//EN"
"http://www.w3.org/TR/xhtml1/DTD/xhtml1-transitional.dtd" [
<!ENTITY version "1.1">
<!ENTITY para1 SYSTEM "para1.xml">
<!ENTITY para2 SYSTEM "para2.xml">
<!ENTITY para3 SYSTEM "para3.xml">
]>

html xmlns="http://www.w3.org/1999/xhtml"
  head
    titleAn Example XHTML Filetitle
  head

  body
    pThe current version of this document is: &version;p

    &para1;
    &para2;
    &para3;
  body
html






Produce example.html by normalizing example.xml.


PROMPT.USER xmllint --dropdtd --noent example.xml > example.html






Load example.html into the web browser and confirm that the
paran.xml files have been included in example.html.





Use Parameter Entities to Include Files



Note


The previous steps must have completed before this step.






Edit example.xml so that it looks like this:


<!DOCTYPE html PUBLIC "-//W3C//DTD XHTML 1.0 Transitional//EN"
"http://www.w3.org/TR/xhtml1/DTD/xhtml1-transitional.dtd" [
<!ENTITY % entities SYSTEM "entities.ent"> %entities;
]>

html xmlns="http://www.w3.org/1999/xhtml"
  head
    titleAn Example XHTML Filetitle
  head

  body
    pThe current version of this document is: &version;p

    &para1;
    &para2;
    &para3;
  body
html






Create a new file called entities.ent with this content:


<!ENTITY version "1.1">
<!ENTITY para1 SYSTEM "para1.xml">
<!ENTITY para2 SYSTEM "para2.xml">
<!ENTITY para3 SYSTEM "para3.xml">






Produce example.html by normalizing example.xml.


PROMPT.USER xmllint --dropdtd --noent example.xml > example.html






Load example.html into the web browser and confirm that the
paran.xml files have been included in example.html.









Marked Sections


XML provides a mechanism to indicate that particular pieces of the
document should be processed in a special way. These are called “marked
sections”.


<![KEYWORD[
  Contents of marked section
]]>






As expected of an XML construct, a marked section starts with <!.


The first square bracket begins the marked section.


KEYWORD describes how this marked section is to be processed by the
parser.


The second square bracket indicates the start of the marked section’s
content.


The marked section is finished by closing the two square brackets, and
then returning to the document context from the XML context with >.



Marked Section Keywords



CDATA


These keywords denote the marked sections content model, and allow you
to change it from the default.


When an XML parser is processing a document, it keeps track of the
“content model”.


The content model describes the content the parser is expecting to see
and what it will do with that content.


The CDATA content model is one of the most useful.


CDATA is for “Character Data”. When the parser is in this content
model, it expects to see only characters. In this model the < and
& symbols lose their special status, and will be treated as ordinary
characters.



Note


When using CDATA in examples of text marked up in XML, remember
that the content of CDATA is not validated. The included text
must be check with other means. For example, the content could be
written in another document, validated, and then pasted into the
CDATA section.






paraHere is an example of how to include some text that contains
  many literal&lt;literal and literal&amp;literal
  symbols.  The sample text is a fragment of
  acronymXHTMLacronym.  The surrounding text (para and
  programlisting) are from DocBook.para

programlisting<![CDATA[pThis is a sample that shows some of the
  elements within acronymXHTMLacronym.  Since the angle
  brackets are used so many times, it is simpler to say the whole
  example is a CDATA marked section than to use the entity names for
  the left and right angle brackets throughout.p

    ul
      liThis is a listitemli
      liThis is a second listitemli
      liThis is a third listitemli
    ul

    pThis is the end of the example.p]]>programlisting









INCLUDE and IGNORE


When the keyword is INCLUDE, then the contents of the marked section
will be processed. When the keyword is IGNORE, the marked section is
ignored and will not be processed. It will not appear in the output.


<![INCLUDE[
  This text will be processed and included.
]]>

<![IGNORE[
  This text will not be processed or included.
]]>






By itself, this is not too useful. Text to be removed from the document
could be cut out, or wrapped in comments.


It becomes more useful when controlled by parameter
entities, yet this usage is limited
to entity files.


For example, suppose that documentation was produced in a hard-copy
version and an electronic version. Some extra text is desired in the
electronic version content that was not to appear in the hard-copy.


Create an entity file that defines general entities to include each
chapter and guard these definitions with a parameter entity that can be
set to either INCLUDE or IGNORE to control whether the entity is
defined. After these conditional general entity definitions, place one
more definition for each general entity to set them to an empty value.
This technique makes use of the fact that entity definitions cannot be
overridden but the first definition always takes effect. So the
inclusion of the chapter is controlled with the corresponding parameter
entity. Set to INCLUDE, the first general entity definition will be
read and the second one will be ignored. Set to IGNORE, the first
definition will be ignored and the second one will take effect.


<!ENTITY % electronic.copy "INCLUDE">

<![%electronic.copy;[
<!ENTITY chap.preface    SYSTEM "preface.xml">
]]>

<!ENTITY chap.preface "">






When producing the hard-copy version, change the parameter entity’s
definition to:


<!ENTITY % electronic.copy "IGNORE">











To Do…


Modify entities.ent to contain the following:


<!ENTITY version "1.1">
<!ENTITY % conditional.text "IGNORE">

<![%conditional.text;[
<!ENTITY para1 SYSTEM "para1.xml">
]]>

<!ENTITY para1 "">

<!ENTITY para2 SYSTEM "para2.xml">
<!ENTITY para3 SYSTEM "para3.xml">






Normalize example.xml and notice that the conditional text is not
present in the output document. Set the parameter entity guard to
INCLUDE and regenerate the normalized document and the text will
appear again. This method makes sense if there are more conditional
chunks depending on the same condition. For example, to control
generating printed or online text.







Conclusion


That is the conclusion of this XML primer. For reasons of space and
complexity, several things have not been covered in depth (or at all).
However, the previous sections cover enough XML to introduce the
organization of the FDP documentation.
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Writing Style





Tips


Technical documentation can be improved by consistent use of several
principles. Most of these can be classified into three goals: be
clear, be complete, and be concise. These goals can conflict with
each other. Good writing consists of a balance between them.



Be Clear


Clarity is extremely important. The reader may be a novice, or reading
the document in a second language. Strive for simple, uncomplicated text
that clearly explains the concepts.


Avoid flowery or embellished speech, jokes, or colloquial expressions.
Write as simply and clearly as possible. Simple text is easier to
understand and translate.


Keep explanations as short, simple, and clear as possible. Avoid empty
phrases like “in order to”, which usually just means “to”. Avoid
potentially patronizing words like “basically”. Avoid Latin terms like
“i.e.” or “cf.”, which may be unknown outside of academic or scientific
groups.


Write in a formal style. Avoid addressing the reader as “you”. For
example, say “copy the file to /tmp” rather than “you can copy the
file to /tmp”.


Give clear, correct, tested examples. A trivial example is better than
no example. A good example is better yet. Do not give bad examples,
identifiable by apologies or sentences like “but really it should never
be done that way”. Bad examples are worse than no examples. Give good
examples, because even when warned not to use the example as shown,
the reader will usually just use the example as shown.


Avoid weasel words like “should”, “might”, “try”, or “could”. These
words imply that the speaker is unsure of the facts, and create doubt in
the reader.


Similarly, give instructions as imperative commands: not “you should do
this”, but merely “do this”.





Be Complete


Do not make assumptions about the reader’s abilities or skill level.
Tell them what they need to know. Give links to other documents to
provide background information without having to recreate it. Put
yourself in the reader’s place, anticipate the questions they will ask,
and answer them.





Be Concise


While features should be documented completely, sometimes there is so
much information that the reader cannot easily find the specific detail
needed. The balance between being complete and being concise is a
challenge. One approach is to have an introduction, then a “quick start”
section that describes the most common situation, followed by an
in-depth reference section.







Guidelines


To promote consistency between the myriad authors of the OS
documentation, some guidelines have been drawn up for authors to follow.



		Use American English Spelling


		There are several variants of English, with different spellings for
the same word. Where spellings differ, use the American English
variant. “color”, not “colour”, “rationalize”, not “rationalise”,
and so on.



Note


The use of British English may be accepted in the case of a
contributed article, however the spelling must be consistent
within the whole document. The other documents such as books,
web site, manual pages, etc. will have to use American English.









		Do not use contractions


		Do not use contractions. Always spell the phrase out in full. “Don’t
use contractions” is wrong.


Avoiding contractions makes for a more formal tone, is more precise,
and is slightly easier for translators.





		Use the serial comma


		In a list of items within a paragraph, separate each item from the
others with a comma. Separate the last item from the others with a
comma and the word “and”.


For example:



This is a list of one, two and three items.



Is this a list of three items, “one”, “two”, and “three”, or a list
of two items, “one” and “two and three”?


It is better to be explicit and include a serial comma:



This is a list of one, two, and three items.






		Avoid redundant phrases


		Do not use redundant phrases. In particular, “the command”, “the
file”, and “man command” are often redundant.


For example, commands:


Wrong: Use the command svn to update sources.


Right: Use svn to update sources.


Filenames:


Wrong: … in the filename /etc/rc.local…


Right: … in /etc/rc.local…


Manual page references (the second example uses citerefentry with
the &man.csh.1; entity):.


Wrong: See man csh for more information.


Right: See MAN.CSH.1.





		Two spaces between sentences


		Always use two spaces between sentences, as it improves readability
and eases use of tools such as Emacs.


A period and spaces followed by a capital letter does not always
mark a new sentence, especially in names. “Jordan K. Hubbard” is a
good example. It has a capital H following a period and a space,
and is certainly not a new sentence.








For more information about writing style, see Elements of
Style [http://www.bartleby.com/141/], by William Strunk.





Style Guide


To keep the source for the documentation consistent when many different
people are editing it, please follow these style conventions.



Letter Case


Tags are entered in lower case, para, not PARA.


Text that appears in SGML contexts is generally written in upper case,
<!ENTITY…>, and <!DOCTYPE…>, not <!entity…> and
<!doctype…>.





Acronyms


Acronyms should be defined the first time they appear in a document, as
in: “Network Time Protocol (NTP)”. After the acronym has been defined,
use the acronym alone unless it makes more sense contextually to use the
whole term. Acronyms are usually defined only once per chapter or per
document.


All acronyms should be enclosed in acronym tags.





Indentation


The first line in each file starts with no indentation, regardless of
the indentation level of the file which might contain the current file.


Opening tags increase the indentation level by two spaces. Closing tags
decrease the indentation level by two spaces. Blocks of eight spaces at
the start of a line should be replaced with a tab. Do not use spaces in
front of tabs, and do not add extraneous whitespace at the end of a
line. Content within elements should be indented by two spaces if the
content runs over more than one line.


For example, the source for this section looks like this:


chapter
  title...title

  sect1
    title...title

    sect2
      titleIndentationtitle

      paraThe first line in each file starts with no indentation,
    emphasisregardlessemphasis of the indentation level of
    the file which might contain the current file.para

      ...
    sect2
  sect1
chapter






Tags containing long attributes follow the same rules. Following the
indentation rules in this case helps editors and writers see which
content is inside the tags:


paraSee the link
    linkend="gmirror-troubleshooting"Troubleshootinglink
  section if there are problems booting.  Powering down and
  disconnecting the original filenameada0filename disk
  will allow it to be kept as an offline backup.para

paraIt is also possible to journal the boot disk of a &os;
  system.  Refer to the article link
    xlink:href="&url.articles.gjournal-desktop;"Implementing UFS
    Journaling on a Desktop PClink for detailed
  instructions.para






When an element is too long to fit on the remainder of a line without
wrapping, moving the start tag to the next line can make the source
easier to read. In this example, the systemitem element has been
moved to the next line to avoid wrapping and indenting:


paraWith file flags, even
  systemitem class="username"rootsystemitem can be
  prevented from removing or altering files.para






Configurations to help various text editors conform to these guidelines
can be found in ?.





Tag Style



Tag Spacing


Tags that start at the same indent as a previous tag should be separated
by a blank line, and those that are not at the same indent as a previous
tag should not:


article lang='en'
  articleinfo
    titleNIStitle

    pubdateOctober 1999pubdate

    abstract
      para...
    ...
    ...para
    abstract
  articleinfo

  sect1
    title...title

    para...para
  sect1

  sect1
    title...title

    para...para
  sect1
article









Separating Tags


Tags like itemizedlist which will always have further tags inside them,
and in fact do not take character data themselves, are always on a line
by themselves.


Tags like para and term do not need other tags to contain normal
character data, and their contents begin immediately after the tag, on
the same line.


The same applies to when these two types of tags close.


This leads to an obvious problem when mixing these tags.


When a starting tag which cannot contain character data directly follows
a tag of the type that requires other tags within it to use character
data, they are on separate lines. The second tag should be properly
indented.


When a tag which can contain character data closes directly after a tag
which cannot contain character data closes, they co-exist on the same
line.







Whitespace Changes


Do not commit changes to content at the same time as changes to
formatting.


When content and whitespace changes are kept separate, translation teams
can easily see whether a change was content that must be translated or
only whitespace.


For example, if two sentences have been added to a paragraph so that the
line lengths now go over 80 columns, first commit the change with the
too-long lines. Then fix the line wrapping, and commit this second
change. In the commit message for the second change, indicate that this
is a whitespace-only change that can be ignored by translators.





Non-Breaking Space


Avoid line breaks in places where they look ugly or make it difficult to
follow a sentence. Line breaks depend on the width of the chosen output
medium. In particular, viewing the HTML documentation with a text
browser can lead to badly formatted paragraphs like the next one:


Data capacity ranges from 40 MB to 15
GB.  Hardware compression …






The general entity &nbsp; prohibits line breaks between parts
belonging together. Use non-breaking spaces in the following places:



		between numbers and units:


57600&nbsp;bps









		between program names and version numbers:


&os;&nbsp;9.2









		between multiword names (use with caution when applying this to more
than 3-4 word names like “The OS Brazilian Portuguese Documentation
Project”):


Sun&nbsp;Microsystems

















Word List


This list of words shows the correct spelling and capitalization when
used in OS documentation. If a word is not on this list, ask about it on
the A.DOC.
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Translations


This is the FAQ for people translating the FreeBSD documentation (FAQ,
Handbook, tutorials, manual pages, and others) to different languages.


It is very heavily based on the translation FAQ from the FreeBSD
German Documentation Project, originally written by Frank Gründer
elwood@mc5sys.in-berlin.de and translated back to English by Bernd
Warken bwarken@mayn.de.


The FAQ is maintained by the A.DOCENG.


Q: What do i18n and l10n mean?


A: i18n means internationalization and l10n means localization. They
are just a convenient shorthand.


i18n can be read as “i” followed by 18 letters, followed by “n”.
Similarly, l10n is “l” followed by 10 letters, followed by “n”.


Q: Is there a mailing list for translators?


A: Yes. Different translation groups have their own mailing lists.
The list of translation
projects [http://www.freebsd.org/docproj/translations.html] has more
information about the mailing lists and web sites run by each
translation project. In addition there is
freebsd-translators@freebsd.org for general translation discussion.


Q: Are more translators needed?


A: Yes. The more people work on translation the faster it gets done,
and the faster changes to the English documentation are mirrored in the
translated documents.


You do not have to be a professional translator to be able to help.


Q: What languages do I need to know?


A: Ideally, you will have a good knowledge of written English, and
obviously you will need to be fluent in the language you are translating
to.


English is not strictly necessary. For example, you could do a Hungarian
translation of the FAQ from the Spanish translation.


Q: What software do I need to know?


A: It is strongly recommended that you maintain a local copy of the
FreeBSD Subversion repository (at least the documentation part). This
can be done by running:


PROMPT.USER svn checkout https://svn0.us-east.FreeBSD.org/doc/head/ head






svn0.us-east.FreeBSD.org [https://svn0.us-east.FreeBSD.org/] is a
public SVN server. Select the closest mirror and verify the mirror
server certificate from the list of Subversion mirror
sites.



Note


This will require the devel/subversion package to be installed.






You should be comfortable using svn. This will allow you to see what has
changed between different versions of the files that make up the
documentation.


For example, to view the differences between revisions r33733 and
r33734 of en_US.ISO8859-1/books/fdp-primer/book.xml, run:


PROMPT.USER svn diff -r33733:33734 en_US.ISO8859-1/books/fdp-primer/book.xml






Q: How do I find out who else might be translating to the same
language?


A: The Documentation Project translations
page [http://www.FreeBSD.org/docproj/translations.html] lists the
translation efforts that are currently known about. If others are
already working on translating documentation to your language, please do
not duplicate their efforts. Instead, contact them to see how you can
help.


If no one is listed on that page as translating for your language, then
send a message to the A.DOC in case someone else is thinking of doing a
translation, but has not announced it yet.


Q: No one else is translating to my language. What do I do?


A: Congratulations, you have just started the “FreeBSD
your-language-here Documentation Translation Project”. Welcome aboard.


First, decide whether or not you have got the time to spare. Since you
are the only person working on your language at the moment it is going
to be your responsibility to publicize your work and coordinate any
volunteers that might want to help you.


Write an email to the Documentation Project mailing list, announcing
that you are going to translate the documentation, so the Documentation
Project translations page can be maintained.


If there is already someone in your country providing FreeBSD mirroring
services you should contact them and ask if you can have some webspace
for your project, and possibly an email address or mailing list
services.


Then pick a document and start translating. It is best to start with
something fairly small—either the FAQ, or one of the tutorials.


Q: I have translated some documentation, where do I send it?


A: That depends. If you are already working with a translation team
(such as the Japanese team, or the German team) then they will have
their own procedures for handling submitted documentation, and these
will be outlined on their web pages.


If you are the only person working on a particular language (or you are
responsible for a translation project and want to submit your changes
back to the FreeBSD project) then you should send your translation to
the FreeBSD project (see the next question).


Q: I am the only person working on translating to this language, how
do I submit my translation?


or


We are a translation team, and want to submit documentation that our
members have translated for us.


A: First, make sure your translation is organized properly. This
means that it should drop into the existing documentation tree and build
straight away.


Currently, the FreeBSD documentation is stored in a top level directory
called head/. Directories below this are named according to the
language code they are written in, as defined in ISO639
(/usr/share/misc/iso639 on a version of FreeBSD newer than 20th
January 1999).


If your language can be encoded in different ways (for example, Chinese)
then there should be directories below this, one for each encoding
format you have provided.


Finally, you should have directories for each document.


For example, a hypothetical Swedish translation might look like:


head/
    sv_SE.ISO8859-1/
                     Makefile
                     htdocs/
                           docproj/
                     books/
                           faq/
                               Makefile
                               book.xml






sv_SE.ISO8859-1 is the name of the translation, in lang.encoding
form. Note the two Makefiles, which will be used to build the
documentation.


Use MAN.TAR.1 and MAN.GZIP.1 to compress up your documentation, and send
it to the project.


PROMPT.USER cd doc
PROMPT.USER tar cf swedish-docs.tar sv_SE.ISO8859-1
PROMPT.USER gzip -9 swedish-docs.tar






Put swedish-docs.tar.gz somewhere. If you do not have access to your
own webspace (perhaps your ISP does not let you have any) then you can
email A.DOCENG, and arrange to email the files when it is convenient.


Either way, you should use Bugzilla to submit a report indicating that
you have submitted the documentation. It would be very helpful if you
could get other people to look over your translation and double check it
first, since it is unlikely that the person committing it will be fluent
in the language.


Someone (probably the Documentation Project Manager, currently A.DOCENG)
will then take your translation and confirm that it builds. In
particular, the following things will be looked at:



		Do all your files use RCS strings (such as “ID”)?


		Does make all in the sv_SE.ISO8859-1 directory work
correctly?


		Does make install work correctly?





If there are any problems then whoever is looking at the submission will
get back to you to work them out.


If there are no problems your translation will be committed as soon as
possible.


Q: Can I include language or country specific text in my
translation?


A: We would prefer that you did not.


For example, suppose that you are translating the Handbook to Korean,
and want to include a section about retailers in Korea in your Handbook.


There is no real reason why that information should not be in the
English (or German, or Spanish, or Japanese, or …) versions as well. It
is feasible that an English speaker in Korea might try to pick up a copy
of FreeBSD whilst over there. It also helps increase FreeBSD’s perceived
presence around the globe, which is not a bad thing.


If you have country specific information, please submit it as a change
to the English Handbook (using Bugzilla) and then translate the change
back to your language in the translated Handbook.


Thanks.


Q: How should language specific characters be included?


A: Non-ASCII characters in the documentation should be included
using SGML entities.


Briefly, these look like an ampersand (&), the name of the entity, and a
semi-colon (;).


The entity names are defined in ISO8879, which is in the ports tree as
textproc/iso8879.


A few examples include:


Entity
Appearance
Description
&eacute;
EACUTE
Small
e
with an acute accent
&Eacute;
EACUTE
Large
E
with an acute accent
&uuml;
UUML
Small
u
with an umlaut
After you have installed the iso8879 port, the files in
/usr/local/share/xml/iso8879 contain the complete list.


Q: Addressing the reader


A: In the English documents, the reader is addressed as “you”, there
is no formal/informal distinction as there is in some languages.


If you are translating to a language which does distinguish, use
whichever form is typically used in other technical documentation in
your language. If in doubt, use a mildly polite form.


Q: Do I need to include any additional information in my
translations?


A: Yes.


The header of the English version of each document will look something
like this:


<!--
     The FreeBSD Documentation Project

     $FreeBSD: head/en_US.ISO8859-1/books/faq/book.xml 38674 2012-04-14 13:52:52Z $
-->






The exact boilerplate may change, but it will always include a $FreeBSD$
line and the phrase The FreeBSD Documentation Project. Note that the
$FreeBSD part is expanded automatically by Subversion, so it should be
empty (just $FreeBSD$) for new files.


Your translated documents should include their own $FreeBSD$ line, and
change the FreeBSD Documentation Project line to
``The FreeBSD language



Documentation Project``.



In addition, you should add a third line which indicates which revision
of the English text this is based on.


So, the Spanish version of this file might start:


<!--
     The FreeBSD Spanish Documentation Project

     $FreeBSD: head/es_ES.ISO8859-1/books/faq/book.xml 38826 2012-05-17 19:12:14Z hrs $
     Original revision: r38674
-->
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Tools


Several software tools are used to manage the FreeBSD documentation and
render it to different output formats. Some of these tools are required
and must be installed before working through the examples in the
following chapters. Some are optional, adding capabilities or making the
job of creating documentation less demanding.





Required Tools


Install textproc/docproj from the Ports Collection. This meta-port
installs all the applications required to do useful work with the OS
documentation. Some further notes on particular components are given
below.



DTDs and Entities


OS documentation uses several Document Type Definitions (DTDs) and sets
of XML entities. These are all installed by the textproc/docproj port.



		XHTML DTD (textproc/xhtml)


		XHTML is the markup language of choice for the World Wide Web, and
is used throughout the OS web site.


		DocBook DTD (textproc/docbook-xml-450)


		DocBook is designed for marking up technical documentation. Most of
the OS documentation is written in DocBook.


		ISO 8879 entities (textproc/iso8879)


		Character entities from the ISO 8879:1986 standard used by many
DTDs. Includes named mathematical symbols, additional characters in
the Latin character set (accents, diacriticals, and so on), and
Greek symbols.










Optional Tools


These applications are not required, but can make working on the
documentation easier or add capabilities.



Software


JadeTeX, teTeX and Modular DocBook Stylesheets (print/jadetex,
print/teTeX and textproc/dsssl-docbook-modular)



Jade, teTeX and Modular DocBook Stylesheets are used to convert
DocBook documents to DVI, Postscript, and PDF formats. The JadeTeX
macros are needed to do this.


If XHTML and plain text output formats are adequate, then this
program is not needed and the option to install it from the
textproc/docproj configuration screen can be disabled.







		Vim (editors/vim)


		A popular editor for working with XML and derived documents, like
DocBook XML.


		Emacs or XEmacs (editors/emacs or editors/xemacs)


		Both of these editors include a special mode for editing documents
marked up according to an XML DTD. This mode includes commands to
reduce the amount of typing needed, and help reduce the possibility
of errors.
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Editor Configuration


Adjusting text editor configuration can make working on document files
quicker and easier, and help documents conform to FDP guidelines.





Vim


Install from editors/vim or editors/vim-lite.



Configuration


Edit ~/.vimrc, adding these lines:


if has("autocmd")
    au BufNewFile,BufRead *.sgml,*.ent,*.xsl,*.xml call Set_SGML()
    au BufNewFile,BufRead *.[1-9] call ShowSpecial()
endif " has(autocmd)

function Set_Highlights()
    "match ExtraWhitespace /^\s* \s*\|\s\+$/
    highlight default link OverLength ErrorMsg
    match OverLength /\%71v.\+/
    return 0
endfunction

function ShowSpecial()
    setlocal list listchars=tab:>>,trail:*,eol:$
    hi def link nontext ErrorMsg
    return 0
endfunction " ShowSpecial()

function Set_SGML()
    setlocal number
    syn match sgmlSpecial "&[^;]*;"
    setlocal syntax=sgml
    setlocal filetype=xml
    setlocal shiftwidth=2
    setlocal textwidth=70
    setlocal tabstop=8
    setlocal softtabstop=2
    setlocal formatprg="fmt -p"
    setlocal autoindent
    setlocal smartindent
    " Rewrap paragraphs
    noremap P gqj
    " Replace spaces with tabs
    noremap T :s/        /\t/<CR>
    call ShowSpecial()
    call Set_Highlights()
    return 0
endfunction " Set_SGML()









Use


Press P to reformat paragraphs or text that has been selected in Visual
mode. Press T to replace groups of eight spaces with a tab.







Emacs


Install from editors/emacs or editors/xemacs.


Edit ~/.emacs, adding these lines:


(defun local-sgml-mode-hook
  (setq fill-column 70
    indent-tabs-mode nil
    next-line-add-newlines nil
    standard-indent 4
    sgml-indent-data t)
  (auto-fill-mode t)
  (setq sgml-catalog-files '("/usr/local/share/xml/catalog")))
(add-hook 'psgml-mode-hook
  '(lambda () (local-psgml-mode-hook)))









nano


Install from editors/nano or editors/nano-devel.



Configuration


Copy the sample XML syntax highlight file to the user’s home directory:


PROMPT.USER cp /usr/local/share/nano/xml.nanorc ~/.nanorc






Add these lines to the new ~/.nanorc.


syntax "xml" "\.([jrs]html?|xml|xslt?)$"
# trailing whitespace
color ,blue "[[:space:]]+$"
# multiples of eight spaces at the start a line
# (after zero or more tabs) should be a tab
color ,blue "^([TAB]*[ ]{8})+"
# tabs after spaces
color ,yellow "( )+TAB"
# highlight indents that have an odd number of spaces
color ,red "^(([ ]{2})+|(TAB+))*[ ]{1}[^ ]{1}"
# lines longer than 70 characters
color ,yellow "^(.{71})|(TAB.{63})|(TAB{2}.{55})|(TAB{3}.{47}).+$"






Process the file to create embedded tabs:


PROMPT.USER perl -i'' -pe 's/TAB/\t/g' ~/.nanorc









Use


Specify additional helpful options when running the editor:


PROMPT.USER nano -AKipwz -r 70 -T8 chapter.xml






Users of MAN.CSH.1 can define an alias in ~/.cshrc to automate these
options:


alias nano "nano -AKipwz -r 70 -T8"






After the alias is defined, the options will be added automatically:


PROMPT.USER nano chapter.xml
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Documentation Directory Structure


Files and directories in the doc/ tree follow a structure meant to:



		Make it easy to automate converting the document to other formats.


		Promote consistency between the different documentation
organizations, to make it easier to switch between working on
different documents.


		Make it easy to decide where in the tree new documentation should be
placed.





In addition, the documentation tree must accommodate documents in many
different languages and encodings. It is important that the
documentation tree structure does not enforce any particular defaults or
cultural preferences.





The Top Level, doc/


There are two types of directory under doc/, each with very specific
directory names and meanings.








		Directory
		Usage





		share
		Contains files that are not specific to the various translations and encodings of the documentation. Contains subdirectories to further categorize the information. For example, the files that comprise the MAN.MAKE.1 infrastructure are in share/mk, while the additional XML support files (such as the OS extended DocBook DTD) are in share/xml.



		lang.encoding
		One directory exists for each available translation and encoding of the documentation, for example en_US.ISO8859-1/ and zh_TW.UTF-8/. The names are long, but by fully specifying the language and encoding we prevent any future headaches when a translation team wants to provide documentation in the same language but in more than one encoding. This also avoids problems that might be caused by a future switch to Unicode.










The lang.encoding/ Directories


These directories contain the documents themselves. The documentation is
split into up to three more categories at this level, indicated by the
different directory names.








		Directory
		Usage





		articles
		Documentation marked up as a DocBook article (or equivalent). Reasonably short, and broken up into sections. Normally only available as one XHTML file.



		books
		Documentation marked up as a DocBook book (or equivalent). Book length, and broken up into chapters. Normally available as both one large XHTML file (for people with fast connections, or who want to print it easily from a browser) and as a collection of linked, smaller files.



		man
		For translations of the system manual pages. This directory will contain one or more mann directories, corresponding to the sections that have been translated.







Not every lang.encoding directory will have all of these
subdirectories. It depends on how much translation has been accomplished
by that translation team.





Document-Specific Information


This section contains specific notes about particular documents managed
by the FDP.



The Handbook


books/handbook/
The Handbook is written in DocBook XML using the OS DocBook extended
DTD.


The Handbook is organized as a DocBook book. The book is divided into
parts, each of which contains several chapters. chapters are further
subdivided into sections (sect1) and subsections (sect2, sect3) and so
on.



Physical Organization


There are a number of files and directories within the handbook
directory.



Note


The Handbook’s organization may change over time, and this document
may lag in detailing the organizational changes. Post questions
about Handbook organization to the A.DOC.







Makefile


The Makefile defines some variables that affect how the XML source
is converted to other formats, and lists the various source files that
make up the Handbook. It then includes the standard doc.project.mk,
to bring in the rest of the code that handles converting documents from
one format to another.





book.xml


This is the top level document in the Handbook. It contains the
Handbook’s DOCTYPE declaration, as
well as the elements that describe the Handbook’s structure.


book.xml uses parameter
entities to load in the files with
the .ent extension. These files (described later) then define
general entities that are used
throughout the rest of the Handbook.





directory/chapter.xml


Each chapter in the Handbook is stored in a file called chapter.xml
in a separate directory from the other chapters. Each directory is named
after the value of the id attribute on the chapter element.


For example, if one of the chapter files contains:


chapter id="kernelconfig"
...
chapter






Then it will be called chapter.xml in the kernelconfig
directory. In general, the entire contents of the chapter are in this
one file.


When the XHTML version of the Handbook is produced, this will yield
kernelconfig.html. This is because of the id value, and is not
related to the name of the directory.


In earlier versions of the Handbook, the files were stored in the same
directory as book.xml, and named after the value of the id
attribute on the file’s chapter element. Now, it is possible to include
images in each chapter. Images for each Handbook chapter are stored
within share/images/books/handbook. The localized version of these
images should be placed in the same directory as the XML sources for
each chapter. Namespace collisions are inevitable, and it is easier to
work with several directories with a few files in them than it is to
work with one directory that has many files in it.


A brief look will show that there are many directories with individual
chapter.xml files, including basics/chapter.xml,
introduction/chapter.xml, and printing/chapter.xml.



Important


Do not name chapters or directories after their ordering within the
Handbook. This ordering can change as the content within the
Handbook is reorganized. Reorganization should be possible without
renaming files, unless entire chapters are being promoted or demoted
within the hierarchy.






The chapter.xml files are not complete XML documents that can be
built individually. They can only be built as parts of the whole
Handbook.
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XHTML Markup





Introduction


This chapter describes usage of the XHTML markup language used for the
OS web site.


XHTML is the XML version of the HyperText Markup Language, the markup
language of choice on the World Wide Web. More information can be found
at http://www.w3.org/.


XHTML is used to mark up pages on the OS web site. It is usually not
used to mark up other documentation, since DocBook offers a far richer
set of elements from which to choose. Consequently, XHTML pages will
normally only be encountered when writing for the web site.


HTML has gone through a number of versions. The XML-compliant version
described here is called XHTML. The latest widespread version is XHTML
1.0, available in both strict and transitional variants.


The XHTML DTDs are available from the Ports Collection in
textproc/xhtml. They are automatically installed by the textproc/docproj
port.



Note


This is not an exhaustive list of elements, since that would just
repeat the documentation for XHTML. The aim is to list those
elements most commonly used. Please post questions about elements or
uses not covered here to the A.DOC.


Note


In the remainder of this document, when describing elements,
inline means that the element can occur within a block element,
and does not cause a line break. A block element, by comparison,
will cause a line break (and other processing) when it is
encountered.









Formal Public Identifier (FPI)


There are a number of XHTML FPIs, depending upon the version, or level
of XHTML to which a document conforms. Most XHTML documents on the OS
web site comply with the transitional version of XHTML 1.0.


PUBLIC "-//W3C//DTD XHTML 1.0 Transitional//EN"









Sectional Elements


An XHTML document is normally split into two sections. The first
section, called the head, contains meta-information about the
document, such as its title, the name of the author, the parent
document, and so on. The second section, the body, contains content
that will be displayed to the user.


These sections are indicated with head and body elements respectively.
These elements are contained within the top-level html element.


html xmlns="http://www.w3.org/1999/xhtml"
  head
      titleThe Document's Titletitle
  head

  body

    …

  body
html









Block Elements



Headings


XHTML has tags to denote headings in the document at up to six different
levels.


The largest and most prominent heading is h1, then h2, continuing down
to h6.


The element’s content is the text of the heading.


Usage:


h1First sectionh1

<!-- Document introduction goes here -->

h2This is the heading for the first sectionh2

<!-- Content for the first section goes here -->

h3This is the heading for the first sub-sectionh3

<!-- Content for the first sub-section goes here -->

h2This is the heading for the second sectionh2

<!-- Content for the second section goes here -->






Generally, an XHTML page should have one first level heading (h1). This
can contain many second level headings (h2), which can in turn contain
many third level headings. Do not leave gaps in the numbering.





Paragraphs


XHTML supports a single paragraph element, p.


Usage:


pThis is a paragraph.  It can contain just about any
  other element.p









Block Quotations


A block quotation is an extended quotation from another document that
will appear in a separate paragraph.


Usage:


pA small excerpt from the US Constitution:p

blockquoteWe the People of the United States, in Order to form
  a more perfect Union, establish Justice, insure domestic
  Tranquility, provide for the common defence, promote the general
  Welfare, and secure the Blessings of Liberty to ourselves and our
  Posterity, do ordain and establish this Constitution for the
  United States of America.blockquote









Lists


XHTML can present the user with three types of lists: ordered,
unordered, and definition.


Entries in an ordered list will be numbered, while entries in an
unordered list will be preceded by bullet points. Definition lists have
two sections for each entry. The first section is the term being
defined, and the second section is the definition.


Ordered lists are indicated by the ol element, unordered lists by the ul
element, and definition lists by the dl element.


Ordered and unordered lists contain listitems, indicated by the li
element. A listitem can contain textual content, or it may be further
wrapped in one or more p elements.


Definition lists contain definition terms (dt) and definition
descriptions (dd). A definition term can only contain inline elements. A
definition description can contain other block elements.


Usage:


pAn unordered list.  Listitems will probably be
  preceded by bullets.p

ul
  liFirst itemli

  liSecond itemli

  liThird itemli
ul

pAn ordered list, with list items consisting of multiple
  paragraphs.  Each item (note: not each paragraph) will be
  numbered.p

ol
  lipThis is the first item.  It only has one paragraph.pli

  lipThis is the first paragraph of the second item.p

    pThis is the second paragraph of the second item.pli

  lipThis is the first and only paragraph of the third
    item.pli
ol






Usage:


dl
  dtTerm 1dt

  ddpParagraph 1 of definition 1.p

    pParagraph 2 of definition 1.pdd

  dtTerm 2dt

  ddpParagraph 1 of definition 2.pdd

  dtTerm 3dt

  ddpParagraph 1 of definition 3.pdd
dl









Pre-formatted Text


Pre-formatted text is shown to the user exactly as it is in the file.
Text is shown in a fixed font. Multiple spaces and line breaks are shown
exactly as they are in the file.


Wrap pre-formatted text in the pre element.


For example, the pre tags could be used to mark up an email message:


pre  From: nik@FreeBSD.org
  To: freebsd-doc@FreeBSD.org
  Subject: New documentation available

  There is a new copy of my primer for contributors to the FreeBSD
  Documentation Project available at

    &lt;URL:http://people.FreeBSD.org/~nik/primer/index.html&gt;

  Comments appreciated.

  Npre






Keep in mind that < and & still are recognized as special
characters in pre-formatted text. This is why the example shown had to
use &lt; instead of <. For consistency, &gt; was used in
place of >, too. Watch out for the special characters that may
appear in text copied from a plain-text source, like an email message or
program code.





Tables


Mark up tabular information using the table element. A table consists of
one or more table rows (tr), each containing one or more cells of table
data (td). Each cell can contain other block elements, such as
paragraphs or lists. It can also contain another table (this nesting can
repeat indefinitely). If the cell only contains one paragraph then the
pelement is not needed.


Usage:


pThis is a simple 2x2 table.p

table
  tr
    tdTop left celltd

    tdTop right celltd
  tr

  tr
    tdBottom left celltd

    tdBottom right celltd
  tr
table






A cell can span multiple rows and columns by adding the rowspan or
colspan attributes with values for the number of rows or columns to be
spanned.


Usage:


pOne tall thin cell on the left, two short cells next to
  it on the right.p

table
  tr
    td rowspan="2"Long and thintd
  tr

  tr
    tdTop celltd

    tdBottom celltd
  tr
table






Usage:


pOne long cell on top, two short cells below it.p

table
  tr
    td colspan="2"Top celltd
  tr

  tr
    tdBottom left celltd

    tdBottom right celltd
  tr
table






Usage:


pOn a 3x3 grid, the top left block is a 2x2 set of
  cells merged into one.  The other cells are normal.p

table
  tr
    td colspan="2" rowspan="2"Top left large celltd

    tdTop right celltd
  tr

  tr
    <!-- Because the large cell on the left merges into
         this row, the first <td> will occur on its
         right -->

    tdMiddle right celltd
  tr

  tr
    tdBottom left celltd

    tdBottom middle celltd

    tdBottom right celltd
  tr
table











In-line Elements



Emphasizing Information


Two levels of emphasis are available in XHTML, em and strong. em is for
a normal level of emphasis and strong indicates stronger emphasis.


em is typically rendered in italic and strong is rendered in bold. This
is not always the case, and should not be relied upon. According to best
practices, web pages only hold structural and semantical information,
and stylesheets are later applied to them. Think of semantics, not
formatting, when using these tags.


Usage:


pemThisem has been emphasized, while
  strongthisstrong has been strongly emphasized.p









Indicating Fixed-Pitch Text


Content that should be rendered in a fixed pitch (typewriter) typeface
is tagged with tt (for “teletype”).


Usage:


pMany system settings are stored in
  tt/etctt.p









Links



Note


Links are also inline elements.







Linking to Other Documents on the Web


A link points to the URL of a document on the web. The link is indicated
with a, and the href attribute contains the URL of the target document.
The content of the element becomes the link, indicated to the user by
showing it in a different color or with an underline.


Usage:


pMore information is available at the
  a href="http://www.&os;.org/"&os; web sitea.p






This link always takes the user to the top of the linked document.





Linking to Specific Parts of Documents


To link to a specific point within a document, that document must
include an anchor at the desired point. Anchors are included by
setting the id attribute of an element to a name. This example creates
an anchor by setting the id attribute of a p element.


Usage:


p id="samplepara"This paragraph can be referenced
  in other links with the name ttsampleparatt.p






Links to anchors are similar to plain links, but include a # symbol
and the anchor’s ID at the end of the URL.


The samplepara example is part of a document called foo.html. A
link to that specific paragraph in the document is constructed in this
example.


pMore information can be found in the
  a href="foo.html#samplepara"sample paragrapha of
  ttfoo.htmltt.p






To link to a named anchor within the same document, omit the document’s
URL, and just use the # symbol followed by the name of the anchor.


The samplepara example resides in this document. To link to it:


pMore information can be found in the
  a href="#samplepara"sample paragrapha of this
  document.p
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The Documentation Build Process


This chapter covers organization of the documentation build process and
how MAN.MAKE.1 is used to control it.





The OS Documentation Build Toolset


These are the tools used to build and install the FDP documentation.



		The primary build tool is MAN.MAKE.1, specifically Berkeley Make.


		Package building is handled by OS’s MAN.PKG.CREATE.1.


		MAN.GZIP.1 is used to create compressed versions of the document.
MAN.BZIP2.1 archives are also supported. MAN.TAR.1 is used for
package building.


		MAN.INSTALL.1 is used to install the documentation.








Understanding Makefiles in the Documentation Tree


There are three main types of Makefiles in the OS Documentation
Project tree.



		Subdirectory ``Makefile`s <#sub-make>`__ simply pass commands to
those directories below them.


		Documentation ``Makefile`s <#doc-make>`__ describe the
document(s) that should be produced from this directory.


		Make includes are the glue that perform the
document production, and are usually of the form doc.xxx.mk.






Subdirectory Makefiles


These Makefiles usually take the form of:


SUBDIR =articles
SUBDIR+=books

COMPAT_SYMLINK = en

DOC_PREFIX?= ${.CURDIR}/..
.include "${DOC_PREFIX}/share/mk/doc.project.mk"






The first four non-empty lines define the MAN.MAKE.1 variables
SUBDIR, COMPAT_SYMLINK, and DOC_PREFIX.


The SUBDIR statement and COMPAT_SYMLINK statement show how to
assign a value to a variable, overriding any previous value.


The second SUBDIR statement shows how a value is appended to the
current value of a variable. The SUBDIR variable is now ``articles



books``.



The DOC_PREFIX assignment shows how a value is assigned to the
variable, but only if it is not already defined. This is useful if
DOC_PREFIX is not where this Makefile thinks it is - the user
can override this and provide the correct value.


What does it all mean? SUBDIR mentions which subdirectories below
this one the build process should pass any work on to.


COMPAT_SYMLINK is specific to compatibility symlinks (amazingly
enough) for languages to their official encoding (doc/en would point
to en_US.ISO-8859-1).


DOC_PREFIX is the path to the root of the OS Document Project tree.
This is not always that easy to find, and is also easily overridden, to
allow for flexibility. .CURDIR is a MAN.MAKE.1 builtin variable with
the path to the current directory.


The final line includes the OS Documentation Project’s project-wide
MAN.MAKE.1 system file doc.project.mk which is the glue which
converts these variables into build instructions.





Documentation Makefiles


These Makefiles set MAN.MAKE.1 variables that describe how to
build the documentation contained in that directory.


Here is an example:


MAINTAINER=nik@FreeBSD.org

DOC?= book

FORMATS?= html-split html

INSTALL_COMPRESSED?= gz
INSTALL_ONLY_COMPRESSED?=

# SGML content
SRCS=  book.xml

DOC_PREFIX?= ${.CURDIR}/../../..

.include "$(DOC_PREFIX)/share/mk/docproj.docbook.mk"






The MAINTAINER variable allows committers to claim ownership of a
document in the OS Documentation Project, and take responsibility for
maintaining it.


DOC is the name (sans the .xml extension) of the main document
created by this directory. SRCS lists all the individual files that
make up the document. This should also include important files in which
a change should result in a rebuild.


FORMATS indicates the default formats that should be built for this
document. INSTALL_COMPRESSED is the default list of compression
techniques that should be used in the document build.
INSTALL_ONLY_COMPRESS, empty by default, should be non-empty if only
compressed documents are desired in the build.


The DOC_PREFIX and include statements should be familiar already.







OS Documentation Project Make Includes


MAN.MAKE.1 includes are best explained by inspection of the code. Here
are the system include files:



		doc.project.mk is the main project include file, which includes
all the following include files, as necessary.


		doc.subdir.mk handles traversing of the document tree during the
build and install processes.


		doc.install.mk provides variables that affect ownership and
installation of documents.


		doc.docbook.mk is included if DOCFORMAT is docbook and
DOC is set.






doc.project.mk


By inspection:


DOCFORMAT?=   docbook
MAINTAINER?=    doc@FreeBSD.org

PREFIX?=    /usr/local
PRI_LANG?=  en_US.ISO8859-1

.if defined(DOC)
.if ${DOCFORMAT} == "docbook"
.include "doc.docbook.mk"
.endif
.endif

.include "doc.subdir.mk"
.include "doc.install.mk"







Variables


DOCFORMAT and MAINTAINER are assigned default values, if these
are not set by the document make file.


PREFIX is the prefix under which the documentation building
tools are installed. For normal package and port
installation, this is /usr/local.


PRI_LANG should be set to whatever language and encoding is natural
amongst users these documents are being built for. US English is the
default.



Note


PRI_LANG does not affect which documents can, or even will, be
built. Its main use is creating links to commonly referenced
documents into the OS documentation install root.









Conditionals


The .if defined(DOC) line is an example of a MAN.MAKE.1 conditional
which, like in other programs, defines behavior if some condition is
true or if it is false. defined is a function which returns whether
the variable given is defined or not.


.if ${DOCFORMAT} == "docbook", next, tests whether the DOCFORMAT
variable is "docbook", and in this case, includes
doc.docbook.mk.


The two .endifs close the two above conditionals, marking the end
of their application.







doc.subdir.mk


This file is too long to explain in detail. These notes describe the
most important features.



Variables



		SUBDIR is a list of subdirectories that the build process should
go further down into.


		ROOT_SYMLINKS is the name of directories that should be linked to
the document install root from their actual locations, if the current
language is the primary language (specified by PRI_LANG).


		COMPAT_SYMLINK is described in the Subdirectory
Makefile section.








Targets and Macros



		Dependencies are described by ``target:


		dependency1 dependency2
...`` tuples, where to build target, the given





dependencies must be built first.


After that descriptive tuple, instructions on how to build the target
may be given, if the conversion process between the target and its
dependencies are not previously defined, or if this particular
conversion is not the same as the default conversion method.


A special dependency .USE defines the equivalent of a macro.


_SUBDIRUSE: .USE
.for entry in ${SUBDIR}
    @${ECHO} "===> ${DIRPRFX}${entry}"
    @(cd ${.CURDIR}/${entry} && \
    ${MAKE} ${.TARGET:S/realpackage/package/:S/realinstall/install/} DIRPRFX=${DIRPRFX}${entry}/ )
.endfor






In the above, _SUBDIRUSE is now a macro which will execute the given
commands when it is listed as a dependency.


What sets this macro apart from other targets? Basically, it is executed
after the instructions given in the build procedure it is listed as a
dependency to, and it does not adjust .TARGET, which is the variable
which contains the name of the target currently being built.


clean: _SUBDIRUSE
    rm -f ${CLEANFILES}






In the above, clean will use the _SUBDIRUSE macro after it has executed
the instruction rm -f ${CLEANFILES}. In effect, this causes clean to
go further and further down the directory tree, deleting built files as
it goes down, not on the way back up.



Provided Targets



		install and package both go down the directory tree calling the real
versions of themselves in the subdirectories (realinstall and
realpackage respectively).


		clean removes files created by the build process (and goes down the
directory tree too). cleandir does the same, and also removes the
object directory, if any.










More on Conditionals



		exists is another condition function which returns true if the
given file exists.


		empty returns true if the given variable is empty.


		target returns true if the given target does not already exist.






		Looping Constructs in ``make


		(.for)``







.for provides a way to repeat a set of instructions for each
space-separated element in a variable. It does this by assigning a
variable to contain the current element in the list being examined.


_SUBDIRUSE: .USE
.for entry in ${SUBDIR}
    @${ECHO} "===> ${DIRPRFX}${entry}"
    @(cd ${.CURDIR}/${entry} && \
    ${MAKE} ${.TARGET:S/realpackage/package/:S/realinstall/install/} DIRPRFX=${DIRPRFX}${entry}/ )
.endfor






In the above, if SUBDIR is empty, no action is taken; if it has one
or more elements, the instructions between .for and .endfor
would repeat for every element, with entry being replaced with the
value of the current element.
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  July-September 2008


Introduction


In this Quarter work has been progressing in quite a few areas of
FreeBSD. FreeBSD 7.1-BETA2 and 6.4-RC2 have been released for
pre-release testing. EuroBSDCon 2008 took place in Strasbourg, France
and quite a few developers got together for the Developer Summit before
the Conference. The USB2 stack has been imported into the -HEAD branch.


Thanks to all the reporters for the excellent work! We hope you enjoy
reading.


proj Projects team FreeBSD Team Reports kern Kernel arch Architectures
docs Documentation misc Miscellaneous


FreeBSD for ASUS EeePC


Stanislav Sedov stas@FreeBSD.org Rui Paulo rpaulo@FreeBSD.org Lars
Engels lme@FreeBSD.org ASUS Eee Wiki


ASUS Eee is a line of cheap subnotebooks. These come with Linux or
Windows preinstalled. The hardware is a bit inconventional, so it
required some efforts to make FreeBSD run properly on this hardware.
Also, these machines contain some hardware that was not supported by
FreeBSD.


Currently FreeBSD should run on all Eee models out of the box, and most
hardware should just work. At least, 700, 701, 901 and 1000 was tested
successfully. The hardware supported includes Atheros wireless backed by
ath(4) in HEAD (you still need a patch for RELENG_7), Attansic L2
FastEthernet controller (ae(4)), High Definition audio controller
(snd_hda), Synaptics touchpad and so on. Suspend/resume also works fine
with some exceptions.


There is also a hardware monitoring module, that allows user to control
FAN speed and voltage, as well as monitor current CPU temperature. Wiki
page contains information on how to obtain this module and use it. There
are also a lot of useful tips and tricks for using FreeBSD on ASUS EeePC
on that page.


Attansic L1 Gigabit Ethernet support (for ASUS Eee 901)


Wireless driver for ASUS Eee 901 (ral(4))


Fix Synaptics resume path.


CVSMode for csup


Ulf Lilleengen lulf@FreeBSD.org Perforce repository


The implementation of cvsmode for csup has become more mature, and has
been tested by a few people so far. All parts directly related to
CVSMode have been implemented, and it seems to work quite well. Testers
are still needed, so any users of cvsup using it to mirror or fetch the
CVS repository (cvsmode/mirror mode) are encouraged to try it.


Implement support for the rsync protocol (not needed for proper working,
but it will probably speed up csup in some cases)


Implement complete support for using the status file in cvsmode


The FreeBSD Hungarian Documentation Project


Gábor Kövesdán gabor@FreeBSD.org Gábor Páli pgj@FreeBSD.org Hungarian
Web Page for FreeBSD Hungarian Documentation for FreeBSD The FreeBSD
Hungarian Documentation Project’s Wiki Page Perforce Depot for the
FreeBSD Hungarian Documentation Project


In July, pgj gave a
presentation [http://people.freebsd.org/~pgj/fhdp/fhdp-slides.20080704.pdf.gz]
(in Hungarian) about the FreeBSD Hungarian Documentation Project in
Debrecen, Hungary.


Based on the checkupdate script mentioned in our previous status report,
we launched our Translation Checking
Service [http://lists.freebsd.org/pipermail/cvs-doc/2008-July/018608.html]
to help to schedule periodic updates for Hungarian doc/www translations.
Moreover, a small bug in EPS images blocking automatic generation of the
Handbook PDF version was
corrected [http://lists.freebsd.org/pipermail/cvs-doc/2008-August/018785.html]
, therefore it is now available for
download [ftp://ftp.freebsd.org/pub/FreeBSD/doc/hu/books/handbook] .


Shortly after the renovation of its source, translation of the FAQ has
also become part of Hungarian documentations. Both
online [http://www.freebsd.org/doc/hu/books/faq] and
offline [ftp://ftp.freebsd.org/pub/FreeBSD/doc/hu/books/faq]
versions are available. A recently translated article
(gjournal-desktop [http://www.freebsd.org/doc/hu/articles/gjournal-desktop])
has also been added.


Hungarian translation of the FreeBSD Documentation Project Primer for
New Contributors has been
started [http://wiki.freebsd.org/TheHungarianFDPPrimer] . We hope
this will encourage others to help our work. There is always place in
our team, every submitted translation or feedback is appreciated and
very welcome.


Translate release notes for -CURRENT and 7.X


Translate articles


Translate the FDP Primer


Read the translations, send feedback


The FreeBSD Foundation


Deb Goodkin deb@FreeBSD.org


For the first time we sent out a request for project proposals. We were
very excited about the proposals we received. We accepted four projects
and will be announcing them soon. We were proud to sponsor NYCBSDCon and
EuroBSDCon. We are also a sponsor of MeetBSDCon. We provided travel
grants for the Cambridge FreeBSD Developer Summit in August. We are
continuing to provide updated Java binaries for FreeBSD 7.0. We
continued to provide legal support for the project.


FreeBSD mirror statistics


Edwin Groothuis edwin@FreeBSD.org Website 10 Day Score overview


There are many FreeBSD mirrors, either FTP or WWW or CVSup or RSync, but
are they really all up-to-date? Some are, some aren’t. The ones who
aren’t, how out to date are they? Or do they only carry a subset of the
data? And how does it go over time?


This project checks once per day the contents of the sites which are
advertised in DNS, with the rsync*, www*, cvsup* and ftp* prefixes.
The lists of hosts are based on the contents of the DNS zonefile for the
country domains, so it will be automatically adjusted whenever a mirror
is added.


The statuses can be compared on country base and between two dates and
the 10 day score overview shows the general health of the FreeBSD
Mirroring network.


Create a list of contact details per mirror.


Chase mirror maintainers with regarding to the status of their servers.


USB2


Hans Petter Sirevaag Selasky hselasky@freebsd.org Current USB files


The new USB stack has been imported to FreeBSD-CURRENT. There is an
ongoing review process at the freebsd-usb mailing list and the
freebsd-current mailing list. A couple of minor issues remain.


Ideas and comments with regard to the new USB stack are welcome at
freebsd-usb@freebsd.org .


Multi-IPv4/v6/no-IP jails


Bjoern A. Zeeb bz@FreeBSD.ORG Web page for regularly updates and patches
Perforce tree


The multi-IPv4/v6/no-IP jails project was resumed beginning of this year
and is in the final stage now. A commit is imminent waiting for final
review to be finished.


As an alternative solution to full network stack virtualization, this
work shall provide a lightweight solution for multi-IP virtualization.
The changes are even more important because of the emerging demand for
IPv6.


Ideally this will be merged to FreeBSD 7 before 7.2-RELEASE and stay in
FreeBSD 8 for the transitional period to full network stack
virtualization.


Finish review.


Management (rc framework, ..) for 7-STABLE.


Identify ports that need to be updated.


MavEtJu’s FreeBSD Mailing List Browser


Edwin Groothuis edwin@FreeBSD.org Website


Earlier this year I put efforts into the creation of a new layout for
the FreeBSD mailinglists. The following issues were tackled:



		Display which mailinglists are active and are visited often.


		A clean weekly/monthly overview per list.


		In the weekly/monthly overview, be able to go forward and backward in
time.


		Browsing through threads goes by the Replies/Replies To/Referenced
By/References To fields of the emails, but visible who the email is
from.


		An overview of the thread with quick links to the articles.


		Text attachments are normally shown, other attachment are normally
not shown.


		Tag messages, see your browsing history, reply to emails and an “wrap
long lines” feature.


		Filtering out of svn-, cvs-, freebsd-, and p4- groups.


		Show date and time in the format you want.


		Storing of preferences managed via OpenID identification.





The mailinglist website is updated once per hour with the mailinglists
via cvsup.


Addition of RSS feeds per mailinglist and for the “last day” feature.


FreeBSD Multimedia Resources List


Edwin Groothuis edwin@FreeBSD.org Website RSS feed


Please note that the FreeBSD Multimedia Resources List is still alive
and kicking. It is a one-stop-shop for FreeBSD related podcasts,
vodcasts and audio/video resources. It has talks, videos and papers of
the New York City BSD Con 2008, FreeBSD Developer Summit, BSDCan 2008,
AsiaBSDCon 2008, OpenFest and has recordings with regular talks like the
NYCBUG user group and regular podcast of BSDTalk.


pkg_trans


Ivan Voras ivoras@freebsd.org


The “pkg_trans” project is a work in progress aiming to add package
transactions / grouping to common package manipulation utilities
(pkg_add, pkg_delete). The intention is to have all packages pulled in
by a particular command like “pkg_add” or “make install” grouped in a
single transaction, which can be later rolled back. This will allow
users to, for example, install a big tree of dependent packages (like
kde4), try it, and later delete it.


Currently the pkg_trans and the patched utilities are available for
testing. There are some open issues but it’s generally stable.


I cannot modify the “make install” infrastructure for ports and 3rd
party utilities such as portupgrade. People who know these utilities are
very welcome to help.


More testing is needed.


FreeBSD/powerpc for Freescale MPC8572


Rafal Jaworowski raj@semihalf.com Bartlomiej Sieka tur@semihalf.com


The MPC8572 system-on-chip device is a high-end member of Freescale
PowerQUICC III family, which features a rich set of integrated
peripherals. It is a dual e500v2 core system, compliant with Book-E
definition of the Power Architecture. For detailed specification see:
http://www.freescale.com/webapp/sps/site/prod_summary.jsp?code=MPC8572E
This work is extending our (single core) MPC85XX port already available
in the SVN tree. Currently the MPC8572 support covers:


all existing functionality of FreeBSD/MPC85XX (console, e500
interrupts/exceptions, networking, etc.)


SMP



		dual-e500 cores running at 1.5GHz each


		ULE





Security engine (SEC)


General purpose DMA controller


Pattern matching engine (PME)


Ethernet controller (eTSEC) advanced features



		multicast


		jumbo frames


		TCP/IP h/w checksumming


		VLAN tagging


		polling


		interrupt coalescing





PCI-Express bridge


I2C controller


High level functional summary:



		stable multiuser SMP operation


		NFS-mounted root filesystem





Remaining built-in peripherals drivers


Release Engineering Team


Ken Smith re@FreeBSD.org


The Release Engineering Team continues to work on getting 6.4-RELEASE
and 7.1-RELEASE ready. 6.4-RC2 builds are coming up shortly, with
6.4-RELEASE expected about two weeks later. There are still a few issues
being worked on for 7.1-RELEASE though hopefully we will be ready to
proceed with 7.1-RC1 within the next week. Both 6.4-RELEASE and
7.1-RELEASE will include DVD image ISOs for the amd64 and i386
architectures which has been requested by quite a few end-users.


FreeBSD Security Officer and Security Team


Security Officer security-officer@FreeBSD.org Security Team
security-team@FreeBSD.org


The FreeBSD Security Team has recently had some membership changes.
George V. Neville-Neil, Dag-Erling Smorgrav, and Marcus Alves Grando
have retired from the team. We thank them for their work while they were
on the security team. Xin Li, Martin Wilke, Qing Li, and Stanislav Sedov
have joined the team.


Synaptics touchpads support improvements in psm(4)


Jean-SÃ©bastien PÃ©dron dumbbell@FreeBSD.org


psm(4) provides basic support for Synaptics Touchpad but doesn’t allow
one to take advantage of many features like multi-finger tap and
tap-hold, or virtual scrolling. A driver for X.Org is available but the
movements are not very precise and the setup is not easy if you want to
use your touchpad in the console.


The goal of this project is to first provide a better movement filtering
and smoothing, then bring the more advanced features.


Right now, movement filtering, multi-finger tap, tap-hold and virtual
scrolling (using a dedicated area) is implemented.


Virtual scrolling with two fingers (as seen on Apple MacBook) will be
brought back soon.


But before that, the new driver needs testing! It’s currently tested on
an ASUS V6V only and feedback on other laptops would be greatly
appreciated.


Test and send feedback.
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Introduction


This report covers &os;-related projects between January and March 2013.
This is the first of four reports planned for 2013.


Highlights from this status report include the busy preparations of
8.4-RELEASE, restoration of binary package building, steady progress of
several porting efforts, like work on the &os; ports of xorg, GNOME,
KDE, and Xfce, bringing &os; to Cubieboard and Hackberry boards,
development of ARM and AMD GPU support, improving performance of UFS/FFS
and callouts, and introducing a multipath TCP implementation for the
network stack.


Thanks to all the reporters for the excellent work! This report contains
31 entries and we hope you enjoy reading it.


The deadline for submissions covering the period between April and June
2013 is July 7th, 2013.


proj Projects team &os; Team Reports kern Kernel docs Documentation arch
Architectures ports Ports misc Miscellaneous


&os; Core Team


Core Team core@FreeBSD.org


At the end of 2012, the Core Team approved using Google Analytics on the
Project web site to enable the Documentation Engineering Team to collect
statistics on its usage for better profiling. In the first quarter of
2013, the Core Team worked with the Documentation Engineering Team to
finalize the associated policies.


Due to some debates around the political correctness of quotes added for
the fortune(6) utility, the corresponding data file has been removed
from the base system in -CURRENT.


In light of the security incident, the liaison role between the Core
Team and the Security Team has been restored, with Gavin Atkinson
assuming this role. The Core Team work hard on resolving the current
situation of the binary package building cluster and the associated
security problems in tight cooperation with the Ports Management Team,
Cluster Administators, and the &os; Foundation Board. The compromise
page [http://www.FreeBSD.org/news/2012-compromise.html] is kept
updated on the results.


The &os; Project submitted an application for Google Summer of Code this
year again.


There was access granted for 2 new committers and 1 commit bit was taken
for safekeeping in this quarter.


&os; Port Managers


Thomas Abthorpe portmgr-secretary@FreeBSD.org Port Management Team
portmgr@FreeBSD.org


The ports tree contains approximately 24,300 ports, while the PR count
still is close to 1600.


In the first quarter we added 4 new committers, took in 1 commit bit for
safe keeping, and re-instated 1 commit bit.


In February, Mark Linimon (linimon) stepped down from his duties in the
team. Mark had been the second longest serving member of the team. Mark
had spent many long hours refactoring and documenting the portbuild
software to ensure that pointyhat services could be restored.


After a security review, redports.org was turned back on, restoring
Tinderbox services to contributors, along with post commit QATs. In
addition, pointyhat infrastructure had also undergone a review and work
begain on restoring the package build system.


Erwin Lansing (erwin) and Martin Wilke (miwi) took on the principle
roles of getting the portbuild software installed and running on
pointyhat. As a result of all their hard work, portmgr@ was finally able
to resume doing -exp runs, preparing packages for the upcoming 8.4
release, as well as getting a set of 9.1 packages retroactively
prepared.


After many long years of being the defacto standard for the Project, CVS
support for the ports tree officially ended on February 28.


The ports tree was tagged with RELEASE_7_EOL, to coincide with the
end of life for &os; 7.X.


Beat Gaetzi (beat) stepped down from his duties on portmgr@ in March.
Among his notable contributions was the task of migrating the Ports Tree
from the old CVS repo to Subversion.


Bryan Drewery (bdrewery) joined the Ports Management team in March,
bringing with him his wealth of knowledge and skill from maintaining
portupgrade, portmaster, assisting with pkgng, as well as co-developing
poudriere.


Most ports PRs are assigned, we now need to focus on testing, committing
and closing.


The &os; Japanese Documentation Project


Hiroki Sato hrs@FreeBSD.org Ryusuke Suzuki ryusuke@FreeBSD.org Japanese
&os; Web Page The &os; Japanese Documentation Project Web Page


Web page (htdocs): Newsflash and some other updates in the English
version have been translated to keep them up-to-date. Specifically, the
release related contents were updated in this period.


Books: &os; Handbook has constantly been updated since the last report;
particularly, “ports”, “desktop” section were largely updated. Some
progress has been made in the “advanced-networking” section, contributed
by a new translator.


“Writing &os; Problem Reports” article is now in sync with the English
version.


Further translation work of outdated documents in ja_JP.eucJP subtree.


&os; on Cubieboard


Ganbold Tsagaankhuu ganbold@FreeBSD.org Oleksandr Tymoshenko
gonzo@FreeBSD.org


Initial support of Allwinner A10 SoC is committed to -CURRENT. &os; is
now running on boards such as Cubieboard, Hackberry and it supports
following peripherals:



		USB EHCI


		GPIO





Get EMAC Ethernet driver working. Need more help from network driver
experts.


Implement more drivers.


Multipath TCP (MPTCP) for &os;


Nigel Williams njwilliams@swin.edu.au Lawrence Stewart
lastewart@swin.edu.au Grenville Armitage garmitage@swin.edu.au


We have been working to create a BSD-licensed implementation of
Multipath TCP — a set of TCP extensions that allow for transparent
multipath operation with multiple IP addresses as specified in
experimental RFC6824.


We made our first v0.1 public release on 2013-03-11 and recently
released v0.3 on 2013-04-16. The code is currently considered to be of
alpha quality. We are working towards pushing the code into a &os;
Subversion repository project branch to continue the on-going
development effort in a more publicly accessible location. As part of
this move, we hope to begin releasing regular snapshot installer ISOs of
the MPTCP project branch courtesy of Hiroki Sato and the allbsd.org
daily snapshot infrastructure.


We are about to release a CAIA technical report 130424A entitled “Design
Overview of Multipath TCP version 0.3 for &os; 10” on 2013-04-24 which
provides a high-level design and architecture overview of the v0.3 code
release.


Going forward, we expect to continue development and release additional
technical reports and academic papers covering topics such as
performance analysis and multipath congestion control/scheduling.


The code is currently of alpha quality so we welcome all testing
feedback, but please familiarize yourself with the README file and
“Known Limitations” section in particular before jumping in.


TCP-AO Authentication Option


André Oppermann andre@FreeBSD.org SVN branch


Work is under way to implement TCP-AO (TCP Authentication Option)
according to RFC5925 and RFC5926. TCP-AO is an extension to TCP-MD5
signatures commonly used in routers to secure BGP routing protocol
sessions against spoofing attacks. The work is under contract and
sponsored by Juniper Networks.


Atomic “close-on-exec”


Jilles Tjoelker jilles@FreeBSD.org


If threads or signal handlers call fork() and exec(), file
descriptors may be passed undesirably to child processes, which may lead
to hangs (if a pipe is not closed), exceeding the file descriptor limit
and security problems (if the child process has lower privilege). One
solution is various new APIs that set the “close-on-exec” flag
atomically with allocating a file descriptor. Some existing software
will use the new features if present or will even refuse to compile
without them.


Various parts have been present for some time.


In first quarter of 2013, extensions to recvmsg(), socket(),
socketpair() and posix_openpt() have been added.


BXR.SU — Super User’s BSD Cross Reference


Constantine A. Murenin cnst++@FreeBSD.org BXR.SU — Super User’s BSD
Cross Reference


Super User’s BSD Cross Reference (BXR.SU) is a new source-code search
engine that covers the complete kernel and non-GNU userland source trees
of &os;, NetBSD, OpenBSD, and DragonFly BSD.


BXR.SU is optimised to be very fast, has daily updates of all the trees,
and also acts as a deterministic URL shortener.


BXR.SU is based on an OpenGrok fork, but it is more than just OpenGrok.
We have fixed a number of annoyances, eliminated features that just
never worked right from the outright, and provided integration with
tools like CVSweb (including great mirrors like allbsd.org), &os;’s
ViewVC (SVN), as well as GitHub and Gitweb from
git.freebsd.your.org, plus a tad of other improvements, including a
complete rewrite of an mdoc parser. Last, but definitely not least, is
an extensive set of nginx rewrite rules that makes it a breeze to use
BXR.SU as a deterministic URL compactor for referencing BSD source code.
For example, the http://bxr.su/f/kern/sched_ule.c URL will
automatically redirect to http://bxr.su/FreeBSD/sys/kern/sched_ule.c
through nginx.


Note that according to the release schedule of BXR.SU, there is no IPv4
glue until 2013-04-24; otherwise, the service is available via both IPv4
and IPv6. See the 2013-04-01 announcement on the freebsd-hackers mailing
list for more details.


Find up-to-date git repositories (served with Gitweb) of NetBSD and
OpenBSD.


Find a Gitweb mirror of &os; that is faster than GitHub and Gitorious.


&os; Postmaster Team


David Wolfskill postmaster@FreeBSD.org


In the first quarter of 2013, the &os; Postmaster Team has implemented
the following items that may be interest of the general public:



		Changes in configuration of Mailman-managed lists: allow to accept
the application/pkcs7-signature MIME type (in addition to the
application/x-pkcs7-signature MIME type), thus permitting S/MIME
signatures on list mail.


		New lists: freebsd-ops-announce — announcements of infrastructure
issues, and freebsd-pkg — discussion of binary package management
and package tools.





&os; Bugmeister Team


Eitan Adler eadler@FreeBSD.org Gavin Atkinson gavin@FreeBSD.org
Oleksandr Tymoshenko gonzo@FreeBSD.org


The &os; Bugmeister Team are continuing to evaluate options for
alternate bug trackers and have narrowed their choices to two
possibilities: Bugzilla and roundup.


The number of non-ports PRs have remained relatively static over the
last three months, with as many coming in as being closed. The number of
ports PRs have increased recently, largely due to the ports freeze for
the upcoming 8.4-RELEASE.


The Bugmeister team continue work on trying to make the contents of the
GNATS PR database cleaner, more accessible and easier for committers to
find and resolve PRs, by tagging PRs to indicate the areas involved, and
by ensuring that there is sufficient info within each PR to resolve each
issue.


As always, anybody interested in helping out with the PR queue is
welcome to join us in #freebsd-bugbusters on EFnet. We are always
looking for additional help, whether your interests lie in triaging
incoming PRs, generating patches to resolve existing problems, or simply
helping with the database housekeeping (identifying duplicate PRs, ones
that have already been resolved, etc). This is a great way of getting
more involved with &os;!


Finalize the decision of which new bug tracker to use.


Get more users involved with triaging PRs as they come in.


Assist committers with closing PRs.


callout(9) Improvements


Davide Italiano davide@FreeBSD.org Alexander Motin mav@FreeBSD.org


In &os;, timers are provided by the callout facility, which allows to
register a function with an argument to be called at specified future
time. The subsystem suffered of some problems, such as the impossibility
of handling high-resolution events or its inherent periodic structure,
which may lead to spurious wakeups and higher power consumption. Some
consumers, such as high-speed networking, VoIP and other real-time
applications need a better precision than the one currently allowed.
Also, especially with the ubiquity of laptops in the last years, the
energy wasted by interrupts waking CPUs from sleep may be a sensitive
factor. Recent changes in the subsystem addressed those long-standing
issues as well as introduced a new programming interface to take
advantage of the new features.


Evaluating if it is worthwhile to migrate any of the other callout(9)
consumers to the new interface.


Move callout consumers still using the legacy timeout()/untimeout()
interface to callout_*() in order to get rid of redundant code and
clean up KPI.


&os; Haskell Ports


Gábor Páli pgj@FreeBSD.org Ashish Shukla ashish@FreeBSD.org &os; Haskell
wiki page &os; Haskell ports repository


We are proud to announce &os; Haskell Team has updated existing ports to
their latest stable versions. We also added number of new ports, which
brings the count of Haskell ports in &os; ports tree to more than 400,
featuring many popular software, e.g. xmonad, git-annex,
pandoc or various web framework implementations. All of these
updates will be available as part of the upcoming 8.4-RELEASE. We also
came to know that Haskell ports are also being used successfully on
DragonFlyBSD’s dports tree.


In our development repository, there was some optional support added for
LLVM-based code generation using the GHC LLVM backend. This works mostly
on &os; too, though some of the ports would need fixing so it is still
considered experimental.


Try to build GHC with clang (as system compiler).


Commit pending Haskell ports to the &os; ports tree.


Add more ports to the Ports Collection.


FreeNAS


Alfred Perlstein alfred@FreeBSD.org Josh Paetzel jpaetzel@FreeBSD.org


FreeNAS 8.3.1-RELEASE-p2 will hit Sourceforge the second week of April,
and should end up as the last FreeNAS release based on &os; 8.X. It is
currently the only Free Open Source NAS product available with any form
of ZFS encryption (provided by GELI).


The team is hard at work on getting a &os; 9.X-based release of FreeNAS
ready. Currently there are several nightly snapshots available.


Add HAST to the webinterface.


Migrate to NFSv4.


Integrate foundation sponsored kernel iSCSI target.


Improving the Documentation Project Infrastructre


Gábor Kövesdán gabor@FreeBSD.org The xml-tools branch


There is an on-going work to improve the documentation infrastructure
and modernize our documentation toolchain. The work can be found in the
xml-tools branch and is very near to completion. The improvements
include the following:



		Upgrade to DocBook 4.5.


		Use XSLT instead of DSSSL to render XHTML-based output.


		Generate PDF from PS and simplify image processing.


		Fix make lint and validate the whole documentation set.


		Fix rendering of TOC elements.


		Fix misused link elements that resulted in a corrupt rendering.


		Use more human-friendly publication data and release info rendering.


		Add support for XInclude in DocBook documents.


		Add support for profiling with attributes.


		Add support for Schematron constraints.


		Add experimental epub support.


		Add experimental support for XSL-FO-based printed output.


		Clean up obsolete SGML constructs.


		Clean up catalogs.


		Drop HTML Tidy since it is not needed any more.





The changes eliminate some dependencies and switch the doc repository to
a real XML toolchain with proper validation and more advanced rendering
tools. The only exceptions are Jade and the DSSSL stylesheets, which are
still needed for printed output.


Fix rendering problems with images in printed formats.


Update the Documentation Primer to reflect changes.


GNOME/&os;


&os; GNOME team gnome@FreeBSD.org


The GNOME/&os; Team has recently merged Glib 2.34, Gtk+ 2.24.17 and Gtk+
3.6.4 into ports, the C++ bindings also have got updates. In additional
“low-level” GNOME ports received updates, like libsoup,
gobject-introspection, atk and vala for example. The telepathy stack and
empathy where also updated.


The USE_GNOME macro has received support for :run and :build
targets thanks to Jeremy Messenger (mezz). Currently only libxml2 and
libxslt support these targets.


USE_GNOME=pkgconfig is being deprecated in favor of
USE_PKGCONFIG=build. The former also adds a run dependency on
pkg-config, which is not required. A first pass was done to get rid of
this in the Glib update to 2.34. In cooperation with the X11 Team, the
usage of USE_GNOME=pkgconfig in X components will be removed. After
the fallout from this is handled and stragglers are converted, the
USE_GNOME option will be removed.


In addition USE_GNOME=gnomehack is deprecated and should not be
used. Please replace it with USES=pathfix.


The GNOME development repository has switched from CVS to SVN. CVS will
not get any more updates. Uses can get a new version of the
marcusmerge [http://marcuscom.com/downloads/marcusmerge] script that
supports SVN from its home page, and should remove the old CVS checkout
“ports” dir.



		SVN anonymous root: svn://creme-brulee.marcuscom.com/ or
svn://sushi.marcuscom.com/ (IPv6)


		ViewVC: http://www.marcuscom.com:8080/viewvc/viewvc.cgi/marcuscom





Ongoing efforts:



		glib 2.36, pango 1.34.0, gtk 3.8.0 and
gobject-introspection 1.36.0 where updated in the GNOME
development repository.


		Gustau Perez i Querol stepped up and started work on updating the old
GNOME 3.4 ports to 3.6. At the moment of writing these are not
available in the GNOME development repository just yet. For his
efforts, he was awarded a &os; GNOME team membership.


		Jeremy Messenger (mezz) has completed Mate 1.6 which will be arriving
in ports near you when deemed stable enough.





If you want to help with keeping the documentation updated or helping
out in other ways, even if it only parts for the Glib/Gtk/GNOME stack
you are interested in, please contact us!


Update the FreeBSD.org/gnome website, in particular the developer
information about USE_GNOME, maybe put that section in the Porter’s
Handbook instead.


Merge more updated ports from MC to ports.


Testing latest Glib/Gtk releases with existing ports, and import it into
ports when it is ready.


After porting GNOME 3.6 run tests and fix bugs.


KDE/&os;


KDE &os; kde@FreeBSD.org KDE/&os; home page area51


The KDE/&os; Team is very proud to have Schaich Alonso (aschai) joining
the team. Welcome!


The KDE/&os; Team have continued to improve the experience of KDE
software and Qt under &os;. The latest round of improvements include:



		Fix problems establishing UDP connections.





The Team have also made many releases and upstreamed many fixes and
patches. The latest round of releases include:



		KDE SC: 4.9.5, 4.10.1 (ports)


		Qt: 5.0.0 (area51) and 4.8.4 (ports)


		PyQt: 4.9.6 (ports); QScintilla 2.7 (ports); SIP: 4.14.2 (area51) and
4.14.3 (ports)


		KDevelop: 4.4.1 (ports); KDevPlatform: 1.4.1 (ports)


		Calligra: 2.5.5, 2.6.2 (ports)


		Amarok: 2.7.0


		CMake: 2.8.10.2


		Digikam (and KIPI-plugins): 3.1.0 (area51)


		QtCreator: 4.6.1 (ports)


		KDE Telepathy 0.6.0 (area51)


		many smaller ports





As a result — according to PortScout — we have 431 ports, of which 93.5%
(from 91%) are up-to-date.


The Team are always looking for more testers and porters so please
contact us and visit our home page.


Updating out-of-date ports, see PortScout for a list.


UFS/FFS Performance Work


Kirk McKusick mckusick@mckusick.com Paper describing this work


Some work on the performance of UFS/FFS has been recently committed to
HEAD. The purpose of the corresponding change to the FFS layout policy
is to reduce the running time for a full file system check. It also
reduces the random access time for large files and speeds up the
traversal time for directory tree walks.


The key idea is to reserve a small area in each cylinder group
immediately following the inode blocks for the use of metadata,
specifically indirect blocks and directory contents. The new policy is
to preferentially place metadata in the metadata area and everything
else in the blocks that follow the metadata area.


The size of this area can be set when creating a filesystem using
newfs(8) or changed in an existing filesystem using tunefs(8).
Both utilities use the -k     held-for-metadata-blocks option to
specify the amount of space to be held for metadata blocks in each
cylinder group. By default, newfs(8) sets this area to half of
minfree (typically 4% of the data area).


As with all layout policies, it only affects layouts of things allocated
after it is put in place. So these changes will primarily be noticable
on newly created file systems.


File system checks have been sped up by caching the cylinder group maps
in pass1 so that they do not need to be read again in pass5. As this
nearly doubles the memory requirement for fsck(8), the cache is
thrown away if other memory needs in fsck(8) would otherwise fail.
Thus, the memory footprint of fsck(8) remains unchanged in memory
constrained environments. This optimization will be evident on all
UFS/FFS filesystems.


This work was inspired by a
paper [http://www.usenix.org/conference/fast13/ffsck-fast-file-system-checker]
presented at Usenix’s FAST ‘13.


MFC to 9-STABLE and possibly 8-STABLE should happen by May unless
problems arise with these changes in HEAD.


Kernel Information in Process Core Dumps


Mikolaj Golub trociny@freebsd.org


When doing postmortem analysis of a crashed process it is sometimes very
useful to have kernel information about the process at the moment of the
crash, like open file descriptors or resource limits. For a live process
this information can be obtained via sysctl(3) interface e.g. using
procstat(1).


The aim of the project is to add additional notes to a process core
dump, which include process information from the kernel at the moment of
the process crash, teach libprocstat(3) to extract this information
and make procstat(1) use this functionality.


At the moment all necessary code changes are committed to HEAD and are
going to be merge to stable/9 in 1 month.


&os; Release Engineering Team


&os; Release Engineering Team re@FreeBSD.org


&os; 8.4-RC1 just got out the door and we are planning RC2. A couple of
critical fixes have come in that will be included in RC2. The schedule
has slipped about 10 days so far. We are expecting the final release by
the end of April. Packages for 8.4 have been provided by a fully
operational package building cluster.


AMD GPU Kernel Mode-Setting (KMS) Support


Jean-Sébastien Pédron dumbbell@FreeBSD.org J.R. Oldroyd jr@opal.com
Konstantin Belousov kib@FreeBSD.org Project status on the wiki


The project progressed well since February:



		Konstantin committed his TTM port to 10-CURRENT.


		With the help of John Baldwin (jhb) and Andriy Gapon (avg), the Video
BIOS situation greatly improved: the radeonkms driver reads the
BIOS shadow copy if the video card is the primary one, or query the
PCI expansion ROM otherwise. In the end, this code will be probably
committed to the PCI driver so that other video drivers benefit from
it.


		Andriy also reported several problems with the I2C code. Now that
they are fixed, the monitors plugged into DVI and HDMI connectors are
detected and their EDID is read correctly. VGA connector is not
tested so far.


		There is a locking problem in either TTM or the Radeon driver which
prevents OpenGL from working properly. Jean-Sébastien is currently
tracking this down.


		J.R. Oldroyd started to work on a 9-STABLE backport of the driver
which is now working quite well. He had to backport some features
from the VM which may need further refinement by the VM folks.





Yakaz [http://www.yakaz.com/] loaned Jean-Sébastien a computer which
allows him to test a RV630-based discrete card and, in the future, other
PCIe cards. Several users already kindly tested the driver. Big thanks
to all those contributors!


In its current state, the driver allows a simple X session (no OpenGL),
run common applications, watch movies, change the resolution and enable
additional monitors with xrandr(1). The most blocking issue now is
the OpenGL deadlock which prevents running modern compositors/desktop
environment, games and WebGL demos. We are not ready for a “Call For
Testers” yet.


Test multiple cards configurations for Video BIOS issues, especially
Intel integrated card + Radeon discrete card, and AMD integrated card
(IGP) + Radeon discrete card. No need to check configurations with one
shared connector though, it is not supported right now.


The entities Documentation Branch


René Ladan rene@FreeBSD.org Subversion repository link


The entities branch was created to reduce duplication of committer
entities. Currently there is one in authors.ent (with email
addresses) and another one in developers.ent (without email addresses).
This seems to be a leftover from the doc/www split in earlier times. To
remedy this, developers.ent is merged into authors.ent and
entities with email addresses are postfixed as such. Apart from the
instructions for the initial commit, there should be little user-visible
changes. Some related cleanups, like cleaning up team definitions,
replacing literal names by entities from authors.ent, and adding
missing names to authors.ent are also made.


Finish processing of the <email> tag.


Send out a CFT.


Merge back into head branch.


&os;/arm Superpages for ARMv7


Zbigniew Bodek zbb@semihalf.com Grzegorz Bernacki gjb@semihalf.com Rafał
Jaworowski raj@semihalf.com Paper Wiki page Project’s GitHub repository


ARM architecture is more and more prevalent, not only in the mobile and
embedded space. Among the more interesting industry trends emerging in
the recent months has been the “ARM server” concept. Some top-tier
companies have started developing systems like this already (Dell, HP).


Key to &os; success in these new areas are sophisticated features, among
them are superpages.


The objective of this project is to provide &os;/arm with the superpages
support, which will allow for efficient use of TLB translations (enlarge
TLB coverage), leading to improved performance in many applications and
scalability. Indicated functionality is intended to work on ARMv7-based
processors, however compatibility with ARMv6 will be preserved.


Current support status:



		Port of the pv_entry allocator.


		Switch to “AP[2:1]” access permissions model.


		PTE-based, page-referenced/modified emulation.


		Fixes regarding page replacement strategy.


		Code optimizations and bug fixes.





Next steps:



		Dirty pages management.


		Gradual integration to &os; -CURRENT.


		Further pmap optimizations.


		Fragmentation control management.


		Testing and benchmarking.





Support for multiple page sizes.


Implementation of page promotion, demotion and eviction mechanisms.


xorg on &os;


&os; X11 Team x11@FreeBSD.org Niclas Zeising zeising@FreeBSD.org Koop
Mast kwm@FreeBSD.org


Most of the work during this period has been in updating, testing and
stabilizing the development repository. A number of xorg applications
and various other leaf ports has been committed as part of this effort.
After this a CFT was sent out asking for help in testing the remaining
bits in development, including updates to all major libraries and
xorg-server.


Currently, the CFT patch has been submitted for an exp-run to iron out
any final bugs. The plan is to merge it sometime after FreeBSD 8.4 is
released and the ports tree is reopened for commits.


Work is also ongoing to port new versions of MESA and OpenGL, as well as
a new version of xorg-server, and perhaps in the future, Wayland. These
are considered more long-term goals and are not targeted for the current
update.


Decide how to handle the new and old xorg distributions. In recent xorg,
a lot of legacy driver support has been dropped, therefore we need to
maintain two xorg distributions to not lose a lot of hardware drivers.
Currently, this is done by setting the flag WITH_NEW_XORG in
/etc/make.conf, but a more practical solution is needed. This is
especially important since the flag is not very user-friendly, and since
there currently will be no official packages for the new distribution.


Continue to test and update xorg related ports. There are new versions
of xserver, as well as MESA and related OpenGL libraries which needs to
be ported and eventually integrated into the ports tree.


Port Wayland. The future of graphical environments in open source
operating systems seems to be Wayland. This needs to be ported to &os;
so that a wider audience can test it, and so that it eventually can be
integrated into the ports tree, perhaps as a replacement for the current
xorg.


Look into replacements for HAL. HAL is used for hot-plugging of devices,
but it has been long abandoned by Linux. A replacement, perhaps built on
top of devd would be nice to have. This work should be coordinated with
the &os; GNOME and KDE teams.


racct: Block IO Accounting


Rudolf Tomori rudot@FreeBSD.org


This project adds the block IO access accounting to the racct/rctl
resource limiting framework; a working prototype implementation is
available.


&os;/ARM Toolchain Improvements


Andrew Turner andrew@FreeBSD.org


Clang has been made the default compiler on ARM. A number of issues with
LLVM and clang have been found, reported, and fixed upstream.


An issue where some ARM EABI applications compiled with clang crash has
been reported upstream with a patch and will be brought into the &os;
tree when it is accepted. The only other issue blocking moving to the
ARM EABI is C++ exceptions fail to work correctly with shared objects.
This will need us to either import libunwind or implement the functions
libgcc_s requires to find the correct unwind table.


Fix exception handling for EABI.


Native iSCSI Stack


Edward Tomasz Napierała trasz@FreeBSD.org


Focus of the project was extended to also include a new iSCSI initiator.
Compared to the old one, it is more reliable, much more user-friendly,
and somewhat faster. It uses exactly the same configuration file format
as the old one to make migration easier.


As for the target side, it was verified to work properly against major
initiators (&os;, Linux, Solaris, Windows and VMWare ESX).


This project is being sponsored by &os; Foundation.


RDMA support, for both the target and the initiator.


Performance optimization.


Read-only Port of NetBSD’s UDF File System


Will DeVries william.devries@gmail.com Github Repository


An initial read-only port of NetBSD’s UDF file system has been largely
completed. (The UDF file system is often used on CD, DVD and Blu-Ray
discs.) This port provides a number of advantages over &os;’s current
UDF implementation, which include:



		Support for version 2.60 of the UDF file system specification. &os;’s
current implementation only partially supports version 1.5 of the
standard, which was released in 1997. Since Windows and other systems
support newer version of this file system, our users are left without
the ability to read some media written by these systems. In addition,
Blu-Ray discs are commonly written using version 2.50 or 2.60.


		The ability to override the owner and group for all the files and
directories on a UDF volume using mount options.


		The ability to set the owner and group for files and directories that
lack defined owner or group information using mount options. (The UDF
specification allows for files and directories without owners or
groups.)


		The ability to override the mode for all directories and files on a
volume using mount options.


		Support for mounting previous versions of incrementally recorded
media, like CD-Rs.





Xfce/&os;


&os; Xfce Team xfce@FreeBSD.org Midori 0.5 patches


The Xfce &os; Team has updated many ports, especially:



		tumbler: 0.1.27 (add new option, COVER)


		Parole: 0.5.0


		xfdesktop: 4.10.2


		Midori: 0.4.9 (fully compatible with Vala 0.18), 0.5.0 is available
(see links)


		Orage: 4.8.4


		xfce4-terminal: 0.6.1 (renamed by upstream, previous name was
Terminal)





This last application contains drop-down functionality: new window
slides down from the top of the screen when key (we can define keyboard
shortcut) is pressed.


Replace libxfce4gui (deprecated and not maintained by upstream) by
libxfce4ui in order to enhance support panel plugins for Xfce >= 4.10.


Work on Midori Gtk3 port.


Fix gtk-xfce-engine with Gtk+ >=3.6.


Wine32 on &os;/amd64


David Naylor dbn@FreeBSD.org Wine32 on &os;/amd64 Project page


The i386-wine port (formally wine-fbsd64) has been added to the ports
collection (as emulators/i386-wine-devel). Although the port can only be
compiled under a x86 32-bit system the resulting package can be
installed on a x86 64-bit system and enable running of 32-bit Microsoft
Windows programs.


Packages for the port are in development and should be announced shortly
on the freebsd-questions and freebsd-emulation mailing lists.


There are some issues with Wine32 on &os;/amd64 — possibly related to
FREEBSD32_COMPAT, or other general 32/64-bit issues — that could do
with some focus.


Port wine64 to &os;.


Port WoW64 (wine32 and wine64 together) to &os;.


Fix 32- and 64-bit issues (such as Intel graphics not accelerating).


PyPy


David Naylor dbn@FreeBSD.org &os;-PyPy Project page


PyPy has been successfully updated to 2.0-beta1 with 2.0-beta2 finishing
translating and other tests. Many major changes were made to the PyPy
port from the 2.0-beta1 release, these include:



		Reworking the build script.


		Optionally use pypy (when available) for self-translating.


		Refine memory checks.


		Fix the test target.





Although the port is in a healthy state, PyPy on &os; has some rough
edges (see make test for examples of roughness).


Fix failed unit tests.


Integrate PyPy into bsd.python.mk.


See the project page for more items.


mdoc.su — Short Manual Page URLs


Constantine A. Murenin cnst++@FreeBSD.org mdoc.su — Short Manual Page
URLs for &os;, NetBSD, OpenBSD and DragonFly BSD nginx.conf for mdoc.su


mdoc.su [http://mdoc.su/] is a deterministic URL shortener for BSD
manual pages, written entirely in nginx.conf.


Since the original announcement, OS version support has been added (e.g.
/f91/ and /FreeBSD-9.1/ etc.), as well as dynamic multi-flavour
web-pages with multiple links (e.g. http://mdoc.su/f,d/ifnet.9 and
http://mdoc.su/-/mdoc), which even let you specify the versions too
(e.g. http://mdoc.su/f91,n60,o52,d/mdoc).


The source code for the whole site is available under a BSD licence.


Fork it on GitHub (see links)!
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FreeBSD [http://www.FreeBSD.org/news/1993/freebsd-coined.html] gets
its name.
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&title;


]>



To: interim@bsd.coe.montana.edu (Interim 0.1.5)


Subject: Re: “386BSD” trademark (fwd)

From: David Greenman <davidg@implode.rain.com>

Date: Sat, 19 Jun 93 17:26:02 -0700





> Okay folks.. taking new name suggestions.. we have:
>
> BSDFree86      - Rod, who is going with Jordans improved NON BSDI name..
> Free86BSD      - Jordan, Rod likes this one two...
>               - (F86BSD for short)
>
> vvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvv
>       v                                       v
>       v   This is the hat to drop yours in!   v
>       v                                       v
>       vvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvv


    How about just simply "FreeBSD"? No confusion, no fuss, seems like a good
 compromise to me. :-)

 ---

 -DG
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Introduction


This report covers &os;-related projects between April and June 2010. It
is the second of the four reports planned for 2010, and contains 47
entries. During this period, a lot of work has gone into the development
of new minor version of &os;, 8.1-RELEASE, which should be released
within days.


Thanks to all the reporters for the excellent work! We hope you enjoy
reading.


Please note that the deadline for submissions covering the period
between July and September 2010 is October 15th, 2010.


soc Google Summer of Code proj Projects team &os; Team Reports net
Network Infrastructure kern Kernel docs Documentation bin Userland
Programs arch Architectures ports Ports misc Miscellaneous


The &os; German Documentation Project


Johann Kois jkois@FreeBSD.org Benedict Reuschling bcr@FreeBSD.org
Website of the &os; German Documentation Project Mailing lists for the
coordination of our work and the place where you can report bugs back to
us


A number of updates to the documentation were made since the last status
report. We are especially grateful for the contributions from external
people who sent the translations. People like Fabian Ruch, who updated
the porters-handbook to the latest version (which had been on his to-do
list for quite some time), and Benjamin Lukas, who did a great job with
the from-scratch translation of the MAC chapter of the German handbook.
We thank them both for their contributions and hope they will continue
their efforts to enhance the German documentation.


Frank Börner was released from Benedicts mentorship and is now a full
committer to the German Documentation Project. We are always looking for
fresh blood that is willing to be mentored by us as a first step in
becoming committers for the documentation project themselves.


Johann is keeping up the German website with the latest version. But we
could use more translators for sections that are not fully translated
yet.


Read the translations and report bugs that you have found (even small
ones).


Translate new parts of the documentation and the website.


Binary Package Patch Infrastructure — pkg_patch


Ivan Voras ivoras@FreeBSD.org Wiki page


The pkg_patch project is about creating a binary package patch
infrastructure which would allow users to patch their live system’s
packages in an easy and efficient way. It is a C program written to
interface with libpkg (for things which are common to all pkg utilities)
meant to be included in the base system when it is done. It comes with
built-in mass patch creation and application commands. It is funded by
Google Summer of Code 2010.


Finish the project.


Get some testing for it.


Convince the Port Management Team it is actually a Good Thing to have
even as an experimental feature.


Agree upon the policy on which package patches will be created (i.e.
from which point in time to which point in time), assuming the “stable”
package tree idea has still not gotten traction.


Interrupt Threads


John Baldwin jhb@FreeBSD.org


For a while I have wanted to rework interrupt threads to address a few
issues. The new design uses per-CPU queues of interrupt handlers.
Interrupt threads are allocated by a CPU from a pool and bound to that
CPU while draining that CPU’s queue of handlers. Non-filter handlers can
also reschedule themselves at the back of the current CPU’s queue while
executing. Filters with handlers are now always enabled and should
provide a full replacement for the various uses of filters with “fast”
taskqueues. A new class of “manual” handlers are also available which
are not automatically scheduled, but are only explicitly scheduled from
a filter. Thus, a filter can potentially schedule multiple handlers.


The code has been tested on amd64, but it needs wider review and
testing. I hope to start soliciting review and feedback soon with the
goal of getting the code into 9.0.


BSD-Licensed iconv in Base System


Gábor Kövesdán gabor@FreeBSD.org The latest patch for the base system


The work has been completed and the GNU compatibility levels seems to be
quite high. One exception is the fallback support. It is difficult to
implement that facility in this implementation because the design is
somewhat different. Probably, it will not be a big problem because that
functionality is not even documented in the GNU version so few
applications might use it.


Run a portbuild test and solve possible problems that show up.


BSD-Licensed grep in Base System


Gábor Kövesdán gabor@FreeBSD.org Sources in Perforce


A portbuild test showed that grep is basically ready to enter HEAD, but
there were a few failures that seem to be related. These have to be
investigated and fixed before committing grep to 9-CURRENT.


Investigate and fix some minor issues.


Collective Resource Limits (aka. Jobs)


Gábor Kövesdán gabor@FreeBSD.org Project page on the wiki Sources in
Perforce


The SGI IRIX operating system has a concept, called job, which is used
to group processes together and then apply resource limits on them. The
purpose of this project is to implement this facility on &os;.


I spent most of the time familiarizing myself with how things are done
inside the kernel, how syscalls work, etc. So far, I have the basic
understanding needed and I added the most important syscalls to group
processes together into jobs and manipulate collective resource limits
on them.


There is a bug, which I am tracking down at the moment, after this I can
start to implement actual resource limit enforcement. For some of the
limit types, it will be relatively easy but some others will take more
effort and studies.


Fix the showstopper bug, which prevent me working on actual limit
enforcement.


Implement limit enforcements for all of the limits supported by IRIX.


Add support for userland facilities and make utilities jobs-aware, like
showing jobs in ps(1), etc.


The &os; Spanish Documentation Project


Gábor Kövesdán gabor@FreeBSD.org Vicente Carrasco Vayá
carvay@FreeBSD.org Primer for translators


We need manpower. Existing documentation set has not been updated for
quite some time because of lack of volunteers. Current members are busy
with other projects and real life at the moment and we have not received
anything from outside contributors. It is a shame because there are lots
of users in Spain and Latin-America, as well. Besides, the world’s first
Free Software Street has been recently inaugurated in Spain. This
obviously means that there is interest in free software but
unfortunately, this translation project is not going very well nowadays.


Review and update existing translations.


Kernel Event Timers Infrastructure


Alexander Motin mav@FreeBSD.org


Modern x86 systems include four different types of event timers: i8254,
RTC, LAPIC, and HPET. First three are already supported by &os;.
Depending on hardware and loader tunables, periodic interrupts from them
are used to trigger all time-based events in kernel. That code has a
long history, that made it tangled and at the same time limited and
hard-coded.


New kernel event timers infrastructure was started to allow different
event timer hardware to be operated in uniform way and to allow more
features to be supported. Work consists of three main parts: writing
machine-independent timer driver API and management code, updating
existing drivers and improving HPET driver to support event timers.


The new driver API provides unified support for both per-CPU
(independent for every CPU core) and global timers in periodic and
one-shot modes. Management code at this moment uses only periodic mode,
while one-shot mode use is planned by later tickless kernel work.


Different kinds of timers have different capabilities and could be
present in hardware in different combinations. In every situation the
infrastructure automatically chooses two best event timers to supply
system with hardclock(), statclock(), and profclock() events. If some
timer is not functioning — it will be replaced. If there is no second
timer — it will be emulated. The administrator may affect that choice
using loader tunables during boot and sysctl variables in run-time
(kern.eventtimer.*, and so on).


Most of the code was recently committed to HEAD. Now it is used by i386
and amd64 architectures.


Troubleshoot possible hardware and software issues.


Port other architectures to the new infrastructure.


Implement tickless kernel, utilizing new features, such as per-CPU and
one-shot timers.


The &os; Hungarian Documentation Project


Gábor Kövesdán gabor@FreeBSD.org Gábor Páli pgj@FreeBSD.org Hungarian
&os; web pages Hungarian &os; documentation The &os; Hungarian
Documentation Project’s Wiki Page Perforce Deport for the &os; Hungarian
Documentation Project


Thanks to Katalin Konkoly, the first few chapters of the &os; Handbook
translation have been reviewed, therefore many typos and mistranslations
were spotted and fixed. Apart from this, we are still keeping the
existing documentation and web page translations up to date, currently
without plans on further work. If you are interested in helping us, or
you have any comments, or requests regarding the translations, do not
hesitate to contact the project via the email addresses mentioned in the
entry.


Review translations and send feedback.


Translate release notes.


Add more article translations.


&os; Haskell


Gábor Páli pgj@FreeBSD.org Giuseppe Pilichi jacula@FreeBSD.org Ashish
Shukla ashish@FreeBSD.org Wiki Page of the Project &os; Haskell Ports
The freebsd-haskell Mailing List


Our efforts on porting the generalized, general-purpose purely
functional programming language, Haskell [http://www.haskell.org/]
has rallied, since two new committers, Giuseppe Pilichi and Ashish
Shukla joined recently, forming the &os; Haskell Team. Over the last
months, &os;/i386 and &os;/amd64 have become Tier-1 platforms, featuring
officially supported vanilla binary distributions for the Glasgow
Haskell Compiler [http://www.haskell.org/ghc/] starting from version
6.12.1. We introduced a unified ports infrastructure for Haskell Cabal
ports, which also makes possible the direct
translation [http://code.haskell.org/~pgj/projects/hsporter] of Cabal
package descriptions to &os; ports. The number of Haskell package ports
increases steadily.


Improve support for Haskell Cabal packages and their translation.


Create a port for Haskell Platform.


Add more Haskell package ports.


Test and send feedback.


libnetstat(3)


Gábor Páli pgj@FreeBSD.org Aman Jassal aman@FreeBSD.org Wiki Page
Patches Perforce Depot (SoC 2009)


This project is about creating a wrapper library to support monitoring
and management of networking with avoiding direct use of the &os; kvm(3)
and sysctl(3) interfaces. This approach would allow the kernel
implementation to change and monitoring applications to be extended
without breaking applications and requiring them to be recompiled. We
decided to merge the sources from the last year’s Summer of Code project
back to the &os; src/ repository piece by piece, and we have defined
several phases of integration.



		Standardize the in-kernel networking statistics structures.


		Build a sysctl(3) interface, and add export routines.


		Add a library, libnetstat(3) to work with the exported information,
and to provide further functions in order to support extracting
information via kvm(3). This library implements abstractions over the
gathered data.


		Adapt sources of the existing applications, i.e. netstat(1) and
bsnmpd(1) to use the abstractions offered by the library, resulting
in a cleaner and simpler code.


		Add new applications on the top of the library, e.g. nettop(1).





The first phase has been already posted for review. Note that we are
looking for a sponsor with an src commit bit and enough time to
represent the effort towards the Project.


Review the sources.


Pick a task from the list, and send patches.


Comment the patches, help them to improve.


ZFS


Pawel Jakub Dawidek pjd@FreeBSD.org Martin Matuska mm@FreeBSD.org Xin Li
delphij@FreeBSD.org &os; ZFS Wiki Latest &os; ZFS development tree


The ZFS file system has been updated to version 15 on HEAD and it will
be MFC’ed to 8-STABLE around September 13th, 2010. Work is in progress
on porting the recent ZFS version 26 with deduplication functionality.


Fix bugs, unresolved issues and to-dos in Perforce.


Flattened Device Tree for Embedded &os;


Rafal Jaworowski raj@semihalf.com Project wiki pages


The purpose of this project was to provide &os; with support for the
Flattened Device Tree (FDT) technology. A mechanism for describing
computer hardware resources, which cannot be probed or self enumerated,
in a uniform and portable way. The primary consumers of this technology
are embedded &os; platforms (ARM, MIPS, PowerPC), where a lot of designs
are based on similar chips, but have different assignment of pins,
memory layout, addresses ranges, interrupts routing and other resources.


Current state highlights:


All code and documentation developed during the course of this project
was merged with HEAD, which covers FDT support for the following
platforms and systems:


Marvell ARM



		DB-88F5182


		DB-88F5281


		DB-88F6281


		DB-78100


		SheevaPlug





Freescale PowerPC



		MPC8555CDS


		MPC8572DS





The FDT infrastructure (bus drivers, helper libraries, and routines
shared across architectures and platforms) allows for easier porting to
new platforms or variations. The initially supported systems offer a
working example of how to migrate towards FDT approach.


Work on this project was sponsored by the &os; Foundation.


Improve how-to and guidelines for new adopters (how to convert to FDT
and so on).


Migrate more existing embedded &os; platforms (ARM, MIPS) to FDT
approach.


The &os; Japanese Documentation Project


Hiroki Sato hrs@FreeBSD.org Ryusuke Suzuki ryusuke@FreeBSD.org Japanese
&os; Web Pages The &os; Japanese Documentation Project’s Web Page


This project focuses on updating the www/ja and doc/ja_JP.eucJP/ trees.
Since last year www/ja tree has been mostly synchronized with the
English counterpart and doc/ja_JP.eucJP has also been updated steadily.
We are now working on &os; Handbook and Porter’s Handbook.


More Japanese translation of &os; Handbook and contents of
www.FreeBSD.org.


Pre-/post-commit review of the translation.


Google Summer of Code 2010


Brooks Davis brooks@FreeBSD.org Tim Kientzle kientzle@FreeBSD.org Robert
Watson rwatson@FreeBSD.org Summer of Code 2010 Projects


We are once again participating in the Google Summer of Code. This is
our 6th year of participation and we hope to once again see great
results from our 18 students. Coding officially began May 24th, and we
are in the middle of the mid-term evaluation period. You can see and
comment on weekly status reports on the mailing
list [http://lists.freebsd.org/mailman/listinfo/soc-status] or on the
wiki [http://wiki.freebsd.org/SummerOfCode2010].


Jail-Based Virtualization


Bjoern A. Zeeb bz@FreeBSD.org &os; Foundation Announcement Perforce
Workspace


The project started with some cleanup on the network stack after all the
import work and adjustments for virtualization to minimize changes to
earlier branches. These made it into the tree already and to 8-STABLE,
and it will be included in the upcoming 8.1 release.


The first major task was to generalize the virtualization framework, so
that virtualization of further subsystems would be easier and could be
achieved with less duplication.


In addition some documentation on the virtual network stack programming
was written to help developers virtualizing their code. The interactive
kernel debugger support was improved and libjail along with jls and
netstat can work on core dumps now and query individual jails and
attached virtual network stacks.


The second major task was network stack teardown, a concept introduced
with the network stack virtualization. The primary goal was to prototype
a shutdown of the (virtual) network stacks from top to bottom, which
means letting interfaces go last rather than first. Work in this area is
still in progress and will have to continue to allow long term stability
and a leak and panic free shutdown.


The work on this project had been sponsored by the &os; Foundation and
CK Software GmbH. Special thanks also to John Baldwin and Philip Paeps
for helping with review and suggestions.


Merge stabilised change sets.


Work further down the network stack freeing all resources for a stable,
safe teardown.


Ports Collection


Thomas Abthorpe portmgr-secretary@FreeBSD.org Port Management Team
portmgr@FreeBSD.org


A significant part of quarter two was spent coordinating efforts for
inclusion of Xorg 7.5, KDE 4, GNOME 2, plus preparation of ports for the
8.1 release process. Due to the success of enforcing Feature Safe ports
commits during 7.3-RELEASE, it was continued for the recent src/ freeze.


The port count is approaching 22,000 ports. The open PR count currently
floats at about 1200 entries.


Since the last report, we added four new committers, and had two old
committers rejoin us.


The Ports Management Team is very grateful to the &os; Foundation for
sponsoring two new head nodes for the ports building cluster, pointyhat.
Each of the new head nodes has a larger capacity, both with regard to
performance but also in amount of space available for the staging areas,
allowing for faster, and thus more, build cycles. Additionally, having
two head nodes will allow us to dedicate one of them for building
production-ready binary packages, adding predicability for our users to
when what types of packages are available for installation, and dedicate
the other for regression testing of large port updates, ports
infrastructure improvements, the cluster scheduling code, and &os;
itself. Over the last few weeks, Mark Linimon has been working hard to
get the first of the two new nodes online and has already completed its
first package build. This has involved a substantial rework of our
custom codebase.


The Ports Management team have been running -exp runs on an ongoing
basis, verifying how base system updates may affect the ports tree, as
well as providing QA runs for major ports updates. Of note, -exp runs
were done for:



		ale: Update of math/gmp.


		delphij: Changes to Mk/bsd.ldap.mk.


		gahr: Inclusion of USE_GL=glew.


		pgollucci: Changes to Mk/bsd.*apache.mk plus updates to devel/apr
and www/apache*.


		Testing of x11/xorg, x11/gnome2, x11/kde4, and lang/mono


		A test run make fetch run.


		A test run for devel/gettext.


		mm: Inclusion of USE_XZ.


		ale: Request to switch default mysql from 5.0-EOL to 5.1-GA.





alepulver’s Licensing Framework Summer of Code project has made it into
the tree and the Port Management Team is currently assessing the fallout
and it will come up with guidelines and documentation in due time.


Looking for help fixing ports broken on
9-CURRENT [http://wiki.FreeBSD.org/PortsBrokenOnCurrent].


Looking for help with Tier-2
architectures [http://wiki.FreeBSD.org/PortsBrokenOnTier2Architectures].


Most ports PRs are assigned, we now need to focus on testing,
committing, and closing.


&os;/powerpc64


Nathan Whitehorn nwhitehorn@FreeBSD.org Install CDs for powerpc64


On July 13, &os;/powerpc64 was integrated into HEAD. This provides
support for fully 64-bit operation on 64-bit PowerPC machines conforming
to the Book-S specification, including the PowerPC 970, Cell, and
POWER4-7. Hardware support is currently limited to Apple machines,
although this should expand in the near future.


Currently supported hardware:



		Apple Xserve G5


		Apple Power Macintosh G5


		Apple iMac G5





&os; on the Sony Playstation 3


Nathan Whitehorn nwhitehorn@FreeBSD.org Playstation 3 SVN repository


Work has begun to port &os;/powerpc64 to the IBM Cell-based Sony
Playstation 3, using the OtherOS feature present on some models of the
console. As of July 14, the &os; boot loader is ported, and it is
possible to netboot a kernel, which has support for the framebuffer,
MMU, and device discovery. Once work on drivers for the network
interface and interrupt controller is complete, it will be possible to
boot the console multi-user.


OpenAFS Port


Benjamin Kaduk kaduk@mit.edu Derrick Brashear shadow@gmail.com OpenAFS
home page &os; port for the OpenAFS 1.5.75 release


AFS is a distributed network filesystem that originated from the Andrew
Project at Carnegie-Mellon University; the OpenAFS client implementation
has not been particularly useful on &os; since the 4.X releases. Recent
work on the OpenAFS codebase has updated it to be consistent with
current versions of &os;, and the client, though still considered
experimental, is now relatively stable for light (single-threaded) use
on 9-CURRENT. The auxiliary utilities for managing and examining the
filesystem are functional, and reading and writing files works
sufficiently well to copy /usr/src into and out of AFS. Compiling and
running executables in AFS is unsuccessful, though, as mmap() is not
always reliable.


There are several known outstanding issues that are being worked on, but
detailed bug reports are welcome at port-freebsd@openafs.org.


Fix the {get,put}pages vnode operations for more reliable mmap()
operation.


Update VFS locking to allow the use of disk-based client caches as well
as memory-based caches.


Track down races and deadlocks that appear under load.


Integrate with the bsd.kmod.mk kernel-module build infrastructure.


Package Management Library — libpkg


David Forsythe dforsyth@FreeBSD.org Wiki page Main project page


The libpkg library will allow for fairly fine grained control over
package management.


Presently libpkg has complete read functionality. Info and delete tools
that have most of the current package tool features have already been
implemented, and once they are completed they can be considered
replacements for their counterparts.


Once the write and logging aspects of the library are more mature, add
and create tools can be created quickly. A new set of more maintainable
package tools that leverage libpkg will hopefully be available soon
after.


General-Purpose DMA Framework


Jakub Klama jceel@FreeBSD.org Project description on &os; wiki Project
branch on Perforce


This project purpose is adding support for general purpose DMA engines
found in most embedded devices. GPDMA framework provides a unified KOBJ
interface to DMA engine drivers and unified programming interface to use
direct memory transfers in kernel and userspace applications.


This project is a part of Google Summer of Code 2010 and it is a work in
progress. Current status can be observed on the wiki page.


Add support for more DMA engines.


Complete, clean up, and merge with HEAD.


Making Ports Work with Clang


Andrius Morkunas hinokind@gmail.com GSoC2010 patches All patches for
ports


First part of the project is mostly complete. I added support for new
PORTS_CC variable which should be used in make.conf instead of CC to
change ports compiler. This allows user to change ports compiler easily,
while still respecting USE_GCC.


Some patches were written to get ports to work with Clang, and a lot of
old patches written prior to the Google Summer of Code project were
updated. There are still a lot of broken ports, and some that cannot be
built because of Clang/LLVM bugs, but at this point, Clang can build
most ports.


Fix broken ports that do not work with Clang.


Test patched ports with Clang, report Clang bugs.


The &os; Foundation Status Report


Deb Goodkin deb@FreeBSDFoundation.org


We were proud to be a sponsor for BSDCan in May. We also committed to
sponsoring MeetBSD 2010 Poland and California. We provided 12 travel
grants for BSDCan.


The Foundation and Core Team held a summit on BSD-licensed toolchains at
BSDCan 2010.


We officially kicked off five new projects that we are funding. They are
BSNMP Improvements by Shteryana Shopova, Userland DTrace by Rui Paulo,
&os; jail-based virtualization by Bjoern Zeeb, DAHDI &os; driver port by
Max Khon, and Resource Containers project by Edward Tomasz Napierała.


We continued our work on infrastructure projects to beef up hardware for
package building, network testing, etc. This includes purchasing
equipment as well as managing equipment donations.


We are half way through the year and we have raised around $48,000
towards our goal of $350,000. Find out how to make a donation at
http://www.FreeBSDFoundation.org/donate/.


Our semi-annual newsletter will be published soon. Check out our
website [http://www.FreeBSDFoundation.org/] to find out more!


GEOM-Based Pseudo-RAID Implementation — geom_pseudoraid


Boris Kochergin spawk@acm.poly.edu Code snapshot


The old ata(4) driver is believed to be going away sometime in the
future, to be replaced with ATA_CAM
[1 [http://lists.FreeBSD.org/pipermail/freebsd-geom/2010-April/004106.html]].
However, ATA pseudo-RAID support in &os;, ataraid(4), is implemented as
part of said ata(4) driver, which means that it, too, will be going
away. It was decided that pseudo-RAID support is desirable and that it
should be reimplemented in GEOM
[2 [http://lists.FreeBSD.org/pipermail/freebsd-geom/2010-April/004150.html]]
[3 [http://www.FreeBSD.org/news/status/report-2010-01-2010-03.html#CAM-based-ATA-implementation]],
which this project aims to do.


Currently, RAID-1 arrays can be used on VIA Tech V-RAID and Adaptec
HostRAID controllers in a limited capacity. There is no support for
writing metadata yet, so disks are not marked degraded, there is no
rebuild support, etc. These features are planned, along with support for
more hardware and RAID-0 and SPAN arrays.


A major setback for the current code is that it uses the device(9)
family of functions to identify ATA pseudo-RAID controllers and
constructs arrays based on that information. Unfortunately, ATA_CAM
does not appear to add its devices to the device tree, so that tactic
cannot be used with ATA_CAM. While this is fine for development of the
actual RAID parts of the code, the project will be somewhat useless in
the absence of the old ata(4) driver. There has been talk of exporting
PCI information to GEOM
[4 [http://lists.FreeBSD.org/pipermail/freebsd-geom/2010-April/004167.html]]
[5 [http://lists.FreeBSD.org/pipermail/freebsd-geom/2010-April/004158.html]],
but the work does not appear to have been completed yet.


Obtain documentation for or reverse-engineer metadata formats for which
there is no write support in the ataraid(4) driver (for example, Adaptec
HostRAID).


Add CAM support for exporting PCI information to GEOM.


&os;/avr32


Oleksandr Tymoshenko gonzo@FreeBSD.org


The &os;/avr32 project was started by Arnar Mar Sing, and actively
developed by him and Ulf Lilleengen. It successfully reached single-user
stage but since then has not progressed much. At the moment I am trying
to get it back into shape. So far some problems with toolchain on i386
host have been fixed, buildkernel succeeds, buildworld succeeds with
some exceptions. Next step would be fixing pmap and bringing port back
to single-user stage.


GPIO Framework


Luiz Otavio O Souza loos.br@gmail.com Oleksandr Tymoshenko
gonzo@FreeBSD.org


Implementation of General Purpose Input/Output interface for &os;.
Current GPIO bus implementation allows user to control pins from
userland and it could be expanded to support various type of peripheral
devices. So far there are two drivers:



		gpioled provides simple led(4) functionality.


		gpioiic implements I2C over GPIO.





Framework is used in Alexandr Rybalko’s port of &os; to D-Link DIR-320
and in Luis Otavio O Souza’s work of bringing &os; to RouterBoard.


Chromium Web Browser


Ruben chromium@hybridsource.org Main chromium site PR for chromium port


Chromium is a Webkit-based web browser that is largely BSD-licensed. It
works very well on &os; and supports new features like HTML 5 video.
This effort uses a new hybrid-source model, where the &os; patches are
largely kept closed for a limited time. I submitted Chromium to ports a
couple of months ago and recently updated the submission to the stable
5.0.375 branch. The port is ready to be committed pending final legal
approval by the &os; Foundation. Further work remains to port Chromium
to &os; completely, such as porting the task manager fully and making
sure extensions work properly.


ExtFS Status Report


Zheng Liu gnehzuil@gmail.com


This project has two goals: pre-allocation algorithm and ext4 read-only
mode.


The aim of pre-allocation algorithm is to implement a reservation window
mechanism. Now this mechanism has been introduced. The performance
comparison can be found on the
wiki [http://wiki.FreeBSD.org/SOC2010ZhengLiu].


The aim of ext4 read-only mode is to make it possible to read ext4 file
system in read-only mode when the hard disk is formatted with default
features. Currently it only supports a few features, such as extents,
huge_file. Others features will be added, such as dir_index,
uninit_bg, dir_nlink, flex_bg and extra_isize. My work resides in
extfs and ext4fs branch of Perforce.


Distributed Audit


Sergio Ligregni ligregni@FreeBSD.org Perforce repository Project Wiki


90% of the functionality is working, the daemons sync two systems in a
master-slave paradigm.


Standardize the code to meet &os; requirements.


Implement SSL in network communication.


Perform security improvements and bug fixing, strlxxx() functions,
memcpy() instead of strcpy() when using non-char variables.


Integrate with the current Audit subsystem.


File System Changes Notification


Ilya Putsikau iputsikau@gmail.com


The aim of the project is to implement an inotify-compatible file system
change notification mechanism for &os; and later, and add inotify
support to linuxulator. The result, fsnotify is already functional but
not yet compatible with inotify in some details.


Add access permissions checks.


Port inotify test cases.


Fix compatibility issues.


Add linuxulator support.


Resource Containers


Edward Tomasz Napierała trasz@FreeBSD.org


As of now, &os; only offers very rudimentary resource controls —
resource limits for many resources (e.g. SysV IPC) are missing, and
there is no way to set resource limits for jails. As a result, users who
want to run many different workloads on a single physical machine often
have to replace jails with several &os; instances running in virtual
machines.


The goal of this project is to implement resource containers and a
simple per-jail resource limits mechanism. Resource containers are also
a prerequisite for other resource management mechanisms, such as
Hierarchical Resource Limits, for “Collective Limits on Set of Processes
(aka. Jobs)” Google Summer of Code 2010 project, for implementing
mechanism similar to Linux cgroups, and might be also used to e.g.
provide precise resource usage accounting for administrative or billing
purposes.


This project is being sponsored by The &os; Foundation.


Namecache Improvements — dircache


Gleb Kurtsou gk@FreeBSD.org


I have been reimplementing VFS namecache to make it granularly locked
and supporting reliable full-path lookup without calling underlying file
system routines. I have successfully implemented directory cache that
works in idealized environment with tmpfs. I am currently working on
adding support for entries without associated vnodes and for “weak”
entries and incomplete cached path.


&os; Services Control — fsc


Tom Rhodes trhodes@FreeBSD.org


&os; Services Control is a mix of binaries which integrate into the rc.d
system and provide for service (daemon) monitoring. It knows about
signals, pidfiles, and uses very few resources.


The fsc daemon (fscd) runs in the background once the system has
started. Services are then added to this daemon via the fscadm control
utility, and from there they will be monitored. When they die, depending
on the reason, they will be restarted. Certain signals may be ignored
(list not decided) and fscd will remove that service from monitoring.
Every action is logged to the system logging daemon. Additionally, the
fscadm utility may be used to inquire about what services are monitored,
their pidfile location, and current process ID.


FSC provides several advantages over the third-party daemontools
package. For example, fscd uses push notifications instead of polling;
fscd is an internal, &os;-maintained software package accessible to all
developers, where daemontools would have to be a port and require us to
maintain patches; fscd could be easily integrated with the current rc.d
infrastructure.


Partially based on the ideas of daemontools and Solaris Service Service
Mangement Facility (SMF), this could be an extremely useful tool for
&os; systems.


Testing. Get feedback on how it works in various environments.


Code review.


Other ideas on the rc.d integration.


Update the manual pages.


Enhancing the &os; TCP Implementation


Lawrence Stewart lstewart@FreeBSD.org


SIFTR was recently imported into HEAD and will be backported to 8-STABLE
in time to be included in 8.2-RELEASE.


TCP reassembly queue autotuning will be ready for public testing within
the next week and will be committed soon after. It too will be
backported to 8-STABLE after an appropriate burn in period.


Try SIFTR out and let me know if you run into any problems.


Solicit external testing for and commit the reassembly queue autotuning
patch.


Packet-Capturing Stack — ringmap


Alexander Fiveg afiveg@FreeBSD.org Project-Page on Google Code Slides


The ringmap stack is a complete &os; packet-capturing mplementation
specialized for very high-speed networks. Similar to the “zero-copy BPF”
implementation, the idea of ringmap is to eliminate packet copy
operations by using shared memory buffers. However, unlike the
“zero-copy BPF” model, ringmap eliminates ALL packet copies during
capturing: the network adapter’s DMA buffer is mapped directly into
user-space. The ringmap stack also adapts libpcap accordingly to provide
userspace applications with access to the captured packets without any
additional overhead.


In the context of Google Summer of Code 2010:



		The ringmap software was ported to 9-CURRENT.


		Ringmap was redesigned to make it easier to port to other adapters
and to integrate it with other network drivers.


		Also ringmap was extended to be multi-threaded.





Porting ringmap to 10GbE (integrating with ixgbe driver).


Porting the entire ringmap code from 9-CURRENT to -STABLE.


Evaluation tests.


Documentation.


&os;/sparc64


Marius Strobl marius@FreeBSD.org


Since the last status report some issues with cas(4) have been fixed,
allowing it to work with Sun GigaSwift Ethernet 1.0 MMF cards (Cassini
Kuheen, part no. 501-5524) as well as the on-board interfaces of Sun
Fire B100s server blades (for the Sun Fire B1600 platform).


Support for Fujitsu (Siemens) PRIMEPOWER 250 based on SPARC64 V CPUs has
been added. PRIMEPOWER 450, 650, and 850 likely also work but have not
been tested. This also means that the building blocks for support of
machines based on SPARC64 VI and VII CPUs like the Fujitsu/Sun SPARC
Enterprise Mx000 series are now in place, but they need testing as well.


The problems with Schizo version 7 bridges (actually the firmware of
these machines) triggering panics during boot finally should be solved.


The work on getting Sun Fire V1280 supported has been stalled due to
access to such machines no longer being available.


The above mentioned improvements are/will be available in &os;
8.1-RELEASE and 7.4-RELEASE.


Access to machines based on SPARC64 VI and VII CPUs, like the
Fujitsu/Sun SPARC Enterprise Mx000 series would be appreciated.


Someone adding support for 64-bit SPARC V9 to Clang/LLVM, and getting it
on par with GCC would be appreciated.


New System Installer — pc-sysinstall


Kris Moore kris@pcbsd.org M. Warner Losh imp@FreeBSD.org Initial commit
message BSDCan slides


The new system installation backend, pc-sysinstall, was merged into HEAD
recently and work is already underway to make it more functional and
useful as a complete replacement to standard “sysinstall”. It is written
100% in shell, not requiring any additional tools from what is standard
to &os;. The backend already supports a number of exciting features such
as:



		ZFS (Including support for raidz/mirror/multiple device pool setups).


		Disk encryption via GELI(8).


		Auto labeling of file systems with glabel(8).


		Big disk support using GPT/EFI.


		Full Installation Logging, which is saved to disk for post-install
inspection.





In addition to the features above, pc-sysinstall is unique, in that
every install ends up being a scripted install. Front-ends, be it GUI-
or text-based, simply generate the appropriate system configuration
file, and pc-sysinstall does the grunt work of the actual installation.
This is important for a couple of reasons. First, it makes the task of
front-end development much easier by not needing to worry about a
backend-driven program flow. Second it means that any front-end can be
used to generate the installation configuration file, which can then be
copied or modified to perform automated installs.


While pc-sysinstall is still relatively new, it is already in use as the
default backend for PC-BSD 8.0 and 8.1, and has been getting a very good
reception and any bugs found are fixed quickly. A text-based front-end
is already in the works which will allow installation media to be
created without X11 support.


DAHDI/&os; Project


Max Khon fjoe@samodelkin.net Project Status


The purpose of DAHDI/&os; project is to make it possible to use &os; as
a base system for software PBX solutions.


DAHDI (Digium/Asterisk Hardware Device Interface) is an open-source
device driver framework and a set of hardware drivers for E1/T1, ISDN
digital, and FXO/FXS analog cards
[1 [http://www.asterisk.org/dahdi/]]. Asterisk is one of the most
popular open-source software PBX solutions
[2 [http://www.asterisk.org/]].


The project includes porting DAHDI framework and hardware drivers for
E1/T1, FXO/FXS analog, and ISDN digital cards to &os;. This also
includes TDMoE support, software and HW echo cancellation (Octasic,
VPMADT032), and hardware transcoding support (TC400B). The work is
ongoing in the official DAHDI SVN repository with the close
collaboration with DAHDI folks at Digium.


The project is nearing completion. The DAHDI framework and hardware
drivers telephony cards have been ported and tested. There are a number
of success stories from early adopters who have been using E1/T1 and
FXO/FXS cards on &os; for several months.


V4L Support in Linux Emulator


J.R. Oldroyd fbsd@opal.com


Some bug fixes were applied, and the code was also tested and made to
work with the cuse4bsd webcam driver, which supports a great many camera
chipsets.


The code is still only in 9-CURRENT. We were going to MFC it to 8.x but
ran into the code freeze for 8.1, so missed that. However, the code does
work on 8-STABLE. We will try to get it MFC’d for 8.2.


Clang Replacing GCC in the Base System


Ed Schouten ed@FreeBSD.org Roman Divacky rdivacky@FreeBSD.org Brooks
Davis brooks@FreeBSD.org Pawel Worach pawel.worach@gmail.com


In the past quarter we imported Clang into &os; and it is being built by
default on i386/amd64/powerpc. We have not yet committed the necessary
changes to let world compile with Clang.


Some bugs and warnings were fixed in HEAD as a result of the Clang
import and people are exploring more and more areas (DTrace, etc). There
are some bug fixes in Clang/LLVM as well that stem from the import
(unknown pragmas warnings, etc).


Roman Divacky and Matthew Fleming are working on ELF writer in LLVM.
This is meant as a replacement for assembler (currently we use an
outdated GNU as(1)). This work is progressing nice, currently it is able
to produce working variants of hello world in C and C++, and some other
small programs from “configure run”.


Import of newer Clang/LLVM into HEAD.


Help with ARM/MIPS/SPARC64.


Start pushing src patches into HEAD.


More testing of Clang on third-party applications (ports).


More work on the ELF writer.


FreeBSD Bugbusting Team


Gavin Atkinson gavin@FreeBSD.org Mark Linimon linimon@FreeBSD.org Remko
Lodder remko@FreeBSD.org Volker Werth vwe@FreeBSD.org &os; Support page
Resources and documentation available for Bugbusting Information on
Bugathons Links to all of the auto-generated PR reports PRs recommended
for committer evaluation by the bugbusting team PRs considered easy by
the bugbusting team Summary Chart of &os; PRs


After a long hiatus, we aim to hold a bugathon on the weekend of the
6th - 9th August. Everybody is welcome to help resolve or progress PRs
from the database. We appreciate the help of committers and
non-committers alike, please join us on IRC in #freebsd-bugbusters on
EFnet if you are free at any time over that weekend and can help. Please
see the “Bugathon” URL for more information.


Mark Linimon and Gavin Atkinson held a session on the State of
Bugbusting at BSDCan, which was well attended and led to some
interesting discussions. Time was also found to sit down with several
committers to discuss long-standing PRs.


The bugbusting team continue work on trying to make the GNATS PR
database more accessible and easier for committers to find and resolve
PRs.


As a result, PRs continue to be classified as they arrive, by adding
‘tags’ to the subject lines corresponding to the kernel subsystem
involved, or man page references for userland PRs. Reports are generated
from these nightly, grouping related PRs in one place, sorted by tag or
man page. Mark Linimon continues work on producing a new report, Summary
Chart of PRs with Tags, which sorts tagged PRs into logical groups such
as file system, network drivers, libraries, and so forth. The slice
labels are clickable and may further subdivide the groups. The chart is
updated once a day. You can consider it as a prototype for browsing
“subcategories” of kernel PRs.


The “recommended list” has been split up into “non-trivial PRs which
need committer evaluation” and the “easy list” of trivial PRs, to try to
focus some attention on the latter. Various new reports exist, including
“PRs containing code for new device drivers”, “PRs which are from &os;
vendors or OEMs”, and “PRs referencing other BSDs”.


It is now possible for interested parties to be emailed a weekly,
customized, report similar in style to the above. If you are interested
in setting one up, contact linimon@FreeBSD.org.


Our clearance rate of PRs, especially in kern and bin, seems to be
improving. The number of non-ports PRs has stayed almost constant since
the last status report.


As always, anybody interested in helping out with the PR queue is
welcome to join us in #freebsd-bugbusters on EFnet. We are always
looking for additional help, whether your interests lie in triaging
incoming PRs, generating patches to resolve existing problems, or simply
helping with the database housekeeping (identifying duplicate PRs, ones
that have already been resolved, etc). This is a great way of getting
more involved with &os;!


Plan and manage the bugathon in August, and get as many people as
possible interested in participating.


Try to find ways to get more committers helping us with closing PRs that
the team has already analyzed.


BSDCan


Dan Langille dvl@FreeBSD.org BSDCan 2010


BSDCan 2010 was our 7th conference. As has become the custom, a &os;
developer summit was held in the two days before the conference. Record
numbers attended the Dev Summit which carried over into the conference
proper. It was great to see representatives from so many more companies.
I saw many great ideas take root and the start of cooperation on several
projects.


The talks during the Dev Summit are beginning to attract a wider
audience, and we have been talking about opening this up to the general
audience by creating a fourth track at BSDCan 2011.


As impossible as it sounds, each year has seen an increase in the
quality of talks and the number of proposals submitted.


I need people to help with various pre-conference tasks: website
updates, booking travel, etc.


meetBSD 2010 — The BSD Conference


meetBSD Information info@meetbsd.org


meetBSD 2010 took place on July 2 - 3 in Krakow, Poland at the Faculty
of Mathematics and Computer Science building of the Jagiellonian
University.


The gathering was a much successful event which brought together
developers, contributors, and users of the BSD systems from around the
world. We had many interesting presentations, of various character and
appeal for the diversified audience.


Attendees had a chance for taking the BSD Certification exam during the
conference, as well as the advantage of face to face side conversations
and discussions, which continued long during the social event on Friday
night!


The conference presentation slides are already available for download.
Video recordings edition is being finalized, and their publication is
expected shortly.


We hope you enjoyed the event and had great time in Krakow. See you
again soon!


Release Engineering Team


Release Engineering Team re@FreeBSD.org


The Release Engineering Team has been working on the &os; 8.1-RELEASE.
At the time of this writing the final builds have been completed and
uploaded to the master FTP site. The release announcement should be made
within the next couple of days.


&os; Core Team Election


Core Team core@FreeBSD.org


The 2010 &os; core team election was recently completed. The &os; core
team acts as the project’s “board of directors” and is responsible for
approving new src committers, resolving disputes between developers,
appointing sub-committees for specific purposes (security officer,
release engineering, port managers, webmaster, et cetera), and making
any other administrative or policy decisions as needed. The core team
has been elected by &os; developers every 2 years since 2000, and this
marks our 6th democratically elected core team.


The new core team would like to thank outgoing members Kris Kennaway,
Giorgos Keramidas, George V. Neville-Neil, Murray Stokely, and Peter
Wemm for their service over the past two (and in some cases, many more)
years.


The core team would also especially like to thank Dag-Erling Smøgrav for
running the election.


The newly elected core team members are:



		John Baldwin


		Konstantin Belousov


		Warner Losh


		Pav Lucistnik


		Colin Percival





The returning core team members are:



		Wilko Bulte


		Brooks Davis


		Hiroki Sato


		Robert Watson





BSD-Day@2010


Gábor Páli pgj@FreeBSD.org


The purpose of this one-day event is to gather Central European
developers of today’s open-source BSD systems to popularize their work
and their organization, and to provide an interface for real-life
communication. There are no formalities, no papers, and no registration
or participation fee. However the invited developers are encouraged to
give a talk on their favorite BSD-related topic or join the live forum,
then have a beer with the other folks around. The goal is to motivate
potential future developers and users, especially undergraduate
university students to work with BSD systems.


This year’s BSD-Day will be held in Budapest, Hungary at Eötvös Loránd
University, Faculty of Informatics on November 20, 2010.


Apply as a developer, we are still looking for BSD people in the area.
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Introduction


In the month of September, the FreeBSD Project continued its investment
in long-term projects, including continuing work on a fine-grained SMP
implementation, support for Kernel Schedulable Entities (KSE) supporting
highly efficient threading, and broadening support for modern hardware
platforms, including Intel’s new IA64 architecture, UltraSparc, and
PowerPC. Additional focus was placed on the release process, including
work on the release notes infrastructure, support for DVD releases, and
work on a binary updating tool.


Due to the delay in getting the September report out the door, the
November status report will also cover October. During the month of
November, we look forward to BSDCon Europe, the first such event outside
the continental United States. The USENIX conference paper submission
deadlines are also in November, and FreeBSD users and developers are
encouraged to submit to the general and FREENIX tracks. Please see
www.usenix.org for more information.


PRFW


Evan Sarmiento evms@csa.bu.edu


PRFW provides hooks in the FreeBSD kernel, allowing users to insert
their own checks in system calls and various kernel functions. PRFW is
nearing 0.5, which will incorporate numerous structural changes such as,
much faster per-process hooks, kernel function hooks, plus, a new way of
adding hooks which would enable users to reference hooks by a string.


FreeBSD libh Project


Alexander Langer alex@FreeBSD.org Nathan Ahlstrom nra@FreeBSD.org


The build process is now creating four different versions of the libs,
which include support for TVision, Qt, both or none. I created some
first packages from existing ports and installed those libh packages on
my system only using libh’s tools, including registering all the files
in the package database, recording their checksums etc. Patches to the
disk editor have been submitted, which include functionality to write
the changes in the fdisk part and initial support for a disk label
editor. We’ll soon have a new committer.


RELNOTESng


Bruce A. Mah bmah@FreeBSD.org


FreeBSD 4.4-RELEASE was the first release of FreeBSD with its new-style
release documentation. Both English and Japanese versions of these
documents were created. Regularly-built snapshots of -CURRENT and
4-STABLE release documentation are now available on the Web site, but
they require a little HTML infrastructure to make them viewer-friendly.
I intend to continue updating my snapshot site at the URL above, at
least for a little while.


Call for help: The hardware compatibility lists need to be updated in
the areas of the Alpha architecture, USB devices, and PCCARD devices.
I’m looking for volunteers to help; interested parties should contact me
at the email address above. DocBook experience is not required;
familiarity with the hardware above would be very helpful.


Fibre Channel Support


Matthew Jacob mjacob@FreeBSD.org


Bug fixing and move to -STABLE of 2Gb support.


Intel Gigabit Ethernet


Matthew Jacob mjacob@FreeBSD.org


Quite a lot of cleanup of this driver. Bug fixes and some performance
enhancements. However, this driver is likely to be removed shortly and
replaced by one from Intel itself.


TIRPC


Martin Blapp mb@imp.ch


As you know, in march 2001 the version 2.3 of TIRPC has been committed
together with many userland changes. Alfred Perlstein and Ian Dowse have
helped me a lot with the porting effort and if I had problems with
understanding the code.


Most bugs are now fixed, some remaining areas to fix are secure RPC
(keyserv) and unix domain support. I’ve patches for these area
available. Ian Dowse fixed a lot of outstanding bugs in the rpcbind
binary itself. Thank you Ian !


The plan is now to migrate slowly towards TIRPC 2.8, which is threadsafe
for the server- and clientside. One first patch I’ve made available on
my URL. TIRPC 2.8 is licensed under the “Sun Standards License Version
1.0” and we have to add some license lines and the license itself to all
modified files.


A example is timed_clnt_create.diff which can be found on the
homepage.


binup


Eric Melville eric@FreeBSD.org Murray Stokely murray@FreeBSD.org


The project has gained a mailing list, freebsd-binup@FreeBSD.org - and
the source tree has been moved into the projects/ directory in the
FreeBSD CVS repository. Current work is focusing on extending the
FreeBSD package framework, and the client library should be rewritten
and completed by the end of the year.


TODO: make the projects/ hierarchy into a cvsup distribution and add it
to cvs-all. Then update distrib.self.


Porting ppp to hurd & linux


Brian Somers brian@freebsd-services.com


Status is unchanged since last month. Patches have been submitted to get
ppp working under HURD, and mostly under Linux. There are GPL copyright
problems that need to be addressed. Many conflicts are expected after
the commit of IPv6 support in ppp.


PPP IPv6 Support


Brian Somers brian@freebsd-services.com


The software has been committed to -current and seems functional.
Outstanding issues include dealing with IPV6CP events (linkup & linkdown
scripts) and allocating site-local and global addresses (currently,
``iface add’’ is the only way to actually use the link). A bug exists
in -stable (running the not-yet-MFC’d ppp code) whereby routing entries
are disappearing after a time (around 12 or 24 hours). No further
details are yet available.


FreeBSD DVD generation


Brian Somers brian@freebsd-services.com


A two disc set has been mastered and sent for pressing. There are a few
surprises with this release - details will be given in the official
announcement (at BSDConEurope).


Netgraph ATM


Harti Brandt brandt@fokus.gmd.de


ATM-Forum LAN-emulation version 2.0 without support for QoS has been
implemented and tested. The ILMI daemon has been modularized into a
general mini-SNMP daemon, an ILMI module and a not yet finished IPOA (IP
over ATM) module.


jpman project


man-jp@jp.FreeBSD.org


We have finished updating section [125678] manpages to 4.4-RELEASE
based, 1 week after 4.4-RELEASE is announced. To finish this update,
OKAZAKI Tetsurou has imported Ex/Rv macro support on ja-groff-1.17.2_1.
SUZUKI Koichi did most Ex/Rv changes on Japanese manpages. He also find
some issues of these macro usage on some original manpages and filed a
PR. For post-4.4-RELEASE, now we target 4.5-RELEASE. Section 3 update is
also in progress.


New Mount(2) API


Poul-Henning Kamp phk@FreeBSD.org Maxime Henrion mux@qualys.com


We’ve made some good progress now, and the new nmount(2) syscall is
nearly finished. There is still some work to do to have a working
kernel_mount() and to convert all filesystems to use this new API for
their VFS_MOUNT() functions.


FreeBSD/sparc64 port


Jake Burkholder jake@FreeBSD.org Thomas Moestl tmm@FreeBSD.org


I am pleased to announce that as of 1 AM Friday October 19th, the
sparc64 port boots to single user mode. A few binaries from the base
system have been built and verified to work properly. Much of this work
is still in review for commit, but will be integrated into the cvs tree
as soon as possible. EBus support has been ported from NetBSD, and ISA
support has been written. The PCI host bridge code has stabilized, and
busdma seems to work correctly now. The sio driver has had EBus support
added, and the ATA driver has been modified so that it works on
big-endian systems and uses the busdma API. With these changes, a root
file system can now be successfully mounted from ATA disks on sparc64,
even in DMA mode. The gem driver, which supports Sun GEM and ERI and
Apple GMAC and GMAC2 ethernet adaptor, has been ported from NetBSD but
has not yet had sufficient testing.


SYN cache implementation for FreeBSD


Jonathan Lemon jlemon@FreeBSD.org


No new status to report, the code is still waiting to be committed. It
is likely that this code will be expanded to include syn cookies as a
further fallback mechanism.


Compressed TCP state


Jonathan Lemon jlemon@FreeBSD.org


Development on this project has been slowed, pending the commit of the
syncache code, as this builds on part of that work.


Network SMP locking


Jonathan Lemon jlemon@FreeBSD.org


Not much progress has been made this month, with other projects
occupying most of my time. However, reviewing all the code and data
structures had a side benefit; a hash table for inet addresses has been
added. This will significantly speed up interface address lookups in the
case where there are a larger number of interface aliases.


Multiple console support


Jonathan Lemon jlemon@FreeBSD.org


Currently, a single device may act as a console at any time, which
requires the user to choose the console device at boot time. With the
upcoming network console support, it is desirable to allow multiple
console devices which behave identically, and to alter consoles while
the kernel is running.


The code is completed, and needs some final polishing to clean up the
rough edges. Console output can be sent to both syscons and sio, (as
well as the network) and when in ddb, input can be taken from any input
source. A small control program allows adding and removing consoles on
the fly.


Network console


Jonathan Lemon jlemon@FreeBSD.org


This project’s goal is to add low level network functionality to
FreeBSD. The initial target is to make a network console available for
remote debugging with ddb or gdb. A secondary target is to utilize the
code to perform network crash dumps. The design assumes that the network
card and driver are working, but does not rely on other parts of the
kernel.


Initial development has been fairly rapid, and a minimal TCP/IP stack
has been written. It is currently possible to telnet to a machine which
is at the ddb> prompt and interact with the debugger.


Network device nodes


Jonathan Lemon jlemon@FreeBSD.org


Network devices now support aliases in the form of /dev/netN, where N is
the interface index. Devices may be wired down to a specific index
number by entries in /boot/device.hints of either:


hint.net.<ifindex>.dev=”devname” hint.net.<ifindex>.ether=”ethernet
address”


Additionally, ifconfig has been updated so that it will accept the alias
name when configuring a device.


Intel Gigabit driver


Jonathan Lemon jlemon@FreeBSD.org


The gx driver has finally been committed to the tree. The driver
provides support for the Intel PRO/1000 cards, both fiber and copper
variants. The driver supports VLAN tagging and TCP/IP checksum offload.


KSE


julian@FreeBSD.org


In the last month, not a lot has happened other than settling in of the
big August commit. Largely due to me having a sudden increased workload
at work, and a need for increased time to be spent elsewhere. However
some design work has proceeded. The API has firmed up somewhat and
several people have been reading through what has been done already in
order to be able to help in the next phase.


Milestone 3 will be to have the ability to generate and remove multiple
threads/KSEs per process. Milestone 3 will NOT require that doing so
will be safe. (especially in SMP systems), i.e. locking issues will not
be fully addressed, so while some testing will be possible, it will not
be possible to actually run in this mode with any load.


This will require allocators and destructors for the new structures.
Creation of the syscalls. Generation of an accurate written API for the
userland crew. Writing of the upcall launch code. Production of a
userland test program (not a full thread scheduler). Resolution of some
of the more glaring incompatibilities (e.g. the scheduler) in a
backwards compatible manner. (i.e. if there are no multi threaded
processes on a system it should behave the same as now (and be as
reliable)).


Criteria for knowing when we have reached Milestone 3 is the ability for
a simple process on an unloaded system to perform a series of blocking
syscalls reliably. e.g. open 2 sockets, and send data on one, after
having done a read on another, and then ‘respond’ in like manner..


PowerPC Port


Benno Rice benno@FreeBSD.org


There have been a few major successes in the PowerPC port this month.
Mark Peek has succeeded in getting the FreeBSD/PowerPC kernel cross
compiled on FreeBSD and booting under the PSIM simulator (now in
/usr/ports/emulators/psim-freebsd). I have succeeded in getting the
FreeBSD loader to load and execute kernels using the OpenFirmware found
on Apple Macintosh hardware. Mark is now working on completing some of
the startup and pmap code, while I am taking advantage of the simulator
to work on some interrupt and device issues.


FreeBSD Java Project


Greg Lewis glewis@eyesbeyond.com Official FreeBSD Java Project site.


The project has moved forward on JDK 1.3.1 development this month, with
the release of two more patchsets. The team is reasonably confident that
the latest patchset is a stable release of the core JDK 1.3.1 tools and
classes, when the default “green” threads subsystem is used. This is
mostly thanks to hard work by Fuyuhiko Maruyama to stabilize and fix the
code. Bill Huey has also been progressing with his work on the “native”
threads subsystem, although this hasn’t yet reached the stability of
“green” threads. Another (arguably the) major highlight of the latest
patchset was the integration of NetBSD support by Scott Bartram and
Alistair Crooks (the latter of NetBSD packages fame). Hopefully OpenBSD
support will follow, making it truly a united BSD Java Project.


Improving FreeBSD startup scripts


Doug Barton DougB@FreeBSD.org Gordon Tetlow gordont@gnf.org Improving
FreeBSD startup scripts Luke Mewburn’s papers NetBSD Initialization and
Services Control


This group is for discussion about the startup scripts in FreeBSD,
primarily the scripts in /etc/rc*. Primary focus will be on
improvements and importation of NetBSD’s excellent work on this topic.


Alright folks, I finally got off my butt last night and put together a
roadmap for the migration to the new rc.d init scripts that were
imported from NetBSD a long time ago and just sat in the tree.



M1 (Patch included)


Setup infrastructure

Make rcorder compile

Hook rc.subr into the distribution (and mergemaster)

Hook rcorder into the world

Add toggle in rc.conf to switch between rc_ng and current boot
scripts






M2


Get FreeBSD to boot with the new boot scripts

Rewrite the /etc/rc.d scripts to work with FreeBSD






M3


Add some FreeBSD specific support into rc.subr






M4


Add true dependency checking to the infrastructure so that starting
nfsd will start mountd and rpcbind

add support into rc.subr

Add dependencies into rc.d scripts





I’d like a couple of people to take a look at this and then I’ll submit
a pr for it if there aren’t too many objections. I’m expecting M2 to run
into quite a bikeshed, but hey, I got my nice shiny asbestos back from
the cleaners.


FreeBSD C99/POSIX Conformance Project


Mike Barcroft mike@FreeBSD.org FreeBSD-Standards Mailing List
freebsd-standards@bostonradio.org


The FreeBSD C99/POSIX Conformance Project aims to implement all
requirements of the C99 Standard and the latest 1003.1-200x POSIX draft
(currently Draft 7). In cases where aspects of the standard cannot be
followed, those aspects will be documented in the c99(7) or posix(7)
manuals. It is also an aim of this project to implement regression tests
to ensure correctness whenever possible.


Patches that implement the <stdint.h> and <inttypes.h> headers, and
modifications to printf(3) have been developed and will be committed
shortly. They will allow us to use some of the new types C99 introduces,
such as intmax_t and the printf(3) conversion specifier “%j”.


SMPng Status Report


John Baldwin jhb@FreeBSD.org smp@FreeBSD.org


Some progress has been made on the proc locking this month. Also, a new
LOCK_DEBUG macro was defined to allow some locking infrastructure to be
more efficient. Kernels now only include the filenames of files calling
mutex, sx, or semaphore lock operations if the filenames are needed.
Also, mutex operations are no longer inlined if any debugging options
are turned on. The ucred API was also overhauled to be more locking
friendly. A group has also started investigating the tty subsystem to
design and possibly implement a locking strategy.
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  January - March 2008


Introduction


This Status Report covers FreeBSD related projects between January and
March 2008. During this time FreeBSD 7.0 was released.
BSDCan [http://www.bsdcan.org/] is upon us with the Developer Summit
starting the 14th and the Conference starting the 16th.


Thanks to all the reporters for the excellent work! We hope you enjoy
reading.


soc Google Summer of Code proj Projects team FreeBSD Team Reports kern
Kernel docs Documentation


FreeBSD Bugbusting Team


Ceri Davies bugmeister_at_freebsd_dot_org Remko Lodder
bugmeister_at_freebsd_dot_org Mark Linimon
bugmeister_at_freebsd_dot_org GNATS BugBusting Resources February
2008 Bugathon new PRs in the last 7 days PRs recommended for committer
evaluation feedback PRs with no change in 2 months


As one of the results of our January and February bugathons, we have
granted Volker Werth (vwe@) direct access to GNATS. During the past few
months he has been instrumental in working on several hundred PRs
(mainly src-related), and either closing them or helping users work
through issues they are having. There have been several commits to the
src tree that directly resulted from this. Welcome Volker!


As well, several new people are assisting us in classifying incoming
PRs, working with users, and reviewing patches. Among the most active
are Bruce Cran, Dylan Cochran, and Harrison Grundy. We appreciate
everyone’s efforts.


As a direct result of the above, we have been able to hold the overall
PR count down to around 5300 (the peak was around 5500). despite the
facts that PR submissions have jumped recently, and the ports PR backlog
is a little higher than recent trends (due to the long freeze/slush
cycle). What is most encouraging, however, is not the absolute number,
as much as that we are handling incoming PRs much more quickly and
completely. While we are still not where we need to be, this trend is
very encouraging.


As well, The Bugbusting Team has learned some lessons about how we can
best involve new people in bugbusting, e.g., how to best leverage people
who have varying levels of experience and areas of interest. Our old
response of “just look through the bug reports and let us know if you
see anything that needs doing” tends to discourage all but the most
highly-motivated. Some of these ideas are being studied to figure how to
change our process flow.


There are still a number of good technical suggestions from the two
Bugathons that need to be written up and discussed. The first few have
resulted in the following: there are a few new web pages that include:
new PRs in the last 7 days; the web representation of the “recommended
by bugbusting team” list; and “PRs in feedback with no change for 2
months”. (See above). Many more need to be added.


Much of the work of the second Bugathon was in identifying and closing
PRs for which fixes had already been committed. Others were identified
and relabled as ‘patched’ to move them along.


Think of some way for committers to only view PRs that have been in some
way ‘vetted’ or ‘confirmed.’


Generate more publicity for what we’ve already got in place, and for
what we intend to do next.


Define new categories, classifications, and states for PRs, that will
better match our workflow.


ProPolice support for FreeBSD


Jérémie Le Hen jeremie@le-hen.org FreeBSD/SSP


This patch modifies the build infrastructure in order to use GCC’s
stack-smashing protection (SSP, aka ProPolice) when building world,
kernel and ports. Don’t forget to see the website and especially the FAQ
for a list of ports that fail to build with ProPolice. The patch extends
the meaning of src.conf(5) WITHOUT_SSP so as to prevent both building
libssp and using ProPolice when compiling. An interesting thing to note
is that libssp is GNU licensed (it is provided with GCC 4.2.1) but since
libc includes the mandatory symbols, programs won’t be linked against
GNU libssp. A new knob USE_SSP has been also added for the ports
infrastructure, you can set it to “yes” in make.conf(5) and use
USE_SSP= on command-line to disable ProPolice for some ports. The
patch has been reviewed and should hopefully be committed soon. The port
part hasn’t been reviewed yet, though.


finstall - Graphical installer for FreeBSD


Ivan Voras ivoras@freebsd.org


“finstall” is a graphical installer project for FreeBSD, sponsored by
Google during the 2007 Summer of Code. Its goal is to create a modern
installer, usable by both novice users and experts. Because it is
divided into front end and back end, it can potentially be used for
advanced purposes as system configuration, remote and custom installs,
etc. The project has resulted in a simple installer ISO image for i386
that can be used for new installations on empty hard drives. Development
has continued post-SoC but somewhat slowly; recently implemented
features include ZFS support and BSDStats support. To attract more
potential developers (especially those without an account on FreeBSD’s
official development systems), the project has moved to SourceForge.
Future development plans include support for headless / remote installs,
partitioning, etc. Talks about finstall will be given at BSDCan 2008.


Remote / headless install support.


Better partitioning support in the front end.


GPT boot support.


Fine grained package selection support.


The FreeBSD Foundation


Deb Goodkin deb@FreeBSD.org The FreeBSD Foundation Website FreeBSD
Foundation Mailing List


The foundation provided legal counsel for the project to understand the
impact of GPLv3 on the project and to create a policy on software
licenses. We approved a budget of $250,000 for 2008. We were a sponsor
for AsiaBSDCon and provided travel grants to three people to attend the
conference. We are a sponsor for BSDCan and the BSDCan Developer Summit.
We have approved travel grants for 10 people to attend BSDCan. We are
supporting projects that will provide Java 1.6 binaries for FreeBSD 6.3
and 7.0. Join our mailing list to receive monthly updates. See you at
BSDCan!


Ideas Web Application


Murray Stokely murray@FreeBSD.org Idea Database Design Document


A prototype web application has been written for the
http://www.FreeBSD.org website which allows authenticated users to add
new development ideas or comment and vote on ideas added by others. This
application is a proposed replacement for the static webpage that is
currently maintained with project ideas for summer of code students and
others looking to get involved with FreeBSD.


Some of the features currently available include:



		Allows anyone to propose a new idea.


		Allows anyone to comment and vote on previously proposed ideas.


		Provides an RSS feed of the newest ideas.


		Provides an RSS feed of the comments/votes for any specific idea.


		Allows one to sort and search the ideas list by category, proposer,
votes, summary title, or full text, and subscribe to RSS feed of
search results.


		Anonymous ideas/comments are hidden by default until cleared by a
moderator.


		Moderator bits to be set for certain users so that they can moderate
the above (can subscribe to an rss file for unmoderated ideas and
comments needing their attention).


		Import functionality to import the current ideas.xml file.


		Graphs and statistics about the ideas in the database are provided.





The code is checked into perforce under
//depot/user/murray/www/apps/django/ideas/... and I would eventually
like to see this hosted on FreeBSD.org hardware, linked from the main
website, and checked into www/apps/django/ideas.


A thorough security review of the code is needed. If you have experience
with reviewing web applications for sql injection, cross-site scripting,
and other vulnerabilities please contact me. The application uses the
Django framework.


Better import/export tools to get the data from our current ideas.xml
web app into the database and back out again.


More usability review and suggestions needed to make this a compelling
replacement to the current static XML system.


Multi-IPv4/v6/no-IP jails


Bjoern A. Zeeb bz@FreeBSD.org Webpage for regularly updates and patches
Perforce tree


The multi-IPv4/v6 jails project was resumed in early January after
previous work had been abandoned in 2006.


As an alternate solution to full network stack virtualization, this work
shall provide a lightweight solution for multi-IP virtualization. The
changes are even more important because of the emerging demand for IPv6.


The current status includes updated user space utilities. Kernel side
has grown support for multiple IP addresses for both address families in
jails, as well as no IP addresses at all. 32bit and jail version 1
backward compatibility support were implemented.


The development was moved to perforce and patches for early adopters are
available.


The TODO list can be found in the TODO file in perforce.


Regression tests and review.


The Ports Collection


Mark Linimon linimon@FreeBSD.org The FreeBSD Ports Collection
Contributing to the FreeBSD Ports Collection FreeBSD ports unfetchable
distfile survey (Bill Fenner’s report) FreeBSD ports monitoring system
The FreeBSD Ports Management Team marcuscom Tinderbox


portmgr is pleased to announce that Florent Thoumie (flz) has joined us.
We immediately put him to work on cleaning up the pkg_* tools.


After the extended freeze and then slush for 7.0R, we have finally been
able to start catching up on the backlog that built up during that time.


The ports count is now over 18,200. The PR count has only dropped to
around 1000. We are still turning around PRs fairly quickly, but are not
making progress on the backlog.


We have only been able to do 2 -exp runs recently. Although a number of
PRs have been closed, we are still at 57 portmgr PRs.


During this period, GNOME has been updated to 2.22.0. Also, a new port
for linux emulation (emulators/linux_base-f8) has been introduced for
general testing.


XFree86 has been removed. (It had been deprecated for quite some time;
modern development seems to be happening in X.Org.) This simplifies the
infrastructure. A few other stale ports have been reaped.


The following large changes are in the pipeline:



		Upgrade of KDE to 4.0 (being tested)


		Upgrade of automake to 1.10.1


		Upgrade of gettext to 0.17


		Upgrade of libtool to 1.5.26 (not 2.x at this time)


		Upgrade of m4 to 1.14.11


		Introduction of Perl 5.10





We are currently building packages for amd64-5, amd64-6, amd64-7,
amd64-8, i386-5, i386-6, i386-7, i386-8, sparc64-6, and sparc64-7. Note,
however, that RELENG_5 will reach end of its supported life May 31,
2008, and package builds for those 2 buildenvs will stop as of that
date.


We have been able to use some new machines to speed up the package
builds (in particular, amd64) – in fact, to the point that we are now
outrunning the capacity of some of the mirrors to stay current. A
solution for the problem is being investigated.


We have added 4 new committers since the last report.


Most of the remaining ports PRs are “existing port/PR assigned to
committer”. Although the maintainer-timeout policy is helping to keep
the backlog down, we are going to need to do more to get the ports in
the shape they really need to be in.


Although we have added many maintainers, we still have over 4,000
unmaintained ports (see, for instance, the list on portsmon). We are
always looking for dedicated volunteers to adopt at least a few
unmaintained ports. As well, the packages on amd64 and sparc64 lag
behind i386, and we need more testers for those.


Rewriting the TTY layer


Ed Schouten ed@80386.nl Perforce branch


About 10 weeks ago I started rewriting the TTY layer. The existing TTY
code is about 20-25 years old and has been extended over and over,
without really improving its design.


The new TTY layer will allow us to remove usage of the Giant from
drivers. It also includes an improved buffering mechanism, which has
more constant-time operations and prevents copying data multiple times
when moving data to userspace.


Right now the code should work quite well for most users. The code in
Perforce includes a new pseudo-TTY driver, which is finally capable of
destroying TTY’s and their associated buffers when needed. The syscons,
uart and ucom drivers have also been ported to the new TTY layer.


The code is quite complete, but it still misses driver interaction for
carrier/connection detection and sending breaks. Many drivers still need
to be ported.


People who are willing to test. Contact me if you cannot perform
Perforce checkouts.


Not all drivers have been ported. Patches or hardware are welcome.


Some changes could already be backported.


Summer of Code


Murray Stokely murray@FreeBSD.org Robert Watson rwatson@FreeBSD.org


The student application period for the Summer of Code is over and the
mentors and administrators are carefully reviewing the applications,
clarifying the project parameters, and deciding which students to
recommend for funding from Google.


This year we received over 100 student applications from students in 26
different countries. We also have over 60 potential mentors that we are
currently matching up with students. We will soon announce the winning
students on the summer of code website and the process of bringing these
students into our development community will begin.


Each student will again be given Perforce and wiki access and all
developers are encouraged to contact any students working in related
areas, as we don’t want the students to have access to our community
only through their formal assigned mentor.


Help introduce our new summer of code students to FreeBSD development.
Some students are very experienced at developing on FreeBSD and others
are new to our environment and could use more assistance.


Update the ideas database with new project ideas that you’d like to see
for next year’s Summer of Code.


UnionFS Improvements


Daichi GOTO daichi@freebsd.org Masanori OZAWA ozawa@ongs.co.jp


Our implementation of UnionFS has been merged into HEAD, 7-stable and
6-stable already. Now we are working on UnionFS stability improvement.
We have developed the following 5 patches. If you are interested, please
try them and report your results.



		unionfs-p20-1.diff [http://people.freebsd.org/~daichi/unionfs/experiments/unionfs-p20-1.diff]


		unionfs-p20-2.diff [http://people.freebsd.org/~daichi/unionfs/experiments/unionfs-p20-2.diff]


		unionfs-p20-3.diff [http://people.freebsd.org/~daichi/unionfs/experiments/unionfs-p20-3.diff]


		unionfs-p20-4.diff [http://people.freebsd.org/~daichi/unionfs/experiments/unionfs-p20-4.diff]


		unionfs-p20-5.diff [http://people.freebsd.org/~daichi/unionfs/experiments/unionfs-p20-5.diff]





Robert Watson has pointed out that unionfs-p20-5.diff has some problems
around how it treats sockets. We are researching those.


USB


Hans Petter Sirevaag Selasky hselasky@freebsd.org Current USB files
Current USB API README file Install instructions


During the last three months there has mostly been bugfix and
documentation commits. The code is currently in a stable and full
featured state. The FreeBSD P4 USB project now has a fully symmetric USB
stack at API level and has been tested to work with AT91RM9200 ARM based
boards and USS820 based devices. There are currently two USB device side
drivers implemented, namely CDC Ethernet and Mass Storage (SCSI+BBB) so
that you can now make your custom USB Flash Disk using FreeBSD. Don’t
confuse USB device side drivers with USB host side drivers.


Currently the USB P4 project is under review.


Ideas and comments with regard to the new USB API are welcome on the
FreeBSD USB Mailing
List [http://lists.freebsd.org/mailman/listinfo/freebsd-usb] .


The Spanish Documentation Project


José Vicente Carrasco Vayá carvay@FreeBSD.org Gábor Kövesdán
gabor@FreeBSD.org FreeBSD Spanish Website Spanish Translations


We are progressing better these days again. We have made some updates to
the website and to the Handbook, including the complete translation of
the jails chapter. We have also added a new translation of an article
and an another one is under review.


Complete updating of the website.


Update the Handbook and translate new chapters.


The Hungarian Documentation Project


Gábor Kövesdán gabor@FreeBSD.org Gábor Páli pgj@FreeBSD.org Hungarian
website Hungarian articles


We are pleased to welcome Gábor Páli as a doc committer. He has
successfully completed the translation of the FreeBSD Handbook. The
final review of his work is pending now and we will import it soon to
the repository. We consider the translation of the release notes the
next important milestone of this translation project.


Review the translated Handbook.


Translate release notes for -CURRENT and 7.X.
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Introduction


This is a draft of the January–March 2015 status report. Please check
back after it is finalized, and an announcement email is sent to the
&os;-Announce mailing list.


?>


This report covers &os;-related projects between January and March 2015.
This is the first of four reports planned for 2015.


The first quarter of 2015 was another productive quarter for the &os;
project and community. &os; is being used in research projects, and
those projects are making their way back into &os; as new and exciting
features, bringing improved network performance and security features to
the system. Work continues to improve support for more architectures and
architecture features, including progress towards the goal of making ARM
(32- and 64-bit) a Tier 1 platform in &os; 11. The toolchain is
receiving updates, with new versions of clang/LLVM in place, migrations
to ELF Tool Chain tools, and updates to the LLDB and gdb debuggers. Work
by ports teams and kernel developers is maintaining and improving the
state of &os; as a desktop operating system. The pkg team is continuing
to make binary packages easier to use and upgrade.


Thanks to all the reporters for the excellent work!


The deadline for submissions covering the period from April to June 2015
is July 7th, 2015.


team &os; Team Reports proj Projects kern Kernel arch Architectures bin
Userland Programs ports Ports doc Documentation misc Miscellaneous


Address Space Layout Randomization (ASLR)


Shawn Webb shawn.webb@hardenedbsd.org Oliver Pinter
oliver.pinter@hardenedbsd.org HardenedBSD ASLR Call For Testing FreeBSD
Code Review of ASLR


Address Space Layout Randomization (ASLR) is a computer security
technique that aids in mitigating low-level vulnerabilities such as
buffer overflows. ASLR randomizes the memory layout of running
applications to prevent an attacker from knowing where a given
exploitable vulnerability lies in memory.


We have been working hard the last few months to ensure the robustness
of our ASLR implementation. We have written a manpage and updated the
patch on FreeBSD’s code review system (Phabricator). Our ASLR
implementation is in use by the HardenedBSD team in production
environments and is performing robustly.


The next task is to compile the base system applications as
Position-Independent Executables (PIEs). For ASLR to be effective,
applications must be compiled as PIEs to allow the main binary, as well
as shared libraries, to be located at random addresses. It is likely
that this part will take a long time to accomplish, given the complexity
surrounding building the libraries in the base system. Even if
applications are not compiled as PIEs, having ASLR available still helps
those applications (like HardenedBSD’s secadm) which force compilation
as PIE for themselves.


SoldierX


Test our patch against 11-CURRENT.


Xfce on &os;


&os; Xfce Team xfce@FreeBSD.org


Xfce is a free software desktop environment for Unix and Unix-like
platforms, such as &os;. It aims to be fast and lightweight, while still
being visually appealing and easy to use.


This quarter was an exciting time for the Xfce Team. We imported version
4.12 of the Xfce desktop environment into the ports tree, after more
than two years of development.


Overall, we have updated the following ports:



		Xfce core (4.12)


		audio/xfce4-mpc-plugin (0.4.5)


		deskutils/xfce4-tumbler (0.1.31


		deskutils/xfce4-xkb-plugin (0.7.1)


		editors/mousepad (0.4.0)


		graphics/ristretto (0.8.0)


		multimedia/xfce4-parole (0.8.0)


		sysutils/garcon (0.4.0)


		sysutils/xfce4-diskperf-plugin (2.5.5)


		sysutils/xfce4-fsguard-plugin (1.0.2)


		sysutils/xfce4-power-manager (1.4.4)


		sysutils/xfce4-wavelan-plugin (0.5.12)


		textproc/xfce4-dict-plugin (0.7.1)


		www/xfce4-smartbookmark-plugin (0.4.6)


		x11/libexo (0.10.4)


		x11-clocks/xfce4-timer-out-plugin (1.0.2)


		x11-fm/thunar (1.6.6)


		x11-themes/gtk-xfce-engine (3.2.0)





At the same time we switched to the USES framework, and a new plugin has
been added, called audio/xfce4-pulseaudio-plugin.


We also follow the unstable releases (available in our experimental
repository) of:



		x11/xfce4-dashboard (0.3.91)


		x11/xfce4-notes-plugin (1.8.0 beta)





The following documentation patches are ready:



		PR197878 [https://bugs.freebsd.org/bugzilla/show_bug.cgi?id=197878],
Update Xfce section in Porter’s Handbook


		D1305 [https://reviews.freebsd.org/D1305], FAQ





Work on support for Compact Disc Digital Audio (CD-DA) in
multimedia/xfce4-parole.


Add a new property (through xfconf-query) to allow users to change the
greyscale value of quicklaunch icons in x11/xfce4-dashboard (this
feature is only available in the unstable release).


Lua boot loader


Rui Paulo rpaulo@FreeBSD.org Pedro Souza pedrosouza@FreeBSD.org Wojciech
Koszek wkoszek@FreeBSD.org


The Lua boot loader project is in its final stage and it can be used on
x86 already. The aim of this project is to replace the Forth boot loader
with a Lua boot loader. All the scripts were re-written in Lua and are
available in sys/boot/lua. Once all the Forth features have been tested
and the boot menus look exactly like in Forth, we will start merging
this project to &os; HEAD. Both loaders can co-exist in the source tree
with no problems because a pluggable loader was introduced for this
purpose.


The project was initially started by Wojciech Koszek, and Pedro Souza
wrote most of the Lua code last year in his Google Summer of Code
project.


To build a Lua boot loader just use:


WITH_LUA=y
WITHOUT_FORTH=y






Feature/appearance parity with Forth.


Investigate use of floating point by Lua.


Test the EFI Lua loader.


Test the U-Boot Lua loader.


Test the serial console.


More Michael Lucas &os; books


Michael Lucas mwlucas@michaelwlucas.com


The &os; storage books are proceeding slower than expected. This is a
complex project.


It appears that ZFS will be a two-book topic. The first book will cover
basic ZFS, while the second will cover advanced cases like live and cold
replication, sharing, performance, and using ZFS on top of less common
GEOM providers. More details can be found in the links section.


Allan Jude (allanjude@) is co-authoring the ZFS books. Little did he
know of the magnitude of the task ahead of him when he signed up....


Opaque ifnet


Gleb Smirnoff glebius@FreeBSD.org Project wiki page


This project aims to design a new KPI for network drivers that would
allow the network stack to evolve without breaking compatibility with
older drivers. The core idea is to hide struct ifnet from drivers,
giving the project the name “opaque ifnet”. However, the project will
include more changes than just hiding the struct’s definition.


At present, the new KPI has been prototyped, most of the important parts
of network stack have been modified appropriately, and several drivers
have been converted to the new KPI.


The project needs more manpower, since there are many network drivers in
the tree, with a total of 245 sites where a struct ifnet is
allocated.


Netflix


Convert more drivers.


Ports Collection


Frederic Culot portmgr-secretary@FreeBSD.org Port Management Team
portmgr@FreeBSD.org


As of the end of Q1 the ports tree holds almost 25,000 ports, and the PR
count is just over 1,500. The tree saw more activity than during the
previous quarter, with almost 7,000 commits performed by 163 active
committers. The number of problem reports closed also increased by about
20%, with nearly 2,000 PRs closed!


In Q1 two new developers were granted a ports commit bit (jbeich@ and
brd@) and one bit was taken in for safekeeping (rafan@, on his request).


On the management side, decke@ decided to step down from his portmgr
duties in February. No other changes were made to the team during Q1.


This quarter also saw the release of the first quarterly branch of the
year, 2015Q1. On this branch, 140 changes were applied by 35 committers.


On the QA side, 29 exp-runs were performed to validate sensitive updates
or cleanups.


As during the previous quarter a tremendous amount of work was done on
the tree to update major ports and to close even more PRs than in
2014Q4. However, we sometimes lag behind with regards to documentation,
so volunteers are welcome to help on this important task.


bhyve


Peter Grehan grehan@FreeBSD.org Neel Natu neel@FreeBSD.org John Baldwin
jhb@FreeBSD.org Tycho Nightingale tychon@FreeBSD.org Allan Jude
allanjude@FreeBSD.org Alexander Motin mav@FreeBSD.org bhyve FAQ and
talks


bhyve is a hypervisor that runs on the FreeBSD/amd64 platform. At
present, it runs FreeBSD (8.x or later), Linux i386/x64, OpenBSD
i386/amd64, and NetBSD/amd64 guests. Current development is focused on
enabling additional guest operating systems and implementing features
found in other hypervisors.


Peter Grehan did a status update at bhyvecon 2015 in Tokyo. The slides
are available at http://bhyvecon.org/bhyvecon2015-Peter.pdf.


Mihai Carabas presented the results of his GSoC project on implementing
instruction caching in bhyve at AsiaBSDCon 2015 in Tokyo. The slides are
available at
http://people.freebsd.org/~neel/bhyve/bhyve-cache-emul-slides.pdf.


A number of improvements were made to bhyve this quarter:



		The RTC device model can now be instructed to keep UTC time instead
of localtime. This is useful for guests like OpenBSD that expect the
RTC to keep UTC time.


		The virtio-blk device now does I/O asynchronously without blocking
the vcpu thread that initiated the I/O.


		The virtio-blk and ahci-hd devices are now able to execute multiple
I/O requests in parallel. This can significantly boost virtual disk
throughput.


		The ahci-hd device emulation advertises TRIM to the guest if the
backend device supports it (e.g., ZVOL).


		The virtio-blk and ahci-hd devices now advertise the proper logical
and physical block size of the backend device or file.





Improve documentation.


bhyveucl is a tool for starting bhyve instances based on a UCL formatted
config file. More information is at
https://github.com/allanjude/bhyveucl


Add support for virtio-scsi.


Flexible networking backends such as wanproxy and vhost-net.


Move to a single process model, instead of bhyveload and bhyve.


Support running bhyve as non-root.


Add filters for popular VM file formats (VMDK, VHD, QCOW2).


Implement an abstraction layer for video (no X11 or SDL in the base
system).


Suspend/resume support.


Live Migration.


Nested VT-x support (bhyve in bhyve).


Support for other architectures (ARM, MIPS, PPC).


Jenkins Continuous Integration for &os;


Craig Rodrigues rodrigc@FreeBSD.org Jenkins Administrators
jenkins-admin@FreeBSD.org &os; Testing freebsd-testing@FreeBSD.org The
Jenkins CI server in the &os; cluster Cloud9ers Ahmed Kamal Ahmed’s
contributions to SaltStack Kyua turns parallel Jenkins Multiple SCM’s
plugin fixes GCC 4.9 problems External Toolchain Support


The Jenkins Continuous Integration and Testing project has been helping
to improve the quality of &os;. Since the last status report, we have
quickly found commits which caused build breakage or test failures. &os;
developers saw these problems and quickly fixed them. Some of the
highlights include:



		Ahmed Kamal agreed to join the jenkins-admin team. Even though he is
not a &os; committer, he is subscribed to the jenkins-admin alias,
and is contributing code via GitHub. Ahmed has contributed multiple
SaltStack scripts which are in the freebsd-ci GitHub repository.
Ahmed has also found multiple bugs in SaltStack’s &os; support. He
has fixed these bugs and pushed them back to SaltStack via GitHub
pull requests.


Ahmed is a software developer who lives in Cairo, Egypt. He presently
works for Cloud9ers, a cloud and devops consulting firm. In the past,
he has worked for Canonical as the Ubuntu Cloud and Server community
liaison.


Ahmed found out about the Request for Help sent out by &a.rodrigc;
for help with Jenkins in &os; via a random web search. Ahmed found
&os; to be a very nice project, and was eager to volunteer and help
out, and responded to the Request. Ahmed will attend BSDCan, where he
will learn more about the BSD Community.





		&a.jmmv; extended Kyua to support executing test cases in parallel.
This should help the scaling of testing in environments with
thousands of test cases.





		&a.rodrigc; got a commit bit to the Jenkins Multiple SCM’s plugin,
and committed fixes to that plugin to help it work with Subversion
1.8





		&a.rodrigc; worked with &a.dim; in the freebsd-toolchain team to help
identify and fix several compile problems in the &os; src tree when
using GCC 4.9. This work will help with the External Toolchain
project.








Set up more builds based on different architectures.


Improve the maintenance of nodes in the Jenkins cluster using devops
frameworks such as Saltstack.


People interested in helping out should join the
freebsd-testing@FreeBSD.org list.


Clang, llvm and lldb updated to 3.6.0


Dimitry Andric dim@FreeBSD.org Ed Maste emaste@FreeBSD.org Roman Divacky
rdivacky@FreeBSD.org Davide Italiano davide@FreeBSD.org LLVM 3.6.0
Release Notes Clang 3.6.0 Release Notes


Just before the end of the quarter, we updated clang, llvm and lldb in
the base system to the 3.6.0 release. These all contain numerous
improvements; please see the linked release notes for more detailed
information.


We have also imported a newer snapshot of compiler-rt, with better
support for the Address Sanitizer and the Undefined Behavior Sanitizer,
and arm64 runtime support routines. With the updated clang, llvm, and
compiler-rt, we now support the Address and Undefined Behavior
Sanitizers in the base system toolchain.


As with the 3.5.0 release, these components require C++11 support to
build. C++11 support is available in &os; 10.0 and later on the x86
architectures.


It is still unclear whether we will be able to MFC these updates to any
of the stable branches, due to the difficulty it will introduce for
upgrading from a system without C++11 support, either from older
releases or from architectures still using gcc.


In the lld-import branch, we have also imported a recent snapshot of
lld, a linker produced by the LLVM project. This is a very preliminary
effort of making it available as a system linker.


Thanks to Ed Maste, Roman Divacky, Andrew Turner and Davide Italiano for
their help with this import, and thanks to Antoine Brodin for performing
a ports exp-run.


After the ports exp-run, a small number of ports turned out to have
problems, and for almost all of these, PRs with fixes or workarounds
were filed. While most of these PRs have been processed and closed,
there are still a few left that need attention, from either the
maintainer(s) or other volunteers.


Andrew Turner is working on bringing up the arm64 architecture, which is
now fully supported in clang and llvm. This will be a very interesting
new area for solving challenging problems.


There are still issues with the powerpc and sparc64 architectures, and
any help in these areas is very much appreciated.


The &os; Foundation


Deb Goodkin deb@FreeBSDFoundation.org Foundation website &os; Journal
BSDNow PC-BSD Tour BSDNow “From the Foundation”


The Foundation turned 15 on March 15th! We kicked off our anniversary
celebration by launching a spring fundraising campaign, to bring in 500
new community investors. In conjunction with our anniversary, BSDNow
interviewed Justin Gibbs about our history and plans for the future as
part of the PC-BSD tour. BSDNow also interviewed Ed Maste about &os;
projects and processes in a “From the Foundation” episode.


We were a Platinum Sponsor of AsiaBSDCon and had five team members
attend the conference. Kirk McKusick taught a two-day &os; kernel
tutorial and gave a talk on Journaled Soft Updates, and George
Neville-Neil gave a talk on network performance in &os;; George also
taught a two day tutorial (A Look Inside FreeBSD with DTrace). This is
from ongoing work with Robert Watson in support of both academic and
practitioner educational material for &os;. Dru gave a talk on Advanced
OpenSource Storage with FreeNAS 9.3, and Ed Maste gave a talk on the
LLDB Debugger in FreeBSD.


We became a Platinum Sponsor for BSDCan, and have approved six travel
grants to &os; contributors. We also sponsored Michael Dexter to attend
SCALE so he could give a talk on virtualization.


In addition to the above conferences, we helped promote &os; at the
following conferences:



		USENIX FAST ‘15 [https://www.usenix.org/conference/fast15]


		FOSDEM [https://fosdem.org/2015/]


		SCALE [http://www.socallinuxexpo.org/scale/13x/]





We received and published &os; testimonials from Xinuos, Netgate, and
Tarsnap.


We launched the “From the Trenches” series to provide stories from &os;
contributors on what they are doing with &os;. Glen Barber wrote an
article called ZFS and How to Make a Foot Cannon. Glen also investigated
a deadlock issue when rebooting after upgrades (PR 195458), and he
released weekly 11-CURRENT and 10-STABLE snapshot builds.


The &os; Journal now has over 8300 subscribers and has a 98% renewal
rate. We are now publishing a few free &os; Journal
articles [https://www.freebsdfoundation.org/journal/articles]. We
also created landing pages for each Journal issue for easier promotion.


We started work on the Ottawa Vendor and Developer Summits and another
one that has not yet been officially announced on the East Coast in the
fall.


Our development staff and project grant recipients were responsible for
a large number of feature improvements and bug fixes over this past
quarter. We have nine individual reports in this quarterly update for
Foundation-sponsored projects that demonstrate a number of different
ways the Foundation supports the &os; project.


One project is the subject of a research master’s project at Swinburne
University in Melbourne: the Multipath TCP (MPTCP) implementation for
&os;. The PCIe hot plug project is an individual project grant. The
FreeBSD/arm64 project represents a collaborative development effort,
where the Foundation facilitates a broader project with multiple
participants.


There are also a number of projects undertaken directly by Foundation
staff. In this quarterly report we have several reports in this
category: Secure Boot, the autofs-based automount daemon, dynamically
loadable libthr, Intel DMA remapping, and migration to the ELF Tool
Chain project tools.


Additionally, one of the benefits of having long-term permanent staff is
the ability to continue to maintain projects and contribute improvements
beyond a fixed timeline. Over the last quarter, Foundation staff
contributed improvements to the UEFI boot process, vt(4) system console,
in-kernel iSCSI stack, virtual memory subsystem, and many others.


Adding PCIe Hot-plug Support


John-Mark Gurney jmg@FreeBSD.org PCIe Hot-plug Perforce Branch


PCI Express (PCIe) hot-plug is used on both laptops and servers to allow
peripheral devices to be added or removed while the system is running.
Laptops commonly include hot-pluggable PCIe as either an ExpressCard
slot or a Thunderbolt interface. ExpressCard has built-in USB support
that is already supported by &os;, but ExpressCard PCIe devices like
Gigabit Ethernet adapters and eSATA cards are only supported when they
are present at boot, and removal may cause a kernel panic.


The goal of this project is to allow these devices to be inserted and
removed while &os; is running. The work will provide the basic
infrastructure to support adding and removing devices, though it is
expected that additional work will be needed to update individual
drivers to support hot-plug.


Current testing is focused on getting a simple UART device functional.
Basic hot swap is functional.


The &os; Foundation


Get suspend/resume functional by saving/restoring the necessary
registers.


Make sure that upon suspend, devices are removed so that if they are
replaced while the machine is suspended, the new devices will be
detected.


Improve how state transitions are handled, possibly by using a proper
state machine.


The Graphics stack on FreeBSD


&os; Graphics team freebsd-x11@FreeBSD.org Graphics stack roadmap and
supported hardware matrix Graphics stack team blog Ports development
tree on GitHub


In the official Ports tree, the Mesa ports (libglapi, libGL,
libEGL, libglesv2, gbm, and dri) are kept close to the
latest Mesa 10.4.x release.


In the development tree (see the GitHub link), the update to Mesa 10.5
came, along with several improvements and cleanup to the ports
themselves. Now all ports share the same configure flags and build
dependencies. As Mesa is built from scratch for each port, this ensures
that all libraries and drivers are consistent with each other. This
fixes at least two problems:



		A long standing bug: the drm EGL platform is now functional,
meaning we will be able to enable Glamor (the 2D acceleration engine
based on OpenGL) in the X.Org server. This is required to provide 2D
acceleration for Radeon HD 7000 and later GPUs, for instance.


		Clover, the Mesa OpenCL implementation, now works; see the next
paragraph.





The downside of this unification is that all ports will depend on LLVM.
This work is happening in the mesa-10.5 branch.


Progress has been made on OpenCL, thanks to help from Johannes
Dieterich. Clover (Mesa’s implementation) and Beignet (Intel’s
implementation) were added as ports to the development tree. They were
tested successfully on Radeon and Intel GPUs, but see the wiki for an
up-to-date status. Initially developed in the opencl branch,
everything has now been merged into the mesa-10.5 branch. This
cannot go into the official Ports tree yet because it requires the
unification explained above.


A new port, drm-kmod, was added to the official Ports tree. It
provides updated drm2, i915kms and radeonkms kernel modules
for FreeBSD 9.3-RELEASE and 9.3-STABLE. The only difference from the
vanilla modules is the addition of hardware context support to the i915
driver. The xf86-video-radeon and xf86-video-intel drivers were
patched to use the drm-kmod port on these versions of FreeBSD. This
will allow us to remove the duality of the Mesa ports
(libGL/libEGL/dri) and only support one version (as is
already the case in the mesa-10.5 branch where Mesa 9.1.7 is gone).
There is no ETA yet for when this last part will happen.


In the development Ports tree, the xserver-next branch was updated
from xorg-server 1.16 to be tracking 1.17. Again, this depends on the
previous step: the removal of Mesa 9.1.7.


Work is finishing up on an update of miscellaneous X.Org components.
Apart from updates to several X.Org ports, this update also removes the
use of .la files from the X.Org libraries that still have them.
Also, the xf86-video-intel driver will receive patches to allow it
to compile against a newer xorg-server than 1.14. Most of the X.Org
component updates were submitted by Matthew Rezny.


The location where fonts get installed was overhauled and the way to
handle fonts from the plist has been simplified. Now all fonts are
installed in /usr/local/share/fonts as required by the XDG rules.
Furthermore, making a port for fonts should be easier: more aspects,
such as calling fc-cache(1), are handled by the Ports framework.
Therefore, the font ports’ consistency was greatly improved.


In the kernel, the DRM device-independent code was updated to match
Linux 3.8. A merge to 10-STABLE is pending. The i915kms kernel driver
received an update, too, which is already merged to 10-STABLE.


Having both updates in place enables work on a second update of the i915
driver: this time it will be synchronized with Linux 3.8, like the rest
of the DRM subsystem, and include Haswell support. This work was started
recently. Our hope is that it will be ready in time for FreeBSD
10.2-RELEASE.


During Q2, we are going to work with the GNOME team on porting libinput
and testing Wayland. Currently we know that GTK+3 and GNOME 3 have full
support for Wayland. We also need to test Xwayland from xorg-server
1.16+ to support X applications on Wayland desktops. If you know of more
software that uses Wayland, we would like to hear about them. At this
point there are no plans to port the Weston reference implementation of
a Wayland compositor.


See the “Graphics” wiki page for up-to-date information.


Wine/FreeBSD


Gerald Pfeifer gerald@FreeBSD.org David Naylor dbn@FreeBSD.org Wine wiki
Wine on amd64 wiki Wine homepage


This quarter has seen five updates to the wine-devel port that
closely tracks upstream development, as well as updates to helper ports
(wine-gecko-devel and wine-mono-devel):



		Stable releases: 1.6.2 (1 port revision)


		Development releases: 1.7.34 through 1.7.39





A major development has been the introduction of Wine64 (i.e., the
ability to run 64-bit Windows applications). This is currently available
through the wine-devel port. At this stage it is currently mutually
exclusive with the i386-wine-devel port, however, we have plans to
integrate these ports to offer a full Wine experience on amd64. The
i386-wine-devel port has packages built for amd64 for &os; 8.4, 9.1+,
10.1+ and CURRENT.


Accomplishments include:



		Upstreaming 8 patches to fix Wine on &os; — many thanks to Gerald and
David.


		Optional support for V4L has been added to the stable
emulators/wine port.


		Optionally building wine with the X composite extension (if one
selects the X11 option).


		Support for alternative toolchains that require LD to be
honoured.


		Fixing and tidying up the pkg-plist.


		Wine64 support


		Updating the patch-nvidia.sh script to support arbitrary suffixes.


		Removing support for the old pkg_ tools from patch-nvidia.sh.


		Developing a patch to fix usage of getdirentries(2). This fixes
Steam, EVE Online and other applications.





We would like to thank all volunteers who contributed feedback and
patches.


Future development on Wine will focus on:



		Rename wine-compholio to wine-staging (to match upstream
development).


		Add the getdirentries(2) patch to the wine-devel port.


		Redevelop and upstream the getdirentries(2) patch.


		Redevelop and upstream the kernel32 Makefile patch.


		Add support to the i386-wine port for pkg 1.5 (conflicts with
libraries currently prevent such support).


		Add support for WoW64:
		Reduce the i386-wine port to just the components required for
WoW64.


		Rename the i386-wine port to wow64.


		Make the wine ports depend on the wow64 ports when built on amd64.


		Investigate and verify the interactions between Wine64 and WoW64.


		Investigate possible update approaches for the wow64 ports (that
have to be pre-compiled) and how updating with the wine ports will
work.











Maintaining and improving Wine is a major undertaking that directly
impacts end-users on &os; (including many gamers). If you are interested
in helping, please contact us. We will happily accept patches, suggest
areas of focus or have a chat.


&os;/amd64 integration (see the i386-Wine
wiki [http://wiki.FreeBSD.org/i386-Wine]).


Porting WoW64.


&os; on newer ARM boards


John Wehle john@feith.com Ganbold Tsagaankhuu ganbold@FreeBSD.org &os;
on Odroid-C1


We made the changes necessary to support various Amlogic SoC devices,
specifically aml8726-m6 and aml8726-m8b SoC-based devices. The
aml8726-m6 SoC is used in devices such as the Visson ATV-102, and the
Hardkernel ODROID-C1 board uses the aml8726-m8b SoC. The following
support is included:



		Basic machdep code


		SMP


		Interrupt controller


		Clock control driver (aka gate)


		Pinctrl


		Timer


		Real time clock


		UART


		GPIO


		I2C


		SD controller


		SDXC controller


		USB


		Watchdog


		Random number generator


		PLL/Clock frequency measurement


		Frame buffer





Get the DWC driver working.


FreeBSD Python Ports


&os; Python Team python@FreeBSD.org The &os; Python Team Page IRC
channel


The &os; Python team continued to improve the overall experience with
Python-based software on &os;. A lot of previously deprecated code and
option knobs were removed to improve the maintainability of the Python
Ports infrastructure.


The CPython interpreters were updated to version 2.7.9 and 3.4.3 and
Twisted was updated to version 15.0.0.


Retire the Python 3-specific port duplicates.


More tasks can be found on the team’s wiki page (see the links).


To get involved, interested people can say hello on IRC in
#freebsd-python on freenode and let us know their areas of interest!


KDE on &os;


KDE on &os; team kde@FreeBSD.org


The KDE on &os; team focuses on packaging and making sure that the
experience of KDE and Qt on &os; is as good as possible.


First of all, we would like to welcome Tobias Berner to the ranks of the
area51 (the KDE ports staging area) committers. He has been regularly
mentioned in our recent status reports, and has finally received
committer privileges to our experimental repository. Becoming an area51
committer is usually the first step towards becoming a kde@ ports
committer. We hope that Tobias can fix and update our ports more easily,
and start committing his KDE Frameworks 5 ports to area51.


Additionally, this quarter Qt 5.4.1 was committed to the ports tree.
This marks the first time ever since Qt 5 was released that we have the
latest upstream stable release in our ports tree! This was made possible
by all the work we had to put into cleaning up the Qt 5 ports
infrastructure for the 5.3 update, mentioned in our previous status
report.


Last but not least, Alonso Schaich finally landed an update to our KDE4
ports that had been in our experimental repository for a while, bringing
them to the latest 4.14 release, 4.14.3.


Overall, we have updated the following ports in this quarter:



		Calligra 2.9.1 (committed to area51)


		CMake 3.1.0, 3.1.1, 3.1.3 (committed to ports)


		DigiKam 4.2.0 (committed to ports), 4.8.0 (committed to area51)


		PyQt 4.11.3 + QScintilla 2.8.4 + sip 4.16.5 (committed to ports), sip
4.16.7 (committed to area51)


		Qt 5.4.1 (committed to ports)





Put more effort into Qt5-related ports: KDE Frameworks 5 (currently
worked on by Tobias Berner) and PyQt 5.


FreeBSD Ada Ports


John Marino marino@FreeBSD.org


There are 51 Ada-related ports currently, but two of them are being
retired: the GCC 4.7-based lang/gcc47-aux and the BSD->android
cross-compiler for ARMv5 (lang/gnatdroid-armv5). The former has no
advantage over the newer GCC 4.9-based lang/gcc-aux, and the latter
has not built for over a year. Android enthusiasts can still use the the
ARMv7 cross-compiler (lang/gnatdroid-armv7).


A new port is lang/gcc5-aux, which includes GNAT from the upcoming
release of gcc5. This compiler already builds all Ada ports except
gtkada3 (which blocks devel/gps, the GNAT Programming Studio), and
gtkada3 should be fixed soon. When GCC5 is released, the Ada
framework will switch to using gcc5-aux as the default compiler. For
those that cannot wait, it is possible to use it now by putting
ADA_DEFAULT=5 in /etc/make.conf, but this requires rebuilding all
Ada ports from source.


It is a near-term objective to bring the Ada-based GDHL (VHDL simulator)
to ports. The upcoming 0.32 release will be based on GCC 4.9 and the
port will be based on this release.


GNOME on &os;


&os; GNOME Team freebsd-gnome@freebsd.org GNOME development repo


The &os; GNOME Team maintains the GNOME, MATE, and CINNAMON desktop
environments and graphical user interfaces for &os;. GNOME 3 is part of
the GNU Project. MATE is a fork of the GNOME 2 desktop. CINNAMON is a
desktop environment using GNOME 3 technologies but with a GNOME 2 look
and feel.


At the end of this quarter we updated GNOME and CINNAMON to the latest
versions on their branches, 3.14 and 2.4, respectively.


GNOME 3.16 was released February 25th; we ported it to &os;. There are
still some showstopper problems that appeared. During testing of the
current versions of the 3.16 ports a bug in pkg was uncovered in the
multiple repository support, and swiftly fixed in pkg 1.4.99.15.


For the GNOME 3.18 cycle we are going to work closely with the x11 team
on porting libinput and testing Wayland. When that is done we need to
see if we want to enable Wayland for our stable releases and we probably
need XWayland from xorg-server 1.16+ to support X applications. The
estimate is that Wayland arriving in ports will have to wait until
8.4-Release is EOL.


The GNOME website is stale. Work is underway, although slowly, on the
development section. We could use some help here.


MATE 1.10 porting is under way; the latest 1.9 releases are available in
the mate-1.10 branch.


Nanosecond file timestamps


Jilles Tjoelker jilles@FreeBSD.org Sergey Kandaurov pluknet@FreeBSD.org


Two new system calls, futimens() and utimensat(), were added, making it
possible to set file timestamps with nanosecond accuracy. Various
utilities like cp, mv and touch were updated to use the new calls to
preserve and set timestamps with full precision.


The stat() and related system calls have returned file timestamps with
nanosecond accuracy for a long time, but there was no way to set a
timestamp more accurately than microseconds.


With these changes, it will be possible to use more accurate timestamps
(sysctl vfs.timestamp_precision=3) without anomalies such as a copy of
a file (from cp -p) appearing older than the original. This is
particularly useful for NFS servers, which use file timestamps for cache
invalidation.


Where possible, fix code that still sets inaccurate timestamps on files,
typically by calling futimes(), futimesat(), lutimes(), utime() or
utimes() with a non-null times pointer. There may be a reason for this
such as a limited network protocol or file format, but there is some
code left that can be fixed.


CheriBSD


Robert Watson rwatson@FreeBSD.org Brooks Davis brooks@FreeBSD.org David
Chisnall theraven@FreeBSD.org Ruslan Bukin br@FreeBSD.org


CheriBSD is a fork of &os; to support the CHERI research CPU. We have
extended the kernel to provide support for CHERI memory capabilities as
well as modifying applications and libraries including tcpdump,
libmagic, and libz to take advantage of these capabilities for improved
memory safety and compartmentalization. We have also developed custom
demo applications and deployment infrastructure for our table demo
platform.


As this goes to press, we are finalizing our first open source release
of the CHERI CPU which will be available from the CHERI CPU
website [http://cheri-cpu.org/].


We have been merging support for the BERI CPU platform to &os; since
2012 and continue to do so as new features are developed. Most recently,
Ruslan has added support for the Terasis SoCkit board which combines an
ARM processor with an FPGA capable of running BERI (and soon CHERI) in a
single package.


DARPA/AFRL


Mellanox iSCSI Extensions for RDMA (iSER) Support


Max Gurtovoy maxg@mellanox.com Sagi Grimberg sagig@mellanox.com


Building on the new in-kernel iSCSI initiator stack released in &os;
10.0, and the recently added iSCSI offload interface, Mellanox
Technologies has begun developing iSCSI extensions for RDMA (iSER)
initiator support to enable efficient data movement using the hardware
offload capabilities of Mellanox’s 10, 40, 56, and 100 gigabit
IB/Ethernet adapters.


Remote Direct Memory Access (RDMA) has been shown to have a great value
for storage applications. RDMA infrastructure provides benefits such as
zero-copy, CPU offload, reliable transport, fabric consolidation and
many more. The iSER protocol eliminates some of the bottlenecks in the
traditional iSCSI/TCP stack, provides low latency and high throughput,
and is well suited for latency-aware workloads.


This work includes a new ICL module that implements the iSER initiator.
The iSCSI stack is slightly modified to support some extra features such
as asynchronous IO completions, unmapped data buffers, and data-transfer
offloads. The user will be able to choose iSER as the iSCSI transport
with iscsictl(8).


The project is in its initial implementation phase. The code will be
released under the BSD license and is expected to be completed later
this year.


Mellanox Technologies


FreeBSD Bugmeister


&os; Bugmeister bugmeister@FreeBSD.org


Bugzilla replaced GNATS in June 2014 as the bug management tool of
choice for &os;, granting GNATS its well-deserved retirement after more
than 20 years of operation. The following months were rough for
Bugzilla: a lot of functionality was still missing and several
uncertainties caused users and committers to adapt only slowly to the
new system.


Over the last six months, a lot of missing features were brought into
place to allow users and committers to focus on getting bugs solved.
Categories, the status model and many workflow-related knobs were
continuously reworked and improved to provide the necessary information
without getting in the way.


An auto-assigner for ports issues was implemented, resembling what GNATS
successfully did in the past. A
dashboard [https://bugs.freebsd.org/bugzilla/page.cgi?id=dashboard.html]
page within Bugzilla provides users and committers with quick access to
common queries and overall statistics; many other smaller tweaks,
configurations, and extensions were implemented to improve the usability
of the system.


An improved reporting system is currently being implemented to provide
graphs and statistics for users and committers. Handling MFCs and a
better feedback mechanism for requests (flags in Bugzilla) will be the
next things to do.


Bugmeister is also working closely with the &os; GitHub team to
establish a workflow between GitHub’s issue tracker and our Bugzilla
system. The technical solution already exists as a proof of concept, but
its usage in production will have to wait until Bugzilla 5.0 has been
adopted.


Create a solid charting
extension [https://bugs.freebsd.org/bugzilla/show_bug.cgi?id=198244]
for &os; Bugzilla.


Improve MFC
handling [https://bugs.freebsd.org/bugzilla/show_bug.cgi?id=193772].


Do you feel that something important is missing? Let us
know! [https://bugs.freebsd.org/bugzilla/enter_bug.cgi?product=Services&component=Bug%20Tracker]


Modern x86 platform support and VT-d


Konstantin Belousov kib@FreeBSD.org


Modern x86 platforms include a number of architectural enhancements.
Work is ongoing to support these features in &os;.


Starting with SandyBridge CPUs, Intel introduced an enhanced local
interrupt controller (APIC) mode, called x2APIC. Instead of using a
mapped page, registers are now accessed using special Model-Specific
Registers (MSR) read and write instructions. This is intended to support
virtualization. The access overhead is also reduced by not requiring
serialization, and by simplification of Inter-Process Interrupt (IPI)
generation. The main commit introducing the feature was r278473, with
fixes following on.


End Of Interrupt (EOI) suppression is a mode of EOI delivery to
Input/Output Interrupt Controllers (IO-APICs) where the EOI message for
a level-triggered interrupt is not broadcast by an EOI write to the
local APIC, but instead an explicit EOI command is sent to the source
IO-APIC. The optimization reduces the number of APIC messages that must
be broadcast; it should be used on all modern Intel systems. Support for
EOI suppression was committed in r279319.


VT-d Interrupt Remapping (IR) is provided by hardware with the VT-d
feature. It translates interrupt messages on the way from the root
complex to the north bridge and allows control of interrupt delivery
without reprogramming MSI/MSI-X registers or IO-APICs. The original
intent was to allow hypervisors to safely delegate interrupt programming
for devices owned by guests to the guest OS. IR is also needed to avoid
some limitations in IO-APICs and to make interrupt rebalancing atomic
and transparent. Support has been committed as r280260.


Both x2APIC mode and IR are required to send IPIs and device interrupts
to processors with LAPIC ID greater then 254. It is believed that the
only missing platform code to handle big machines is parsing the
“Processor Local x2APIC Structure” and “Local x2APIC NMI Structure” from
the ACPI Multiple APIC Description Table (MADT), which report LAPIC IDs
> 255, and handling boot on such systems with the x2APIC mode enabled by
firmware. The work to complete that is expected to be relatively
trivial, and can be done with access to a real high-core-count machine.
But an audit of the common machine-independent code must be finished to
ensure that large CPU IDs are handled correctly, before such support can
safely be enabled.


Additional work remains in progress: split domains and contexts for DMA
Remapper Unit (DMAR) driver. Right now, the DMAR driver is only used to
implement busdma(9), which is done by assigning a dedicated domain to
each translation context. Some devices could issue PCIe Transaction
Layer Packets (TLPs) with several originators IDs, e.g., PCIe/PCI
bridges, or phantom functions of PCIe devices, or such TLPs could occur
just due to hardware bugs. To handle them, a single domain (which shares
the translation page tables) must handle several contexts.


Splitting domains and contexts is also required for the DMAR driver to
start handling PCI pass-through in bhyve, instead of the less complete
implementation which is currently provided by bhyve itself. All PCIe
devices passed to the guest must share a domain. The splitting patch is
written and is being tested, and external interfaces to manage domains
are being formed.


Stability work for the VT-d code is ongoing. In particular, nvme(4) and
ixgbe(4)’s use of busdma interfaces was debugged and improved, and
tested on a very large-memory machine.


The &os; Foundation


libthr improvements


Konstantin Belousov kib@FreeBSD.org


Historically, dynamic loading of the libthr.so thread library into a
single-threaded process did not work in &os;. The longstanding
recommendation to work around the problem has been to always link the
main binary with -lpthread if there was any chance of a need for
threading functionality. This project converted libthr.so into a plugin
for libc, which fixed the known issues preventing dynamic loading of
libthr.so.


After the fix, linking the main binary with -lpthread is no longer
required, but is not harmful. I recommend thoroughly testing before
removing libpthread from the library list in favor of dynamic loading,
though. Note that potential problems will be subtle and their
user-visible manifestations in the affected program even more
surprising.


The following issues were present in the old version of libthr with
respect to dynamic loading, but are fixed as a result of this work:



		Invalid errno value seen after failed syscalls.


		Broken libthr internal locks and critical sections ignored by
signals.


		Hung attempts to lock mutexes.


		Thread cancellation not occurring at guaranteed cancellation points.





The main change was committed as r276630 to HEAD, with many follow ups.
It was merged to stable/10 in r277317.


The &os; Foundation


Nested Kernel


Nathan Dautenhahn dautenh1@illinois.edu Theodoros Kasampalis
kasampa2@illinois.edu Will Dietz wdietz2@illinois.edu Home page for the
project that includes links to papers and build instructions. Conference
publication detailing the problem, design, implementation, and
evaluation of our prototype. Presentation on the nested kernel
HardenedBSD branch of the nested kernel being refactored.


This work on a nested kernel architecture is part of Nathan’s doctoral
thesis work at the University of Illinois at Urbana-Champaign. It
attempts to improve upon the traditional monolithic operating system
kernel, where a single exploit anywhere in the kernel grants the
attacker full superuser privileges. The nested kernel operating system
architecture addresses this problem by “nesting” a small, isolated
kernel within a traditional monolithic kernel. This “nested kernel”
interposes on all updates to virtual memory translations to assert
protections on physical memory, thus significantly reducing the trusted
computing base for memory access control enforcement.


We incorporated the nested kernel architecture into &os; on x86-64
hardware by write-protecting Memory-Management Unit (MMU) translations
and de-privileging the untrusted part of the kernel, thereby enabling
the entire operating system, trusted and untrusted components alike, to
operate at the highest hardware privilege level. Our implementation
inherently enforces kernel code integrity while still allowing
dynamically loaded kernel modules, thus defending against code injection
attacks. We also demonstrate, by introducing write-mediation and
write-logging services, that the nested kernel architecture allows
kernel developers to isolate memory in ways not possible in monolithic
kernels, though gaining security benefits from this will require adding
policies that have not yet been designed.


The performance of the nested kernel prototype shows modest overheads:
less than 1% average for Apache, 3.7% average for sshd, and 2.7% average
for kernel compilation. Overall, our results and experience show that
the nested kernel design can be retrofitted onto existing monolithic
kernels, providing defense in depth.


The basic idea is that the nested kernel initializes the system so that
all page tables are mapped as read-only. Then all MMU-modifying
operations are removed from the untrusted portion of the kernel; runtime
code integrity is enforced by write-protecting all code pages, marking
all non-code pages as non-executable (NX-bit), and preventing execution
of privileged MMU operations located in userspace mappings (Supervisor
Mode Execution Prevention, SMEP). Because the nested kernel has control
of the page tables it can enforce these integrity properties, leading to
virtualization of the MMU.


The links include a recent conference publication that details the
design, implementation, and evaluation of our prototype nested kernel
architecture on top of &os; 9.0. There is also a link to a presentation
on the nested kernel, and a website with information about the project
and instructions on how to get the source and build it.


We are very interested in feedback on the design of the nested kernel,
and having discussions about how it might get upstreamed.


We are also hoping to gain additional contributors and interest in the
project! The nested kernel has the potential to enhance commodity
operating system design, and &os; is a major operating system in use
today which has high impact. The current implementation is merely a
research prototype and requires significant effort to make
production-ready (see the list of tasks).


Finally, we have developed an interface to write-protect data structures
in the kernel and are soliciting ideas for uses of this service. Section
2.4 in the paper details the interface, and section 4 presents some
simple uses of the nested kernel services. We are interested in ways
that the nested kernel could be used to protect critical kernel data
structures from malware or even just buggy code.


University of Illinois at Urbana-Champaign ONR via grant number
N00014-12-1-0552


Finish implementing core mechanisms: verify DMAP is properly protected
and that we are not using superpages (I think we have this completed but
need to fully verify), full NX support for all non-kernel code pages (we
might need to specially consider the stack if it is used to execute
code), protect IDT and SMM, and add IOMMU protections. We also need to
do some optimizations where we batch calls into the nested kernel on
process creation (fork) and mmap operations. The motivation for
these implementation directives can be reviewed in the paper.


Implement SMP functionality and evaluate performance.


Port and refactor for &os;-HEAD. The current implementation is a
research prototype and requires some refactoring to make it clean and
consistent, as well as make it relevant to modern versions of &os;.


The nested kernel isolation depends upon certain hardware instructions
to be completely removed from a subset of the kernel. Therefore, we need
to utilize automated linker/loader techniques to identify and remove
privileged MMU operations from untrusted kernel components to make it
maintainable in practice.


Detailed review on the design and implementation with particular focus
on a plan for upstreaming.


Multipath TCP for &os;


Nigel Williams njwilliams@swin.edu.au


Multipath TCP (MPTCP) is an extension to TCP that allows for the use of
multiple network interfaces on a standard TCP session. The addition of
new addresses and scheduling of data across these occurs transparently
from the perspective of the TCP application.


The goal of this project is to deliver an MPTCP kernel patch that
interoperates with the reference MPTCP implementation, along with
additional enhancements to aid network research.


After a major re-design of the earlier prototype implementation, the
patch is again able to establish and carry out multi-path connections
that incorporate multiple addresses. Improvements have also been made to
path management and to the code handling the addition of subflows to a
connection.


Most recently data-level re-transmission support has been added and is
being tested. Soon more extensive testing of the patch in different
multi-path scenarios will begin, with plans for a public release of v0.5
in May.


The &os; Foundation


Testing of data-level re-transmission.


Basic support for per-subflow congestion control algorithm selection.


Testing and release of v0.5 patch.


The &os; Core Team


&os; Core Team core@FreeBSD.org


The &os; Core Team constitutes the project’s “Board of Directors”,
responsible for deciding the project’s overall goals and direction as
well as managing specific areas of the &os; project landscape.


January began with members of core dealing with the fallout from the
accidental deletion of the Bugzilla database. This incident highlighted
the fact that backup and recovery mechanisms in the cluster were not up
to the task. Core has discussed what measures are appropriate with
clusteradm and is reviewing their implementation.


After a long process of consultation, plans for introducing the new
support model with 11.0-RELEASE were finally agreed on and published in
early February. This announcement puts the practical detail onto the
motion that was adopted at BSDCan 2014, and clarifies the steps needed
for implementation.


Also in February core revisited discussions on making the
blogs.freebsdish.org blog aggregator an official project service and
also providing a blogging platform directly to developers. However,
security and man-power are both major concerns. Given the track records
of most freely available blogging platforms, core is rightly wary of
introducing them into the cluster. Similarly, curating a blogging
platform will take a substantial volunteer effort to ensure all posts
are appropriate and to remove spam.


March has seen two discussions about potentially divisive topics. Should
the ZFS ARC Responsiveness patches be committed and MFC’d as a pragmatic
fix to performance problems in 10.1-RELEASE, understanding that this is
not an ideal solution to the problem and will need rework? Should we
stop maintaining support for older (C89 or earlier) compilers in kernel
code, and just code directly to the C11 standard? Broadening out from
this last point: should we have a formal mechanism for deciding what has
become obsolete in the system and when it should be removed?


During this quarter five new src commit bits were granted and two were
taken in for safe-keeping.


Secure Boot


Edward Tomasz Napierała trasz@FreeBSD.org


UEFI Secure Boot is a mechanism that requires boot drivers and operating
system loaders to be cryptographically signed by an authorized key. It
will refuse to execute any software that is not correctly signed, and is
intended to secure boot drivers and operating system loaders from
malicious tampering or replacement.


The utility to add Authenticode signatures to EFI files, uefisign(8),
was committed to 11-CURRENT and will ship in 10.2-RELEASE. Ports for
other open source utilities were added to the Ports Collection, as
sysutils/pesign, sysutils/sbsigntool, and sysutils/shim.
There is a prototype patch that makes boot1 use the Secure Boot shim,
and modifies the shim to provide the functionality necessary for a
successful bootstrap.


The &os; Foundation


Finalize the shim API extension and get it accepted upstream.


Commit boot1 changes.


New Automounter


Edward Tomasz Napierała trasz@FreeBSD.org


The new automounter is a cleanroom implementation of functionality
available in most other Unix systems, using proper kernel support
implemented via an autofs filesystem. The automounter supports a
standard map format, and integrates with the Lightweight Directory
Access Protocol (LDAP) service.


After shipping in 10.1-RELEASE, most of the work focused on bug fixing,
improving documentation, and optimization. The biggest new feature was
the addition of a “-media” map, designed to handle removable media, such
as flash drives or DVDs, and the necessary elements of infrastructure to
support it, namely fstyp(8) and GEOM devd notifications. Also, the
“-noauto” map was added, for automatic mounting of filesystems marked
“noauto” in fstab(5), instead of having to write an autofs map for them.


The &os; Foundation


Migration to ELF Tool Chain tools


Ed Maste emaste@FreeBSD.org &os; LLDB wiki page


The ELF Tool Chain project provides BSD-licensed implementations of
compilation tools and libraries for building and analyzing ELF objects.
The project began as part of &os; but later became an independent
project to encourage wider participation from others in the open-source
developer community.


ELF Tool Chain provides a set of tools equivalent to the GNU Binutils
suite. This project’s goal is to import these tools into the &os; base
system so that we have a set of up-to-date and maintained tools that
also provide support for new CPU architectures of interest, such as
arm64.


In addition to the libelf and libdwarf libraries, the following tools
are now provided by the ELF Tool Chain project:



		addr2line


		nm


		readelf


		size


		strings


		strip (elfcopy)





ELF Tool Chain’s elfcopy provides equivalent functionality to Binutils’
objcopy, and accepts the same command-line arguments. For it to be a
viable replacement for all uses of objcopy in the base system, it must
gain support for writing portable executable (PE) format binaries, which
are used by UEFI boot code.


The ELF Tool Chain project does not currently provide replacements for
as, ld, or objdump. For &os;, these tools will likely be obtained from
the LLVM project.


The &os; Foundation


Add missing functionality to elfcopy and migrate the base system build.


Fix issues found by fuzzing inputs to the tools.


Add automatic support for separate debug files.


The LLDB Debugger


Ed Maste emaste@FreeBSD.org &os; LLDB wiki page


LLDB is the debugger project associated with Clang/LLVM. It supports the
Mac OS X, Linux, &os; and Windows platforms. It builds on existing
components in the larger LLVM project, for example using Clang’s
expression parser and LLVM’s disassembler.


The LLDB in the base system was upgraded to version 3.6.0 as part of the
Clang and LLVM upgrade. In the upstream repository, Justin Hibbits added
support for live and core file debugging on PowerPC, and Ed Maste added
core file support for &os;/arm64.


DARP/AFRL SRI International University of Cambridge


Rework the LLDB build to use LLVM and Clang shared libraries.


Port remote debug stub to &os;.


Add support for local and core file kernel debugging.


Improve support on non-amd64 architectures.


Enable by default in the base system.


&os;/arm64


Andrew Turner andrew@FreeBSD.org Ed Maste emaste@FreeBSD.org Zbigniew
Bodek zbb@semihalf.com &os; arm64 wiki page GitHub arm64 development
repository


The collaborative development on the &os; arm64 port made significant
progress over the last quarter. The &os; Foundation is collaborating
with ARM, Cavium, the Semihalf team, and Andrew Turner to port &os; to
the arm64 architecture, also known as ARMv8 and AArch64.


After significant review and refinement, the initial set of changes are
being delivered into &os;-HEAD. This initial support targets the QEMU
and ARM Foundation Model emulators, and boots to a usable multiuser
environment.


Cavium’s ThunderX platform is the initial hardware reference target for
the &os; arm64 port. The platform currently boots to multiuser, with a
root file system mounted over NFS via a PCIe 10 Gbps Ethernet NIC.
Reference hardware is installed in the &os; test lab hosted by Sentex
Communications and in Semihalf’s offices.


The &os; Foundation ARM Cavium


Merge kernel changes to HEAD.


Finish remaining userland and kernel support.


Produce installable images.


&os; on POWER8


Nathan Whitehorn nwhitehorn@freebsd.org Justin Hibbits
jhibbits@freebsd.org Adrian Chadd adrian@freebsd.org Tyan development
reference platform


IBM and the OpenPOWER Foundation are pushing for a wider software and
hardware ecosystem for POWER8-based systems. Starting in January 2014,
we have been doing bringup work on a Tyan GN70-BP010 POWER8 server, a
quad-core 3 GHz system with a total of 32 hardware threads.


Updates since the previous report:



		&os; now boots under a hypervisor with the virtual SCSI block device;
the issue previously preventing this has been fixed.


		The powerpc64 pmap code was rewritten to be more scalable, as the
previous pmap code did not scale beyond a small number of CPUs.


		Initial support for IBM’s Vector-Scalar Extensions (VSX) was added.


		The &os; kernel was made completely position independent for
powerpc64, and later powerpc32 as well.





The &os; Foundation


Get &os; booting natively, rather than under KVM. This requires writing
OPAL drivers for the various hardware devices in the system.


Integrate loader(8) with petitboot.


Updates to GDB


John Baldwin jhb@FreeBSD.org Port of kgdb to gdb 7.9


Several improvements to GDB have been merged upstream to GDB’s master
branch over the past few months, including fixes for unwinding across
signal trampoline frames on x86, removing the procfs dependency from the
gcore command, and support for XSAVE extensions (such as AVX registers)
on x86. These fixes are already available in the existing devel/gdb port
as patches relative to 7.8.


In addition, progress has been made on porting kgdb to a newer gdb.
Currently, only support for the amd64 backend has been ported, but it is
functional both for remote debugging and against crash dumps. The
current port generally has feature parity with the kgdb in the base
system. The plan for kgdb is to fix it to always include all platform
targets (so that it always supports cross debugging for remote targets
out of the box). At some point it may also include cross debugging
support for crash dumps as well (this would require changes to libkvm).


Tidy the amd64 port of kgdb and finish the i386 port. This includes
fixing these platform-specific targets to work with cross-debugging for
remote targets.


Add a KGDB option to the devel/gdb port to include kgdb support.


Port the rest of the platform-specific targets for kgdb.


Write a new 1:1-only thread target for FreeBSD that can be sent
upstream.


Add support for debugging powerpc vector registers.


pkg


Baptiste Daroussin bapt@FreeBSD.org Vsevolod Stakhov
vsevolod@FreeBSD.org Andrej Zverev az@FreeBSD.org pkg’s Github Repo The
pkg Mailing List


Lots of work has been done on the pkg(8) front, which has brought pkg(8)
to the 1.5.0 release.


Special attention has been spent on the test suite; the number of tests
went from around 20 to more than 70. They are mostly functional tests,
each of which tests many different features, with less emphasis on unit
tests.


One of the main highlights is initial support for provides/requires.
This is still simple but is good enough to allow fixing a lot of
situations when dealing with php-related ports: PHP can now safely
upgrade from one major version to another. This allows for the pecl/pear
packages to be reinstalled each time a minor php upgrade is done.


Some pkg internals have been reworked to allow cross installation of
packages without the need for chroot(2) or jail(2) calls.


The plist and keyword parser have been improved to keep simplifying
creating new ports:



		Keywords can now have arguments


		A lazy mode is available for setting credentials via the plist


		Flags (immutable and others) can now be specified in the plist





pkg now supports resume for http/ftp downloads.


Populate the ports tree with provides/requires.


Make all scripts in the ports tree support cross installation.


Improve provides/requires.


Continue adding more tests.


&os;/EC2


Colin Percival cperciva@freebsd.org


Support for building Amazon Machine Images (“AMIs”) for Amazon EC2 is
now in the src tree, via make       ec2ami in src/release. The
platform is functional and stable, and pre-built images are available in
all of the public EC2 regions.


The Amazon Web Services Marketplace reports that approximately 400 users
are running approximately 800 &os; EC2 instances. This is an
underestimate since it only counts instances launched via the AWS
Marketplace.


MFC AMI-building code to stable/10 in time for &os; 10.2-RELEASE.


Complete the AMI-building handoff to the release engineering team.


Teach the blkfront driver to use indirect segment requests in order to
significantly increase I/O performance.


Get working SR-IOV driver for the Intel network cards found in EC2
“Enhanced Networking” in order to significantly increase networking
performance.
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Introduction


This report is about the rather quiet last quarter of 2005, with the
release of FreeBSD 6.0 and the holiday season things evolved in the
background. Nonetheless, most exciting projects hit the tree (or are
going to very soon).


Upcoming events, such as the release of FreeBSD 6.1/5.5 and the third
BSDCan conference with a big developer summit promise to provide a
busier start in 2006. The foundation for upcoming development, however,
are the projects that are described herein.


We hope that you find interesting projects to look at or work on. The
next status report collection will be April 7 2006. We are looking
forward to your report then.


Thanks again to everyone who submitted reports, and thanks to Brad Davis
who stepped up for an extensive spelling and grammar review. Enjoy
reading!


proj Projects doc Documentation team FreeBSD team reports kern Kernel
net Network infrastructure bin Userland programs arch Architectures
ports Ports vendor Vendor / 3rd Party Software misc Miscellaneous


jemalloc


Jason Evans jasone@FreeBSD.org


libc’s malloc implementation has been replaced with an implementation
that is designed to scale well for multi-threaded applications running
on multi-processor systems. This is accomplished by creating multiple
allocation arenas that are independent of each other, and permanently
assigning threads to these arenas. In the common case, threads do not
access the same allocator arena at the same time, which reduces
contention and cache sloshing.


Single-threaded application performance is approximately equivalent to
what it was with phkmalloc, but for multi-threaded applications that
make heavy use of malloc, the performance difference can be huge (orders
of magnitude).


As with phkmalloc, the new malloc implementation supports runtime
configuration via the MALLOC_OPTIONS environment variable. See the
malloc(3) manpage for details on supported options, as well as more
information about the allocator’s architecture.


OpenBSD dhclient


Brooks Davis brooks@FreeBSD.org Sam Leffler sam@FreeBSD.org


The OpenBSD rewrite of dhclient has been imported, replacing the ISC
dhclient. The OpenBSD client provides better support for roaming on
wireless networks and a simpler model of operation. Instead of a single
dhclient process per system, there is one per network interface. This
instance automatically goes away in the even of link loss and is
restarted via devd when link is reacquired. To support this change, many
aspects of the network interface configuration process were overhauled.


Support for adding aliases to DHCP configured interfaces has been
committed to CURRENT and will be merged before 6.1-RELEASE. Soon work
will begin to merge changes from OpenBSD that have taken place since the
initial import.


Work on further interface configuration enhancements is underway for
FreeBSD 7.0.


FAST_IPSEC Upgrade


George Neville-Neil gnn@freebsd.org Bjoern A. Zeeb bz@freebsd.org


Currently splitting out the rest of the PF_KEY data-structures from the
key database. This will mean the user level applications and the kernel
will not share datastructures and that they can, hopefully, advance on
their own without being in lockstep.


Calculate diffs between Kame IPv4 version of IPSec and FAST_IPSEC and
upgrade FAST to the latest standards.


Add IPv6 support to FAST_IPSEC.


FreeBSD list of projects and ideas for volunteers (TODO list for
volunteers)


Joel Dahl joel@FreeBSD.org Alexander Leidinger netchild@FreeBSD.org


The “TODO list for volunteers” is now committed as the “FreeBSD list of
projects and ideas for volunteers”. So far the interest in the list is
high and some volunteers already took the opportunity to start tackling
some of the entries.


Unfortunately the FreeBSD project does not have enough human resources
to provide a technical contact for every entry. Interested volunteers
should not be afraid to try to come up with a solution for an entry
without a technical contact. The people on the hackers and current
mailing list are typically very helpful regarding answering specific
questions (as long as they know the answer...).


We are looking forward to hear about new ideas, people willing to be
technical contacts for generic topics (e.g. USB) or specific entries
(already existing or newly created), suggestions for existing entries or
completion reports for (parts of) an entry.


Add more ideas.


Find more technical contacts.


KAME Project Status Report


SUZUKI Shinsuke suz@FreeBSD.org KAME Project Homepage


Most of the latest KAME code has been merged to 7-current and 6-stable,
to prepare for the project conclusion in March 2006. For the same
reason, we moved some ports applications (security/racoon, net/pim6sd,
net/pim6dd, net/dhcp6) from KAME to sourceforge.net.


Some of the items (e.g. IGMPv3/MLDv2, Mobile-IPv6/NEMO, SCTP, DCCP,
ISATAP) are not merged yet from the latest KAME code for several
reasons. Other projects will continue to merge their work.


remove __P() macros


set net.inet6.ip6.kame_version to a more appropriate date :-)


update src/sys/netinet6/README


Sound subsystem improvements


Ariff Abdullah ariff@FreeBSD.org Alexander Leidinger
netchild@FreeBSD.org Multimedia Mailinglist multimedia@FreeBSD.org
Patches for RELENG_5. The FreeBSD Project Ideas List.


A lot of changes have taken place in the sound system since the last
status report. They range from less hiccups and distortion by disk
accesses and/or driver bugs to new and improved features (software
volume control implemented for soundcards which do not have hardware
volume control). Additionally a new driver (snd_atiixp) has seen the
light and a lot of problem reports were fixed.


Most of those changes and the changes mentioned in the previous status
report are already merged to RELENG_6 and will be part of 6.1-RELEASE.


Have a look at the sound related entries on the ideas list.


Rewrite some parts (e.g. a new mixer subsystem with OSS compatibility).


sndctl(1): tool to control non-mixer parts of the sound system (e.g.
spdif switching, virtual-3D effects) by an user (instead of the sysctl
approach in -current); pcmplay(1), pcmrec(1), pcmutil(1).


Plugable FEEDER infrastructure. For ease of debugging various feeder
stuff and/or as userland library and test suite.


Support for new hardware (envy24, Intel HDA).


Performance enhancement (via ‘slave’-channels).


Closer compatibility with OSS, especially for the upcoming OSS v4.


Problem Report Database


Mark Linimon bugmeister_at_freebsd_dot_org GNATS


The experiment to add ‘tags’ to many of the kern and related PRs,
including such things as ‘[nfs]’, ‘[fxp]’, and so forth, continues. In
addition, PRs with patches have been more consistently tagged with
‘[patch]’. Two new periodic reports based on both functional tags and
PRs with patches have been added, with the goal of making these PRs more
visible.


Ports Collection


Mark Linimon linimon@FreeBSD.org The FreeBSD ports collection FreeBSD
ports unfetchable distfile survey (Bill Fenner’s report) FreeBSD ports
updated distfile survey (Edwin Groothius’ report) FreeBSD ports
monitoring system The FreeBSD Ports Management Team marcuscom tinderbox


During this time, the number of ports PRs briefly dipped below 500 – a
number not seen since late 2000, when there were 4000 ports instead of
our new total of over 14,000 ports. This is due to the hard work of a
large number of individuals, including pav, edwin, mnag, garga, and many
others. Congratulations folks! Some of this was due to more aggressively
committing PRs where the maintainer had not responded within the timeout
period. Although controversial, this new policy seems to be succeeding
in its goal of improving the Ports Collection.


A new file, ports/KNOBS, was added by ahze to help bring some order in
the chaos that had been the OPTIONS namespace.


dougb has changed the way that rc.d works in -HEAD to work more like the
base rc.d scripts. We are hoping that this change will make ports
maintenance easier in the future. However, in the meantime a few bugs
have been introduced (which we intend to have fixed by the time 6.1 is
released). While this regression is unfortunate, it was decided that now
was the best time to try to make this change rather than waiting for
7.0. We hope our users can be patient with us in the interim.


Work continues to improve the marcuscom ports tinderbox, with new
features added by marcus, aDe, and edwin in particular. Several ports
committers are now running their own copies to test ports changes.


The www.FreeBSD.org/ports page, and the portmgr web pages, were reworked
as well.


We have added 4 new committers since the last report.


Progress has been made in cracking down on ports that do not correctly
install when LOCALBASE is not /usr/local, but some ports remain.


portmgr would like to remind committers that PRs for their ports should
be handled (either committed or marked ‘suspended’ or ‘analyzed’) within
the two week timeout period. In this way other committers do not have to
invoke the maintainer timeout and things will work more smoothly.


Early Binding Updates and Credit-Based Authorization for the Kame-Shisa
Mobile IPv6 Software


Christian Vogt chvogt@tm.uka.de Download patch here. [1] [2]


Based on the Kame-Shisa Mobile IPv6 Software for FreeBSD 5.4, we
implemented the performance optimization “Early Binding Updates” and
“Credit-Based Authorization”. The combined optimizations facilitate
significant reductions in handoff delay without compromising protocol
security [1][2].


A Comprehensive Delay Analysis for Reactive and Proactive Handoffs with
Mobile IPv6 Route Optimization


Christian Vogt chvogt@tm.uka.de Download document here.


Optimizations to reduce handoff delays inherent in Mobile IPv6 Route
Optimization as well as IPv6 router discovery, address configuration,
and movement detection have so far been mostly considered on an
individual basis. This document evaluates three integrated solutions for
improved handoff experience in surroundings with different
preconditions: reactive handoffs with unmodified routers, reactive
handoffs with router support, and movement anticipation and proactive
handoff management.


FreeBSD Security Officer and Security Team


Security Officer security-officer@FreeBSD.org Security Team
security-team@FreeBSD.org


This report covers the period July 2005 - January 2006, since the
FreeBSD Security Team did not submit a status report for July - October
2005.


In August 2005, the long-time Security Officer, Jacques Vidrine, stepped
down and was replaced by Colin Percival. Jacques remains with the team
as Security Officer Emeritus, and the team thanks him for all his work
over the past four years.


Also in August 2005, Dag-Erling C. Smørgrav was replaced by Simon L.
Nielsen as Deputy Security Officer. In addition, Tom Rhodes and Guido
van Rooij retired from the team in September 2005 and January 2006
respectively in order to devote their time to other parts of the FreeBSD
project. The current Security Team membership is published on the web
site.


In the time since the last status report, ten security advisories have
been issued (five in 2005, five in 2006) concerning problems in the base
system of FreeBSD; of these, four problems were in “contributed” code,
while six were in code maintained within FreeBSD. The Vulnerabilities
and Exposures Markup Language (VuXML) document has continued to be
updated by the Security Team and the Ports Committers documenting new
vulnerabilities in the FreeBSD Ports Collection; since the last status
report, 117 new entries have been added, bringing the total up to 636.


The following FreeBSD releases are supported by the FreeBSD Security
Team: FreeBSD 4.10, FreeBSD 4.11, FreeBSD 5.3, FreeBSD 5.4, and FreeBSD
6.0. Their respective End of Life dates are listed on the web site.


FreeSBIE


FreeSBIE staff staff@freesbie.org


Development is going on after the complete rewrite of the toolkit. There
are many plugins available and we’re testing a new implementation of
unionfs for 6.x. Since it’s a bit unstable, it won’t be included in the
release anyway. Developers hope to enter the BETA state on February 1st,
to release an -RC image around February 15th and the RELEASE around
March 1st. We need more people to test the images we provide. Torrents
for them are available at
torrent.freesbie.org [http://torrent.freesbie.org] .


A new BETA Release, based on 6-STABLE, is available for testing.


variant symlinks


Andrey Elsukov bu7cher@yandex.ru


The port of DragonFly’s variant symlinks ( project
ideas [http://freebsd.org/projects/ideas/#p-magicsymlinks] ) to
FreeBSD. Variant symlinks is a dynamic symbolic link implementation.
Source file of a variant symlink may contain one or more variable names.
Each of these variable names is enclosed in braces and preceded by a
dollar sign in the style of variable references in sh(1). Whenever a
variant symlink is followed, each variable found in source file is
replaced by its associated value. In this manner, a variant symlink may
resolve to different paths based on context.


Document a new system calls.


More testing.


Write the rc.d script for the variant symlinks initialization.


BSDCan 2006


Dan Langille dan@langille.org


We are well into the process of selecting the talks for BSDCan 2006. Our
new program committee [http://www.bsdcan.org/2006/committee.php] has
a hard selection task over the new few weeks. The deadline for the Call
For Papers [http://www.bsdcan.org/2006/papers.php] has passed, but
it’s not too late to submit a talk. Please see the above URL for
details. After the success of the Work in Progress last
year [http://www.bsdcan.org/2005/activity.php?id=72] , we are going
to do it again this year. If you are working on something you’d like to
tell the world about, considering giving a 5 minute talk at BSDCan. The
registration prices for BSDCan
2006 [http://www.bsdcan.org/2006/registration.php] will be the same
as they were for 2005 [http://www.bsdcan.org/2005/registration.php]
. We will be again in the SITE building at University of Ottawa and
you’ll have lots of opportunity to meet with people from all over the
world. Be sure to make your travel plans now and don’t miss out on the
biggest BSD event this year: BSDCan 2006.


We’re looking for volunteers to help out just before and during the
conference. Contact Dan at the above address.


If you have a talk you’d like to present, contact Dan at the above
address.


FreshPorts


Dan Langille dan@langille.org


FreshPorts [http://www.freshports.org/] recently moved to a new
webserver. This should speed things up considerably.


You can read all about the new hardware on the recently introduced
FreshPorts Blog [http://news.freshports.org/] . This blog will
include technical discussions about ports and the problems they present
with respect to FreshPorts. Site announcements will be posted there. As
bugs are found, they will be listed, as well as their fixes.


Supporting multiple platforms and architectures is still in the
development stage. Lack of time is affecting progress.


A fix for virtual ports is in the works. I’m also going to implement
more caching to speed things up. If interested in discussing the options
there, please get involved in the blog.


The FreeBSD Dutch Documentation Project


Remko Lodder remko@FreeBSD.org Siebrand Mazeland s.mazeland@xs4all.nl
FreeBSD released handbook Preview documentation Preview website


The FreeBSD Dutch Documentation Project is an ongoing project, focussed
on translating the English documentation and website to the Dutch
language. Currently we are almost done with the FreeBSD Handbook and
started the initial translation of the FreeBSD Website. We are always
looking for people to help out, if you can help, please contact Siebrand
or me so that we can divide the work amongst us.



Recent publications:


Recently the Printing and the Serial Communications chapters were
added to the FreeBSD Dutch Handbook.






Recently started items:


We started with the translation of the PPP and SLIP chapter and the
translation of the website.





Translate the final parts of the FreeBSD handbook.


Translate the FreeBSD Website


FreeBSD/xbox


Rink Springer rink@FreeBSD.org FreeBSD/xbox project page.


FreeBSD/xbox support is nearing completion. Patches are available for
nve(4) ethernet support, as well as a syscons(4)-capable console. I am
working to integrate these in CURRENT, a backport to 6.x is planned too.


Work is under way to support X.Org as well; people with more detailed
knowledge of X.Org are welcome to assist.


Enable framebuffer support in X.Org


Figure out a way to use mfsroots without using loader(8)


LSI MegaRAID improvements


Scott Long scottl@freebsd.org Doug Ambrisko ambrisko@freebsd.org


Major work has gone into improving both the performance of the LSI
MegaRAID (amr) driver, and in adding Linux compatibility support. SMPng
locking was added in Oct 2005 as well as a number of performance
improvements. The result is 138% performance improvement in some local
transaction tests.


Throughout 2005 a lot of work has gone into adding Linux compatibility
to the driver. It is now possible to run many of the LSI-provided
management apps for Linux under FreeBSD. Both this feature and the
performance improvements are in the 7-CURRENT development branch of
FreeBSD and are scheduled to be backported in time for the FreeBSD 6.1
release.


E1000 driver improvements


Scott Long scottl@freebsd.org Andre Opperman andre@freebsd.org


In an effort to solve the ‘interrupt aliasing’ problem that plagues many
motherboards under FreeBSD, I modified the Intel e1000 network driver
(if_em) to use a combination of fast interrupts and taskqueues. This
technique avoids interrupt threads entirely, which in turn avoids
triggering the aliasing problem in the Intel APIC. The result is that
the driver now handles and masks interrupts immediately, and a private
taskqueue is then scheduled to run to process the link events and rx/tx
events. A side effect of this asynchronous processing is that it acts
much as traditional polling does, in that the amount of work done in the
taskqueue can be controlled, and the taskqueue rescheduled to process
work at a later time. This leads to the driver having the low-latency
benefits of interrupts and the workload segmentation of polling, all
without complicated heuristics. Several users have reported that the
driver can handle higher loads than traditional polling without
deadlocks.


Along with this work, I modified the SMPng locking in the driver so that
no lock is required for the RX path. Since this path is already
implicitly serialized by the interrupt and/or taskqueue and/or polling
handler (all of which are exclusive to each other), there was no need
for extra synchronization. This has two benefits. The first is reduction
in processing overhead to unlock and lock the driver for every RX
packet, and significant reduction in contention of the driver lock when
transmitting and receiving packets at the same time. I believe that it
is further possible to run the TX-complete path without a lock, further
reducing overhead and contention for high transmit loads. The reduced
contention also greatly benefited the fast-forward bridging code in
FreeBSD, with up to 25% performance improvement seen, as well as lower
CPU utilization.


The work can be found in FreeBSD 7-CURRENT for now. There are still some
rough edges relating to falling back to traditional ithread and polling
behavior, and I do not intend to merge the changes back to FreeBSD 6.x
until these are resolved. I also hope to extend the INTR_FAST+taskqueue
model into a general framework for doing Mac OSX style filter
interrupts. The work in the if_em driver can also be extended to other
high-performance network drivers such as if_bge and if_ti. Any help
with investigating these topics is welcomed.


Release Engineering Status Report


RE Team re@freebsd.org


Another very busy year for the FreeBSD Release Engineering Team.
Recognizing the problems, both technical and emotional, surrounding the
FreeBSD 5.x releases, our primary focus was in getting the bugs out of
FreeBSD 6.0 and getting it released. We succeeded at that quite well,
and the 6.0 release on Nov 18 was a huge success for the project. Many
thanks to all of the developers who put in countless hours fixing bugs
and improving performance, and to the users who helped find, fix, and
verify bugs.


Moving forward to 2006, we plan on doing a joint release of FreeBSD 5.5
and 6.1 in late March. The 5.5 release will mark the end of active
FreeBSD 5.x development and releases, and is intended to help users who
have not yet switched to FreeBSD 6. It consists primarily of bug fixes
and minor improvements. FreeBSD 6.1 will be an upgrade to 6.0 and will
include new drivers, better performance in certain areas, as well as bug
fixes. We expect to release FreeBSD 6.2 and 6.3 later in 2006.


New Networking Features in FreeBSD 6.0


Andre Oppermann andre@freebsd.org Presentation Paper EuroBSDCon 05


FreeBSD 6 has evolved drastically in the development branch since
FreeBSD 5.3 and especially so in the network area. The presentation and
paper give an in-depth overview of all network stack related
enhancements, changes and new code with a narrative on their rationale.


Optimizing the FreeBSD IP and TCP Stack


Andre Oppermann andre@freebsd.org Presentation Paper EuroBSDCon 05
TCP/IP Optimization Fundraiser 2005


FreeBSD has gained fine grained locking in the network stack throughout
the 5.x-RELEASE series cumulating in 6.0-RELEASE. Hardware architecture
and performance characteristics have evolved significantly since various
BSD networking subsystems have been designed and implemented. This paper
gives a detailed look into the implementation and design changes in
FreeBSD 7-CURRENT to extract the maximum network performance from the
underlying hardware.


Sponsored by: TCP/IP Optimization Fundraiser 2005


TCP/IP Optimization Fundraiser Status


Andre Oppermann andre@freebsd.org TCP/IP Optimization Fundraiser 2005
em(4) driver commit Previous Status Report


The fundraiser has been very successful and I want to thank everyone who
has pledged their support and tipped the jar. The full amount plus a
little bit more has been raised in a very short timeframe. More
information on the exact amounts and their sponsors can be found at the
first link.


After the delays on this project caused by the FreeBSD 6.0 Release cycle
code freeze work has picked up and a paper was written and a
presentation held on “Optimizing the FreeBSD IP and TCP Stack” for
EuroBSDCon 05 on November 27th. See related status report under that
title.


From December 21st to January 11th I received access to a calibrated
Agilent N2X gigabit tester and traffic generator. Stock FreeBSD
7-current was tested and profiled extensively in this timeframe. A first
proof of concept optimization was developed in cooperation with Scott
Long. It involved converting the Intel Gigabit ethernet em(4) driver to
make use of fast interrupt handlers, taskqueues and lockless RX ring
handling. This improved the performance from 570kpps to 750kpps, a 25%
improvement, with IP fastforwarding enabled.


A large number of profiles and measurements was taken and a detailed
report on the performance characteristics and remaining bottlenecks is
under preparation.


Further optimizations and new features described on the Optimization
Fundraiser page.


Bt878 Audio Driver (aka FusionHDTV 5 Lite)


John-Mark Gurney jmg@FreeBSD.org Perforce source repository


Basic audio capture is working. All of the parameters are set by
userland, while the RISC program generation is by kernel. No real audio
has been captured as there are no drivers for the tuner yet. Someone
with a real Bt878 NTSC card that is supported by bktr(4) could use this
to capture audio w/o using the sound card.


The real goal of this driver is to make HD capture possible with the
DViCO FusionHDTV5 Lite card that I have. I have some of the
documentation that I need, but I’m still missing two key docs. The docs
for the LGDT3303 ATSC/8VSB/QAM demodulator chip and a block diagram of
the board showing which GPIO lines go where and how the chips are
interconnected. DViCO has been responsive in acknowledging my emails,
but they have yet to produced any data besides pointing me to the Linux
driver (which is difficult to figure out stuff by).


Complete basic capture driver.


Make the bktr(4) drive cleanly attach to the card, and possibly add
support for analog capture.


SysKonnect/Marvell Yukon device driver


Karim Jamal support@syskonnect.de


This project provides support for SysKonnect’s SK-98xx, SK-95xx,SK-9Exx
and SK-9Sxx PCI/PCI-Express Gigabit Ethernet adapters via the yk(4)
driver, as well as Marvell’s Yukon LOM Gigabit Ethernet controllers via
the myk(4) driver. Driver source has been made available to selected
members of the FreeBSD project.


FreeBSD on Xen 3.0


Kip Macy kip.macy@gmail.com current status


Full domU support in p4 branch of -CURRENT, except suspend / restore.
Dom0 work is in progress. Scott Long is working on xenbus integration
with newbus. After newbus integration it will go into CVS. I hope to see
it MFCed to RELENG_6 so it will be available for 6.1.


Port the backend drivers from Linux.


Port the domain management tools from Linux.


Add multiboot support to loader(8) to support it booting xen.


SMP, x86_64, and PAE support.
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Introduction:


At long last, FreeBSD 5.0 is here. Along with putting the final polish
on the tree, FreeBSD developers somehow found the time to work on other
things too. IA64 took some major steps towards working on the Itanium2
platform, an effort was started to convert all drivers to use busdma and
ban vtophys(), hardware crypto support and DEVD hit the tree, NewReno
was fixed and effort began on locking down the network layer of the
kernel. Also high performance, modular scheduler started taking shape
and will be a welcome addition to the kernel soon.


Looking forward, the focus will be on stabilizing and improving the
performance of 5.0. The RELENG_5 (aka 5-STABLE) branch will be created
once we’ve reached our goals in this area, so hopefully we will get
there quickly. Meanwhile, preparations for the next release from the 4.x
series, 4.8, will begin soon. Of course, the best way to get 5.x to
stabilize os to install and run it!


Thanks,


Scott Long, Robert Watson


Bluetooth stack for FreeBSD (Netgraph implementation)


Maksim Yevmenkin m_evmenkin@yahoo.com Latest snapshot Linux BlueZ stack
OpenOBEX


I’m very pleased to announce that all kernel modules and few userland
tools made it to the FreeBSD source tree. Many thanks to Julian
Elischer.


Unfortunately no big changes since the last report. Some minor problems
have been discovered and patches are available on request. I will
prepare all the patches and submit them to Julian for review.


OBEX server and client (based on OpenOBEX library) is almost complete.
I’m currently doing interoperability testing. If anyone has hardware and
time please contact me. The HCI security daemon has been implemented and
tested with Sony Ericsson T68i cell phone and Windows stack. It is now
possible to setup secure Bluetooth connections.


A few people have complained about RFCOMM daemon. These individuals want
to use GPRS and Bluetooth enabled cell phone to access Internet. If you
have this problem please contact me for possible workaround. My next
goal is to get robust RFCOMM implementation to address all these issues.


TrustedBSD Project: Access Control Lists


Robert Watson rwatson@FreeBSD.org TrustedBSD Discussion List
trustedbsd-discuss@TrustedBSD.org TrustedBSD Project


Largely bug-fixing and userland application tweaks; new interfaces were
added to manipulate ACLs on extended attributes; bugs were fixed in ls
relating to ACL flagging. Patches to teach cp, mv, gzip, bzip, and other
apps about ACL preservation are in testing and review. tunefs flags were
added to ease configuration of ACLs, especially on UFS2 file systems.


Possible changes to make use of Linux/Solaris umask semantics are under
consideration: right now we implement verbatim POSIX.1e/IRIX merging of
the umask, ACL mask, and requested creation mode during file, device,
fifo, and directory creation. Solaris and the most recent Linux patches
ignore the umask in the context of a default ACL; this requires some
rearrangement of umask handling in our VFS, although the results would
be quite useful. We’re exploring how to do this in a low impact way.


TrustedBSD Project: MAC Framework


Robert Watson rwatson@FreeBSD.org TrustedBSD Discussion List
trustedbsd-discuss@TrustedBSD.org TrustedBSD Project


Framework changes:


Instrument KLD system calls (module and kld load, unload, stat)
Instrument NFSd system call. Instrument swapoff(2). Instrument
per-architecture privileged parts of sysarch(). Make use of condition
variables to allow callers to wait for the framework to “unbusy” when
loading/unloading policies, rather than returning EBUSY. Store mount
pointer in devfs_mount structure for use by policies. Improve handling
of labels in loopback interface “re-align” packet copy case. Provide
full paths on devfs object creations to help policies label them
properly (not merged). Experimentation with moving MAC labels into
m_tags (not merged). NFS server now uses real ucreds, not hacked up
ucreds, meaning we can start laying the groundwork for enforcement on
NFS operations. (not merged)


Policy changes


LOMAC: mac_lomac replaces lomac (LOMAC now uses the MAC Framework),
SEBSD: Improved support for devfs labeling based on SELinux genfs.
Handling of hard link checks. Support export of process transition
information for login and others using sysctl. Login now prompts for
roles. Allow policy reload. TTY labeling. Locking adaptation from Linux.
Many, many policy adaptations and fixes. We can now boot in enforcing
mode! mac_bsdextended: fix a bug in which VAPPEND wasn’t mapped to
VWRITE, so opens with the O_APPEND bug failed improperly.


Userland changes


setfmac(8) now supports a setfsmac(8) execution mode, which accepts
initial labeling specification files. Supports an SELinux compatibility
mode so it can accept SELinux label specfiles using the SEBSD module.
sendmail(8) now sets user labels as part of the context switch for mail
delivery.


Documentation changes


Man page updates for MAC command line tools, modules, admin hints, etc.
Updates to the FreeBSD Developer’s Handbook chapter on MAC policies and
entry points. MAC section in FreeBSD Handbook.


busdma driver conversion project


Maxime Henrion mux@FreeBSD.org


This project has been coming along pretty well. The amd(4) and xl(4)
drivers have now been converted to use the busdma API, sparc64 got the
bus_dmamap_load_mbuf() and bus_dmamap_load_uio() functions, and
the gem(4) and hme(4) drivers have been updated to use
bus_dmamap_load_mbuf() instead of bus_dmamap_load().


A lot more still needs to be done, as shown on the project’s page. A
fair number of conversions are on their way though, and we can expect a
fair number of drivers to be converted soon, thanks to all the
developers who are working on this project.


FreeBSD C99 & POSIX Conformance Project


Mike Barcroft mike@FreeBSD.org FreeBSD-Standards Mailing List
standards@FreeBSD.org


The POSIX Utility Conformance in FreeBSD list (link above) has been
updated to reflect current reality. Not much work remains to complete
base utility conformance.


On the API front, grantpt(), posix_openpt(), unlockpt(), wordexp(), and
wordfree() were implemented. The header <wordexp.h> was added.


There are currently about 40 unassigned tasks on our project’s status
board ranging from documentation, utilities, to kernel hacking. We would
encourage any developers looking for something to work on to check out
the status board and see if anything interests them.


Hardware Crypto Support Status


Sam Leffler sam@FreeBSD.org


The goal of this project is to import the OpenBSD kernel-level crypto
subsystem. This facility provides kernel- and user-level access to
hardware crypto devices for the calculation of cryptographic hashes,
ciphers, and public key operations. The main clients of this facility
are the kernel RNG (/dev/random), network protocols (e.g. IPsec), and
OpenSSL (through the /dev/crypto device).


This work will be part of the 5.0 release and has been committed to the
-stable source tree for inclusion in the 4.8 release.


Recent work has focused on improving performance. System statistics are
now maintained and an optional profiling facility was added for
analyzing performance. Using this facility the overhead for using the
crypto API has been significantly reduced.


The ubsec (Broadcom) driver was changed to significantly improve
performance under load. In addition several memory leaks were fixed in
the driver and the public key support was enabled for use.


Upcoming work will focus on load-balancing requests across multiple
crypto devices and integrating OpenSSL 0.9.7 which will automatically
enable application use of crypto hardware.


DEVD


Warner Losh imp@FreeBSD.org


Devd has been integrated into FreeBSD 5.0-RELEASE. The integrated code
supports a range of configuration options. The config files are fully
parsed now and their actions are performed.


Future work in this area is likely to be limited to improving the devctl
interface. /dev/devctl likely will be a cloneable device in future
versions. Individual device control via devctl is also planned.


Donations Team Status Report


Michael Lucas donations@FreeBSD.org Donations main page FreeBSD
developer wantlist completed donations


The Donations project expedited several dozen donations during 2002, and
was able to place most of what was offered. We still are in dire need of
SMP and Sparc systems. You can see information on our needs and
donations that have been handled by the team on the donations web page.


We are relying increasingly upon the developer wantlist to place items
offered to the Project, and using the commit statistics to help place
items. As such, active committers who ask for what they want beforehand
have a decent chance of getting it. Less active committers, and
committers who do not ask for what they want, will be lower in our
priorities but will not be excluded.


We are in the process of streamlining the tax deduction process for
donations, and hope to have news on that shortly. We are also always
working to accelerate and reduce our internal processes, to get the most
equipment in the hands of the most people as quickly as possible.


I especially want to thank David O’Brien and Tom Rhodes for stepping up
and making the team far more successful. Also, the FreeBSD Foundation
has been quite helpful in handling tax-deductible contributions.


Fast IPsec Status


Sam Leffler sam@FreeBSD.org


The main goal of this project is to modify the IPsec protocols to use
the kernel-level crypto subsystem imported from OpenBSD (see elsewhere).
A secondary goal is to do general performance tuning of the IPsec
protocols.


This work will be part of the 5.0 release. Performance has been improved
due to work on the crypto subsystem.


FFS volume label support


Gordon Tetlow gordon@FreeBSD.org Current patch set.


The goal of the project is to use a small amount of space in the FFS
superblock to store a volume label of the user’s choice. A GEOM module
will then expose the volume labels into a namespace in devfs. The idea
is to make it easier to manage filesystems across disk swaps and
movement from system to system.


At this point, everything pretty much works. I’ve submitted parts of the
patch to respective subsystem maintainers for review. There are some
issues with namespace collision that I haven’t addressed yet, but the
basic functionality is there


French FreeBSD Documentation Project


Sebastien Gioria gioria@FreeBSD.org Marc Fonvieille blackend@FreeBSD.org
Stéphane Legrand stephane@FreeBSD.org The French FreeBSD Documentation
Project. The FreeBSD Web Server translated in French. Translation of the
hanbook. French Daemon News like web site.


Most of the articles are translated too. Marc is still translating the
handbook, 60% is currently translated. Stéphane has began the
integration of our French localization web site in the US CVS Tree.
Sébastien is still maintaining the Release Notes.


We launched a new site, www.FreeBSD-fr.info, consisting in a French
Daemon News like site. Netasq have donated our new server; we will
install it in a new hosting provider in the few next weeks. One of the
big job now is the translation of the FAQ, and the big project will be
the manual pages.


FreeBSD GNOME Project


Joe Marcus marcus@FreeBSD.org Maxim Sobolev sobomax@FreeBSD.org Adam
Weinberger adamw@FreeBSD.org FreeBSD GNOME Project Homepage.


Since the ports tree has been frozen for most of this reporting period,
there have not been too many GNOME updates going into the official CVS
tree. However, development has not stopped. GNOME 2.2 is nearing
completion, and quite a few FreeBSD users have stepped up to test the
GNOME 2.1 port sources from the MarcusCom CVS
repository [http://www.marcuscom.com:8080/cgi-bin/cvsweb.cgi]. If
anyone else is interested, follow the instructions on the aforementioned
cvsweb URL, and checkout the “ports” module.


The upcoming FreeBSD 5.0-RELEASE will be the first release to have the
GNOME 2.0 desktop as the default GNOME desktop choice. During the
previously mentioned ports freeze, all the GNOME 2 ports were fixed up
so that they build and package on both i386 and Alpha platforms. Alas,
the one port that will not make the cut for Alpha is Mozilla. There are
still problems with the xpcom code, but work is ongoing to get a working
Alpha port.


Finally, the FreeBSD Mono (an OpenSource C# runtime) port has also
received some new life. Mono has been updated to 0.17 (the latest
released version), and Juli Mallett has ported gtk-sharp (GTK+ bindings
for C#).


FreeBSD/ia64 Status


Peter Wemm peter@FreeBSD.org Marcel Moolenaar marcel@FreeBSD.org


The ia64 port is up and running on the new Itanium2 based hp machines
thanks to a lot of hard work by Marcel Moolenaar. So far we are running
on the hp rx2600 as these were the machines graciously donated by
Hewlett-Packard and Intel. We had a prototype Intel Tiger4 system for a
while, but we had to return the machine and we do not know if it
currently runs. Most of the changes necessary to run these are sitting
in the perforce tree and are not in the -current or RELENG_5 cvs tree.
As a result, the cvs derived builds (-current and the 5.0-RC series and
presumably 5.0-RELEASE) are only usable on obsolete Itanium1 systems.


Lots of other stability and functionality fixes have been made over the
last few months, including initial libc_r support. The OS appears to be
stable enough for sustained workloads - it is building packages now, for
example. We still do not have gdb support, even for reading core files.


jpman project


Kazuo Horikawa horikawa@FreeBSD.org jpman project


We have been updating our Japanese translated manual pages to RELENG_5
based. All existing entries have been updated, but 15 exceptions are
not, most of which require massive update. We will also need to add
translations which did not exist on RELENG_4.


KGI/FreeBSD Status Report


Nicholas Souchu nsouch@FreeBSD.org


KGI (Kernel Graphic Interface) is a kernel infrastructure providing user
applications with means to access hardware graphic resources (dma, irqs,
mmio). KGI is already available under Linux as a separate standalone
project. The KGI/FreeBSD project aims at integrating KGI in the FreeBSD
kernel.


KGI/FreeBSD has been recently donated 2 PCI graphic cards (Matrox
Millennium II and a coming Mach64) and other have been proposed. Please
see the FreeBSD web pages for details. Thanks to donation@ for
organizing and promoting donations. Thanks to the donators for their
contribution to KGI/FreeBSD.


KGI/FreeBSD progressed fine the last months. Most of the VM issues for
mapping HW resources in user space have been addressed and a first
attempt of coding was made. This prototyping raised some API
compatibility problems with the current Linux implementation and was
discussed heavily on the kgi devel lists. Ask if you’re interested in
such issues, I’ll be pleased to share them.


Most of coding is now done. Let’s start debugging!


SMP locking for network stack


Jeffrey Hsu hsu@FreeBSD.org


Work is ongoing to continue to lock up the network stack. Recently, the
focus has been on the IP stack. The plan there involves a series of
inter-related pieces to lock up the ifaddr ref count, the inet list, the
ifaddr uses, the ARP code, the routing tree, and the routing entries. We
are over 3/5 of the way done down this path.


In addition to TCP and UDP, the other networking protocols such as raw
IP, IPv6, AppleTalk, and XNS need to be locked up. Around 1/4 these
remaining protocols have been locked and will be committed after the IP
stack is locked.


The protocol independent socket layer needs to be locked and operating
correctly with the protocol dependent locks. This part is mostly done
save for much needed testing and code cleanup.


Finally, a pass will be need to be made to lock up the devices drivers
and various statistics counters.


TCP congestion control


Jeffrey Hsu hsu@FreeBSD.org


This effort fixes some outstanding problems in our TCP stack with regard
to congestion control. The first item is to fix our NewReno
implementation. Following that, the next urgent correction is to fix a
problem involving window updates and dupack counts. When that
stabilizes, we will then change the recovery code to make use of SACK
information. Eventually, this project will update the BSD stack to add
Limited Transmit and other new internet standards and standards-track
improvements.


FreeBSD Package Cluster work


Kris Kennaway kris@FreeBSD.org


The 3 FreeBSD package clusters (i386, alpha, sparc64) have been unified
to run from the same master machine, instead of using 3 separate
masters. This has freed up some machine resources to use as additional
client machine, as well as simplifying administrative overheads. Build
logs for all 3 architectures can now be found on the
http://bento.FreeBSD.org webpage. The sparc64 package cluster now has 3
build machines (an u5 and two u10s), and an ia64 cluster is about to be
created.


Package builds now keep track of how many sequential times a port has
failed to build (html summaries are available on the bento website).
This allows tracking of ports which have suddenly become broken (e.g.
due to a bad upgrade, or due to changes in the FreeBSD source tree), and
in the future will be used to send out notifications to port maintainers
when their port fails to build 5 times in a row. This feature is
currently experimental, and further code changes will be needed to
stabilize it.


Wireless Networking Status


Sam Leffler sam@FreeBSD.org


The goal of this project is to improve the wireless networking support
in the system. By the time of this report the 802.11 link layer code
should be committed. A version of the wi driver that uses this code
should be committed shortly. Conversion of other drivers is planned as
are drivers for new devices.


Support for 802.1x/EAP is the next planned milestone (both as a
supplicant and authenticator).


FreeBSD Release Engineering


Scott Long re@FreeBSD.org Release Engineering Homepage


November and December were especially busy for the release engineering
team. Scott Long joined the team to help with secretary and
communications tasks while Brian Somers bowed out to focus on other
projects.


FreeBSD 5.0-DP2 was released in November after much delay and
anticipation, and marked the final milestone needed for 5.0 to become a
reality. Shortly after that, we imposed a code freeze on the HEAD branch
of CVS and released 5.0-RC1. Creation of the RELENG_5_0 branch came
next, followed by the release of 5.0-RC2 from this branch. At this
point, enough critical problems still existed that we scheduled an RC3
release for the new year, and pushed the final 5.0-RELEASE date to
mid-January. By the time this is published, FreeBSD 5.0-RELEASE should
be a reality.


For the time being, there will not be a RELENG_5 (aka 5-STABLE) branch.
FreeBSD 4.x releases will continue, with 4.8 being scheduled for March
2003. Release in the 4.x series will be lead by Murray Stokely, and
releases in the 5.x series will be lead by Scott Long. Once HEAD has
reached acceptable performance and stability goals, the RELENG_5 branch
will be created and HEAD will move towards 6.0 development. We hope to
reach this with the 5.1 release this spring.


SMP aware scheduler


Jeff Roberson jeff@FreeBSD.org


A new scheduler will be available as an optional component along side
the current scheduler in the 5.1 release. It has been designed to work
well with KSE and SMP. Some ideas have been borrowed from solaris and
linux along with many novel approaches. It has O(1) performance with
regard to the number of processes in the system. It also has cpu
affinity which should provide a speed boost for many applications.


The scheduler has a few loose ends and lots of tuning before it is
production quality although it is quite stable. Please see the post to
arch and subsequent discussion for more details.
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Introduction


This report covers FreeBSD related projects between July and October
2007. The sixth EuroBSDCon was held in Denmark in September. The Google
Summer of Code project came to a close and lots of participants are
working getting their code merged back into FreeBSD.


The bugs in the FreeBSD HEAD branch are being shaked out and it is being
prepared for the FreeBSD 7 branching. If your are curious about what’s
new in FreeBSD 7.0 we suggest reading Ivan Voras’ excellent summary
here [http://ivoras.sharanet.org/freebsd/freebsd7.html] .


Thanks to all the reporters for the excellent work! We hope you enjoy
reading.


soc Google Summer of Code proj Projects team FreeBSD Team Reports net
Network Infrastructure docs Documentation misc Miscellaneous


MTund - Magic Tunnel Daemon


Matus Harvan mharvan@FreeBSD.org mtund Wiki Page MTund Poster


IP can easily be tunneled over a plethora of network protocols at
various layers, such as IP, ICMP, UDP, TCP, DNS, HTTP, SSH. While a
direct connection may not always be possible due to a firewall, the IP
packets could be encapsulated as payload in other protocols, which would
get through. However, each such encapsulation requires the setup of a
different program and the user has to manually probe different
encapsulations to find out which of them works in a given environment.


MTund is a tunneling daemon using run-time loadable plugins for the
different encapsulations. It automagically selects the best
encapsulation in each environment and can fail over to another
encapsulation. Several plugins have been implemented and the daemon
supports multiple concurrent clients.


Note that the project originally started under the name of Super Tunnel
Daemon, but was later renamed to Magic Tunnel Daemon (MTund).


Config file format and parser.


More plugins (http, ssh, ...).


The Spanish Documentation Project


J. Vicente Carrasco Vayá carvay@FreeBSD.org Gábor Kövesdán
gabor@FreeBSD.org Info for volunteers


After a long break in this project, we started reviewing and refreshing
our translations. We have to update the content to reflect the current
state of the English version. There are a few parts written in a poor
style, another task is to improve these a bit. Any kind of help is
highly welcome.


Sync the website with the English version.


Sync the documentation with the English version.


Review the quality of poorly translated parts.


Add more translations.


The Hungarian Documentation Project


Gábor Kövesdán gabor@FreeBSD.org Gábor Páli pgj@FreeBSD.org Info for
volunteers Hungarian website Perforce repository


We have a new volunteer, Gábor Páli, who provided us some high-quality
contributions. As a result, we have been able to add 5 new articles
since the last status report.


There is also an ongoing effort in the Perforce repository to translate
the FreeBSD Handbook to Hungarian. Any kind of support is highly
welcome.


Translate the Handbook.


EuroBSDcon 2007


EuroBSDCon 2007 Organizing Committee info@EuroBSDCon.dk


The sixth EuroBSDCon went well. 215 people attended the conference.
Feedback has been very positive.


At the conference we had a Best Talk contest. Steven Murdoch, Isaac Levy
and Pawel Jakub “zfs-man” Dawidek each received a prize for their
fantastic talks.


Also over 300 pictures from the conference has been uploaded to Flickr
with the tag
EuroBSDCon2007 [http://www.flickr.com/photos/tags/eurobsdcon2007/]


Videos and slides from the talks are now online at the conference
website.


We thank our speakers for graciously having permitted recording and
publication of their talks


EuroBSDCon 2008 will take place in Strassbourg.


finstall


Ivan Voras ivoras@freebsd.org


The “finstall” project is about the new graphical installer for FreeBSD.
The basic frameworks (both client-side and server-side) are done during
the SoC 2007 and it’s ready for major new features to be implemented.
This project should yield an usable installer for 7.0-RELEASE.



		There are several patches needed for finstall’s operation that are





still waiting on re@'s approval (unionfs, pwd, kbdmap). Finstall will be
late or unusable until these patches are committed.



		After the patches are committed, there are several exciting features





to be implemented, among others ZFS and GEOM RAID support.


GNATS graphs


Edwin Groothuis edwin@FreeBSD.org


With the leaving of bsd@, we lost the GNATS statistics webpages. On this
URL I generate a new set of graphs, right now a subset of what bsd@ had,
hopefully a superset of that in the future.


Summer of Code


Murray Stokely murray@FreeBSD.org Robert Watson rwatson@FreeBSD.org
Official FreeBSD Summer of Code 2007 Final Status Update Google Blog
Post About FreeBSD FreeBSD Summer of Code Wiki


We’re happy to report the successful conclusion of our third consecutive
Google Summer of Code. By all accounts, the FreeBSD participation in
this program was an unqualified success. We narrowed down the many
impressive applications to 25 that were selected for funding and 92% of
these completed successfully and were awarded the full $4,500 stipend.
The FreeBSD Foundation was also granted $500 per student from Google for
a total of $12,500.


These student projects included security research, improved installation
tools, new utilities, and more. Many of the students have continued
working on their FreeBSD projects even after the official close of the
program. Three students have already been granted full src/ commit
access to CVS and more are expected. At least 2 of our FreeBSD mentors
will be meeting with Google organizers in Mountain View this month to
discuss the program at the Mentor Summit.


Integration of student projects into FreeBSD -CURRENT. Several are
currently blocked on the FreeBSD 7.0 code freeze, but we hope to see
these contributions included in a future release.


Updating the ideas list. Many of the items listed there have been
completed and we could always use new projects for next year’s students
and for others to work on throughout the year.
http://www.FreeBSD.org/projects/ideas


gvirstor


Ivan Voras ivoras@freebsd.org


GEOM_VIRSTOR (virtual disk space / over-commit GEOM class) has been
committed to 7-CURRENT and will ship in 7.0-RELEASE. Thanks to Pawel
Jakub Dawidek and others who have made this possible.


It needs wider exposure and testing.


USB


Hans Petter Sirevaag Selasky hselasky@freebsd.org Current USB files
Current USB API README file


During the last three months there has been a flush of changes going
into the FreeBSD USB P4 project. The changes mainly concern the ability
to support the USB device side and multi frame USB transfers. Up to date
the FreeBSD USB stack has only supported the USB Host Side. Before
Christmas 2007 the P4 USB project will offer USB device support and some
simple USB device side implementations. Technically an USB device side
driver will look very similar to an USB host side driver. Infact there
will be very few differences. Support for multi frame USB transfers
opens up the possibility to transfer multiple short-packet terminated
USB frames to/from different memory locations resulting in only one
interrupt on the USB Host Controller. More specific: I have implemented
support for the “alt_next” pointer in the EHCI Transfer Descriptor.
This should give a noticeable increase in the maximum number of
short-packet terminated BULK frames that can be transferred per second.


I regularly get questions from people asking about when the USB P4
project will be merged into FreeBSD-current. The answer is not simple,
but probably something like another year. The reason is not that the
current code in the USB P4 project is not usable, but rather that the
quality needs to be raised in means of making already good solutions
more technically excellent, writing more documentation and styling the
code.


Ideas and comments with regard to the new USB API are welcome at
freebsd-usb@freebsd.org.


Porting Linux KVM to FreeBSD


Fabio Checconi fabio@FreeBSD.org Luigi Rizzo luigi@FreeBSD.org


Linux KVM (Kernel-based Virtual Machine) is a software package that can
be used to create virtual machines fully emulating x86 hardware on top
of machines supporting Intel VT-x or AMD-V virtualization extensions,
available on newer AMD and Intel processors, e.g., recent Athlon64, Core
2 Duo, Xeon and so on.


Linux KVM has been ported to FreeBSD as a loadable kernel module, using
the linux-kmod-compat port (in /usr/ports/devel/) to reuse as much as
possible of the original source code, plus an userspace client
consisting in a modified version of qemu, that uses KVM for the
execution of its guests.


The porting has been completed, many of the limitations present at the
end of the Summer of Code have been removed and the known bugs have been
fixed. Some configurations have been tested, FreeBSD-CURRENT i386 guests
have been booted on Intel and AMD processors, both in i386 and amd64
(host) installations. Only one client at a time is supported by now and
performance is not that exciting, but the project seems to be ready to
receive wider testing.


Apple’s MacBook on FreeBSD


Rui Paulo rpaulo@FreeBSD.org


The Summer of Code project went well and we reached interesting results.
At least the Mac Mini should be fully supported by now. Regarding the
other Apple systems, we still need to polish some edges.


Integrate rpaulo-macbook p4 branch into CVS.


Continue the work on the remaining issues.


Multicast DNS


Fredrik Lindberg fli@FreeBSD.org


The project (started out as a GSoC 2007 project) aims to provide a
complete Multicast DNS and Service Discovery suite. Much progress have
been made since the last status report and the project is slowly
reaching a usable state. Most features are complete and the current
focus is on fixing outstanding bugs, fine tuning and testing. However,
there are still a few open tasks (see below). More information and
snapshots can be found at the wiki page.


Avahi library wrapper.


dns_sd (Apple) library wrapper.


Testing (always welcome).


Multi-link PPP daemon (MPD) 5.x


Alexander Motin mav@FreeBSD.org Project home ChangeLog


New mpd-5.x branch has been started and first public release is planned
soon. The main goal of the new branch is to implement new operation
principles based on dynamic on-demand links/bundles creation. There are
several benefits received from new design:



		Significantly simplified server configuration - no more tons of
predefined links/bundles,


		New multilink implementation - no more predefined link-bundle
relations,


		Call forwarding (LAC, PAC, TSA) like in Cisco VPDN setups can now be
enabled/configured depending on peer auth name/domain.





L2TP auth proxying support.


Network Stack Virtualization


Marko Zec zec@fer.hr


The network stack virtualization project aims at extending the FreeBSD
kernel to maintain multiple independent instances of networking state.
This allows for networking independence between jail-like environmens,
each maintaining its private network interface set, IPv4 and IPv6
network and port address space, routing tables, IPSec configuration,
firewalls, and more.


The prototype, which is kept in sync with FreeBSD -CURRENT, should be
sufficiently stable for testing and experimental use. The project’s web
page includes weekly code snapshots, as well as a virtualized FreeBSD
system installed on a VMWare disk image available for download.


The short-term goal is to deliver production-grade kernel support for
virtualized networking for FreeBSD 7.0-RELEASE (as a snap-in kernel
replacement), while continuing to keep the code in sync with -CURRENT
for possible merging at a later date.


Porting OpenBSD’s sysctl Hardware Sensors Framework to FreeBSD


Constantine A. Murenin cnst@FreeBSD.org Shteryana Shopova
syrinx@FreeBSD.org Port OpenBSD’s sysctl hw.sensors framework to
FreeBSD, a Google Summer of Code 2007 project cnst’s GSoC2007 blog
cnst’s GSoC2007 atom feed Project completion announcement from
2007-09-13


The GSoC2007/cnst-sensors project was about porting the sysctl
hw.sensors framework from OpenBSD to FreeBSD. The project was
successfully
completed [http://lists.freebsd.org/pipermail/freebsd-hackers/2007-September/021722.html],
committed into DragonFly
BSD [http://leaf.dragonflybsd.org/mailarchive/commits/2007-10/msg00015.html],
and is now pending final review and integration into the FreeBSD’s CVS
tree (subject to the tree being unfrozen).


The sensors framework provides a unified interface for storing,
registering and accessing information about hardware monitoring sensors.
Sensor types include, but are not limited to, temperature, voltage, fan
RPM, time offset and logical drive status. In the OpenBSD base system,
the framework spans sensor_attach(9), sysctl(3), sysctl(8),
systat(1), sensorsd(8), ntpd(8) and more than 50 drivers, ranging
from I2C temperature sensors and Super I/O hardware monitors to IPMI and
RAID controllers. Several third-party tools are also available, for
example, a plug-in for Nagios and ports/sysutils/symon.


As a part of this Google Summer of Code project, all core components of
the framework were ported, including sysctl, systat and sensorsd. Some
drivers for the most popular Super I/O Hardware Monitors were ported,
too: it(4), supporting most contemporary ITE Tech Super I/O, and
lm(4), supporting most contemporary Winbond Super I/O. Moreover, some
existing FreeBSD drivers were converted to utilise the framework, for
example, coretemp(4).


Final Review and Commit


PC-BSD Handbook


Murray Stokely murray@FreeBSD.org Matt Olander matt@FreeBSD.org Fukang
Chen loader@FreeBSD.org PC-BSD Web Page FreeBSD Handbook


The PC-BSD derivative of FreeBSD is becoming increasingly popular for
new users of BSD. Much of the content in the existing FreeBSD Handbook
is directly applicable to PC-BSD. We are writing PC-BSD specific
installation and port/packages chapters (PBI). These chapters will be
checked into docs/en_US.ISO8859-1/books/pcbsd-handbook and will include
some of the same chapters as the Handbook does, but with a different &os
entity and possibly with some conditional changes in those chapter
files.


More work is needed on a PC-BSD ports/packages chapter. Fukang may
already have some work in this area so coordinate with him first.


More text is needed for the PC-BSD installation chapter to augment the
screenshots that Fukang has collected. Contact him to coordinate.


Ports Collection


Mark Linimon linimon@FreeBSD.org The FreeBSD Ports Collection
Contributing to the FreeBSD Ports Collection FreeBSD ports unfetchable
distfile survey (Bill Fenner’s report) FreeBSD ports monitoring system
The FreeBSD Ports Management Team The Marcuscom Tinderbox GCC4 Status
Page


The ports count is over 17,700. The PR count has decreased a bit to just
over 700.


There have been 6 experimental runs on the build cluster. The resulting
commits include the fixup of last year’s DESTDIR changes, the
refactoring of perl bits into bsd.perl.mk, the update of xorg from 7.2
to 7.3, the upgrade of all of the autoconf dependencies to the latest
version (wherever possible), and the upgrade of Python to 2.5. This
effort has resulted in the fewest number of ‘open’ portmgr PRs in quite
some time. portmgr appreciates all the people who worked with us on
these patches, and people’s patience as we catch up.


As well, lofi@ committed the upgrade of QT to 4.3.1.


We have added 3 new committers since the last report.


GCC4.2 has been imported to the base for 7.0. Unfortunately, this broke
a large number of ports. The ones that have not yet been fixed have now
been flagged as ‘broken’ for both i386 and amd64, as appropriate. Please
see the GCC4 status page (above) if you are able to help.


Most of the remaining ports PRs are “existing port/PR assigned to
committer”. Although the maintainer-timeout policy is helping to keep
the backlog down, we are going to need to do more to get the ports in
the shape they really need to be in.


Although we have added many maintainers, we still have many unmaintained
ports. The packages on amd64 are lagging behind a bit; those on sparc64
require even more work.


FreeBSD-update Front End


Andrew Turner andrew@FreeBSD.org


The freebsd-update front end is able to wait for freebsd-update to
download a new set of patches to apply. It can then install and rollback
the patches on either the local computer or over a SSH tunnel.


Since the end of the Summer of Code work has moved to BerliOS. The focus
has been on writing tests for the front end, back end and communication
library. The library has had tests written for most of it while the
front and back ends have none.


Write more tests.


Ports Collection infrastructure improvements


Gábor Kövesdán gabor@FreeBSD.org Wiki page


The two most important parts of this Summer of Code projects have been
accomplished.


The DESTDIR support for the Ports Collection has been rewritten to use a
chrooted install. Now it is much more lightweight and easier to
understand, but it works well for the most common cases, where it is
supposed to be useful.


The Perl parts of the Ports Collection infrastructure have been
extracted into an own module. At the same time, a new version handling
has been invented. You can find more info on the Wiki.


FreeBSD.org Admins Report


FreeBSD.org Admins Team admins@FreeBSD.org


Over the last couple of months several FreeBSD.org systems have been
experiencing hardware issues. This included the main web-server
www.FreeBSD.org which had a bad fan. The bad fan has been replaced so it
should hopefully be stable again. In general we are working on replacing
older hardware with newer systems and consolidating machine functions in
the process.


Since August most FreeBSD.org services have been available via IPv6 with
connectivity provided from ISC using a tunnel.


To honor the “Eat your own dog-food” principle the first two FreeBSD.org
infrastructure systems have been upgraded to FreeBSD 7 and more are
being upgraded as time permit.


Due to heavy load on the project’s Perforce and CVS server the two
services are being moved to separate systems to improve performance of
both CVS and Perforce.
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Introduction


The first quarter of 2005 has been extremely active in both
FreeBSD-CURRENT and -STABLE. With FreeBSD 5.4 in the final RC stage and
an anticipated branch of FreeBSD-6 this summer we have seen a lot of
performance improvements in 5 and a couple of exciting new features in
6.


The report turnout was extremely good and it seems that the webform
provided by Julian Elischer has made it more enjoyable to write reports.
Many thanks to Julian for providing this. We also like to get your
attention to the open tasks section provided in some reports.


On special note, please take a look at the report about the upcoming
BSDCan in Ottawa. There will be lots of interesting FreeBSD related
talks and activities. If you enjoy reading these reports, you will love
the conference. See you there!


Thanks to all the reporters, we hope you enjoy reading.


proj Projects doc Documentation kern Kernel net Network infrastructure
bin Userland programs arch Architectures ports Ports vendor Vendor / 3rd
Party Software misc Miscellaneous


Secure Updating


Colin Percival cperciva@FreeBSD.org


Shortly before the ports freeze for FreeBSD 5.4, I released a new
version of Portsnap. In addition to being secure and more efficient than
CVSup, this latest version distributes INDEX, INDEX-5, and INDEX-6
files, thereby eliminating the need to run “make fetchindex” and
ensuring that the ports INDEX will match the existing ports tree. In
addition, portsnap builds have now moved onto hardware managed by the
FreeBSD project, thereby sharply increasing portsnap’s chances of
survival if I get hit by a bus.


In early February hardware problems caused both FreeBSD Update and
Portsnap to stop functioning for a few days, but those were resolved
thanks to a server donated by layeredtech.com.


I intend bring Portsnap into the FreeBSD base system before the end of
the month, followed by FreeBSD Update a few months later.


if_bridge from NetBSD


Andrew Thompson andy@fud.org.nz


This project aims to import the bridging code and interface from NetBSD
and OpenBSD. The bridge is a cloned interface which can be modified by
ifconfig and brconfig. It supports assigning an IP address directly to
the bridge (e.g. bridge0) instead of one of the member interfaces, and
can be used with tcpdump to inspect the bridged packets. The code also
supports spanning tree (802.1D) for loop detection and link redundancy.
Any pfil(9) packet filter can be used to filter the bridged packets.


Testing performance and functionality against the existing bridge code.
Testers welcome!


ARM Support for TS-7200


John-Mark Gurney jmg@FreeBSD.org TS-7200 Board Perforce Code Location
FreeBSD/arm TS-7200 dmesg output


I have been working on getting FreeBSD/arm running on the TS-7200. So
far the board boots, and has somewhat working ethernet (some unexplained
packet loss). I can netboot from a FreeBSD/i386 machine, and I can also
mount msdosfs’s on CF.


Figuring out why some small packets transmit with error


EP93xx identification information to properly attach various onboard
devices


Update of the Linux userland infrastructure


Alexander Leidinger netchild@FreeBSD.org Emulation Mailinglist
freebsd-emulation@FreeBSD.org


The update to RedHat 8 as discussed in the last status report went
smoothly (just some minor glitches which got resolved fast).


As a next step a cleanup/streamlining and the possibility of overriding
the default Linux base is in progress. This depends on changes which
need at least one testrun on the ports build cluster, so the final date
for those changes depends upon the availability of the cluster
resources.


Refactoring the common RPM code into bsd.rpm.mk.


Determining which up-to-date Linux distribution to use as the next
default Linux base. Important criteria:



		RPM based (to be able to use the existing infrastructure)


		good track record regarding availability of security fixes


		packages available from several mirror sites


		available for several hardware architectures (e.g. i386, amd64,
sparc64; Note: not all architectures have a working linuxolator for
their native bit with, but as long as there are no userland bits
available, no motivation regarding writing the kernel bits will
arise)





Moving the linuxolator userland to an up-to-date version (see above).


Pipe namespace added to portalfs


Diomidis Spinellis dds@FreeBSD.org


A new sub-namespace, called pipe, has been added to portalfs. The pipe
namespace executes the named command, starting back at the root
directory. The command’s arguments can be provided after the command’s
name, by separating them with spaces or tabs. Files opened for reading
in the pipe namespace will receive their input from the command’s
standard output; files opened for writing will send the data of write
operations to the command’s standard input. The pipe namespace allows us
to perform scatter gather operations without using temporary files,
create non-linear pipelines, and implement file views using symbolic
links.


Low-overhead performance monitoring for FreeBSD


Joseph Koshy jkoshy@FreeBSD.org Project home page


Many modern CPUs have on-chip performance monitoring counters (PMCs)
that can be used to count low-level hardware events like instruction
retirals, branch mispredictions, cache and TLB misses and the like. PMC
architectures and capabilities vary between CPU vendors and between CPU
generations from the same vendor, making the creation of portable
applications difficult. This project attempts to provide a uniform API
for applications to use, and the necessary infrastructure to
“virtualize” and manage the available PMC hardware resources. The
creation of performance analysis tools that use this infrastructure is
also part of the project’s goals.


Work since the last status report:



		Support for Intel
Pentium-Pro/Pentium-II/Pentium-III/Pentium-M/Celeron style PMCs has
been added.


		The Pentium-4/HTT machine dependent layer has been overhauled.


		A Python language interface to the C library interface pmc(3) has
been written.


		Many bugs have been fixed and documentation has been updated.





The code needs to be tested on Intel Pentium-M, Celeron, Pentium II and
Pentium Pro CPUs.


GELI - GEOM class for providers encryption


Pawel Jakub Dawidek pjd@FreeBSD.org Kernel module. Userland
configuration utility.


GELI is a GEOM class used for GEOM providers encryption. I decided to
work on this, as I needed some feature, which cannot be found in similar
projects. Here is the list of features, I found interesting:



		makes use of crypto(9)


		if there is a crypto hardware available, GELI will run cryptography
on it automatically; if not, it starts dedicated kernel thread and do
crypto software work in there


		supports many cryptographic algorithms (AES, Blowfish, 3DES)


		is able to take key components from many sources at once (user
entered passphrase, random bits from a file, etc.)


		allows to encrypt root partition


		user will be asked for the passphrase before root file system is
mounted


		uses “PKCS #5: Password-Based Cryptography Specification Version 2.0”
for user passphrase protection (optional)


		allows to use two independent keys (e.g. “user key” and “company
key”)


		is fast


		GELI does simple sector-to-sector encryption


		allows to backup/restore Master Keys, so when user have to quickly
destroy keys, it is able to get the data back by restoring keys from
the backup


		provider can be configured at attach time to automatically detach on
last close (so user don’t have to remember to detach after unmounting
file system)


		allows to attach provider with a random, one-time keys


		useful for swap partitions and temporary file systems





Code audit/review is more than welcome!


FreeBSD Dutch Documentation Project


Remko Lodder remko@FreeBSD.org FreeBSD Dutch Handbook FreeBSD Dutch
Handbook preview The Project Page


The FreeBSD Dutch Documentation Project is a ongoing project in
translating the English documentation to the Dutch language. Currently
we have translated almost the entire handbook, and more to come. If you
want to help out by review the Dutch documents, or you want to help
translating the remainders of the handbook or other documents, feel free
to contact me at remko@FreeBSD.org


Translate the English handbook, then review the Dutch handbook


Translate the English FAQ, then review the Dutch FAQ


Translate the English Articles, then review the Dutch Articles


FreeBSD Java Project


Greg Lewis glewis@FreeBSD.org Alexey Zelkin phantom@FreeBSD.org


The FreeBSD Java Project released its initial support for JDK 1.5.0 with
patch set 1 “Sabretooth” in January. The initial release featured
support for both FreeBSD 5.3/i386 and 5.3/amd64. Since then preliminary
support for FreeBSD 4.11/i386 has been added and several bug fixes have
been made. Updates in the coming months will add support for the browser
plug in and Java Web Start, which were not in the initial release.


Volunteers to look into some serious problems with JDK 1.5.0 on FreeBSD
4.x


Common Address Redundancy Protocol - CARP


Max Laier mlaier@FreeBSD.org Gleb Smirnoff glebius@FreeBSD.org


CARP is an alternative to VRRP. In contrast to VRRP it has full support
for IPv6 and uses crypto to protect the advertisements. It was developed
by OpenBSD due to concerns that the HSRP patent might cover VRRP and
CISCO might defend its patent. CARP has, since then, improved a lot over
VRRP.


CARP has been committed to HEAD and MFCed to RELENG_5. It will be
available in upcoming 5.4-RELEASE.


Big thanks to all users who provided testing and reported bugs to Max
and Gleb. Daniel Seuffert has donated hardware to Max for this project.
Gleb’s work was sponsored by Rambler [http://www.rambler.ru] .


Improve vlan(4) support. Test ng_eiface(4).


Improve locking, consider removing interface layer.


netgraph(4) status report


Gleb Smirnoff glebius@FreeBSD.org ng_netflow(4) ng_ipfw(4) ng_nat
work in progress


This report covers period since August 2004 until April 2005.


New nodes. Two new nodes have been added to base FreeBSD distribution.
ng_netflow(4) node, which implements NetFlow version 5 accounting of
IPv4 packets. ng_ipfw(4) node, which diverts packets from ipfw(4) to
netgraph(4) and back. A well known ng_ipacct node has been added to
ports tree.


SMP. Nodes, which need to allocate unique names have been protected with
mutex in RELENG_5, and subr_unit allocator in HEAD. Nodes, which need
to run periodical jobs were reworked to use mpsafe ng_callout() API.
ng_tty(4) node has been overhauled to be compatible with
debug.mpsafenet=1. NetGraph ISR and callout are now declared MPSAFE in
HEAD.


NetGraph flow control. Two nodes ng_ether(4) and ng_cisco(4) have been
improved to emit flow control messages to upstream node, when state of
link changes. New link failure detection method have been introduced in
ng_one2many(4) node - listening to these flow control messages from
downstream.


more SMP testing of many nodes


review locking of graph restructuring


ng_nat node - an in-kernel natd(8)


make ng_bridge(4) multithreaded


drm


Eric Anholt anholt@FreeBSD.org ATI R300 DRI project


A DRM update was finally committed to -current on 2005-04-15, after jhb@
did the necessary fix to vm_mmap. New development drivers were added
for mach64 and r300 (see URL for info). The nearly-finished code for
savage and i915 were also added, but left disconnected from the build.
However, the most visible change is likely the support for texture
tiling, color tiling, and HyperZ on Radeons, which (with updated
userland) likely provide a 50-75% framerate increase in many
applications.


Find someone with newbus knowledge to figure out why the i915 won’t
attach to drmsub0.


Finish porting the savage driver.


Integrate busdma code from Tonnerre (NetBSD).


Storage driver SMPng locking


Scott Long scottl@FreeBSD.org


Several storage drivers have been taken out from under the Giant mutex
in the past few months. Thanks to sponsorship from FreeBSD Systems,
Inc [http://www.freebsdsystems.com] and ImproWare, AG,
Switzerland [http://www.imp.ch] , the LSI MegaRAID (AMR) and
IBM/Adaptec ServeRAID (IPS) drivers have been locked. SMPng locking is a
key step in improving the performance of system drivers in FreeBSD 5.x
and beyond, and both of these drivers are showing the benefits of this.
FreeBSD 5.4 will contains these improvements when it is released.


Similar work is ongoing with the 3WARE Escalade (TWE) driver, and
preliminary patches have been made available to testers. I hope to have
this driver complete in time for the next FreeBSD release.


Unfortunately, most benefits can only be gained from pure block storage
drivers such as the ones mentioned here due to the SCSI subsystem in
FreeBSD (CAM) not be locked itself at this time. It is possible,
however, to lock a CAM sub-driver and bring the driver’s interrupt
handler out from under Giant for a partial gain. The Sun FAS366 SCSI
driver (ESP) operates like this. Volunteers to lock other drivers or to
tackle locking CAM are gladly accepted, so please contact me if you are
interested.


Filesystem journalling for UFS


Scott Long scottl@FreeBSD.org


It’s time to bite the bullet and admit that fsck is no longer scalable
for modern storage capacities. While a healthy debate can still be had
on the merits and data integrity guarantees of journalling vs.
SoftUpdates, the fact that SoftUpdates still requires a fsck to ensure
consistency of the filesystem metadata after an unclean shutdown means
uptime is lost. While background fsck is available, it saps system
performance and stretched the fsck time out to hours.


Journalling provides a way to record transactions that might not have
fully been written to disk before the system crashed, and then quickly
recover the system back to a consistent state by replaying these
transactions. It doesn’t guarantee that no data will be lost, but it
does guarantee that the filesystem will be back to a consistent state
after the replay is performed. This contrasts to SoftUpdates that
re-arranges metadata updates so that inconsistencies are minimized and
easy to recover from, though recovery still requires the traditional
full filesystem scan.


Journalling is a key feature of many modern filesystems like NTFS, XFS,
JFS, ReiserFS, and Ext3, so the ground is well covered and the risks for
UFS/FFS are low. I’m aware that groups from CMU and RPI have attempted
similar work in the past, but unfortunately the work is either very
outdates, or I haven’t had any luck in contacting the groups. Is this
absence, I’ve decided to work on this project myself in hopes of having
a functional prototype in time for FreeBSD 6.0.


The approach is simple and journals full metadata blocks instead of just
deltas or high-level operations. This greatly simplifies the replay code
at the cost of requiring more disk space for the journal and more work
within the filesystem to identify discreet update points. An important
design consideration is whether to make the journal data and code
compatible with the UFS2 filesystem, or to start a new UFS3 derivative.
Since the latter presents a very high barrier to adoption for most
people, I’m going to try to make it a compatible option for UFS2. This
means that the journal blocks will likely appear as an unlinked file to
legacy filesystem and fsck code, and will be treated as such. This will
allow seamless fallback to using fsck, though once the unlinked journal
data blocks are reclaimed by fsck, the user will have to take action to
re-create the journal file again.


One key piece of journalling is ensuring that each journal transaction
is fully written to disk before the associated metadata blocks are
written to the filesystem. I plan to adopt the buffer ‘pinning’
mechanism from Alexander Kabaev’s XFS work to assist with this. This
will allow the journalling subsystem fine-grained control over which
blocks get flushed to disk by the buffer daemon without having to
further complicate the UFS/FFS code. One consideration is how
Softupdates falls into this and whether it is mutually exclusive of
journalling or if it can help provide transaction ordering functionality
to the journal. Research here is on-going.


Some preliminary work can be found in Perforce in the
//depot/user/scottl/ufsj/... tree or at the URL provided. Hopefully this
will quickly accelerate.


Status Report for FreeBSD ATA driver project


Søren Schmidt sos@FreeBSD.org


ATA mkIII has been committed to -current after a couple of month testing
as patches post on -current and 5-stable. I will continue to provide
patches for 5-stable for those that need up-to-date ATA support there.


Here a short rehash of what mkIII brings:


ATA is now fully modular so each part can be loaded/unloaded at will to
provided the wanted functionality.


Much improved SATA support that support hotplug events on controllers
that support it (Promise, SiS, nVidia so far) ie the system will
automagically detect when SATA devices come and go and add/delete device
entries etc.


Much improved ATA RAID support. The ata-raid driver has been largely
rewritten to take advantage of the features the improved infrastructure
provides, including composite ATA operations etc. The rebuild
functionality has been changed to rebuild on userland reads, so a simple
dd of the entire array will get it rebuild (what atacontrol now does).
This means that the resources used for this can be better tailored to
the actually usage pattern if needed. ATA RAID now supports 10+
different RAID metadata formats, so most BIOS defined ATA RAID arrays
can be picked up and used. The number of metadata formats that can be
created from within FreeBSD is still limited though and is not a high
priority feature right now.


The lowlevel infrastructure of the ATA driver has been refined even
further to support “strange” chipsets much more easily and in most case
transparent to the higher levels. This to easy ports to new platforms
where ATA controllers doesn’t necessarily have the x86 legacy layout.


Lots of bug fixes and corrections all over the driver proper. The rework
of the infrastructure has revealed bugs and deficiencies that has been
fixed in the process of modulerising ATA and making the infrastructure
more generic, and hopefully easier to understand.


The work continues to keep ATA on top of new chipsets and other
advancements in the ATA camp. SATA ATAPI support is in the works and so
are support for NCA/TCQ (tags). Donations of unsupported hardware is the
way to get it supported as I’m way out of my budget for new hardware for
the next decade or so according to my wife :)


Lots of testing wanted, especially SATA and RAID support


GSHSEC - GEOM class for handling shared secret


Pawel Jakub Dawidek pjd@FreeBSD.org Manual page.


GSHSEC is a GEOM class used for handling shared secret data between
multiple GEOM providers. For every write request, SHSEC class splits the
data using XOR operation with random data, so N-1 providers gets just
random data and one provider gets the data XORed with the random data
from the other providers. All of the configured providers must be
present in order to reveal the secret. The class is already committed to
HEAD and RELENG_5 branches.


ATAPI/CAM


Thomas Quinot thomas@FreeBSD.org


ATAPI/CAM integration with the new ATA (mkIII) framework is now
completed. ATAPI/CAM is now available as a loadable module
(atapicam.ko). It is also independent from the native ATAPI drivers
again, as was the case before mkIII.


Thanks to Scott Long and Søren Schmidt for their participation in the
integration work.


twa driver


Vinod Kashyap vkashyap at amcc.com source code source code


A newly re-architected twa(4) driver was committed to 6 -CURRENT on
04/12/2005. Highlights of this release are:



		The driver has been re-architected to use a “Common Layer” (all
tw_cl* files), which is a consolidation of all OS-independent parts
of the driver. The FreeBSD OS specific portions of the driver go into
an “OS Layer” (all tw_osl* files). This re-architecture is to
achieve better maintainability, consistency of behavior across OS’s,
and better portability to new OS’s (drivers for new OS’s can be
written by just adding an OS Layer that’s specific to the OS, by
complying to a “Common Layer Programming Interface (CLPI)” API. If
there’s interest in porting the 3ware driver to any other OS, you may
contact ctchu at amcc.com to get a copy of the CLPI specifications.


		The driver takes advantage of multiple processors. It does not need
to be Giant protected anymore.


		The driver has a new firmware image bundled, the new features of
which include Online Capacity Expansion and multi-lun support, among
others. More details about 3ware’s 9.2 release can be found here:
http://www.3ware.com/download/Escalade9000Series/9.2/9.2_Release_Notes_Web.pdf





IPv6 Support for IPFW


Brooks Davis brooks@FreeBSD.org


In April 18th, I committed support for IPv6 to IPFW. This support was
written by two student of Luigi’s, Mariano Tortoriello and Raffaele De
Lorenzo. I updated it to use PFIL_HOOKS and fixed a few minor issues.
As of this commit, IP6FW should be considered deprecated in favor of
IPFW. It should be possible to MFC this change to 5.x, but that is not
currently planned.


Testing.


IP6FW to IPFW migration guide.


Patches relative to 5-STABLE.


Removable interface improvements.


Brooks Davis brooks@FreeBSD.org


This project is an attempt to clean up handling of network interfaces in
order to allow interfaces to be removed reliably. Current problems
include panics if Dummynet is delaying packets to an interface when it
is removed.


I am currently working to remove struct ifnet’s from device driver
structures to allow them to be managed properly upon device removal. I
believe I have removed all known instances of casting a struct ifnet
pointer to something else (except that that are just magic values and
not real struct ifnets.) I will begin committing these changes to the
tree shortly and will then add a new function if_alloc() that will
allocate struct ifnets. if_detach() will be modified to destroy them.


cpufreq


Nate Lawson njl cpufreq man page


The cpufreq project was committed to 6-CURRENT in early February and has
undergone bugfixes and updates. It will soon be MFCd to 5-STABLE.


The cpufreq driver provides a unified kernel and user interface to CPU
frequency control drivers. It combines multiple drivers offering
different settings into a single interface of all possible levels. Users
can access this interface directly via sysctl(8), by indicating to
power_profile that it should switch settings when the AC line state
changes, or by using powerd(8).


For example, an absolute driver offering frequencies of 1000 Mhz and 750
Mhz combined with a relative driver offering settings of 100% and 50%
would result in cpufreq providing levels of 1000, 750, 500, and 375 Mhz.


Colin Percival helped with powerd(8), which provides automatic control
of CPU frequencies. The adaptive mode is especially interesting since it
attempts to respond to changes in system load while reducing power
consumption.


Current hardware drivers include acpi_perf (ACPI CPU performance
states), est (Intel Enhanced SpeedStep for Pentium-M), ichss (Intel’s
original SpeedStep for ICH), and powernow (AMD Powernow! K7 and K8
support). Other drivers for relative hardware include acpi_throttle
(ACPI CPU throttling) and p4tcc (Pentium 4 Thermal Control Circuitry)


Thanks to Bruno Ducrot for the powernow driver, Colin Percival for the
est driver, and the many testers who have sent in feedback.


We’d appreciate someone with a Transmeta CPU converting the existing
longrun driver to the cpufreq framework. It would also be good if
someone wrote a VIA Longhaul driver. See the Linux
arch/i386/kernel/cpu/cpufreq directory for examples.


Various other architectures, including ARM, have CPU power control that
could be implemented as a cpufreq driver.


The powerd(8) algorithm is rather simple and we’d appreciate more help
in testing it and alternative algorithms with various workloads. The -v
flag causes powerd to report frequency transitions and print a summary
of total energy used upon termination. This should help testers profile
their algorithms.


Move ARP out of routing table


Qing Li qingli@FreeBSD.org containing the patch


I have finished the basic functionality for both IPv4 and IPv6. The
userland utilities (“arp” and “ndp”) have been updated. I have tested
the changes with “make buildworld”. I have been testing the new code in
a production environment and things appear to be stable. Gleb Smirnoff
(glebius@FreeBSD.org) has provided review comments and I have
incorporated these feedback into the patch. I have discussed the IPv6
changes with two of the core KAME developers during the last IETF
meeting in March 2005. They indicated that these changes may result in
divergence from the KAME project but that is not necessarily a bad
thing.


I am waiting for review feedback from my mentor Andre. I need locking
experts to help me fix my giant-lock shortcut. I am hoping to send out
the code for wider review soon.


Support for telephone hardware (aka Zaptel)


Maxim Sobolev sobomax@FreeBSD.org Oleksandr Tymoshenko
gonzo@pbxpress.com Max Khon fjoe@FreeBSD.org


During the last 2 months lot of progress has been made. Existing support
for TDM400 (FXO/FXS) has been significantly improved. Drivers for PRI
and BRI cards have been added and now should be considered beta-quality.


More testing of PRI/BRI drivers.


Add support for channelized DS3 card(s).


FreshPorts


Dan Langille dan@langille.org FreshPorts


This is the first status report for FreshPorts. FreshPorts started in
early 2000 and now contains over 170,000 commits. FreshPorts is
primarily concerned with port commits, but actually processes and
records all commits to the FreeBSD source tree. Its sister site,
FreshSource [http://www.freshsource.org/] uses the same database as
FreshPorts but has a wider reporting scope. In recent months, FreshPorts
has been enhanced to process and include
VuXML [http://www.vuxml.org/freebsd/] information. In addition,
RESTRICTED and NO_CDROM have been added to list of things that
FreshPorts keeps track of. For unmaintained ports, we recently added
this message:



		*There is no maintainer for this port.


		Any concerns regarding this port should be directed to the FreeBSD





Ports mailing list via ports@FreeBSD.org*


FreshPorts, with direct and indirect support from the FreeBSD community,
continues to evolve and to provide a great tool for users and developers
alike.


Provide a copy/paste method for updating watch lists


improvement of query times for “People watching this port, also watch”


pagination of commits within a port


pagination of watch lists


create an RSS feed for individual watch lists


BSDCan


Dan Langille dan@langille.org


BSDCan made a strong debut in 2004 [http://www.bsdcan.org/2004/] .
The favorable reception gave us a strong incentive for
2005 [http://www.bsdcan.org/2005/] . We have been rewarded with a
very interesting program [http://www.bsdcan.org/2005/schedule.php]
and a higher rate of registrations. Percentage-wise, we have more
Europeans than last year as they have decided that the trip across the
Atlantic is worth taking. We know they won’t be disappointed. See you at
BSDCan 2005!


volunteers needed for the conference


Ports Collection


Mark Linimon linimon@FreeBSD.org The FreeBSD ports collection FreeBSD
ports monitoring system The FreeBSD Ports Management Team


As this report was being written, the 5.4 release was ongoing.


A new charter for the Ports Management (portmgr) team was approved by
core and has been posted at the URL above. In addition, two other new
pages describe the policies of the team, and the range of QA activities
both during and between releases.


Due to being absent from email discussions for some time, Oliver
Eikemeier (eik) was moved to non-voting status on portmgr.


We have added several new and very active committers recently; this is
helping us to keep the PR count low even with the large numbers of new
ports that have been added.


Several more iterations of infrastructure changes have been tested on
the cluster and committed; see /usr/ports/CHANGES for details.


Updates have occurred to x.org, GNOME, KDE, and perl.


There have been some updates to the Porter’s Handbook, but more sections
are still in need of updates to include recent changes in practices.


The ports collection now contains almost 12,750 ports.


Further progress has been made in cracking down on ports that install
files outside the approved directories and/or do not deinstall cleanly
(see “Extra files not listed in PLIST” on
pointyhat [http://pointyhat.freebsd.org/errorlogs/] ) and this will
remain a focus area. We appreciate everyone who has sent in PRs or
committed fixes.


Demand for new features and revisions for bsd.port.mk is still very high
and the portmgr team is trying to work through them all.


We still have a large number of PRs that have been assigned to
committers for some time (in fact, they constitute the majority). One
goal of portmgr in the coming months is to try to reduce this number,
and we would like to ask our committers to help us out as much as
possible.


PowerPC Port


Peter Grehan grehan@FreeBSD.org


Progress continues. X.Org 6.8.1 server has been up and running on a
number of different Macs, and the work is being merged into 6.8.2. There
have been successful installs on Mac Minis


OpenBSD packet filter - pf


Max Laier mlaier@FreeBSD.org pf4FreeBSD Homepage pf 3.7 patches


OpenBSD is about to release version
3.7 [http://www.openbsd.org/37.html] . There are
patches [http://people.freebsd.org/~mlaier/pf37/] available to catch
up with the development done in OpenBSD 3.6 and 3.7. These patches are
in an early stage, but ready for testing, please help.


Otherwise there was not much activity on pf, as it already is quite
stable. Other work, such as CARP and if_bridge are having impact on pf
in FreeBSD however, please see the respective reports.


Alpha/Betatesting of the 3.7 import


Testing with if_bridge


libthread


David Xu davidxu@FreeBSD.org


libthread is a pure 1:1 threading library, it had stayed in my perforce
branch for a long time, recent it was imported into source tree and
replaced libthr. The purpose of the work is to improve 1:1 threading on
FreeBSD, the library is designed in mind that simplest is best,
currently it can run almost all of the applications libpthread can run,
but gives you better SMP performance. The library size is smaller than
libpthread.


Currently it supports i386, AMD64, sparc64 and ia64 and may support
alpha, powerpc and arm. I didn’t do many tests on sparc64 and ia64, I
only tested it on FreeBSD cluster machines. For i386, I always used LDT,
but know that Peter committed GDT code, and now there is no 8191 threads
limitation anymore.


libthread_db was updated to support debugging the new libthr. It is an
assistant library used by gdb to debug threaded process, that
understands internal detail of thread libraries. I have improved it a
bit to support event reports for libthr, currently it can report thread
creation and death events. That means a thread that was created and died
will be reported to the user regardless if you are tracking it or not.


I am working on thread creation performance, currently it needs
considerable number of libc functions and syscalls to create a thread, I
would like to introduce a syscall to create a thread in atomically. That
means one syscall will setup thread entry, tls, and signal mask and
PTHREAD_SCOPE_PROCESS/SYSTEM; in future maybe even CPU affinity masks,
when userland entry code is executed, the thread is already fully setup.


Process shareable synchronization objects. In Current FreeBSD does not
support this specification. The idea about the shareable mutex and
others is like other systems did, one can use mmap() to create a shared
memory page, and put a pthread synchronization object in the page,
multiple processes use the shared object to control resource access. I
am not working on it, if someone is interested, please let me know.


Coverity Code Analysis


Sam Leffler sam@FreeBSD.org


There has been an ongoing effort to review the kernel source code using
Coverity’s source code analysis tools (http://www.coverity.com). These
tools check for a variety of problems such as null pointer dereference,
use-after-free of allocated variables, invalid array references, etc.
This work is a joint project between FreeBSD and Coverity.


Two passes have been completed over the 6-current kernel source code
base and all significant problems have been corrected. These runs were
done in February and March of this year. A few reports of minor problems
await response from outside groups and will be resolved in time for the
first 6.x release. Another analysis run over the kernel will happen
soon. We are looking for a way to use these tools on a regular basis as
they have been helpful in improving the code base.


Thanks to Coverity for their help and especially Ted Unangst. Several
developers have been especially helpful in resolving reports:
Poul-Henning Kamp, David Schultz, Pawel Jakub Dawidek, George V.
Neville-Neil, and Matthew Dodd.


Wireless Networking Support


Sam Leffler sam@FreeBSD.org


Several new drivers by by Damien Bergamini were brought into the tree:
iwi, ipw, ral, and ural.


WPA-PSK support for the ndis driver was contributed by Arvind Srinivasa.


A new tx rate control algorithm for the ath driver was contributed by
John Bicket. It will become the default algorithm shortly.


Work on multi-bss support is going on outside the cvs tree. A
presentation on this work will be given at BSDCan 2005 and the slides
for the talk will be made available after.


Drivers other than ath and ndis need updates to support the new security
protocols.


hostapd needs work to support the IAPP and 802.11i preauthentication
protocols (these are simple conversions of existing Linux code).


The OpenBSD dhclient program has been ported but needs a developer that
will maintain it once it is brought into cvs.


Many subdirs for UFS


David Malone dwmalone@FreeBSD.org Thread on freebsd-fs


I’m currently looking at the limit on the number of subdirectories a
directory can have in UFS. There is currently a limit of 32K
subdirectories because of the 16 bit link count field in both struct
stat and the on-disk inode format. The thread above shows that dirhash
provides acceptable performance for directories with 100k subdirectories
using a prototype patch. Two options for allowing many subdirectories
seem to exist: changing the link counting scheme for directories and
expanding the link count field. The prototype patch implements the first
scheme and there are plans to investigate the second scheme (which may
require an ABI change).


IMUNES - a FreeBSD based kernel-level network topology emulator


Miljenko Mikuc miljenko@tel.fer.hr Marko Zec zec@tel.fer.hr


IMUNES is a scalable kernel-level network topology emulator based on
FreeBSD. In IMUNES each virtual node operates on its private instance of
network stack state variables, such as routing tables, interface
addresses, sockets, ipfw rules etc. Most if not all existing FreeBSD
application binaries, including routing protocol daemons such as quagga
or XORP, can run unmodified within the context of virtual nodes with no
noticeable performance penalty. Complex network topologies can be
constructed by connecting the virtual nodes through netgraph-based
link-layer paths. A GUI tool allows for simple and intuitive network
topology specification, deployment and management. The current version
of IMUNES is based on FreeBSD 4.11-RELEASE and supports IPv4.


XenFreeBSD - FreeBSD on Xen


Kip Macy kmacy@fsmware.com Xen project page Xen changeset logs


FreeBSD 5.3 runs on the stable and the development branches of xen and
is now checked into both trees. Over the next couple of weeks I will be
adding improvements for better batching of page table updates and SMP
support.


FreeBSD support for running as Domain 0, i.e. running as the hosting
operating system.


FreeBSD support for VM checkpoint and migration.


Dingo


George Neville-Neil gnn@neville-neil.com Project page (out of date) Blog
covering test framework


On the protocol conformance tool I have finally made some progress
getting a scriptable packet library using libnet, and SWIG. This will
hopefully become a port that can then be used to do conformance testing
on protocol stack changes. Qing Li has separately taken up the ARP
rewrite and that will be taken out of the Dingo project pages.


Many :-)


Interrupt Latency


Warner Losh imp@FreeBSD.org


I’ve setup a test system to measure interrupt latency on FreeBSD 5.3 and
current. So far I’ve measured the baseline latency for a 300MHz embedded
cyrix based single board computer. I’ve tried a number of different
strategies to optimize the interrupt path. Most of these strategies
resulted in some improvement of the time it takes to get from the start
of the interrupt servicing to the driver’s ISR. These improvements
turned out to be about 1-2% of the processing times on this single board
computer, but a wash on faster machines. However, the time between when
the interrupt should happen, and when FreeBSD starts to service the
interrupt is the dominant factor in these measurements. Despite the fact
that these are fast interrupt handlers (so the scheduler is out of the
loop), I routinely see average latencies of 18us, with large variations
(on the order of 5us standard deviation).


I need to measure the latencies with 4.x and current to characterize the
differences more precisely. I’m especially interested in the effects on
interrupt latency that the elimination of mixed mode will cause.


I need to characterize different parts of our ISR routines to see if
some of the variation I’ve seen so far can be reduced by improved coding
techniques.


I need to re-run my tests with 5.4 and summarize my results in a paper.


Infrastructure Cleanup


Warner Losh imp@FreeBSD.org Takahashi Yoshihiro nyan@FreeBSD.org


Unglamorous cleanup of the code base continues. The focus of recent
efforts have been to reduce the number of machine #ifdefs that are in
the machine independent code. In addition, we’re also trying to increase
code sharing between pc98 and i386 ports and reduce the number of #ifdef
PC98 instances in the tree.


In addition, a number of cleanup tasks are underway for different parts
of the kernel that are more complicated than necessary. Recently, the
pccard code’s allocation routines were simplified to reassign ownership
of resources more directly than before. The search is on for other areas
that can benefit from cleanup.


On pc98, there’s no such thing as an ISA bus. It is desirable to move to
having cbus appear in the probe messages. This would also allow for
additional segregation of pc98 specific code in the drivers and
eliminate many ifdefs. Ideally, isa and cbus would share a common newbus
ancestor class so their similarities can be exploited (they both have
PNPBIOS enumeration methods, for example).


cbus devices can have complicated resources. There’s support for vectors
of resources. Yet there’s no support for populating a vector of
resources from the plug and play information. Doing so would help the
complex world of pc98 a lot, and the odd edge cases in i386 (floppy,
ata) a little.


The hints mechanism provides a way to associate hardware with drivers
and resource that would otherwise be completely unknown to the system. A
refinement in the hints mechanism to allow matching of driver instances
to resources is desirable. This would allow one to hardwire sio0 to
0x2f8, even when the serial device in the plug and play resource list
(or acpi resource list) is listed second. A further refinement could
also be wiring sio0 to “port B” as defined by acpi or some other
enumeration method. Chances are good that these seemingly related
concepts may need separate implementations due to the decision points
for unit assignment.


Pccard, cardbus and usb probe their devices after interrupts are
enabled. It would be desirable to hook into new kernel APIs to allow the
mounting of root to be put off until those systems know that they are
done with their initial probe of the devices present at boot.


FreeBSD Security Officer and Security Team


Security Officer security-officer@FreeBSD.org Security Team
security-team@FreeBSD.org


In January 2005, Warner Losh (Security Officer Emeritus) stepped down
from the FreeBSD Security Team in order to better devote his time to
other projects. In March, Colin Percival was named as a second Deputy
Security Officer, joining Dag-Erling Smørgrav in that position. The
current Security Team membership is published on the web site.


So far in 2005, four security advisories have been issued concerning
problems in the base system of FreeBSD, three of which were specific to
FreeBSD. The Vulnerabilities and Exposures Markup Language (VuXML)
document has continued to be updated by the Security Team and the Ports
Committers documenting new vulnerabilities in the FreeBSD Ports
Collection. As of April 17, 127 entries have been added in 2005 bringing
the FreeBSD VuXML file up to a total of 422 entries.


In the past months both the VuXML web
site [http://vuxml.FreeBSD.org/] and the
FreshPorts [http://www.FreshPorts.org/] VuXML integration have been
improved. The VuXML web site has had a face lift and, among other
things, each package now has a separate web page which lists all
documented vulnerabilities for the particular package.
CVE [http://cve.mitre.org/] information is now also included
directly on the VuXML web site.


Finally, the first few months of 2005 also saw FreeBSD 4.8 – the first
release to be offered “extended support” – reach its designated End of
Life. The currently supported releases are FreeBSD 4.10, 4.11, and 5.3.


FreeBSD Release Engineering


RE Team re@FreeBSD.org


FreeBSD 4.11, the final formal release of the 4.x series, was released
on 25 Jan 2005. Many thanks to the all of the developers and users over
the past 5 years who made it successful. While no more releases are
planned, the security team will continue to support it through security
update patches until 2007. Developers are also free to commit bug fixes
and low-risk features to the RELENG_4 branch for the foreseeable
future.


FreeBSD 5.4 is going through its final release candidate stages and is
expected to be released in late April. Its focus is mostly bug fixes and
minor feature and performance improvements, so it is an excellent target
for those looking to upgrade from previous versions or to give FreeBSD a
try for the first time. FreeBSD 5.5 will be release in about 4-6 months
after 5.4.


FreeBSD 6.0 is rapidly approaching also. In contrast to FreeBSD 5.0, the
goal is to take a more incremental approach to major changes, and not
wait for years to get as many features in as possible. FreeBSD 6.0 will
largely be an evolutionary change from the 5.x series, with the largest
changes centered around multi-threading and streamlining the filesystem
and device layers. Feature freeze and code freeze for 6.0 are coming up
in May and June, and we hope to have 6.0 stable and ready for release in
July or August.


The release engineering team has also started doing monthly informal
snapshots of the 6-CURRENT and 5-STABLE trees. These are intended to
increase the exposure of new features and get more users involved in
testing and providing feedback. Snapshots can be found at
http://www.freebsd.org/snapshots.


New Wireless Drivers


Damien Bergamini damien@FreeBSD.org


Four new wireless drivers were imported:



ipw : driver for Intel PRO/Wireless 2100 adapters (MiniPCI).


iwi : driver for Intel PRO/Wireless 2200BG/2225BG/2915ABG adapters
(PCI or MiniPCI).

ral : driver for Ralink RT2500 wireless adapters (PCI or CardBus).

ural : driver for Ralink RT2500USB wireless USB 2.0 adapters.






The ipw and iwi drivers require firmwares to operate.


These firmwares can’t be redistributed with the base system due to
license restrictions.

See firmware licensing terms here:
http://ipw2100.sourceforge.net/firmware.php?fid=4 .






Ports which include the firmware images as well as the firmware loader
are being worked on.


A list of adapters supported by ral and ural can be found here:
http://ralink.rapla.net/ .





Create ports for ipw and iwi firmwares.


Add IBSS support to iwi.


Add WPA (802.11i) support to ipw and iwi.


Add hardware encryption (WEP, TKIP and CCMP) support in ral and ural.


Add automatic rate adaptation support to ural.
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BSDCan 2013 DevSummit Special Status Report


This special status report contains a summary of the discussions from
the various working groups at the BSDCan 2013 DevSummit. The &os;
Project organizes DevSummits at various events, typically at the major
BSD conferences, so that developers can meet and discuss matters in
person.


Ports and Packages


Erwin Lansing erwin@FreeBSD.org Slides on the status of Poudriere Slides
on QEMU-based cross-building


The working group on ports and packages discussed the fallout from the
security incident and the lessons learned. Old-style binary package
building is now online and the infrastructure for building them is in a
much more maintainable state. Building pkg(8) (new-style) packages
should be possible soon.


Bryan Drewery presented a short talk on the status of Poudriere, the new
package builder. This is usable for building package sets for local
deployment and for the official &os; packages. When the original package
building infrastructure was designed, it took most of a day to build a
large port like Mozilla on a high-end machine. Now, we have single
machines in the &os; cluster that can build the entire ports tree in a
day. Poudriere is designed for this model and does not rely on ports
supporting parallel builds internally. Instead, it builds each port in a
separate jail, with ports that do not depend on each other being built
in parallel when there are spare CPUs.


Moving forward, the project plans to decouple package releases from base
system releases. Each base system release is intended to be backwards
compatible within that release series and so any packages for N.x should
work on N.x+1. The project will build weekly package sets for each
branch that will be retained for two weeks, with no QA, and monthly sets
that will undergo QA and will be available for 12 months.


Stacy Son and Brooks Davis talked about packages for less common
architectures. Stacy has worked to bring QEMU usermode support to &os;.
This means that MIPS or ARM &os; binaries can run on an x86 &os; system.
The kernel will detect the foreign binary and launch it in the emulator.
Stacy has been using this to create jails containing a cross compiler
and shell for the host architecture, but native libraries for the
target. This allows ports that are not cross-build aware to run
configure scripts that do things like compile executables and run them,
but still has the most processor-intensive part of the build (compiling
and linking) running outside of emulation. With this approach, we are
easily able to build weekly package sets for MIPS and ARM on a single
x86 box. For installing onto embedded systems, there are still some open
problems. The pkg(8) infrastructure can install many packages onto a
disk image, but will not be able to run complex post-install scripts
without the target system booting.


UEFI


Benno Rice benno@FreeBSD.org


UEFI is the new boot firmware standard pushed by Intel. It comes with a
number of challenges, including the SecureBoot restriction, that
prevents the firmware from booting unsigned kernels and bootloaders.
This is not currently a problem, as most systems either do not enable
this restriction by default, or make it easy to disable, but it will be
more important in the future.


The goal for UEFI support in &os; is to merge the bootloader that is
currently in the projects branch, which will perform signature
verification and then hand off to the more conventional &os; bootloader.
This loader will be very simple and so will need changing (and
re-signing) fairly infrequently. The &os; Foundation will be responsible
for ensuring that the bootloader is signed and so will work with
SecureBoot.


There are a number of restructuring and refactoring tasks that will need
to be done over the next few months to ensure that the &os; boot process
works cleanly with UEFI. These include removing some code duplication
between various platforms that use UEFI, removing some legacy support
from the i386 kernel, and restructuring how some of the bootloader code
is built. Interaction with UEFI will be simplified once clang supports
the MS Windows calling convention (used by UEFI) when generating UNIX
binaries. Benno Rice has been working on this, with some assistence from
David Chisnall, and this support should appear soon.


Network Receive Performance


George Neville-Neil gnn@FreeBSD.org


&os; has traditionally been a platform with support for very high
performance networking. This is one of the main reasons why it was
selected for the Netflix streaming appliance, which is currently
responsible for over 20% of the Internet traffic in the USA. The goal of
this session was to discuss current bottlenecks at the receiving end of
connections.


Modern network cards support multiple receive queues and can deliver
packets into them depending on various criteria. The design of a good
API for accessing this functionality is very important, as it shortens
the path between a packet arriving in the card and it being delivered
into a userspace process. In an extreme case, for example with cluster
applications or virtual machines, the receive queue may be accessed
directly from a process bypassing the kernel. In a more conventional
setting, the packets should be delivered to a kernel thread on the same
CPU as the receiving process, so that the copy to userspace is cheap.


The group examined a number of different proposals, including some
patches, and discussed the requirements for a general API. This work is
ongoing.


Beyond Buildworld...


Brooks Davis brooks@FreeBSD.org


Buildworld is the target for building the base system in the venerable
&os; build system. This session aimed to investigate the current
limitations, discuss recent improvements, and propose future directions
for this process.


Over recent years, &os; has been used increasingly in embedded systems
and so cross development has become a lot more important. One of the
changes recently committed by Brooks Davis now permits building the
entire base system and creating a disk image without root privileges.
This makes embedded development easier, as a number of users can now
share an expensive development box, capable of performing builds
quickly, without having to give all of them root.


This session also discussed the bmake import, which brings in NetBSD’s
make along with some improvements from Juniper, which should allow much
more accurate dependency tracking and faster parallel and incremental
builds. This should have some additional benefits to the rest of the
project, for example by making our tinderbox infrastructure, which
notifies developers if the have broken the build, able to report
failures much more quickly.


One frequently requested capability, which is now being investigated by
Marcel Moolenar, is the ability to build &os; from other platforms.
Currently, developing a &os;-based embedded system requires a &os; host
system for building, which is a barrier to entry that we would like to
avoid.


There are a number of changes to our toolchain planned for the 10.x and
11.x timescales, including replacing GNU binutils with LLVM-based tools
and importing MCLinker. These are unlikely to be the default in 10.0,
but we hope to be able to provide a GPL-free base system as a functional
option this year.


Virtualization


Peter Grehan grehan@FreeBSD.org Overall status slides Xen status slides
VirtIO status slides Bhyve slides


Virtualization is an increasingly important topic, with large providers
like Amazon deploying huge numbers of VMs and many users deploying VMs
on desktop systems for testing and backwards compatibility. Today, &os;
supports a wide variety of virtualization options. This working group
discussed the current status and future directions of several of them.


Xen is the de-facto standard for large-scale virtualization and &os; has
supported running as a guest for some time. SpectraLogic has funded
recent work on improving this, with two overlapping goals. The first is
to allow &os; to run as the Domain 0 operating system. This is the
operating system that runs with elevated privilege and is allowed to
talk directly to the hardware and which must provide the virtualized
devices to the guests. This requires full paravirtualization support.
Related to this is the ability to use more paravirtualized hardware when
booting as a hardware virtualized guest. This includes support for the
new PVH mode, which uses hardware support for memory operations but
paravirtualized drivers for everything else, giving the best performance
possible with Xen.


The &os; VirtualBox port is progressing well, with preliminary support
for 3D accleration in guests. The patches for Microsoft’s HyperV,
provided by Microsoft, are currently being tested with a view to
incorporating them into &os; 10.


&os; also includes its own virtualization infrastructure, bhyve
(pronounced beehive), which is designed to support hardware-assisted
virtualization. This has made significant progress over the past year,
including now supporting AMD’s virtualization extensions as well as
those from Intel. With so many options, &os; is now very well placed in
terms of virtualization, both as a host and a guest.


Documentation


Dru Lavigne dru@FreeBSD.org Benedict Reuschling bcr@FreeBSD.org


The documentation working group met during the main sessions and also
had several productive evenings improving the state of &os;
documentation.


The &os; Handbook has undergone some significant updates recently and
there is work underway to create a snapshot that will be available as a
professionally published print edition. There are still some sections in
need of updates before this can happen and the documentation team is
working on engaging the relevant developers to review this content.


The &os; web site redesign was discussed. Currently, many of the most
commonly accessed pages are difficult to navigate to. Its visual design
is also somewhat dated. The documentation team is working to design an
improved structure and has several offers of assistance with the
appearance.


The &os; Project is international and many of the contributors do not
have English as their first language. To encourage more participation
from the rest of the world, it is important to have high-quality
translations of the documentation. PC-BSD uses pootle (available from
the &os; ports tree) to assist with keeping translations consistent and
up to date and we are evaluating doing the same for &os;.


The documentation team plans to have a Docs Hackathon colocated with the
Cambridge DevSummit in August.
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Introduction


The highlights of this quarters report certainly include the
availability of native Java binaries thanks to the FreeBSD
Foundation [http://www.freebsdfoundation.org/] , as well as progress
has been made with Xen support and Sun’s Ultrasparc T1. Furthermore we
are looking forward to FreeBSD 6.1 and TrustedBSD audit support has been
imported into FreeBSD 7-CURRENT. All in all, a very exiting start to
2006.


In just under a month the developers will be gathering at BSDCan
2006 [http://www.bsdcan.org/2006/] for, FreeBSD Dev Summit, a two day
meeting of FreeBSD developers. Once again the BSDCan
schedule [http://www.bsdcan.org/2006/schedule.php] is filled with
many interesting talks.


We hope you enjoy reading and look forward to hear from you for the next
round. Consult the list of projects and
ideas [http://www.freebsd.org/projects/ideas/] for ways to get
involved. The submission date for the second quarter reports will be
July, 7th 2006.


Thanks to everybody who submitted a report and to Brad Davis, who joined
the Status Report team, for proof reading.


proj Projects net Network infrastructure kern Kernel doc Documentation
bin Userland programs arch Architectures ports Ports vendor Vendor / 3rd
Party Software misc Miscellaneous


FreeBSD Security Officer and Security Team


Security Officer security-officer@FreeBSD.org Security Team
security-team@FreeBSD.org


In March 2006, Marcus Alves Grando, George Neville-Neil, and Philip
Paeps joined the FreeBSD Security Team. The current Security Team
membership is published on the web site.


In the time since the last status report, eight security advisories have
been issued concerning problems in the base system of FreeBSD; of these,
three problems were in “contributed” code, while five were in code
maintained within FreeBSD. The Vulnerabilities and Exposures Markup
Language (VuXML) document has continued to be updated by the Security
Team and the Ports Committers documenting new vulnerabilities in the
FreeBSD Ports Collection; since the last status report, 50 new entries
have been added, bringing the total up to 686.


The following FreeBSD releases are supported by the FreeBSD Security
Team: FreeBSD 4.10, FreeBSD 4.11, FreeBSD 5.3, FreeBSD 5.4, and FreeBSD
6.0. Upon their release, FreeBSD 5.5 and FreeBSD 6.1 will also be
supported. The respective End of Life dates of supported releases are
listed on the web site; of particular note, FreeBSD 4.10 and FreeBSD 5.4
will cease to be supported at the end of May 2006.


FreeBSD NFS Status Report


Chuck Lever cel@FreeBSD.org


Support for NFS in FreeBSD received a boost this quarter as a kernel
developer from Network Appliance has volunteered to help with the
clients. Chuck Lever is now a src committer, mentored by Mike
Silbersack. Mohan Srinivasan and Jim Rees have ended their
apprenticeships and are now full committers. Mohan continues his effort
to make the NFSv2/3 client SMP safe. He expects to make the changes
available for review soon.


FreeBSD gained presence at the annual NFS interoperability event known
as Connectathon. Rick Macklem’s FreeBSD NFSv4 server is pretty stable
now and available via anonymous ftp. NFSv4.1 features are not a part of
it yet and are not likely to happen until at least the end of 2006.
Contact rick@snowhite.cis.uoguelph.ca for details.


BSDCan


Dan Langille dan@langille.org


The schedule [http://www.bsdcan.org/2006/schedule.php] for BSDCan
2006 demonstrates just how strong and popular BSDCan has become in a
very short time. Three concurrent streams of talks make sure that there
is something for everyone. We provide high quality talks at very
affordable prices [http://www.bsdcan.org/2006/registration.php] .


BSDCan is the biggest BSD event of 2006. Ask others who attended in past
years how much they enjoyed their time in Ottawa. Ask them who they met,
who they talked to, the contacts they made, the information they
learned.


Remember to bring your wife/husband/spouse/etc because we will have
things for them to do while you are attending the conference. Ottawa is
a fantastic tourist destination.


See you at BSDCan 2006!


Works in Progress [http://www.bsdcan.org/2006/activity.php?id=110] -
if you want to talk about your project for 5 minutes, this is your
chance. Get in touch with us ASAP to reserve your spot.


We’re looking for volunteers to help out just before and during the
conference. Contact Dan at the above address.


Ports Collection


Mark Linimon linimon@FreeBSD.org The FreeBSD Ports Collection
Contributing to the FreeBSD Ports Collection FreeBSD ports unfetchable
distfile survey (Bill Fenner’s report) FreeBSD ports updated distfile
survey (Edwin Groothius’ report) FreeBSD ports monitoring system The
FreeBSD Ports Management Team marcuscom tinderbox


During this time, the number of ports PRs rose dramatically from its
impressive low number seen late last quarter. This was due to the
holidays, the freeze for the 5.5/6.1 release cycle, and the aggressive
work several submitters have been doing to correct long-standing
problems with stale distfiles, stale WWW sites, port that only work on
i386, and so forth. Over 200 new ports have also been added. The
statistics do not truly reflect the state of the Ports Collection, which
continues to improve despite the increased number of ports.


We now have 3 people who are qualified to run the 5-exp regression
tests. Due to this, we were able to run several cycles, resulting in a
series of commits that retired more than 3 dozen portmgr PRs. There were
a few snags during one commit due to some unintended consequences, but
the breakage was fixed in less than one day. Notable changes include the
addition of physical category net-p2p and virtual categories hamradio
and rubygems. Once 5.5 and 6.1 are released, portmgr hopes to be able to
run regression tests more often.


We have added 5 new committers since the last report.


We need help getting back to our modern low of 500 PRs.


We have over 4,000 unmaintained ports (see, for instance, the list on
portsmon ). We are always looking for dedicated volunteers to adopt at
least a few ports.


OpenBSD dhclient


Brooks Davis brooks@FreeBSD.org Sam Leffler sam@FreeBSD.org


All dhclient changes in HEAD have been merged to 6-STABLE for
6.1-RELEASE. New patches currently in testing include startup script
support for fully asynchronous starting of dhclient which eliminates the
wait for link during startup and support for sending the system hostname
to the server when non is specified.


FAST_IPSEC Upgrade


George Neville-Neil gnn@FreeBSD.org Bjoern A. Zeeb bz@FreeBSD.org


Split out of PF_KEY code between the kernel and user space has been
completed and committed to CVS.


The diff between Kame IPv4 based IPSec and FAST_IPSEC IPv4 did not show
any glaring issues.


Moving on to making IPv6 work in FAST_IPSEC including being able to run
the kernel with the following variations:



		FAST_IPSEC in v4 only


		KAME IPv6 and IPSec


		KAME IPv6 and FAST_IPSEC





Any patches for FAST_IPSEC, KAME IPsec of either variant (v4 or v6)
should be forwarded to bz@ and gnn@.


Build a better TAHI. TAHI, the test framework, will not be maintained
and is not the easiest system to use and understand. A better test
harness is possible and is necessary for other networking projects as
well. Contact gnn@ if you have time to work on this as he has some code
and ideas to start from.


FreeSBIE


FreeSBIE Staff staff@FreeSBIE.org FreeSBIE Mailing List
freesbie@gufi.org Website ML Subscribe Page


The project is alive and plans to release an ISO image of FreeSBIE 2.0
based on FreeBSD 6.1-RELEASE few day after the same has been release.
FreeSBIE 2.0 will be available for i386 and amd64 archs. Tests images
can be download via BitTorrent from
torrent.freesbie.org [http://torrent.freesbie.org] .


Test “test ISO images” for both amd64 and i386


Suggest packages to be added to the ISO image.


Suggestions needed for Xfce and fluxbox look.


Suggestions needed for applications’ configuration files.


HPLIP (Full HP Printer and MFD support)


Anish Mistry amistry@am-productions.biz HPLIP FreeBSD Information
Official Site


A preliminary version of HP’s hplip software for their printers and
multi-function devices has been ported. This allows viewing of the
status informantion from the printer. Such as ink levels, error
messages, and queue information. If you have an Officejet you can also
fax and scan. Photocard and Copies functionality is untested.


General Testing


Photocard Testing


Various ugen fixes


Fix Officejet Panel Display


Run hpiod and hpssd as unprivileged users


Banish the Linuxisms in the Makefile


Fix “Make Copies”


Automatically Setup Scanner


Low-overhead performance monitoring for FreeBSD


Joseph Koshy jkoshy@FreeBSD.org Project home page


This projects implements a kernel module (hwpmc(4)), an application
programming interface (pmc(3)) and a few simple applications (pmcstat(8)
and pmccontrol(8)) for measuring system performance using event
monitoring hardware in modern CPUs.


New features since the last status report:



		Support for profiling dynamically loaded kernel and user objects has
been added.


		pmcstat(8) now supports command-line syntax for logging to a network
socket.





FreeBSD list of projects and ideas for volunteers


Joel Dahl joel@FreeBSD.org Alexander Leidinger netchild@FreeBSD.org


The FreeBSD list of projects and ideas for volunteers is doing well.
Several items were picked up by volunteers and have found their way into
the tree. Others are under review or in progress.


We are looking forward to hear about new ideas, people willing to be
technical contacts for generic topics (e.g. USB) or specific entries
(already existing or newly created), suggestions for existing entries or
completion reports for (parts of) an entry.


Add more ideas.


Find more technical contacts.


Find people willing to review/test implementations of (somewhat)
finished items.


Java Binaries


Deb Goodkin deb@freebsd.org FreeBSD Foundation Java Homepage



The FreeBSD Foundation released official certified JDK and JRE 1.5
binaries for the official FreeBSD 5.4 and FreeBSD 6.0 releases on the
i386 platform.


We were able to accomplish this by hiring a contractor to run the Sun
certification tests and fixing the problems found. This could not have
been completed without the support from the BSD Java Team.





We provided financial support for Java development and funded the
certification process. We spent a significant amount of time and money
on legal issues from contract and NDA creation for our contractor to
license agreements from Sun and creating our own for the binaries. We
worked with OEMs who would like to use the binaries, but needed to
understand what they need to do legally to be able to redistribute the
binaries. This is an area we are still working on at our end. We are
waiting for a letter from Sun to put on our website to OEMs. We are also
in the process of updating our OEM license agreement. This should be
available by mid-April.


We have received a positive response from the FreeBSD community
regarding the release of the binaries. We received a few requests to
support the FreeBSD 6.1/amd64 platform. We have decided to move forward
and support this too. We currently are working with a contractor to
provide Java support on 5.5/i386, 6.1/i386, and 6.1/amd64. Once 5.5 and
6.1 are released, we’ll update the FreeBSD Foundation website with the
Java status. Regular updates to the website will continue.


Update of the linux infrastructure in the Ports Collection


Emulation Mailinglist freebsd-emulation@FreeBSD.org Alexander Leidinger
netchild@FreeBSD.org Boris Samorodov bsam@ipt.ru


Work is underway to use the new linux_base-fc3 as the new default linux
base. Since there’s some infrastructure work to do before it can be made
the new default, this will not happen before the release of FreeBSD 5.5
and 6.1. At the same time a new X.org based linux port will replace the
outdated XFree86 based linux X11 port.


The use of fc3 instead of fc4 or fc5 is to make sure we have a smooth
transition with as less as possible breakage. We already use several fc3
RPM’s with the current default of linux_base-8, so there should be not
much problems to solve.


Mark all old linux_base ports as DEPRECATED (after making fc3 the
default linux_base port).


Have a look at a linux-dri version which works with the update to X.org.


When everything is switched to fc3 and everything works at least as good
as before, have a look at porting fc4 or fc5.


Mouse Driver Framework


Jordan Sissel jls@csh.rit.edu mouse framework project


The current mouse system is a mess with moused, psm, ums, and mse
supporting, individually, multiple kinds of mice. This project aims to
move all driver support into moused modules in userland. In addition,
many features lacking in the existing mouse infrastructure are being
added. It is my hope that this new system will make both using mice and
writing drivers easier down the road.


Testing. Contact if interested.


SMPng Network Stack


Robert Watson rwatson@FreeBSD.org FreeBSD Netperf Project


The FreeBSD netperf project has recently focused on revising the socket
and protocol control block reference counts to define and enforce
reference and memory management invariants, allowing the removal of
unnecessary checks, error handling, and locking. Use of global pcbinfo
locks has now been eliminated from the socket send and receive paths
into all network protocols, including netipx, netnatm, netatalk,
netinet, netinet6, netgraph, and others. Checks have generally been
replaced with assertions; so_pcb is now guaranteed to be non-NULL. This
should improve performance by reducing lock contention and unnecessary
checks, as well as facilitate future work to eliminate long holding of
pcbinfo locks in the TCP input path through proper reference counting
for pcbs. These changes have been committed to FreeBSD 7-CURRENT, and
will be merged in a few months once they have stabilized.


pfSense


Scott Ullrich sullrich@gmail.com pfSense website


pfSense continues to grow and fix bugs. Since the last report we have
grown to 14 developers working part and full time on bringing pfSense to
1.0. Beta 3 is scheduled for release on 4/15/2006.


Fix remaining bugs listed in CVSTrac


Fine tune existing code


Symbol Versioning


Daniel Eischen deischen@FreeBSD.org Symbol Versioning in FreeBSD. Symbol
Versioning in Solaris. Symbol Versioning in Linux


Symbol versioning libraries allows us to maintain binary compatibility
without bumping library version numbers. Recently, symbol versioning for
libc, libpthread, libthread_db, and libm was committed to -current. It
is disabled by default, and can be enabled by adding
“SYMVER_ENABLED=true” to/etc/make.conf. A final version bump for libc
and other affected libraries (perhaps all) should be done before
enabling this by default.


Determining the impact on ports - portmgr (Kris) is running a portbuild
to identify any problems. I am working to resolve the few problems that
were found.


Making our linker link to libc and libpthread (when using (-pthread))
when building shared libraries. This is needed so that symbol version
dependencies are recorded in the shared library. I think kan@ is working
on this.???


Identify and symbol version any other libraries that should be symbol
versioned. If anyone has any suggestions, I’m all ears.


Status Report ATA project


Søren Schmidt sos@FreeBSD.org


The last months has mostly been about stabilizing ATA for 6.1-RELEASE,
and adding support for new chipsets. On that front JMicron has raised
the bar for vendors as they have provided not only hardware but
documentation on both their hardware and their software RAID
implementation, making it a breeze to add support for their, by the way
excellent, products. Other vendors can join in here. :) Otherwise I’m
always in the need for any amount of time or means to get it if nothing
else.


ATA has grown a USB backend so that fx. flash keys and external
HD/CD/DVD drives can be used directly without atapicam/CAM etc. This is
very handy on small (embedded) systems where resources are limited and
kernel space at a premium. burncd(8) is in the process of being updated
so it will support this along with SATA ATAPI devices, and if time
permits adding DVD support.


The next months will be used to (hopefully) work on getting ATA to work
properly on systems with > 4G of memory and utilize the 64bit addressing
of controllers that support it. RAID5 support for ataraid is on the list
together with hardening of the RAID subsystem to help keep data alive
and well.


BSDInstaller


Andrew Turner soc-andrew@FreeBSD.org


The BSDInstaller integration work has progressed since the previous
report. The backend has been changed to the new Lua version. This is to
ensure the version we use will be maintained. The release Makefile now
uses the Lua package rather the local copy in Perforce. Ports are also
being created for the required modules to remove the need to bring Lua
into the base.


Create a port for all the Lua modules required


libpkg - Package management library


Andrew Turner andrew@fubar.geek.nz


Libpkg is a package management library using libarchive to extract the
package files. It is able to download, install and get a list of
installed packages. Work has also been started on implementing the
package tools from the base system. Most of pkg_info has been
implemented and pkg_add has been started.


Support for more command line options in pkg_info and pkg_add


Creating a package


Test pkg_add works as expected for all implemented command line options


Bridge STP Improvements


Andrew Thompson thompsa@FreeBSD.org


Work has been started to implement the Rapid Spanning Tree Protocol
which supersedes STP. RSTP has a much faster link failover time of
around one second compared to 30-60 seconds for STP, this is very
important on modern networks. Some progress has been made but a RSTP
capable switch will be needed soon to proceed, see
http://www.freebsd.org/donations/wantlist.html .


Donation of a RSTP switch


TMPFS (Filesystem) for FreeBSD


Rohit Jalan rohitj@purpe.com Project Home I/O Benchmarks


Three betas have been released so far. The code is operational and seems
to be stable but it is not MPSAFE yet.


The second and third betas used different mechanisms for data I/O.
(sfbuf vs. kernel_map+vacache) and at present I am in the process on
selecting one mechanism over the other. Your opinion is solicited.


Sound subsystem improvements


Multimedia Mailinglist freebsd-multimedia@FreeBSD.org Ariff Abdullah
ariff@FreeBSD.org Alexander Leidinger netchild@FreeBSD.org Start of
Intel HDA support.


A lot of fixes (bugs, LORs, panics) and improvements (performance,
compatibility, a new driver, 24/32bit samples support, ...) have been
merged to RELENG_6. FreeBSD 6.1 is the first release which ships with
the much improved sound system. Additionally there’s work underway:



		To make the sound system API endianess clean. This should make it
easier (for a developer) to make the sound drivers usable on all
architectures.


		To rework character device allocation. This way someone can choose a
specific channel, e.g. /dev/dsp0.r0 or /dev/dsp0.p0 to access the
first recording or play channel respectively). With the “current”
sound system (as in FreeBSD 6.1) this is not possible (accessing
/dev/dsp0.0 and /dev/dsp0.1 may give you the first or the second
channel, the number is just an enumeration, not a channel-chooser).


		To add multi-channel support/processing.


		To add Intel HDA support. There’s already some code to look at (see
URL referenced above), but is far from usable for an enduser (we need
some programmers, but no testers ATM, since there are no user
testable parts yet). Interested volunteers should contact the
multimedia mailinglist.





Parts of this work may be already in 6.1, but there’s still a good
portion which isn’t even in -current as of this writing.


Style(9) cleanup, survive against WARNS=2 (at least).


Have a look at the sound related entries on the ideas list.


Rewrite some parts (e.g. a new mixer subsystem with OSS compatibility).


sndctl(1): tool to control non-mixer parts of the sound system (e.g.
spdif switching, virtual-3D effects) by an user (instead of the sysctl
approach in -current); pcmplay(1), pcmrec(1), pcmutil(1).


Plugable FEEDER infrastructure. For ease of debugging various feeder
stuff and/or as userland library and test suite.


Closer compatibility with OSS, especially for the upcoming OSS v4.


Fundraising for FreeBSD security development


Colin Percival cperciva@FreeBSD.org


Since 2003, I have introduced the (now quite widely used) FreeBSD Update
and Portsnap tools, but rarely had time to make improvements or add
requested features. Consequently, on March 30th, I sent email to the
freebsd-hackers, freebsd-security, and freebsd-announce lists announcing
that I was seeking funding to allow me to spend the summer working
full-time on these and my role as FreeBSD Security Officer. Assuming
that some cheques arrive as expected, I have reached my donation target
and will start work at the beginning of May.


The work which I’m aiming to do is listed at the URL above.


FreeBSD on Xen 3.0


Scott Long scottl@FreeBSD.org Kip Macy kmacy@FreeBSD.org


We had hoped to finish a prototype of Xen DomU and possible Dom0 in time
for FreeBSD 6.1. The primary work was focused on bringing Xen into the
FreeBSD ‘newbus’ framework. Unfortunately, an architectural problem in
FreeBSD has stopped us. Xen relies on message passing between to child
and parent domains to communicate device configuration, and this message
passing requires that tsleep and wakeup work early in boot. That doesn’t
seem to be the case, and it’s unclear what it would take to make it
work. Without the newbus work, it’s hard to complete the Dom0 code, and
impossible to support Xen 3.0 features like domain suspension.


Make tsleep and wakeup work during early boot


Continue DomU newbus work


Continue Dom0 work


TrustedBSD Audit


Robert Watson rwatson@FreeBSD.org trustedbsd-audit@TrustedBSD.org
TrustedBSD Audit Web Page


In the past three months, the TrustedBSD CAPP audit implementation has
been merged to the FreeBSD 7-CURRENT development tree in CVS, and the
groundwork has been laid for a merge to 6.X. OpenBSM, a BSD-licensed
implementation of Sun’s Basic Security Module (BSM) API and file format,
as well as extensions to support intrusion detect applications. New
features included support for audit pipes, a pseudo-device that provides
a live audit record trail interface for intrusion detection
applications, and an audit filter daemon that allows plug-in modules to
monitor live events.


Complete audit coverage of non-native system call ABIs, some more recent
base system calls.


Integrate OpenBSM 1.0 alpha 6, which includes auditfilterd and the audit
filter API.


TrustedBSD OpenBSM


Robert Watson rwatson@FreeBSD.org trustedbsd-audit@TrustedBSD.org
TrustedBSD OpenBSM Web Page


OpenBSM is a BSD-licensed implementation of Sun’s Basic Security Module
(BSM) API and file format, based on Apple’s Darwin implementation.
OpenBSM 1.0 alpha 5 is now available, and includes significant bugfixes,
documentation, and feature enhancements over previous releases,
including 64-bit token support, endian-independent operation, improved
memory management, and bug fixes resulting from the static analysis
tools provided by Coverity and FlexeLint. Recent versions are now built
and configured using autoconf and automake, and have been built and
tested with FreeBSD, Mac OS X, and Linux.


Complete OpenBSM file format validation test suite.


Finalize audit filter API.


Complete file format documentation; record documentation for new record
types associated with Mac OS X, FreeBSD, and Linux specific events not
present in documented Solaris record format.


ARM Support for TS-7200


John-Mark Gurney jmg@FreeBSD.org TS-7200 Board Perforce Code Location
FreeBSD/arm TS-7200 dmesg output


This is just an update to note that TS-7200 is building and running with
a recent -current.


I have been working on getting FreeBSD/arm running on the TS-7200. So
far the board boots, and has somewhat working ethernet (some unexplained
packet loss). I can netboot from a FreeBSD/i386 machine, and I can also
mount msdosfs’s on CF.


Figuring out why some small packets transmit with error (if someone can
get Technologic Systems to pay attention to me and this issue, that’d be
great!)


EP93xx identification information to properly attach various onboard
devices


Ultrasparc T1 support


Kip Macy kmacy@FreeBSD.org John Gurney jmg@FreeBSD.org T1 processor and
hypervisor documentation. TODO list


FreeBSD has been ported the T1, Sun’s newest processor. FreeBSD
currently runs multi-user SMP. JMG is actively working on improving
device support.


The port has taken several weeks longer than initially anticipated as
the majority of the current sparc64 port could not be re-used.


OpenBSD packet filter - pf


Max Laier mlaier@FreeBSD.org


Work towards importing the upcoming OpenBSD 3.9 version of pf is
starting slowly. There are a couple of infrastructural changes (e.g.
interface groups) that need to be imported beforehand. This work is in
the final stage of progress.


A couple of bugfixes have happened since the last report and will be
available in FreeBSD 6.1/5.5. pf users are strongly encouraged to
upgrade to RELENG_6 as the version present in RELENG_5 is collecting
dust.
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Introduction


With the release of FreeBSD 5.5 and FreeBSD 6.1, the second quarter of
2006 has been productive. Google is sponsoring 14 students to work on
FreeBSD as part of their Summer of Code Program (most of which already
submitted a report for elaboration on their projects).


Sun’s open-source software is starting to make its way into FreeBSD as a
port of DTrace is nearing completion and a port to the UltraSparc T1
processor (which gives a great push to the ongoing SMP efforts). Having
a powerful debugging tool combined with a CPU that can run up to 32
concurrent threads helps to identify scalability issues.


BSDCan 2006 was yet again a smashing success and much was covered in the
2-day developer summit. As a product of the conference, a new focus on
FreeBSD for the embedded sector has started. Various ARM boards are
targeted, a MIPS32 port is gearing up and people are looking for other
interesting platforms to port FreeBSD to. Preparation for the EuroBSDCon
(in Milan, Italy) on November has already issued a call for papers.


In addition, a lot of spring cleaning is taking place in the network
stack. After conclusion of the KAME project, IPv6 code integration has
been refocused and a fully locked port of SCTP is in the final stage of
integration. Of course, all this goes without noting all the progress
made with the other network projects.


Please read below for more detailed news on the projects that happened
in FreeBSD during the last three months. If you are interested in
helping, consider the “Open Tasks lists” provided with some reports. In
addition we would like to point you at the list of projects and ideas
for volunteers [http://www.freebsd.org/projects/ideas/] and hope to
receive a status report from you next time.


Thanks to all reporters for your excellent work and timing! Enjoy
reading.


soc Google summer of code proj Projects net Network infrastructure kern
Kernel docs Documentation bin Userland programs arch Architectures ports
Ports vendor Vendor / 3rd Party Software misc Miscellaneous


BSDCan


Dan Langille dan@langille.org BSDCan


BSDCan 2006 [http://www.bsdcan.org/] continues to impress. Again
this year, we had a good collection of talks from a wide range of
speakers. In all, we had over 200 people from 14 different countries.


Our sponsorship pool continues to grow. This year we had sponsorship
from:



		USENIX [http://www.usenix.org/]


		The FreeBSD Foundation [http://www.freebsdfoundation.org/]


		PARSE [http://www.parse.com/]


		iXsystems [http://www.ixsystems.com/]


		O’Reilly [http://www.oreilly.com/]


		Stevens Institute of Technology [http://www.stevens-tech.edu/]


		nCircle [http://www.ncircle.com/]










The t-shirts [http://www.bsdcan.org/2006/images/t-shirt.jpg] were
very popular, with all of them going in very short time. Of course, it
helped that this year they were free, courtesy of PARSE.





The 2007 planning has already begun and we look forward to another
popular and successful event.


My thanks to the 2006 program committee, the speakers, the volunteers,
the sponsors, and, of course, the attendees.


See you at BSDCan 2007.


Release Engineering


Release Engineering Team re@FreeBSD.org


The release engineering (RE) team announced the availability of FreeBSD
5.5 and 6.1, both in May 2006. FreeBSD 5.5 is the last planned release
from the RELENG_5 branch in CVS. For the most part, its main features
consist of bugfixes, security patches, and minor updates. We encourage
users to move towards the 6.x series of releases whenever practical.
FreeBSD 6.1 is the latest of the releases to come from the RELENG_6
branch in CVS. It includes (among many other things) improved support
for WiFi devices, additional network and disk controller drivers, and a
number of fixes for filesystem stability. The next release to be issued
from this branch will be FreeBSD 6.2, which is currently scheduled for
September 2006.


The RE team is currently in a ``between releases’’ mode. Current
activities include working with security-team@ on some errata fixes for
the RELENG_6_1 branch and producing snapshots of HEAD and RELENG_6 at
the start of each month.


Several personnel changes have taken place recently. Scott Long has
stepped down from his position on the RE team; we thank him for his
considerable efforts over the past four years. In his place, Ken Smith
has taken over the role of lead release engineer. Bruce A. Mah has
rejoined the RE team after a two-year sabbatical.


Giant-Less USB framework


Hans Petter Sirevaag Selasky hselasky@c2i.net Current files Easy to
install tarballs


For some time now I have been working on converting the existing USB
device drivers to my new and mutex enabled USB API. I have converted
“ulpt”, “ums”, “uhid”, “ukbd”, “ugen”, “uaudio”, and a few others.
Around 10 USB device drivers are left to convert. Most of these are
network device drivers.


At the present moment I am working on getting scatter and gathering
support working for all USB host controllers. Scatter and gathering
means that one allocates PAGE_SIZE bytes of memory at a time, and then
fills these memory blocks up as much as possible with USB host
controller structures and buffers. This should solve problems allocating
DMA-able memory when the system memory becomes fragmented.


If anyone wants to help convert the remaining USB device drivers, please
drop me an e-mail.


SSE2 Kernel support


Attilio Rao attilio@freebsd.org Project details Ongoing development


Some FPU system and kernel memcpy/copyin/copyout changes have
been performed. In particular, a per-CPU save area has been introduced
(protected with an interlock) in order to assure a stable saving
mechanism. copyout/copyin have changed in order to use vectorised
version of memcpy and an xmm version of memcpy has been provided.


Benchmarks on different versions of xmm copy, in particular showing
differences between UP and SMP architectures (evaluating possibility to
add block prefetch, non-temporal hints usage, etc.)


Modifying npxdna trap handler in order to recognise xmm environment
usage and replace fxsave with 8-movdqa


BSNMP Bridge module


Shteryana Shopova shteryana@FreeBSD.org P4 workspace Wiki page


As part of my SoC 2006 project I am working on implementing a BRIDGE
monitoring module for FreeBSD’s BSNMP daemon. Initial prototyping is
done and some kernel changes are coming to be able to access all needed
data. In addition to IETF RFC 4188, which was designed for monitoring a
single bridge, this snmp module will support monitoring of multiple
bridge devices as supported by FreeBSD.


Finish kernel changes and the code for the snmp module.


Testing.


DTrace


John Birrell jb@freebsd.org


Anonymous enablings now work. There is a new option in the boot loader
menu to load the DTrace modules and trace the kernel boot process.


Sun Microsystems has been very supportive of the FreeBSD port and has
generously provided a Sun Fire T2000 server to allow Kip Macy’s sun4v
port to be merged into the DTrace project tree.


The DTrace project tree sources are now exported to cvsup10.freebsd.org


Refer to the project page for more details.


Current effort centres around making DTrace useful for the sun4v porting
effort which has shown up scalability issues with the current FreeBSD
SMP implementation. DTrace should be ideal for analysing those issues.


Embedded FreeBSD


George Neville-Neil gnn@freebsd.org Main Site


There are several projects moving forward in the embedded area. For now
the main location for new information is www.embeddedfreebsd.org. We
have also created a new mailing list,
freebsd-embedded@freebsd.org [http://lists.freebsd.org/mailman/listinfo/freebsd-embedded]
, which is meant to eventually replace the freebsd-small. A call was put
out on small for people to move to embedded.


Update Developers Handbook with information on building embedded
versions of FreeBSD


Help with the MIPS port


Help with the ARM port


Investigate an SH port (requested by folks in Japan where the Hitachi SH
processor is quite popular in embedded)


EuroBSDCon 2006 - November 10th - 12th, Milan, Italy


Massimiliano Stucchi stucchi@eurobsdcon.org Official Website


This year’s EuroBSDCon will be held in Milan, Italy, on November 10th
through 12th.


Hosted in the foggy northern Italy, the fifth EuroBSDCon aims at being a
new successful chapter in the itinerant series of European BSD
conferences.


EuroBSDCon represents the biggest gathering for BSD developers from the
old continent, as well as users and passionates from around the World.
It is also a chance to share experiences, know-how, and cultures.


For the first time, parallel to the main event, an event for
wives/girlfriends/friends will be organised. It will consist of guided
tours of the city of Milan, a probable trip to Como and visits to
various museums. We’re also working towards offering a show at the
Teatro alla Scala.


The FreeBSD developer summit will be also held on November 10th.


The Call For Papers is out, so everybody is invited to send in papers or
tutorials that might be of interest to the community


The Conference Organisers are also looking for sponsors. Feel free to
contact oc@eurobsdcon.org in order to discover the different sponsoring
opportunities.


FAST_IPSEC Upgrade


George Neville-Neil gnn@freebsd.org Bjoern A. Zeeb bz@freebsd.org


Continuing to add IPv6 support to FAST_IPSEC. Test environment is now
stable. Can build and run kernels with FAST_IPSEC and INET6 enabled but
IPSec in IPv6 is now broken and being worked on.


Complete move to FAST_IPSEC type processing for IPv6. This is
complicated by the structure of the IPv6 code itself which, unlike IPv4
splits transport and tunnel mode processing across the output routine.


FreshPorts


Dan Langille dan@langille.org FreshPorts


FreshPorts has seen several new features recently:



		caching implemented at web application level to reduce load on the
database server and to serve pages faster


		searching expanded to find all the ports that this maintainer
maintains, and all the commits by a particular committer










Most of the work lately has been optimisation, either at the database
level or at the web application level.





A 2U server was recently donated to the
FreshPorts [http://www.freshports.org] /
FreshSource [http://www.freshsource.org] / FreeBSD
Diary [http://www.freebsddiary.org/] /
BSDCan [http://www.bsdcan.org/] group. We have also received a RAID
card. Now we’re looking for some hard drives.


Over the past few weeks, work has concentrated on benchmarking the new
server and getting it ready for production. Eventually it will need a
new home as I don’t really want it running in my basement all the time
(it’s really loud!).


Thanks to iXsystems [http://www.ixsystems.com] and
3Ware [http://www.3ware.com] for their contributions to this
project.


We would like some more hardware (CPUs and HDD). Details
here [http://www.freebsddiary.org/sponsors-wanted.php]


GJournal


Pawel Jakub Dawidek pjd@FreeBSD.org Announce. Patches for HEAD. Patches
for RELENG_6.


GJournal is a GEOM class which provides journaling for GEOM providers.
It can also be used to journal various file systems with just a minimal
filesystem-specific portion of code. Currently only UFS journaling is
implemented on top of gjournal. Being filesystem-independent and
operating below the file system level, gjournal has no way to
distinguish data from metadata, thus it journals both. One of the nice
things about gjournal is that it works reliable even on disks with
enabled write cache, which is often not the case for journalled file
systems. And remember... fsck no more.


I’m looking for feedback from users who can test gjournal in various
workloads.


gvirstor


Ivan Voras ivoras@freebsd.org


The purpose of gvirstor module is to provide the ability to create a
virtual storage device of arbitrarily large size (typically several
terabytes) which consists of an arbitrary number of physical storage
devices (actually any lower-level GEOM providers, including RAID
devices) of arbitrary size (typically 50 GB - 400 GB hard drives).
Storage space from these components is carved into small chunks (for
example 4 MB) and allocated (committed) to the virtual device on
as-needed basis.


Development has started and is progressing as planned (though a little
bit slow). Metadata format and virtual storage allocation formats have
been defined and more serious coding is in progress.


Much user testing will be needed (though not currently)


FreeBSD list of projects and ideas for volunteers


Joel Dahl joel@FreeBSD.org Alexander Leidinger netchild@FreeBSD.org


The FreeBSD list of projects and ideas for volunteers is doing well.
Several items were picked up by volunteers and have found their way into
the tree. Others are under review or in progress. We are looking forward
to hear about new ideas, people willing to act as technical contacts for
generic topics such as USB or specific entries (already existing or
newly created) and suggestions for existing entries or completion
reports for (parts of) an entry.


Add more ideas.


Find more technical contacts.


Find people willing to review/test implementations of (somewhat)
finished items.


IPv6 cleanup


Bjoern A. Zeeb bz@freebsd.org Project summary P4 workspace for future
changes


Initial changes include:



		Changed ip6_sprintf to no longer return a static buffer.


		Started to adopt in6_pcb* code to what we have for legacy IP.










Next steps will be to reduce the number of global variables and
caches.





Cleanup code.


Make everything MPSafe.


Enhance things and add new features.


IPv6 Vulnerabilities


George Neville-Neil gnn@freebsd.org Clément Lecigne clemun@GMAIL.COM


Clement has been working both with libnet and gnn’s Python based packet
library (PCS) to produce code to test for vulnerabilities in IPv6. To
Clement has found some issues, all of which have been reported to his
mentor and to Security Officer at FreeBSD.org Vulnerabilities will not
be reported here.


Get 0.1 of PCS on to SourceForge for wider use.


Jail Resource Limits


Chris Jones cdjones@freebsd.org


Project is in development with initial working software expected
mid-July 2006. CPU limits will be implemented with a hierarchical
scheduler: (initially) using a round-robin scheduler to select which
jail to run a task in and then delegating which task in the jail to be
run to a per-jail scheduler.


Complete round-robin inter-jail scheduler (with existing 4BSD schedulers
implemented per jail).


Add hooks for memory tracking.


K Kernel Meta-Language


Spencer Whitman joecat@cmu.edu Poul-Henning Kamp phk@FreeBSD.ORG


A simple lexer and parser have almost been completed. Also significant
planing for future additions to K have been thought up.


Finish the lexer and parser


Implement the #! preprocessor function


Add lint like functionality to the preprocessor


Add style(9) checking to the preprocessor


Allow for detection of unused #includes


Linuxolator kernel update to match functionality of 2.6.x


Roman Divacky rdivacky@freebsd.org Alexander Leidinger
netchild@freebsd.org Summer of Code proposal


FreeBSD linux emulation layer (linuxolator) currently implements most of
the functionality necessary to emulate 2.4.2 linux kernel, but linux
world has moved forward and current linux world requires 2.6.x features.
The aim of this SoC task is to make Fedora Core 4 linux-base to be able
to run with 2.6.x kernel. Currently this means extending clone() syscall
and implement pthread related things. This involves TLS implementation
(sys_set_thread_area syscall) and possibly tid manipulation (used for
pthread_join etc.) and finally futexes (linux fast user-space mutexes
implementation). This should enable pthread-linked programs to work.
After this is done there may be other things necessary to implement
however, only time will tell. I am funded by google.com in their SoC to
do this work and I’ll continue to work on this after the summer
hopefully as a part of my MSc. thesis.


Finish the TLS thing + other thread related things (tid comes to mind
and looks necessary for pthread to work)


Futexes also look necessary for pthread to work


maybe other things to be able to run basic programs under 2.6.16
linuxolator


Improving Ports Collection


Gábor Kövesdán gabor@FreeBSD.org Wiki page about the project Explaining
DESTDIR ports/98105


The improved support for the i386 binaries are ready for -exp run. It
only allows installing such ports on amd64 and ia64 when there’s a
compatibility layer compiled into the kernel and the 32-bit libraries
are installed under /usr/lib32.


The DESTDIR support are in progress. It works for the simplest ports
without USE_* that don’t have a [pre|do|post]-install target. There
are more complicated issues with e.g. conflict checking in DESTDIR,
deinstalling from DESTDIR, those have to be fixed as well.


DESTDIR issues should be fixed.


All ports should be examined whether they respect CC/CFLAGS, and the
erroneous ones should be fixed.


Fetch scripts should be taken out of bsd.port.mk to be separate scripts.


A tool should be written that makes possible to cross-compile ports.


A good plist generator tool should be written for porters or the old one
in ports/Tools/scripts should be updated.


Hungarian translation of the webpages


Gábor Kövesdán gabor@FreeBSD.org Current status


The translated webpage is almost ready now. This Hungarian translation
is a “lite” version of the original English webpages, since there are
parts that are irrelevant for the Hungarian community, or has pieces of
data that change quickly, so it’s no use to translate these pages now,
maybe later, if we have more Hungarian contributors, but this webpage
would be a good starting point in translating the documentations, and we
need a good place to put translated documentations anyway.


I’m going to be very busy with SoC this summer, but I’ll try to find
people that can help me out in this project. Any help appreciated.


The remaining important pages should be translated.


The press/media/news sections should be restructured somehow to being
fed from the English webapges, since we don’t have too much Hungarian
resource to make these up to date.


There’s a rendering issue when browsing the pages with JavaScript
enabled, but this can be server-side for me, this should be investigated
as well.


Multi-IP v4/v6 jails


Bjoern A. Zeeb bz@freebsd.org P4 workspace


As an intermediate step until FreeBSD will have full network stack
virtualisation this work shall provide support for multi-IP IPv4/v6
jails.


These changes are based on Pawel Jakub Dawidek’s work for multi-IPv4
jails and some initial work from Olivier Houchard for single-IPv6 jails.


The changes need some more testing but basically things work.



This is not considered to be the right thing todo so do not ask
for official support or if this will be committed to the FreeBSD
source repository.


After some more cleanup of non-jail related IPv6 changes I will
publish a patch for HEAD and perhaps RELENG_6 for everyone who wants
to give it a try anyway.





(IPv6) related security checks.


Write some tests. Especially IPv6 changes need more testing.


Check what general changes might need merging to HEAD.


FreeBSD NFS Status Report


Chuck Lever cel@FreeBSD.org


Mohan Srinivasan committed his changes to make the NFSv2/3 client MP
safe to HEAD this quarter. Changes may be back-ported to 6.x soon.


Robert Watson and Chuck Lever held a discussion about the future of the
in-kernel NFSv4 client during BSDCan 2006. The current NFSv4 client is
unmaintained. Chuck also pointed out the long series of unfixed PRs
against the legacy client (NFSv2/3). These are at the top of his
priority list. Robert is also interested in making NFSv4-style ACLs the
lingua franca for FreeBSD file systems. There was some discussion about
integrating Rick MacKlem’s NFSv4 server into 7.x.


Chuck Lever became a full source committer during this quarter.


Nss-LDAP importing and nsswitch subsystem improvement


Michael Bushkov bushman@FreeBSD.org Wiki-pages containing an up-to-date
information about project implementation details.


The basic goals of this SoC 2006 project are moving nsswitch-modules out
of the libc, extending the caching daemon and importing nss_ldap into
the base source tree. 2 milestones of the project are currently
completed.


1. Nss-modules were successfully moved out of the libc into the separate
dynamic libraries. In order for static binaries to work properly (they
can’t use dynamic nss-modules), nss-modules are linked statically into
the libc.a. As the side-effect of nss-modules separation,
getipnodeby***() functions were rewritten to use gethostby***()
functions and not the nsdispatch(3) call. Caching daemon’s
“perform-actual-lookups” option was extended to support all implemented
nsswitch databases.


2. A set of regressions tests was made to test nsswitch-related
functions. These tests are also capable of testing the stability of
these functions’ behaviour after the system upgrade.


Import nss_ldap into the sources tree.


Improve the caching daemon’s performance.


pfSense


Scott Ullrich sullrich@gmail.com


pfSense is rapidly approaching release. We are down to a handfull of
bugs that should be fixed in the coming weeks. We should have a release
around the time of our 2nd annual hackathon which is taking place on
July 21st - July 28th. Many exciting sub-projects are taking place
within pfSense and the project is gaining new developers monthly.


http://cvstrac.pfsense.com/rptview?rn=6 lists the remaining open bugs.


Low-overhead performance monitoring tools


Joseph Koshy jkoshy@FreeBSD.org Wiki page tracking LibELF Wiki page for
PmcTools PMC Tools Project


As an intermediate step towards implementing support for callgraphs and
cross-architecture performance measurements, I am creating a
BSD-licensed library for ELF parsing & manipulation. This library will
implement the SysV/SVR4 (g)ELF[3] API.


Current status: Implementation of the library is in progress. A
TET-based test suite for the API and manual pages documenting the
library’s interfaces are being concurrently created.


Work is being done in FreeBSD’s Perforce repository. I hope to be ready
for general review by the end of July ‘06.


Reviewers are needed for the code and the test suite. If you have
extensions to the stock SysV/SVR4 ELF(3) API that you would like to see
in -lelf, please send mail.


Ports Collection


Erwin Lansing erwin@FreeBSD.org Mark Linimon linimon@FreeBSD.org The
FreeBSD Ports Collection Contributing to the FreeBSD Ports Collection
FreeBSD ports monitoring system FreeBSD ports unfetchable distfile
survey (Bill Fenner’s report) portscout The FreeBSD Ports Management
Team marcuscom tinderbox


During this time, a huge number of ports PRs were committed, bringing us
back down below 800 for the first time since the 5.5/6.1 release cycle.
This is due to a great deal of work, especially from some of our newest
committers.


This is all the more notable given the fact that we have been adding new
ports at a rapidly accelerating rate. We have now exceeded the 15,000
port mark!


Three sets of changes have been added to the infrastructure, including
updates of default versions of MySQL, PHP, LDAP, and linux_base, and
numerous bugfixes and improvements. About 2 dozen portmgr PRs were
closed due to this.


In addition, a large-impact commit was made that attempts to move us to
a single libtool that is as unmodified from ‘stock’ libtool as we can.
Plans are also in place to do this for the autotools.


Several people are at work on implementing the modularised xorg ports.
Most of the work is done but several key pieces remain. Once this is
finished, an -exp regression test will be needed (most likely, more than
one :-) ) It is possible that before this we will need to do a
regression test that moves X11BASE back into LOCALBASE. This is still
under study.


Gábor Kövesdán started a Google Summer of Code project on some highly
needed improvements on the ports infrastructure (see elsewhere in this
report). As this is a long term project, gtetlow kindly imported the
most important ports infrastructure files into perforce to ease
development. Other developers are encouraged to use perforce for ports
development, especially as it can help keeping patches up-to-date while
going stale in GNATS. Even though linimon has been pushing hard on
running experimental builds on the test cluster, it will take some time
to work through the backlog.


erwin added a ports section to the list of projects and ideas for
volunteers at the FreeBSD website. Have a look if you want to work on
the ports system. Don’t hesitate to send additional ideas, and
committers are encouraged to add themselves as technical contacts.


sem adopted portupgrade after it had been neglected for some time and
has been very active on upgrades and bugfixing.


dougb has continued to enhance his portmaster script and people are
finding success with it; although not designed to be as full-featured as
portupgrade, it does seem to be easier to understand and use.


shaun has contributed portscout, a scanner for updated distfiles, to the
ports collection.


marcus upgraded GNOME to 2.14.1.


As well, there have been new releases of the ports tinderbox code.


edwin has been hard at work on a PR-autoassigner for ports PRs, which
has saved a lot of time and been well-received. It has now been
installed on a freebsd.org machine (hub).


linimon has been more active in pursuing maintainer-timeouts, and has
reset a number of inactive maintainers, with more in the pipeline. The
intent is to try to reduce the number of PRs that sit around unanswered
for two weeks. In almost all cases the resets are due to no response at
all; maintainers who are merely “busy” are not the source of most of
these problems, and deserve the benefit of the doubt. Some of the
maintainers that have been reset haven’t contributed in months or even
years.


We have added 10 (!) new committers since the last report.


We need help getting back to our modern low of 500 PRs.


We have over 4,000 unmaintained ports (see, for instance, the list on
portsmon [http://portsmon.freebsd.org/portsconcordanceformaintainer.py?maintainer=ports@FreeBSD.org]
). We are always looking for dedicated volunteers to adopt at least a
few ports.


We can always use help with infrastructural enhancements. See the ports
section of the list of projects and
ideas [http://www.freebsd.org/projects/ideas/] .


BSDInstaller


Andrew Turner soc-andrew@FreeBSD.org


Since the last status report ports have been created for all parts of
the BSDInstaller except the backend.


A snapshot of the BSDInstaller was released during this quarter. This
has shown a number of bugs with the installation process. Most have now
been fixed.


Giant-Less UFS with Quotas


Konstantin Belousov kib@FreeBSD.org


The patches to allow UFS operate with quotas in Giant-less mode are
brewed for long now. Since recent huge pile of fixes into snapshots
code, I think the problems you could encounter are caused solely by the
patch.


Aside performance benefits, patch has another one, much more valuable.
It makes UFS operating in one locking regime whatever options are
compiled into kernel. I think, in long term, that would lead to better
stability of the system.


I need testers feedback. Both stability reports and performance
measurements are welcomed !


Update of the Linux userland infrastructure in the Ports Collection


Boris Samorodov bsam@FreeBSD.org Alexander Leidinger
netchild@FreeBSD.org Emulation Mailinglist emulation@FreeBSD.org


We updated the default linux base port to Fedora Core 4 and the default
linux X11 libs port to the X.org RPM in FC4.


An update to FC5 or FC6 has to wait until the kernel got support for
syscalls of a newer linux kernel. See the corresponding SoC project
report for more.


Sound subsystem improvements


Ariff Abdullah ariff@FreeBSD.org Alexander Leidinger
netchild@FreeBSD.org Multimedia Mailinglist multimedia@FreeBSD.org Some
patches. The FreeBSD Project Ideas List. Rudimentary HDA support.


Since the last status report we fixed some more bugs, added basic
support for envy24 chips and cleaned up the source for the emu10kx
driver in the ports to make it ready for import into the base system.


We also got some patches with a little bit of infrastructure for Intel
HDA support. It’s not finished and also not usable by end users yet.


Have a look at the sound related entries on the ideas list.


sndctl(1): tool to control non-mixer parts of the sound system (e.g.
spdif switching, virtual-3D effects) by an user (instead of the sysctl
approach in -current); pcmplay(1), pcmrec(1), pcmutil(1).


Plugable FEEDER infrastructure. For ease of debugging various feeder
stuff and/or as userland library and test suite.


Support for new hardware (envy24, Intel HDA).


XFS for FreeBSD


Russell Cattelan cattelan@xfs.org Alexander Kabaev kan@freebsd.org Craig
Rodrigues rodrigc@freebsd.org XFS for FreeBSD


The XFS for FreeBSD project is an effort to port the publicly available
GPL’d sources to SGI’s XFS filesystem to FreeBSD.


In December, we imported a version of XFS into FreeBSD-CURRENT which
allows FreeBSD to mount an XFS filesystem as read-only.


As a side effort, we have been continuing on the work that PHK started
to clean up the mount code in FreeBSD. We can use the existing FreeBSD
mount(8) utility to mount an XFS partition, without introducing a new
mount_xfs utility.


We need to implement support for writing to XFS partitions


SCTP Integration


George Neville-Neil gnn@freebsd.org Randall Stewart rrs@cisco.com Stream
Transmission Control Protocol


For the last several months Randall Stewart has been working in HEAD and
STABLE to get us ready to integrate the SCTP protocol (Stream
Transmission Control Protocol) into FreeBSD. He is currently working on
a patch to share with a wider audience but needs to do some integration
work first. Randall has a provisional commit bit and will be working
with gnn on getting code committed to the HEAD of the tree.


When this gets integrated it needs lots of testers.


FreeBSD Security Officer and Security Team


Security Officer security-officer@FreeBSD.org Security Team
security-team@FreeBSD.org


In the time since the last status report, four security advisories have
been issued concerning problems in the base system of FreeBSD; of these,
one problem was “contributed” code, while three were in code maintained
within FreeBSD. The Vulnerabilities and Exposures Markup Language
(VuXML) document has continued to be updated by the Security Team and
Ports Committers documenting new vulnerabilities in the FreeBSD Ports
Collection; since the last status report, 71 new entries have been
added, bringing the total up to 757.


The following FreeBSD releases are supported by the FreeBSD Security
Team: FreeBSD 4.11, FreeBSD 5.3, FreeBSD 5.4, FreeBSD 5.5, FreeBSD 6.0,
and FreeBSD 6.1. The respective End of Life dates of supported releases
are listed on the web site; of particular note, FreeBSD 5.3 and FreeBSD
5.4 will cease to be supported at the end of October 2006, while FreeBSD
6.0 will cease to be supported at the end of November 2006.


Gvinum improvements


Ulf Lilleengen lulf@stud.ntnu.no


I have been working on porting missing features in gvinum from vinum, as
well as adding new features.


So far the resetconfig, detach, dumpconfig, setstate (on plexes and
volumes) and stop commands have been implemented, as well as some other
minor fixes. The attach command is currently being implemented, and
started on disk-grouping. Currently most of this is in p4, but patches
will be submitted as soon as possible.


Wireless Networking


Sam Leffler sam@errno.com


The wireless support has been stable for a while so most work has
focused on bug fixing and improving legacy drivers.


Max Laier and I worked on improving support for Intel wireless cards.
The results of this work included significant improvements to the iwi(4)
driver (for 2195/2200 parts) and the firmware(9) facility for managing
loadable device firmware. There is also an updated ipw(4) that has
improvements similar to those done for iwi that is in early test.
Support for the latest Intel devices, the 3945 pci-express cards, is
planned for later this summer.


Atheros support was updated with a new hal that fixes a few minor issues
and provides known working builds for SPARC, PPC, and ARM platforms.
There is also working MIPS support that will be used when the MIPS port
is ready to test. Otherwise one useful bug was fixed that affected AP
operation with associated stations operating in power save mode.


wpa_supplicant and hostapd were updated to the latest stable build
releases from Jouni Malinen.


Experimental changes to support injection of raw 802.11 frames using bpf
were posted for comment. This work was done in collaboration with Andrea
Bittau.


Legacy drivers such as wi are languishing and need maintainers. This is
prerequisite to bringing in new 802.11 features such as improved
scanning and virtual ap.


xscale board buy


Sam Leffler sam@errno.com


With the help of Jim Thompson of Netgate ( http://www.netgate.com/ ) the
FreeBSD Foundation arranged a purchase of xscale-based boards for folks
interested in ARM support. Developers were able to purchase boards at a
reduced cost. The goals were to accelerate and/or improve support for
the ARM platform and to set forth at least one board as a reference
platform for the ARM support. Netgate will be stocking lower-cost models
of the board later in the year (a special order was made for boards with
only 2 mini-pci slots).


Interrupt handling


Paolo Pisati piso@FreeBSD.org


With the introduction of fine grained locking in the SMPng project, the
FreeBSD kernel went under a major redesign, and many subsystem changed
significantly with it. In particular, device driver’s interrupt context
(“the bottom half”) had the necessity to synchronise with process
context (“the top half”) and share data in a consistent manner without
using spl*(). To overcome this problem, a new interrupt model based
around interrupt threads was employed, together with a fast interrupt
model dedicated to particular driver handlers that don’t block on locks
(i.e. serial port, clock, etcetc). Unfortunately, even if the interrupt
thread model proved to be a reliable solution, its performance was not
on par with the pre SMPng era (4.x), and thus others solutions were
investigated, with interrupt filtering being one of that.


As part of my Summer of Code 2006 work, I’m implementing interrupt
filtering for FreeBSD, and when the framework will be in place I’ll
compare the performance of filters, against all the previous models:
pre-SMPng(4.x), ithread and polling.


The most important modifications to the src tree so far were:



		made PPC accept more than one FAST handler per irq line (previously
INTR_FAST implied INTR_EXCL)


		converted all the INTR_FAST handlers to be filters: return an error
code to note what they did (FILTER_HANDLED/FILTER_STRAY) and if
they need more work to do (FILTER_SCHEDULE_THREAD)


		moved part of the interrupt execution code from MD code to
kern_intr.c::intr_filter_loop()


		broke newbus API: bus_setup_intr() grew a new filter parameter of
type “int driver_filter_t(void*)”.


		converted all the buses that override bus_setup_intr() to handle
filters


		converted all the normal ithread drivers to provide a NULL filter
funcion










The next milestone is to have all the different models (filters only,
ithread only and filter + ithread) work together reliably.





Arm is largely untested


Sparc64 needs more work on low level (.s) interrupt routine


PowerPC Port


Peter Grehan grehan@freebsd.org


The project is slowly starting to ramp up after a long move-induced
hiatus.


Alan Cox has almost completed making the pmap module Giant-free.


TrustedBSD Audit


Robert Watson rwatson@FreeBSD.org Wayne Salamon wsalamon@FreeBSD.org
Christian Peron csjp@FreeBSD.org TrustedBSD Audit Web Page


TrustedBSD Audit provides fine-grained security event auditing in
FreeBSD 7.x, with a planned merge to 6.x for FreeBSD 6.2. Work performed
in the last three months:



		Per audit pipe preselection allows IDS applications to configure
audit record selection per-pipe, new auditpipe.4 document.


		audit_submit library call to reduce complexity of adding audit
support to applications.


		Significant cleanup, bug fixing, locking improvements, token parsing
and generation improvements.


		Solaris subject token compatibility, extended address support.


		Auditing of extended attributes calls, ACL support a work in
progress.


		OpenBSM 1.0 alpha 7 integrated into CVS.


		OpenBSM test tools in progress.


		Experimental auditeventd which allows shared object plug-ins to
subscribe to live audit events via a shared pipe in order to support
the easy authoring of simple intrusion detection and monitoring
components.





Bring audit event daemon API and implementation to maturity. Currently
these are not installed by default in the CVS-merged version.


Complete system call coverage.


Allow finer-grained configuration of what is audited: implement control
flags regarding paths, execve arguments, environmental variables.


Support for auditing MAC policy data.


Additional user space application coverage, such as application layer
audit events from adduser, rmuser, pw, etc.
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Introduction:


2004 started with another exciting two months for the project. FreeBSD
5.2 was released in early January and then quickly followed in February
with the 5.2.1 bug-fix release. Looking forward, we are expecting a
late-April release date for FreeBSD 4.10, and mid-summer date for
FreeBSD 5.3. And don’t forget to support the FreeBSD vendors and
developers by buying a copy of the latest CD or DVD sets.


Thanks,


Scott Long


Disk and device I/O


Poul-Henning Kamp phk@FreeBSD.org


In the overall area of disk and device I/O, a significant milestone was
reached with the implementation of proper reference counting on dev_t.
We are now able to properly allocate and free dev_t. Cloning device
drivers also had the job made easier for them with the addition of the
unit number management routines.


It is not quite decided which will be the next step in the quest for a
truly SMPng I/O subsystem, but a leading candidate is to implement the
device-access vnode bypass to get more concurrency in the system:
Instead of taking the tour through the vnodes for each i/o operation on
a device we will go directly from the file descriptor layer to
DEVFS/SPECFS. In addition to Giant-less disk I/O, this should enable us
to pull the entire tty subsystem and the PTY driver out from under Giant
and we expect that to improve the “snappiness” of the system measurably.


The FreeBSD Dutch Documentation Project.


Remko Lodder remko@elvandar.org


The Dutch Documentation Project is a ongoing project in translating the
handbook and other documentation to the dutch language. Currently there
is 1 active person (me) translating the documentation. I am currently
working on the handbook/basics section. But i can use some more hands,
please drop me an email if you wish to help out so that the dutch
translation will speed up and be ready in some time. Contact
remko@elvandar.org for information.


Weekly cvs-src summaries


Mark Johnston mark@xl0.org Polish translations


I have been producing weekly summaries of commits and the surrounding
discussions as reported on the cvs-src mailing list. These summaries are
posted to -current on Sunday evenings and archived on the Web. The
reception has been overwhelmingly good. As of the end of February,
Polish translations are being produced by Lukasz Dudek and Szymon
Roczniak; they are also planning to translate the older summaries.


libarchive/bsdtar


Tim Kientzle kientzle@FreeBSD.org


libarchive, with complete documentation, has been committed to -CURRENT.
bsdtar should follow soon. For a few months, gtar and bsdtar will both
be available in the base system. Once bsdtar is in the tree, I hope to
resume work on libpkg and my pkg_add rewrite.


Note that bsdtar is not an exact replacement for gtar: it does some
things better (reads/writes standard formats, archive ACLs and file
flags, detects format and compression automatically), some things worse
(does not handle multi-volume archives or sparse files) and a few things
just different (writes POSIX-format archives by default, not
GNU-format). The command lines are sufficiently similar that most users
should have no problems with the transition. However, people who rely on
peculiar options or capabilities of gtar may have to look to ports.


Network interface naming changes


Brooks Davis brooks@FreeBSD.org


The first actual feature related to the if_xname conversion was
committed in early February. Network interfaces can now be renamed with
“ifconfig <if> name <newname>”.


Work is slowly progressing on a new network interface cloning API to
enable interesting cloners like auto-configurating vlans. This work is
taking place in the perforce repository under:
//depot/user/brooks/xname/...


PowerPC Port


Peter Grehan grehan@FreeBSD.org


After a slow time at the end of last year due to a disk crash, the
project is moving along rapidly. The loader is fully functional with
Forth support. Syscons has been integrated. New Powerbook models are
supported. Work is starting on a G5 port.


There’s still lots to do, so as usual volunteers are most welcome.


The FreeBSD Simplified Chinese Project


Dong LI ld@FreeBSD.org.cn Xin LI delphij@frontfree.net The FreeBSD
Simplified Chinese Project (In Simplified Chinese) Translated Website
Snapshot Translated Handbook Snapshot


The project is a joint effort of volunteers, which focus in the
internationalization and localization of the FreeBSD Operating System
and applications running on FreeBSD. All of the work resulted in this
project will be contributed back to the FreeBSD project.


Thanks to many volunteers’ help, by this time of writing, we have
finished more than 60% of the translation of the FreeBSD Handbook. We
plan to submit a preliminary translation of the FreeBSD website as well
as the FreeBSD Handbook when most part of them were finished, which is
expected to happen in a couple of months. The snapshot of the
documentation translation effort could be accessed through the URL
listed above.


The project also supported individual efforts on porting applications
(especially software that supports Simplified and/or Traditional
Chinese) to FreeBSD. We are also doing some research on making FreeBSD
kernel and base system more i18n-aware.


Verify source reachability option for ipfw2


Andre Oppermann andre@FreeBSD.org


The verify source reachability option for ipfw2 checks if the source IP
address of a packet entering the machine is reachable at all. Thus if we
can’t send a packet back because we don’t have a route back we don’t
have to forward it because two way communication isn’t possible anyway.
It is more than likely that such a packet is spoofed. This option is
almost the same as what is known on Cisco IOS as “ip verify unicast
source reachable-via [any|ifn]”. Using this option only makes sense
when you don’t have a default route which naturally always matches. So
this is useful for machines acting as routers with a default-free view
of the entire Internet as common when running a BGP daemon (Zebra/Quagga
or OpenBSD bgpd).


One useful way of enabling it globally on a router looks like this: ipfw
add xxxx deny ip from any to any not versrcreach or for an individual
interface only: ipfw add xxxx deny ip from any to any not versrcreach
recv fxp0


Move ARP out of routing table


Andre Oppermann andre@FreeBSD.org


The ARP IP address to MAC address mapping does not belong into the
routing table (FIB) as it is currently done. This will move it to its
own hash based structure which will be instantiated per each 802.1
broadcast domain. With this change it is possible to have more than one
interface in the same IP subnet and layer 2 broadcast domain. The ARP
handling and the routing table will be quite a bit simplified
afterwards. As an additional benefit full MAC address based accosting
will be provided. Work on this project is already in progress.


Automatic sizing of TCP send buffers


Andre Oppermann andre@FreeBSD.org


The current TCP send and receive buffers are static and set to a
conservative value to preserve kernel memory. This is sub-optimal for
connections with a high bandwidth*delay product because the size of the
TCP send buffer determines how big the send window can get. For high
bandwidth trans-continental links this seriously limits the maximum
transfer speed per TCP connection. For example a 170ms RTT and a 32kB
send buffer limit the speed to approximately 1.5Mbit per second even
thought you might have a 10Mbit pipe.


This project makes the TCP send buffer to automatically adapt to the
optimal buffer size for maximal link usage. In the case above this would
be a buffer of approximately 220kB. The main challenge is to have a
stable and reliable measurement of the link parameters and manage the
kernel memory properly and in a fair way. We don’t want to have a few
connections to monopolize all available socket buffer space and many
edge cases have to be considered. The first implementation will be tuned
conservatively but even that will provide significantly better
performance than the static buffers currently. Work on this project is
already in progress.


Testbed for testing and qualification of TCP performance


Andre Oppermann andre@FreeBSD.org


The TCP performance test and qualification testbed is an automated
environment that simulates various common and uncommon end-to-end
network and link characteristics such as delay, bandwidth limitations,
congestion, packet drops, packet corruption and out of order arrival.
The testbed automatically steps through all link types and tests various
TCP optimizations and parameter adjustments. In the end all data is
graphically arranged and compared against standard behaviour and each
other to judge the positive or negative effects of the modifications.
Work on this project has just started and is based on FreeBSDs dummynet.


FreeBSD ports monitoring system


Mark Linimon linimon_at_lonesome_dot_com FreeBSD ports monitoring
system


Thanks to the loan of a box by Will Andrews, the system has been moved
into production. The previous installation at lonesome.com now refers
you to the new system. As part of the installation, a preliminary
FAQ [http://portsmon.firepipe.net/faq.html] was added.


The database is updated once per hour.


New reports available include ones about ports marked DEPRECATED, since
that function has now been incorporated into bsd.port.mk. (The author
hopes that this will allow the port deprecation process to be much more
visible to the general FreeBSD user community.) In addition, a report
for ports marked FORBIDDEN was added (the code was essentially the
same).


The next topic of interest is to try to identify ports which are slave
ports because the status of these ports is not currently being updated
automatically. This problem also affects FreshPorts. PR ports/63683 is
an attempt to address this problem. Also, preliminary work has been done
on creating some graphs and charts for various statistics, and in
creating a tool to browse port dependencies for the entire ports tree.


Some general observations about the trends in ports PRs can be made:



		In the past 6 months, the amount of time to get ports PRs committed
has dropped dramatically. (This is especially true of PRs for new
ports.)


		The queue of PRs for existing ports that are unmaintained has
similarly been trimmed. Both of these two items are due in large part
to a few very active committers (how do they ever get their “real”
work done?) Thanks, guys, you know who you are.


		There is still a fairly high number of PRs (~400/~750) which apply to
existing ports, and have been assigned to a FreeBSD committer. This
represents around 370 individual ports. We seem to have a much harder
time getting these numbers to go down; basically, we just hold our
own most weeks. This is somewhat disappointing.


		The number of ports marked BROKEN has jumped dramatically, currently
standing at over 250 (for i386-current). This represents less a
sudden problem as it does Kris’ effort to bring existing brokenness
to people’s attention – thus, a much larger percentage of ports with
build errors are now labeled as BROKEN.


		Approximately two-thirds of the port build errors are still due to
compilation problems, primarily from the gcc3.3 import. Another 10%
fail to install correctly. The reasons for the others are more
varied.





FreeSBIE


FreeSBIE Staff staff@FreeSBIE.org FreeSBIE Home FreeSBIE Mailing List
FreeSBIE Mirror List


The FreeSBIE Project aims to develop a set of scripts that allow anyone
to create their own FreeBSD Bootable Cdrom, with their own set of
installed packages. The Project releases an ISO builded with FreeSBIE
scripts, to show what they can do. On Sunday 29 February 2004, FreeSBIE
1.0 was released and it had a great success, as there were post on
Slashdot.org, OSnews, DaemonNews and BSDForums. Thanks to the huge
amount of feedback they got, FreeSBIE Developers are now developing new
features such as support for archs different from i386. Website redesign
is on the way too.


kgi4BSD


Nicholas Souchu nsouch@FreeBSD.org Project URL


Move to Perforce is done. I spent some time on building a common
compilation tree with Linux: until now drivers were build in a FreeBSD
makefile tree, not compatible with Linux.


The next priorities are ANSI support and keymaps in the KGC Kernel
Graphic Console system.


FreeBSD/ia64


Marcel Moolenaar marcel@FreeBSD.org Home page.


Work on the PMAP overhaul has been put into gear. A lot of issues will
be addressed, including support for sparse physical memory and of course
SMP. Performance will be addressed to the extend possible, but
functionality has priority. The redesign will lay the foundation for
NUMA support where possible. An example of this is limiting TLB
shootdowns to processors that actually have or had TLBs belonging to the
PMAP loaded. Of course, without NUMA hardware the implementation of NUMA
support is quite limited.


FreeBSD Package Grid


Kris Kennaway kris@FreeBSD.org


Distributed package builds are currently done using a set of home-grown
shell scripts for managing, scheduling and dispatching of package builds
on the client machines. This has been sufficient for our needs in the
past, but has a number of significant shortcomings that limit future
growth. I am rewriting the package build scripts to work on top of Sun
GridEngine (ports/sysutils/sge), as a client application of a “FreeBSD
package grid”. Some of the design goals for the new system are:



		Better robustness against machine failure, and more efficient
scheduling of build jobs


		Support for remote build machines, to make better use of machine
resources and clusters that are not on the same LAN as the build
master


		Ability for other committers to submit port build jobs to the system,
for testing of changes, new ports, etc.





vinum + GEOM


Lukas Ertl le@FreeBSD.org


The “geomification” of vinum has made some progress. I now have all
basic setups working (concatenated plexes, striped plexes, RAID5 plexes,
and RAID1), but I still have to implement correct error handling and
status change handling.


Still missing is a userland tool, so currently you still have to use
“old-style” vinum to configure your setup.


NanoBSD


Poul-Henning Kamp phk@FreeBSD.org


NanoBSD, src/tools/tools/nanobsd, is a tool for stuffing FreeBSD onto
small disk media (like CompactFlash) for embedded applications. The disk
image is built with three partitions, two for software images and one
for configuration files. Having two software partitions means that new
software can be uploaded to the non-active partition while running off
the active partition.


The first really public version has been committed and many suggestions
and offers of patches have started pouring in.


Porting OpenBSD’s pf


Max Laier max@love2party.net Pyun YongHyeon yongari@kt-is.co.kr PF
homepage PF FAQ ALTQ


The sources were imported from OpenBSD 3.4R and patched with diffs
obtained from the port. Since March the 8th it is linked to the build
and install. There is some more work to be done in order make pf a home
inside the tree, but the biggest hunk of work was lifted during the past
two month.


OpenBSD 3.5 is scheduled for early May, so we might see an update before
5.3R. Work towards integration of the - often requested - ALTQ framework
is in progress also, though it is not yet clear how well it goes along
with the ongoing work towards a giant free net stack.


FreeBSD/arm Status Report


Olivier Houchard cognet@FreeBSD.org


Development goes reasonably fast, right now it boots single user. It is
still very simics-centric, and it deserves a huge cleanup and a few bug
fixes, but there’s already a decent amount of code to work with, mostly
taken from NetBSD. I now plan to work on real hardware support (as soon
as I can get some), to get the missing userland bits (mainly rtld and
the pthread libs) so that I can build a full world.


SGI XFS port for FreeBSD


Alexander Kabaev kan@FreeBSD.org Russell Cattelan cattelan@thebarn.com


Not much has changed since last report was submitted. The read-only
access XFS volumes is quite stable now. The work is underway to rewrite
xfs_buf layer to minimize local changes intrusiveness. Initial attempt
to make XFS code to compile and run on amd64 is in progress too.


We really need a care-taker for our userland tools.


Compile FreeBSD with Intels C compiler (icc)


Alexander Leidinger netchild@FreeBSD.org Some patches.


If nothing bad happened, the icc patches got committed around the date
of the deadline for submissions of this report. Please search the
archives of -current and/or cvs-all for more information.


The next steps in this project are to



		fix the kernel to also run without problems when compiled with icc v8


		fix the kernel if some problems surface after more people give it a
try


		get some ports to compile with icc





Bluetooth stack for FreeBSD (Netgraph implementation)


Maksim Yevmenkin m_evmenkin@yahoo.com


Not much to report. Bluetooth Service Discovery Procotol daemon sdpd was
integrated with existing Bluetooth utilities. From now on users should
not use GNU sdpd (Linux BlueZ port).


Bluetooth HID profile implementation is almost complete. Thanks to Matt
Peterson < matt at peterson dot org > for giving me Bluetooth keyboard
and mouse for development.


FreeBSD GNOME Project Report


FreeBSD GNOME Team gnome@FreeBSD.org FreeBSD GNOME Project Site.


It has been a year since our last status report, but we haven’t slowed
down. Since the last report, Alexander Nedotsukov (bland) and Pav
Lucistnik (pav) have joined the FreeBSD GNOME team. GNOME 2.4 was
released back in September 2003, followed by 2.4.1 and 2.4.2. We are
actively working on getting GNOME 2.6.0 out the door at the end of
March. GNOME 2.6 Beta releases can be obtained via the project URL
above.


To help make GNOME 2.6.0 our best release to date, we have created a
script to automate the upgrade from GNOME 2.4. We also have a new GNOME
package build server [http://www.marcuscom.com/tinderbox/] that
builds and serves i386 packages for all supported FreeBSD releases. We
plan on having the GNOME 2.6.0 packages available the moment 2.6.0 hits
the ports tree.


Included in the release of GNOME 2.6 is GTK+ 2.4, the next installment
in the GTK+ 2 series. Because GTK+ 2 has become very stable over the
past few years, the FreeBSD GNOME Team is pushing for GTK+ 2 support to
be included by default in all applications that support it. This has
already been done with Mozilla, Firefox, and Thunderbird. A complete
GNOME Desktop and application environment can already be built using
only GTK+ 2. The ultimate goal is to phase GTK+ 1 out of the ports tree.


Network Stack Locking


Sam Leffler sam@FreeBSD.org Robert Watson rwatson@FreeBSD.org


This project is aimed at converting the FreeBSD network stack from
running under the single Giant kernel lock to permitting it to run in a
fully parallel manner on multiple CPUs (i.e., a fully threaded network
stack). This will improve performance/latency through reentrancy and
preemption on single-processor machines, and also on multi-processor
machines by permitting real parallelism in the processing of network
traffic. As of FreeBSD 5.2, it was possible to run low level network
functions, as well as the IP filtering and forwarding plane, without the
Giant lock, as well as “process to completion” in the interrupt handler.


Work continues to improve the maturity and completeness of the locking
(and performance) of the network stack for 5.3. The network stack
locking development branch has been updated to the latest CVS HEAD,
tracking a variety of FreeBSD changes, including tracking and driving
changes in the interface and device cloning APIs, push-down and fixes to
locking in the Berkeley Packet Filter, consistency improvements in
allocation flags for network objects, diagnosis of excessive acquisition
of Giant in various system callouts and timeouts, removal of Giant from
several system callouts, “const”-ification of a number of global
variables in the network stack (IPv4, IPv6, elsewhere) as part of
ananalysis of locking requirements, fine-grain locking of a number of
pseudo-interfaces (disc, loopback, faith, stf, gif, tap, tun), IP
encapsulation and tunneling, initial review and locking of parts of PPP
and SLIP, experimentation with PCB assertions on IPv6, additional socket
locking assertions, graphing of the FreeBSD sockets layer to support
locking analysis, merging of theMT_TAG to m_tag conversion to improve
the ability to queue packets, moving of the debug.mpsafenet tunable to
controlling Giant over the forwarding plane to Giant over the entire
stack(“dual-mode” to support non-MPSAFE protocols), adaption of existing
network lock assertions to also assert Giant when running non-MPSAFE,
analysis of high cost of select() locking, improved locking and
synchronization annotations, TCP callouts run MPSAFE, logtimeout() runs
MPSAFE, uma_timeout() runs MPSAFE, callout sampling instrumentation,
loadav() runs MPSAFE, AppleTalk locking begun: AARP locked down and DDP
analysis, rawcb list locked, locking analysis of mrouter and IP ID code,
IGMP locked, IPv6 analysis begun, IPX/SPX analysis begun, PPP timeouts
converted to callouts, Netgraph analysis begun. Many of these changes
have not yet been merged to the main FreeBSDtree, but this is a work in
progress.


In related work on Pipe IPC (not quite network stack locking),
substantial time was invested in diagnosing an increase in the cost of
pipe allocation since FreeBSD 4.x, as well as coalescing the several
allocations needed to create a pipe, as well as moving to slab
allocation so as to amortize the cost of pipe initialization. Future
work here will include caching the VM structures supporting pipe
buffers.


Recent contributors include Robert Watson, Sam Leffler, MaxLaier,
Maurycy Pawlowski-Wieronski, Brooks Davis, and many others who are
omitted here only by accident.
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Introduction


This report covers &os;-related projects between January and March 2012.
It is the first of the four reports planned for 2012. This quarter was
highlighted by releasing the next major version of &os;, 9.0, which was
finally released in the beginning of January 2012. The FreeBSD Project
dedicates the FreeBSD 9.0-RELEASE to the memory of Dennis M. Ritchie,
one of the founding fathers of the &unix; operating system. Our release
engineering team has been also busy with preparation of the 8.3-RELEASE,
which was publicly announced in April.


Thanks to all the reporters for the excellent work! This report contains
27 entries and we hope you enjoy reading it.


Please note that the deadline for submissions covering the period
between April and June 2012 is July 15th, 2012.


proj Projects bin User-land Programs team &os; Team Reports kern Kernel
net Network Infrastructure docs Documentation arch Architectures ports
Ports


The &os; Japanese Documentation Project


Hiroki Sato hrs@FreeBSD.org Ryusuke Suzuki ryusuke@FreeBSD.org Japanese
&os; Web Page The &os; Japanese Documentation Project Web Page


The same as before, the outdated contents in the www/ja subtree were
updated to the latest versions in the English counterpart. The updating
work of the outdated translations in the www/ja subtree is almost
complete. Only the translations of the release documents for old
releases may be outdated.


During this period, we translated the 9.0-RELEASE announcement and
published it in a timely manner. It seems that the Japanese version of
the release announcement is important for Japanese people as this page
has frequently been referenced.


For &os; Handbook, translation work of the “cutting-edge” section is
still on-going. Some updates in the “printing” and the “linuxemu”
section were done.


Further translation work of outdated documents in both doc/ja_JP.eucJP
and www/ja.


The &os; Ports Collection


Thomas Abthorpe portmgr-secretary@FreeBSD.org Port Management Team
portmgr@FreeBSD.org


The ports tree slowly climbs above 23,000 ports. The PR count still
remains at about 1100.


In Q1 we added 2 new committers, took in 2 commit bits for safe keeping,
and had one committer return to ports work.


The Ports Management team have been running -exp runs on an ongoing
basis, verifying how base system updates may affect the ports tree, as
well as providing QA runs for major ports updates. Of note, -exp runs
were done for:



		Ports validation in the &os; 10 environment


		Updates to bison, libtool and libiconv


		Set java/opendjdk6 as default java


		Tests with clang set as default


		Update to devel/boost and friends


		Update of audio/sdl and friends


		Tests for changes in the ports licensing infrastructure


		Update to devel/ruby1[8|9]


		Update to postresql


		Update to apr


		Checks for new x11/xorg


		Security update to security/gnutls


		Ongoing validation of infrastructure with pkgng





A lot of focus during this period was put into getting the ports tree
into a ready state for &os; 8.3, including preparing packages for the
release.


Beat Gaetzi has been doing ongoing tests with the ports tree to ensure a
smooth transition from CVS to Subversion.


Looking for help getting ports to build with clang.


Looking for help with Tier-2 architectures.


ports broken by src changes.


ports failing on pointyhat.


ports failing on pointyhat-west.


ports that are marked as BROKEN.


When did that port break?


Most ports PRs are assigned, we now need to focus on testing, committing
and closing.


The &os; Haskell Ports


Gábor PÁLI pgj@FreeBSD.org Ashish SHUKLA ashish@FreeBSD.org &os; Haskell
wiki page &os; Haskell ports repository hsporter repository hsmtk
repository


We are proud announce that the &os; Haskell Team has committed the
Haskell Platform 2011.4.0.0 update, GHC 7.0.4 update, existing port
updates, as well new port additions to &os; ports repository, which were
pending due to freeze for 9.0-RELEASE. Some of the new ports which were
committed include Yesod, Happstack, wxHaskell, gitit, Threadscope, etc.
and the count of Haskell ports in &os; Ports tree is now almost 300. All
of these updates will be available as part of upcoming 8.3-RELEASE.


We started project hsporter to automate creation of new &os; Haskell
ports from .cabal file, as well as update existing ports. We also
published scripts which we were using in the &os; Haskell project under
the project hsmtk.


Test GHC to work with clang/LLVM.


Add an option to the lang/ghc port to be able to build it with
already installed GHC instead of requiring a separate GHC boostrap
tarball.


Add more ports to the Ports Collection.


IPv6 Performance Analysis


Bjoern A. Zeeb bz@FreeBSD.org Benchmarking results


IPv6 performance numbers were often seen (significantly) lower on &os;
when compared to IPv4. Continuing last years IPv6-only kernel efforts
this project looked at various reasons for this and started fixing some.


As part of the project a benchmark framework was created that could
carry out various tests including reboots in between runs and gather
results reproducibly without user intervention. It allows regular
benchmarking with minimal configuration and easy future extension for
more benchmarks.


As a result of the initial analysis, UDP locking and route lookups were
improved, and delayed checksumming, TSO6 and LRO support for IPv6 were
implemented. Following this checksum “offload” for IPv6 on loopback was
enabled and various further individual improvements, both locking and
general code changes, as well as a reduction of the cache size footprint
were carried out. Some of the changes were equally applied to IPv4.


Performance numbers on physical and loopback interfaces are on par with
IPv4 when using offload support with TCP/IPv6, which is a huge
improvement. UDP and non-offload numbers on IPv6 have generally improved
but are still lower than on IPv4 and will need future work to catch up
with a decade of IPv4 benchmarking and code path optimizations. UDP IPv6
minimal size send path packets per second (pps) numbers however have
increased beating IPv4 when sending to a local discard device.


This gets us really close to being able to prefer IPv6 by default
without causing loopback performance regressions. For physical
interfaces, cxgb(4) in HEAD already supports IPv6 TCP offload and LRO/v6
support was added. To be able to get more test results on different
hardware, both ixgbe(4) and cxgbe(4) were also updated to support TSO6
and LRO with IPv6.


Some of the insights gained from this work will help upcoming
discussions on both the lower/link-layer overhaul as well as for the
mbuf changes to prepare our stack for more, future improvements (ahead
of time).


I once again want to thank the &os; Foundation and iXsystems for their
support of the project, as well as George Neville-Neil for providing
review.


Having set the start to close one of the biggest feature parity gaps
left I will continue to improve IPv6 code paths and hope that we will
see more contributions and independent results from the community as
well soon.


Carefully merge code changes to SVN.


Multi-FIB: IPv6 Support and Other Enhancements


Bjoern A. Zeeb bz@FreeBSD.org Alexander V. Chernikov
melifaro@FreeBSD.org SVN multi-FIB IPv6 project area


In 2008 the multiple forwarding information base (FIB) feature was
introduced for IPv4 allowing up to 16 distinct forwarding (“routing”)
tables in the kernel. Thanks to the sponsorship from Cisco Systems, Inc.
this feature is now also available for IPv6 and one of the bigger IPv6
feature-parity gaps is closed. The changes have been integrated to HEAD,
were merged back to stable/9 and stable/8 and will be part of future
releases for these branches. A backport to stable/7 is also available in
the project branch. If more than one FIB is requested, IPv6 FIBs will be
added along the extra IPv4 FIBs without any special configuration needed
and programs like netstat and setfib, as well as ipfw, etc. were
extended to seamlessly support the multi-FIB feature on both address
families.


Thanks to the help of Alexander V. Chernikov all usage of the multi-FIB
feature is now using the boot-time variable rather than depending on the
compile time option. In HEAD this now allows us you to use the multi-FIB
feature with GENERIC kernels not needing to recompile your own anymore.
The former kernel option can still be used to set a default value if
desired. Otherwise the net.fibs loader tunable can be used to request
more than one IPv6 and IPv4 FIB at boot time.


Last, routing sockets are now aware of FIBs and will only show the
routing messages targeted at the FIB attached to. This allows route
monitor or routing daemons to get selective updates for just a specific
FIB.


DTrace Probes for the linuxulator


Alexander Leidinger netchild@FreeBSD.org


Recently DTrace in the kernel was improved to be able to load kernel
modules with static dtrace providers after the dtrace modules. This
allows me to commit my linuxulator specific static provider work to
-CURRENT.


Together with the linuxulator DTrace probes I developed some D scripts
to check various code paths in the linuxulator. Those scripts check
various error cases which may be interesting to verify userland code,
but also linuxulator internals like locks.


As of this writing I’m in the process of updating a test machine to a
more recent -current to prepare the commit.


A New linux_base Port Based Upon CentOS


Alexander Leidinger netchild@FreeBSD.org


We got a PR with a linux_based port which is based upon CentOS 6.
Currently this can only be used as a test environment, as it depends
upon a more recent linux kernel version, than the linuxulator provides.


As of this writing, I’m in the process of preparing a commit of this
port.


Repocopy by portmgr.


Add conflicts in other linux_base ports.


Commit the CentOS based one.


Some cleanup.


Improved hwpmc(9) Support for MIPS


Oleksandr Tymoshenko gonzo@FreeBSD.org


hwpmc(9) for MIPS has been reworked. The changes include:



		msip24k code was split to CPU-specific and arch-specific parts to
make adding support for new CPUs easier


		Added support for Octeon PMC


		Added sampling support for MIPS in general





Porting DTrace to MIPS and ARM


Oleksandr Tymoshenko gonzo@FreeBSD.org


The major part of DTrace has been ported to MIPS platform. Supported
ABIs: o32 and n64. n32 has not been tested yet. MIPS implementation
passes 853 of 927 tests from DTrace test suite.


The fbt provider and userland DTrace are not supported yet.


The port to ARM is in progress.


Userland DTrace support for MIPS.


Investigate amount of effort required for getting fbt provider work at
least partially.


Find proper solution for cross-platform CTF data generation (required
for ARM).


Perl Ports Testing


Steve Wills swills@FreeBSD.org


Many Perl modules in ports come with test cases included with their
source. This project’s goal is to ensure that all these tests pass.
Significant progress has been made on this project. The change to build
perl with -pthread was committed and no issues have been reported. Many
ports have had missing dependencies added and/or other changes and
approximately 90% of p5- ports pass tests. Work is being done on
bringing testing support out of ports tinderbox.


Finish work on patch to bring testing support to ports.


Add additional support for testing other types of ports such as python
and ruby.


Replacing the Regular Expression Code


Gábor Kövesdán gabor@FreeBSD.org Project repo TRE homepage A paper on
the topic


Since the last status report, there has been a significant progress in
optimizing TRE. The multiple pattern heuristic code is mostly finished
and it distinguishes several different cases to speed up pattern
matching. It extracts literal fragments from the original patterns and
uses a multiple pattern matching algorithm to find any occurrence. GNU
grep uses the Commentz-Walter algorithm, which is an automaton-based
algorithm, while in this project, it has been decided to use a Wu-Manber
algorithm, which is more efficient and also easier to implement. In the
current state, it does not work entirely yet and some cases, like the
REG_ICASE flag are not yet covered. This is the next major step to
complete this multiple pattern interface. In the development branch, BSD
grep is already modified to use this new interface so it can be used for
testing and debugging purposes.


Finish multiple pattern heuristic regex matching.


Implement GNU-specific regex extensions.


Test standard-compliance and correct behavior.


&os;/powerpc on Freescale QorIQ DPAA


Michal Dubiel md@semihalf.com Rafal Jaworowski raj@semihalf.com Piotr
Ziecik kosmo@semihalf.com P2041 product page P3041 product page P5020
product page e5500 core home page


This work is bringing up the &os; on Freescale QorIQ Data Path
Acceleration Architecture (DPAA) system-on-chips along with device
drivers for integrated peripherals. Since the last status report, the
following support has been added:



		Ethernet (full network functionality using Regular Mode of DPAA
infrastructure)


		QorIQ P5020 SoC (e5500 core in legacy 32-bit mode)


		P5020 QorIQ Development System support


		Initial support for Enhanced SDHC





The next step is:



		e5500 core in native 64-bit mode





Related publications:



		Michal Dubiel, Piotr Ziecik, “&os; on Freescale QorIQ Data Path
Acceleration Architecture Devices”, AsiaBSDCon, March 2012, Tokyo,
Japan.





NAND File System, NAND Flash Framework, NAND Simulator


Grzegorz Bernacki gjb@semihalf.com Mateusz Guzik mjg@semihalf.com NAND
branch


The NAND Flash stack consists of a driver framework for NAND controllers
and memory chips, a NAND device simulator and a fault tolerant,
log-structured file system, accompanied by tools, utilities and
documentation.


NAND FS support merged into “nand” project branch



		NAND FS filesystem


		NAND FS userland tools





NAND Framework and NAND simulator merged into “nand” project branch



		NAND framework: nandbus, generic nand chips drivers


		NAND Flash controllers (NFC) drivers for NAND Simulator and Marvell
MV-78100 (ARM)


		NAND tool (which allows to erase, write/read pages/oob, etc.





The next steps include:



		Fix bugs


		Merge into HEAD





Work on this project is supported by the &os; Foundation and Juniper
Networks.


&os;/arm on Various TI Boards


Ben Gray bgray@FreeBSD.org Olivier Houchard cognet@FreeBSD.org Damjan
Marion dmarion@FreeBSD.org Oleksandr Tymoshenko gonzo@FreeBSD.org


The goal of this project is to get &os; running on various popular
boards that use TI-based SoCs like OMAP3, OMAP4, AM335x. Project covers
some ARM generic Cortex-A components: GIC (Generic Interrupt
Controller), PL310 L2 Cache Controller and SCU.


PandaBoard (TI OMAP4430) and PandaBoard ES (OMAP4460) Dual core ARM
Cortex-A9 board support includes: USB, onboard Ethernet over USB, GPIO,
I2C and MMC/SD card drivers. Board works in multiuser mode over NFS
root.


BeagleBone (TI AM3358/AM3359) single core ARM Cortex-A8 based board
support currently includes: Ethernet, L2 cache, GPIO, I2C. Board works
in multiuser mode over NFS root.


Completing missing peripherals: DMA, SPI, MMC/SD, Video, Audio.


Completing SMP support and testing.


Importing BeagleBoard (OMAP3) code to SVN.


Improving overall stability and performance.


Atheros 802.11n Support


Adrian Chadd adrian@FreeBSD.org


802.11n station and hostap support is now fully functional, sans correct
hostap side power saving. TX aggregation and TX BAR handling is
implemented.


Station chip power saving is not implemented at all yet, it’s not in the
scope of this work.


Testers should disable bgscan (-bgscan) as scan/bgscan will simply drop
any traffic in the TX/RX queues, causing potential traffic stalls.


Fix up hostap side power save handling.


Implement filtered frames support in the driver.


Fix scan/bgscan to correctly buffer and retransmit frames when going off
channel, so frames are not just “dropped” - this causes issues in the
aggregation sessions and may cause traffic stalls.


Test/fix any issues with adhoc 802.11n support.


BSD-licensed sort Utility (GNU sort Replacement)


Oleg Moskalenko oleg.moskalenko@citrix.com Gábor Kövesdán
gabor@FreeBSD.org &os; port of BSD sort IEEE Std 1003.1-2008 sort
specification


Currently the BSD sort reached usable stable stage. It is stable, it is
as fast as the GNU sort, and it supports multi-byte locales (this is
something that GNU sort does not do correctly). BSD sort has all
features of GNU sort 5.3.0 (version included into &os;) with some extra
features and bug fixes.


Add BSD sort into HEAD as an alternative, installed as bsdsort. If
proven to work as expected, change it to the default sort version and
remove GNU sort.


Investigate the possibility of a multi-threaded sort implementation and
implement it, if it proves more efficient.


Upgrade BSD sort features to include some obscure new features in the
latest GNU sort version 8.15.


KDE/&os;


KDE &os; kde@FreeBSD.org KDE/&os; home page area51


The team has made many releases and upstreamed many fixes and patches.
The latest round of releases include:



		KDE SC: 4.7.4 (in ports) and 4.8.0, 4.8.1, 4.8.2 (in area51)


		Qt: 4.8.0, 4.8.1 (in area51)


		PyQt: 4.9.1; SIP: 4.13.2 (in area51)


		KDevelop: 2.3.0; KDevPlatform: 1.3.0 (in area51)


		Calligra: 2.3.87 (in area51)


		Amarok: 2.5.0


		CMake: 2.8.7





Due to the prolonged port freeze the KDE team has not been able to
update KDE in Ports as it is considered a intrusive change.


The team is always looking for more testers and porters so please
contact us at kde@FreeBSD.org and visit our home page at
http://FreeBSD.kde.org.


Testing KDE SC 4.8.2.


Testing KDE PIM 4.8.2.


Testing phonon-gstreamer and phonon-vlc as the phonon-xine backend was
deprecated (but will remain in the ports for now).


Testing the Calligra beta releases (in the area51 repository).


The &os; Foundation Team Report


Deb Goodkin deb@FreeBSDFoundation.org


The Foundation sponsored AsiaBSDCon 2012 which was held in Tokyo, Japan,
March 22-25. We were represented at SCALE on Jan 21 and NELF on March
17. This quarter we plan on being at ILF (Indiana LinuxFest) April 14th,
BSDCan May 11-12, and SELF (Southeast LinuxFest) June 9.


We are proud to be a gold sponsor of BSDCan 2012, which will be held in
Ottawa, Canada, May 11-12. We are sponsoring 14 developers to attend the
conference.


We kicked off three foundation funded projects — Growing Filesystems
Online by Edward Tomasz Napierala, Implementing auditdistd daemon by
Pawel Jakub Dawidek, and NAND Flash Support by Semihalf.


We are pleased to
announce [http://www.FreeBSDfoundation.org/announcements.shtml] the
addition of George Neville-Neil to our board of directors. Deb Goodkin,
our Director of Operations, was interviewed by
bsdtalk [http://bsdtalk.blogspot.com/].


We announced a call for project proposals. We will accept proposals
until April 30th. Please read Project Proposal
Procedures [http://www.FreeBSDfoundation.org/documents%20/FreeBSD%20Foundation%20Proposals%20March%202012.pdf]
to find out more.


&os; 9.0 was released and we are proud to say we funded 7 of the new
features!


GNU-Free C++11 Stack


David Chisnall theraven@FreeBSD.org


Since the last status report, the combination of libc++ and libcxxrt has
received some additional testing and gained some new features including
support for ARM EABI. With clang 3.1, we now pass all of the C++11
atomics tests.


The xlocale implementation (required for libc++) has been tested with a
variety of ports that were originally written for the Darwin
implementation, and bugs that this testing uncovered have been fixed.
This should be released in 9.1.


In -CURRENT, we are now building libsupc++ as a shared library. This
provides the ABI layer and building it as a shared library means that we
can replace it with libcxxrt easily. If you are running -CURRENT, please
try using libmap.conf to enable libcxxrt instead of libsupc++.


If libstdc++ is using libcxxrt, you can now link against both libraries
that are using libstdc++ and libc++, making the migration slightly
easier, although you cannot pass STL objects between libraries using
different STL versions.


We still need a replacement for some parts of libgcc_s and for the
linker, but we’re on track for a BSD licensed C++ stack in 10.0.


Test ports with libc++. Hopefully most will Just Work, but others may
need patches or have a hard dependency on libstdc++.


Enable building libc++ by default. This is dependent upon building with
clang, because the version of gcc in the base system does not support
C++11 and so can not be used to build libc++.


Removing libstdc++ from the base system and making it available through
ports for backwards compatibility.


Clang Replacing GCC in the Base System


Brooks Davis brooks@FreeBSD.org David Chisnall theraven@FreeBSD.org
Dimitry Andric dim@FreeBSD.org Ed Schouten ed@FreeBSD.org Pawel Worach
pawel.worach@gmail.com Roman Divacky rdivacky@FreeBSD.org Building &os;
with Clang


Both &os; 10.0-CURRENT and 9.0-STABLE now have Clang 3.0 release
installed by default. At least on 10.0-CURRENT, both world and the
GENERIC kernel can be completely built without any -Werror warnings.
This may not be the case for all custom kernel configurations yet.


As of r231057, there is a WITH_CLANG_EXTRAS option for src.conf(5),
which will enable a number of additional LLVM and Clang tools, such as
‘llc’ and ‘opt’. These tools are mainly useful for people that want to
manipulate LLVM bitcode (.bc) and LLVM assembly language (.ll) files, or
want to tinker with LLVM and Clang themselves.


Also, as of r232322, there is a WITH_CLANG_IS_CC option for
src.conf(5), which will install Clang as /usr/bin/cc, /usr/bin/c++ and
/usr/bin/cpp, making it the default system compiler. Unless you also use
the WITHOUT_GCC option, gcc will still be available as /usr/bin/gcc,
/usr/bin/g++ and /usr/bin/gcpp.


The intent is to switch on this option by default rather sooner than
later, so we can start preparing for shipping 10.0-RELEASE with Clang as
as the default system compiler, and deprecating gcc.


In other news, we will import a newer snapshot of Clang soon, since
upstream LLVM/Clang has already announced their 3.1 release will be
branched April 16, 2012. Most likely, the actual 3.1 release will be
follow a few weeks later, after which we will do another import.


Last but not least, there are many ports people working on making our
ports compile properly with Clang. Fixes are checked in on a very
regular basis now, and full exp-runs with Clang are also done fairly
regularly. Of course, there are always a few difficult cases, especially
with very old software that will not even compile with newer versions of
gcc, let alone clang.


One of the most important tasks at the moment is to actually build and
run your entire &os; system with Clang, as much as possible. Any
compile-time or run-time problems should be reported to the appropriate
mailing list, or filed as a PR. If you have patches and/or workarounds,
that would be even better.


Clang should have gotten better support for cross-compiling after 3.0,
so as soon as a 3.1 version is imported, we will need to look at ways to
get the &os; world and kernels to cross-compile. This is mainly of use
for ARM and MIPS, which are architectures you usually do not want to
build natively on.


Help to make unwilling ports build with Clang is always needed, and
greatly appreciated. Please mail the maintainer of your favorite port
with patches, or file PRs.


HDMI/DisplayPort Audio Support in HDA Sound Driver (snd_hda)


Alexander Motin mav@FreeBSD.org


snd_hda(4) driver got number of improvements to better support
HDMI/DisplayPort audio, such as:



		Added fetching EDID-Like Data from the CODEC and video driver,
describing audio capabilities of the display device.


		Added setting HDMI/DP-specific CODEC options, such as number of
channels, speakers configuration and channels mapping.


		Added support for more multichannel formats. For HDMI and DisplayPort
device now supported: 2.0, 2.1, 3.0, 3.1, 4.0, 4.1, 5.0, 5.1, 6.0,
6.1, 7.0 and 7.1 channels.


		Added support for compressed streams passthrough with data rate 6.144
- 24Mbps, such as DTS-HD Master Audio or Dolby TrueHD.


		Added support for HDA bus multiplexing to handle higher data rates
(up to 92, 184 or more Mbps, depending on hardware capabilities). It
allows to handle several 192/24/8 LPCM playback streams
simultaneously.





Above functionality was successfully tested on NVIDIA GT210 and GT520
video cards with nvidia-driver-290.10 driver. HDMI audio on older NVIDIA
ION and Geforce 8300 boards still does not work for unknown reason.
There are also successful reports about Intel video with latest
KMS-based drivers. Support for ATI cards is limited to older cards,
because video driver supporting newer cards does not support HDMI audio.


The code was committed to HEAD and merged to 9-STABLE branch.


Project sponsored by iXsystems, Inc.


Make better use of received EDID-Like Data.


Identify and fix problem with older NVIDIA cards.


The FreeNAS Project


Josh Paetzel jpaetzel@FreeBSD.org Xin Li delphij@FreeBSD.org


FreeNAS 8.0.4 was released last month, which marks the end of the 8.0.x
branch in FreeNAS.


FreeNAS 8.2.0 is in BETA currently, and will hopefully be released by
the end of April.


It features a number of improvements over the 8.0.x line, including
plugin support, (the ability to run arbitrary software in jails), as
well as better integration between command line ZFS and the GUI.


Once 8.2.0 is out it will be quickly followed up with 8.3.0, which will
include a number of driver updates as well as the long awaited ZFS v28.


isci(4) SAS Driver


Jim Harris jimharris@FreeBSD.org


An Intel-supported isci(4) driver, for the integrated SAS controller in
Intel’s C600 chipsets, is now available in head, stable/9, stable/8 and
stable/7.


The isci(4) driver will also be part of the &os; 8.3 release.


Growing filesystems online


Edward Tomasz Napierala trasz@FreeBSD.org


The goal of this project is to make it possible to grow a filesystem,
both UFS and ZFS, while it’s mounted read-write. This includes changes
to both filesystems, GEOM infrastructure, and the da(4) driver. For
testing purposes, I’ve also added resizing to mdconfig(8) and
implemented LUN resizing in CAM Target Layer.


From the system administrator point of view, this makes it possible to
resize mounted partition using gpart(8) and then resize the filesystem
on it using growfs(8) - all without unmounting it first; especially
useful if it’s a root filesystem.


All the functionality works and is in the process of being refined,
reviewed and merged to HEAD.


This project is sponsored by The FreeBSD Foundation.


The write suspension infrastructure (/dev/ufssuspend) implemented to
make resizing possible makes it also possible to implement online
tunefs(8) and fsck(8).


Right now, there is no way for a GEOM class to veto resizing — classes
are notified about resize and they can either adapt, or wither. Many
classes store their metadata in the last sector, though, so resizing a
partition containing e.g. gmirror will make it inoperable. It would be
nice if geom_mirror(4) could veto resizing, so the administrator
attempting to shoot himself in the foot would get a warning.


Release Engineering Team Status Report


Release Engineering Team re@FreeBSD.org


On behalf of the FreeBSD Project the Release Engineering Team was are
pleased to announce the release of the &os; 8.3-RELEASE on April 18th,
2012.


With the &os; 8.3 release cycle completed our focus shifts to preparing
for the &os; 9.1-RELEASE. A schedule will be posted shortly, with the
release target date set for mid-July 2012.


&os; Services Control


Tom Rhodes trhodes@FreeBSD.org


After a while of moving and getting a new job, I finally got back to
this project (also thanks to several submissions by Julian Fagir), a new
version has been uploaded along with a short description page. The
current version supports more options, a configuration file, and updated
rc.d script. It also includes manual page updates and an optional
debugging mode.


The bsdconfig(8) utility


Devin Teske dteske@FreeBSD.org Ron McDowell rcm@fuzzwad.org OpenSource
Development Tree Menu Map w/ Includes Menu Map w/o Includes


Approaching 20,000 lines of sh(1) code, the bsdconfig(8) tool is
approximately 70% complete. Upon completion of this project,
bsdconfig(8) will represent (in conjunction with already-existing
bsdinstall(8)) a complete set of utilities capable of purposefully
deprecating sysinstall(8) in &os; 9 and higher. This project has been a
labor of love for Ron McDowell and I for over 90 days now and we are
approaching the completion of this wonderful tool.


The “installer suite” modules for acquiring/installing binary packages
and additional distribution sets. Startup services module.
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Introduction


This report covers &os;-related projects between April and June 2013.
This is the second of four reports planned for 2013.


The last three months have been very active for the &os; developer
community, including events such as BSDCan and the &os; Developer Summit
collocated with it (covered in a separate report, see the BSDCan
Developer Summit Special) and BSD-Day
2013. It has also seen improvements from the top to the bottom of the
&os; system. Desktop users will be pleased to note work on improving the
state of AMD GPUs and making the console interaction with kernel mode
setting — required for recent xorg drivers — cleaner and from
continued work to make binary packages easier to use. Developers will
note continued improvements to our toolchain, with a new debugger being
prepared for integration. Server users will benefit from various
improvements to virtualization support and scalability in the kernel. Of
course, the &os; system is nothing without applications to run atop it,
and this quarter has seen some tireless work by members of the ports
team to ensure that users have a wide choice of desktop and development
environments, with highlights from the GNOME, KDE, Xfce, and Haskell
teams in this report.


Thanks to all the reporters for the excellent work! This report contains
33 entries and we hope you enjoy reading it.


The deadline for submissions covering between July and September 2013 is
October 7th, 2013.


team &os; Team Reports proj Projects kern Kernel arch Architectures bin
Userland Programs ports Ports docs Documentation event Events soc Google
Summer of Code misc Miscellaneous


PC-BSD


Kris Moore kmoore@FreeBSD.org PC-BSD Home Page


Progress on moving PC-BSD & TrueOS to a “rolling release” is happening
quickly. We have implemented our own package repository, fully based on
pkg(8), which is updated twice monthly, and are now hosting
dedicated freebsd-update(8) systems. In addition to the
9.1-RELEASE ISO images, we have begun to create a 9-STABLE
branch as well, using freebsd-update(8) to push out the latest world
and kernel binaries on a monthly basis.


We are currently working on an implementation of ZFS Boot Environments
for desktops and servers. These users to install updates or experimental
versions in separate ZFS clones and select the one to run at boot time,
providing an easy way of testing upgrades before deployment.


Wireless Networking Improvements


Adrian Chadd adrian@FreeBSD.org


Recently the &os; wireless networking stack has received updates in the
following areas:



		Improved transmit locking in net80211(4) to eliminate a whole
class of subtle race conditions leading to out-of-order packets being
handed to the driver.


		Spectral scan (FFT) information is now available for the AR9280,
AR9285, AR9287 series NICs.


		Added support for AR93xx, AR94xx, AR95xx NICs — hostap, adhoc
and station modes have been tested, including 3x3 stream support
for the those NICs where appropriate.


		Implemented ps-poll handling in hostap mode. This was required
for correct behaviour with stations that implement aggressive power
save.


		Added AR933x SoC support — including all on-board peripherals — the
8devices.com Carambola-2 board is now fully supported and will
run &os; from NOR flash.





Intel IOMMU (VT-d, DMAR) Support


Konstantin Belousov kib@FreeBSD.org


Intel VT-d is a set of extensions that were originally designed to allow
virtualizing devices. It allows safe access to physical devices from
virtual machines and can also be used for better isolation and
performance increases. A VT-d driver was developed that implements the
busdma(9) interface using the DMA Remap units (DMARs) found in
current Intel chipsets. The driver provides reliability and security
improvements for the system by facilitating restricted access to main
memory from busmastering devices.


It also eliminates bounce buffering (copying) by allocating remapped
regions that satisfy a device’s access limitations.


With additional work to define a suitable interface the VT-d driver will
also provide PCI pass-through functionality for hypervisors.


This project is sponsored by The &os; Foundation.


Implement workarounds for chipset errata.


Commit to HEAD after additional testing.


Rebalance MSI/MSI-X using interrupt remapping unit, also required for
x2APIC use on big machines.


Integrate with the Intel GPU MMU and handle Ironlake and SandyBridge
errata for the GFXVTd unit.


Provide an interface for VMM (hypervisors).


Consider implementing a driver for AMD’s IOMMU.


Multi-threaded Pagedaemon


Konstantin Belousov kib@FreeBSD.org


This project aims to improve scalability of the virtual memory
subsystem. Based on a prototype change from Jeff Roberson, per-domain
page queues and per-domain pagedaemon working threads have been
implemented to enable this. At the moment, the domains coincide with the
NUMA proximity domains, but this is not neccessary and could be improved
with further separation to allow more parallelism in the pagedaemon.


The patch is relatively simple, with the most delicate parts being the
page laundry and OOM logic, which requires coordination between all
pagedaemon threads to prevent false triggering.


Testing on diverse workloads and on real multi-socket machines is
required.


This project is sponsored by The &os; Foundation.


Debug on multi-domain NUMA machine.


Test, get review and commit.


bsnmpd(1) Support in hastd(8)


Mikolaj Golub trociny@FreeBSD.org


A hastd(8) module for bsnmpd(1) has been committed to &os;
head and merged to the stable/8 and stable/9 branches
recently. This module makes it possible to monitor and manage
hastd(8) via the SNMP protocol.


&os; Release Engineering Team


&os; Release Engineering Team re@FreeBSD.org


The &os; 8.4-RELEASE cycle completed on June 7, 2013, approximately two
months behind the original schedule. Please be sure to read the Errata
Notices for any post-release issues discovered after 8.4-RELEASE.


The &os; 9.2-RELEASE process will begin July 6, 2013. Unless any
critical issues arise, &os; 9.2-RELEASE is expected to be available late
August or early September.


Users tracking the &os; 9.X branch are encouraged to test the -BETA
and -RC builds whenever possible, and provide feedback and report issues
to the freebsd-stable mailing
list [http://lists.freebsd.org/pipermail/freebsd-stable].


Virtual Private Systems


Klaus Ohrhallinger k@7he.at


VPS for &os; is an OS-level based virtualization implementation that
supports advanced features like live migration. It has been recently
imported into the Project’s Subversion repository as a project branch.
The code is currently of alpha quality.


Test with many different guest setups/applications. All feedback is
highly appreciated.


KDE/&os;


KDE &os; kde@FreeBSD.org KDE/&os; home page area51


The KDE/&os; Team has continued to improve the experience of KDE
software and Qt under &os;. During this quarter, the team has kept most
of the KDE and Qt ports up-to-date, working on the following releases:



		KDE SC: 4.10.2, 4.10.3, 4.10.4


		Qt: 5.0.2 (area51)


		PyQt: 4.10.2; QScintilla 2.7.2; SIP: 4.14.7


		KDevelop: 4.5.1


		Calligra: 2.6.2


		CMake: 2.8.11.1


		Digikam (and KIPI-plugins): 3.1.0, 3.2.0


		KDE Telepathy: 0.6.0, 0.6.1





As a result — according to
PortScout [http://portscout.freebsd.org/kde@freebsd.org.html] —
kde@ has 473 ports (up from 431), of which 98.73% are up-to-date (up
from 93.5%). iXsystems Inc. continues to provided a machine for the team
to build packages and to test updates. iXsystems Inc. has been providing
the KDE/&os; Team with support for quite a long time and we are very
grateful for that. This quarter, we would also like to thank Steve Wills
(swills@) for providing access to another machine so that we can do
our work even faster.


While a great deal of the team’s efforts are focused towards packaging
released code, we also take a proactive stand in making sure future
versions of the software we port is also going to work well on &os;.
This involves being in close contact with upstream, raising awareness of
&os; as an active project and also sending actual patches that most of
the time benefit many other operating systems besides &os; itself. In
this regard, we have been dedicating a lot of time making sure both
clang and libc++ are fully supported in KDE and Qt. Not only has
this resulted in many patches being sent to these projects, but the
exposure to these large code bases have been beneficial to the
Clang-on-&os; project as well. Dimitry Andric (dim@) has been of
great help as a point of contact for all the issues we have faced.


As usual, the team is always looking for more testers and porters so
please contact us and visit our home page. It would be especially useful
to have more helping hands on tasks such as getting rid of the
dependency on the defunct HAL project and providing integration with
KDE’s Bluedevil Bluetooth interface.


Update out-of-date ports, see
PortScout [http://portscout.freebsd.org/kde@freebsd.org.html] for a
list.


Work on KDE 4.11 and Qt 5.


Make sure the whole KDE stack (including Qt) builds and works correctly
with clang and libc++.


Remove the dependency on HAL.


Upgrading the Documentation Set to DocBook 5.0


Gábor Kövesdán gabor@FreeBSD.org


The Documentation Project has been using old versions of markup
standards until recently when we switched to a real XML toolchain and
DocBook 4.5. However, we still depend on obsolete technologies — DSSSL
and Jade. DocBook 5.0 provides cleaner markup and some nice new
features.


The objective of this project is to upgrade the documentation set to
DocBook 5.0 and to find a way to properly render our sources without
using DSSSL, since the DSSSL stylesheets are discontinued and cannot
render DocBook 5.0. The documentation sources have already been
successfully transformed to DocBook 5.0 and updates to the rendering
process are under development. The common opinion among &os; developers
is that Java is a heavy dependency that should be avoided. This has
suggested the transformation of DocBook sources to TeX and use TeX as a
rendering backend. There are two ways to do this; the sources can be
transformed either directly or through the XSL FO output generated by
the stylesheets provided for the DocBook Project. The latter approach
has been chosen as a preferred way since it better fits the existing
documentation infrastructure and provides easier customization.


This project is generously funded by The &os; Foundation.


Finish the implementation of the rendering process.


Integrate the rendering solution into the infrastructure.


Merge back changes to head.


AMD GPU Kernel Mode-setting Support


Jean-Sébastien Pédron dumbbell@FreeBSD.org Konstantin Belousov
kib@FreeBSD.org Project status on the wiki


Due to non-&os;-related activities from April to end of June, the
project progressed slowly:



		Some important problems in TTM were fixed and several others are
being worked out. Applications affected by these bugs are non-linear
video editing software (which do not use Xv to preview the video) or
“screen” of VirtualBox, for instance.


		Regarding the locking issue with OpenGL, no work has been done yet.
glxgears works but some modern desktop environments or WebGL
demos hang. Once TTM bugs described above are fixed, this is the next
target.


		Patches to Mesa to make it build out-of-the-box were submitted
upstream. As of writing, some were committed but not all of them.
Additionally, as result of a joint work with Jonathan Gray (of
OpenBSD), Mesa should work on &os;, OpenBSD, and hopefully on other
BSD flavors without additional patches.





Several users tested the driver. Andriy Gapon, Jonathan Gray, and Mark
Kettenis (of OpenBSD) submitted patches. kyzh kindly donated several
discrete cards from different series. A big thanks to all those
contributors!


The driver is still not stable enough for a wider call for testers.


Write instructions for the wiki to explain how to test the driver.


Realtek RTL8188CU/RTL8192CU USB Wireless Driver


Rui Paulo rpaulo@FreeBSD.org Kevin Lo kevlo@FreeBSD.org


The urtwn(4) driver was imported from OpenBSD. This is a driver for
very small Realtek USB WiFi cards which are pretty inexpensive and can
do 802.11n at the maximum theoretical speed of 150 Mbps. They make a
good addition to embedded systems such as the Raspberry Pi and the
BeagleBone. The driver requires firmware that is available in the &os;
Ports Collection (net/urtwn-firmware-kmod). Note that 802.11n is not
yet supported.


ZFS TRIM and Enhanced BIO_DELETE Support


Pawel Jakub Dawidek pjd@FreeBSD.org Steven Hartland smh@FreeBSD.org


As of the end of June, &os;’s ZFS implementation now includes TRIM
support in head, stable/9, and stable/8 branches. This
allows ZFS to help maintain high performance on flash-based devices such
as SSD’s even under high-load conditions.


When creating new pools and adding new devices to existing pools it
first performs a full-device level TRIM to help ensure optimum starting
performance. This behaviour can be overridden by setting the
vfs.zfs.vdev.trim_on_init sysctl variable to 0 if for example
the disks are new or have already been secure erased, which can also now
be done using camcontrol(8) security actions.


In order to support TRIM, the kernel requires the underlying device
driver supports BIO_DELETE. This is currently mapped through to
hardware methods such as ATA TRIM and SCSI UNMAP, which are commonly
supported by SSDs via CAM.


In order to increase the supported hardware base, CAM’s SCSI layer was
also enhanced to allow ATA TRIM via SATL ATA Passthrough to be used in
addition to the existing UNMAP and WS methods. This allows SATA disks
attached to SCSI controllers with CAM based drivers such as mps(4)
and mpt(4) to provide delete support.


Stats for ZFS TRIM can be monitored by looking at the sysctl variables
under kstat.zfs.misc.zio_trim in addition to live GEOM delete stats
via the gstat -d command.


This project was sponsored by Multiplay [http://www.multiplay.com]
and implemented by Pawel Jakub Dawidek.


Superpages for ARMv7


Zbigniew Bodek zbb@semihalf.com Grzegorz Bernacki gjb@semihalf.com Rafal
Jaworowski raj@semihalf.com


The ARM architecture is becoming more and more prevalent, with
increasing usage beyond the mobile and embedded space. Among the more
interesting industry trends emerging in the recent months, there has
been the concept of “ARM server”. Some top-tier companies, e.g. Dell and
HP, have already started to develop such systems.


Key to success of &os; in these new areas is dealing with the
sophisticated features of the platform, for example adding support for
superpages.


The objective of this project is to enable &os;/arm to utilize
superpages which would allow efficient use of TLB translations (by
enlarging TLB coverage), leading to improved performance in many
applications and scalability. This is intended to work on ARMv7-based
processors, however compatibility with ARMv6 will be preserved.


The following steps have been made since the last status report:



		Implement pmap_copy() to support fork() system calls.


		Support for multiple page sizes.


		Implement superpage creation, promotion, demotion, and eviction
mechanisms.


		Implement PV entry management for superpages.


		Partially integrate code to the head branch.





Next steps:



		Test and benchmark.


		Complete integration into &os; head.





This project is jointly sponsored by The &os; Foundation and Semihalf.


Start utilizing superpages on ARMv6/v7.


Find bugs and debug.


LLDB Debugger Port


Ed Maste emaste@FreeBSD.org


LLDB is the the debugger project in the LLVM family. It supports the Mac
OS X, Linux, and &os; platforms, but the latter has recently suffered
under a lack of maintenance.


After cleaning bit rot in LLDB’s &os; support, it again builds and can
be used for basic debugging of single-threaded applications. The test
suite also runs to completion, although it experiences a large number of
failures.


Ed Maste has been granted an LLDB commit bit, and is now committing
ongoing bug fixes and development directly to the upstream repository.
There is a significant amount of work still to be done, with one goal
being the incorporation of lldb into the base system.


This project is sponsored by DARPA/AFRL in collaboration with SRI
International and the University of Cambridge.


Add support for multithreaded processes.


Fix watchpoints.


Add support for remote debuging (gdbserver / debugserver).


Add support for core files.


Add support for kernel debugging.


Verify i386 and ARM architectures.


Implement MIPS target support.


Verify cross-debugging.


Investigate and fix test suite failures.


Prepare lldb for incorporation into the base system.


Native iSCSI Stack


Edward Tomasz Napierała trasz@FreeBSD.org


The native kernel iSCSI target and initiator project progressed well
over the April to June period. The primary focus was to introduce
support for iSER (iSCSI over RDMA) in both the initiator and the target.
Prerequisite for this was merging some common parts together and
implementing a workaround for the lack of iSER support in userspace.
Apart from that, there were a myriad of smaller improvements. Such as
creating more user-friendly administration utilities, for example
iscsictl(8) which displays SCSI device nodes for each iSCSI session.
This frees the user from getting the same information through
camcontrol(8). There are also improvements in logging and manual
pages.


Once the iSER support becomes stable, the work will focus on performance
optimizations. The plan is to commit both the new initiator and target
in August to allow shipping them in 10.0. The project will continue with
implementing support for software iWARP stack (useful mostly for testing
and development), SCSI passthrough and various other improvements.


This project is being sponsored by The &os; Foundation.


Performance optimization.


Merge to &os; head.


&os; Postmaster Team


&os; Postmaster Team postmaster@FreeBSD.org


In the second quarter of 2013, the &os; Postmaster Team has implemented
the following items that may be interest of the general public:



		With help from clusteradm, found that unbound (the resolver
used on mx1 and mx2) is configured to perform DNSSEC
validation which implies that if a signed zone fails validation,
unbound refuses to use the information. This had caused one
person to be unable to exchange email with &os;.org until the
zone signatures were refreshed.


		Created the freebsd-dtrace mailing list, requested by George
Neville-Neil.


		Resurrected the freebsd-testing mailing list, requested by
Garrett Cooper.


		Created the freebsd-tex mailing list, requested by Hiroki Sato.


		In response to another comment that our message rejection message was
unclear in the case that greylisting was the reason, re-worded that
message.


		Augmented the allowable MIME types for secteam with the following
to permit sending encrypted messages:
		application/pgp-encrypted


		application/pkcs7-encrypted


		application/x-pkcs7-encrypted


		multipart/encrypted








		Began replacing freebsd-mozilla with freebsd-gecko.





Capsicum


Pawel Jakub Dawidek pjd@FreeBSD.org Capsicum Mailing List
cl-capsicum-discuss@lists.cam.ac.uk


Capsicum, a lightweight OS capability and sandboxing framework, is being
actively worked on. In the last few months the following tasks have been
completed:



		Committed Capsicum overhaul to &os; head (r247602). This allows
to use capability rights in more places, simplifies kernel code and
implements ability to limit ioctl(2) and fcntl(2) system
calls.


		hastd(8) is now using Capsicum for sandboxing, as whitelisting
ioctls is possible (r248297).


		auditdistd(8) is now using Capsicum for sandboxing, as it is now
possible to setup append-only restriction on file descriptor
(available in Perforce).


		Implemented connectat(2) and bindat(2) system calls for UNIX
domain sockets that are allowed in capability mode (r247667).


		Implemented chflagsat(2) system call (r248599).


		Revised the Casper daemon for application capabilities.


		Implemented libcapsicum for application capabilities.


		Implemented various Casper services to be able to use more
functionality within a sandbox: system.dns, system.pwd,
system.grp, system.random, system.filesystem,
system.socket, system.sysctl.


		Implemented Capsicum sandboxing for kdump(1) (from r251073 to
r251167). The version in Perforce also supports sandboxing for the
-r flag, using Casper services.


		Implemented Capsicum sandboxing for dhclient(8) (from r252612 to
r252697).


		Implemented Capsicum sandboxing for tcpdump(8) (available in
Perforce).


		Implemented Capsicum sandboxing for libmagic(3) (available in
Perforce).


		Implemented the libnv library for name/value pairs handling in
the hope of wider adaptation across &os;.





For Capsicum-based sandboxing in the &os; base system, the commits
referenced above and the provided code aim to serve as examples. We
would like to see more &os; tools to be sandboxed — every tool that can
parse data from untrusted sources, for example. This requires deep
understanding of how the tool in question works, not necessarily only
Capsicum.


This work is being sponsored by The &os; Foundation.


Get involved, make the Internet finally(!) a secure place. Contact us at
the cl-capsicum-discuss mailing list, where we can provide
guidelines on how to do sandboxing properly. The fame is there, waiting.


Xfce/&os;


&os; Xfce Team xfce@FreeBSD.org


The &os; Xfce Team has updated its ports to the latest stable releases,
especially:


Core (mostly bugfixes and translation updates):



		deskutils/xfce4-tumbler (0.1.29)


		x11-wm/xfce4-panel (4.10.1)


		sysutils/xfce4-settings (4.10.1)


		x11-wm/xfce4-session (4.10.1)


		sysutils/garcon (0.2.1)


		x11/libxfce4util (4.10.1)


		x11-wm/xfce4-wm (4.10.1)





Applications:



		multimedia/xfce4-parole (0.5.1)


		www/midori (0.5.2)


		deskutils/xfce4-notifyd (0.2.4)


		misc/xfce4-appfinder (4.10.1)


		x11/xfce4-terminal (0.6.2)


		x11-fm/thunar (1.6.3)





Panel plugins:



		deskutils/xfce4-xkb-plugin (0.5.6)


		textproc/xfce4-dict-plugin (0.7.0)


		x11-clocks/xfce4-timer-plugin (1.5.0)


		x11/xfce4-embed-plugin (new)





Thunar plugins:



		audio/thunar-media-tags-plugin (0.2.1)


		archivers/thunar-archive-plugin (0.3.1)





x11/xfce4-embed-plugin can integrate any application window into the
Xfce panel.


A new plugin is also available which monitors and displays earthquakes,
it is called
xfce4-equake-plugin [http://people.freebsd.org/~olivierd/xfce4-equake-plugin.shar].


Fix CPU issue with textproc/xfce4-dict-plugin (bug
#10103 [https://bugzilla.xfce.org/show_bug.cgi?id=10103]).


Investigate why midori-gtk3 crashes too often. (The port is
finished, but some libraries are not present by default in ports tree).


Fix x11-themes/gtk-xfce-engine with Gtk+ >=3.6.


&os; Security Team


&os; Security Team secteam@FreeBSD.org


On April 15th Dag-Erling Smørgrav and Xin Li took over as security
officers for the &os; Project, and the team welcomed Qing Li back to the
team in June. This report briefly summarizes the work of the Security
Team from April until the end of June.


The Security Team has released the following advisories:



		FreeBSD-SA-13:05.nfsserver: Insufficient input validation in the
NFS server (nfsd(8)), reported by Adam Nowacki.


		FreeBSD-SA-13:06.mmap: Privilege escalation via mmap(),
reported by Konstantin Belousov.





The Security Team has contributed to the following errata notices:



		FreeBSD-EN-13:02.vtnet: Frames are not properly forwarded to
vtnet(4) when two or more MAC addresses are configured on QEMU
1.4.0 and later in 8.4-RELEASE, reported by Julian Stecklina.


		FreeBSD-EN-13:01.fxp: Initialization of fxp(4) network
interfaces results in an infinite loop with dhclient(8) in
8.4-RELEASE, reported by Michael L. Squires.





Per the request of Baptiste Daroussin, the Security Team has also
reviewed the source code of Poudriere, the port build and test system
which is planned to be used for producing pkg(8) (“new-style”)
packages on the &os; cluster.


BSD-Day 2013


Gábor Páli pgj@FreeBSD.org BSD-Day 2013 web site YouTube playlist of
talks Event photo album


The BSD-Day is a now recurring excuse for BSD developers and users to
meet up in person, share some beers and talk about what they are working
on these days. There was a detour this year to visit the beautiful city
of Naples of Italy, the home of pizza. Fortunately, the event has again
gained support from numerous and generous sponsors, such as The &os;
Foundation, the EMC Corporation, iXsystems, FreeBSDMall, BSD Magazine,
and many others which enabled us to cover the costs of travel and
accommodation for the speakers. We are really grateful for this.


Similarly to the previous years, the whole event started with a dinner
in the downtown (somewhere around the Irish Pub) on Friday which
suddenly turned into a do-it-yourself pizza-fest. Then it was followed
by the Saturday event at the Institute of Biostructures and Bioimaging.
There we had a lot of attendees for the associated BSDA exam in the
morning — 8 persons. The event itself had many interesting topics as
well, for example moving MCLinker into the BSD world, organization and
culture of the &os; Project, the new callout(9) framework, building
and testing ports with Poudriere and Tinderbox, &os; in the embedded
space, or building reliable VPN networks with OpenBSD. See the links in
the report for more.


xorg on &os;


x11@FreeBSD.org Niclas Zeising zeising@FreeBSD.org Koop Mast
kwm@FreeBSD.org


During the beginning of this quarter, work focused on making the
xorg update as robust and stable as possible in preparation for the
merge to ports. As a part of this, ports exp-runs were performed to find
and resolve regressions and other issues. Once this was completed,
xorg was updated to version 7.7 on May 25, after more than a year of
hard work.


After the update, work immediately shifted to focus on updating and
patching xorg client libraries, since numerous security issues had
been identified in those. Unfortunately, this took a little longer than
anticipated, but all fixes were comitted eventually.


There has also been work on making the new xorg distribution the
default for &os; 9.1 and later. A patch was sent out and tested with
good results, but this is currently postponed because switching virtual
terminals is not working with the KMS driver.


Currently, work is focusing on keeping xorg drivers and libraries up
to date. Instead of making big updates every year or less, minor updates
to some libraries, applications and drivers happen fairly regularly.
Focus is also starting to shift towards newer versions of MESA and
xorg-server, but this is still very experimental.


Continue the porting effort of recent versions of MESA. This is ongoing
work, but integrating this into the development repo is hard work. Once
this is completed, and KMS support for ATI is more mature, more testing
can be done.


Port Wayland. The future of graphical environments in open source
operating system seems to be Wayland. This needs to be ported to &os; so
that a wider audience can test it, and so that it eventually can be
integrated into the ports tree, perhaps as a replacement for the current
xorg.


Look into replacements for HAL. HAL is used for hot-plugging of devices,
but it has been long abandoned by Linux. A replacement, perhaps built on
top of devd(8), would be nice to have. This work should be
coordinated with the &os; GNOME and KDE teams.


&os; Haskell Ports


Gábor Páli pgj@FreeBSD.org Ashish SHUKLA ashish@FreeBSD.org &os; Haskell
wiki page &os; Haskell ports repository Experimental pkg(8) package
repositories


We are proud to announce that the &os; Haskell Team has updated the
Haskell Platform to 2013.2.0.0, GHC to 7.6.3, as well as updated
existing ports to their latest stable versions. In this update, we
provided experimental support for LLVM-based code generation (disabled
by default) to Haskell ports. We also added a number of new ports, which
brings their count in the &os; Ports Collection to 402, and now Haskell
ports play nicer with portmaster(8)-based upgrades.


In cooperation with Konstantin Belousov and Dimitry Andric, we have
managed to unbreak the build of GHC on 32-bit 10.x systems, so we have
packages for 10.x again. However, it turned out that this bug (in thread
signal delivery) can also affect the building process for other
platforms as well, which explains some of the strange build breakages
our users experienced in the past.


We have also learned that there is ongoing
work [http://www.haskell.org/pipermail/ghc-devs/2013-June/001506.html]
in the GHC upstream which will allow us to provide support for building
with Clang natively once GHC 7.8 becomes part of the Haskell Platform.


Test experimental Clang/LLVM code generation support to enable it by
default.


Commit pending Haskell ports to the ports tree.


Port more (popular) Cabal packages.


V4L2 Update in the Linuxulator


Alexander Leidinger netchild@FreeBSD.org


The V4L2 support in the linuxulator was updated in &os; head. This
lets Skype v4 display video.


Find out why audio in Skype v4 stops working after some calls.


bsdconfig(8) and sysrc(8)


Devin Teske dteske@FreeBSD.org


New utilities have been introduced in &os; base system: bsdconfig(8)
and sysrc(8). bsdconfig(8) is a replacement for the post-install
abilities of deprecated sysinstall(8), while sysrc(8) is a
robust utility for managing rc.conf(5) from the command line without
a text editor.


Qt and GTK+ Frontends for pkg(8)


Justin Muniz jmuniz@FreeBSD.org Eitan Adler eadler@FreeBSD.org


This project is part of Google Summer of Code. Work has only just begun,
and the code is in its infancy. The Subversion repository holds
experimental code that is actively being developed. Development should
be concluded before the end of September, and the project will enter the
maintenance phase of its life cycle.


Work with Matt Windsor to create a pkg(8) backend for PackageKit.


Extend PackageKit’s Qt frontend to offer more functionality through
pkg(8).


Extend PackageKit’s GKT+ frontend to offer more functionality through
pkg(8).


GNOME/&os;


&os; GNOME Team gnome@FreeBSD.org


The GNOME 3.6 work is moving along slowly but steadily. Almost all the
GNOME 3 desktop ports were updated to their corresponding 3.6 versions.


A big challenge was taken by getting the webkit-gtk3 port updated to
2.0.3. Currently programs using webkit-gtk3 crash on launch. It is
hard to find the causes as the debug build of webkit-gtk either runs
out of memory or disk space on the developement system used.


Update the &os; GNOME website with recent changes in the ports tree, add
new items in preparation for GNOME 3 and Mate, etc.


Merge Glib 2.36, GTK+ 3.8 and related ports back to the Ports
Collection.


Continue work on GNOME 3.6, fix bugs and write code for missing
features.


Complete the port of MATE.


Xen Support Improvements


Justin T. Gibbs gibbs@FreeBSD.org Will Andrews will@FreeBSD.org Andre
Oppermann andre@FreeBSD.org Roger Pau Monné roger.pau@citrix.com Git
repository


&os; Xen HVM can be further improved by using more PV interfaces inside
a HVM guest. So far the following items have been completed:



		Update Xen interface files. (Merged into head)


		Add support for the vector callback injection mechanism. This
replaces the PCI interrupt and provides a per-cpu callback, which was
not possible when using the PCI interrupt.


		Rework event channel implementation and use the same code paths for
both PV and PVHVM.


		Implement PV one-shot event timers and timecounters.


		Implement PV IPIs.


		Live migration support for PV timers and PV IPIs.





With this changes, &os; will have a complete PVHVM port, this will also
set the ground for a future PVH port (when PVH support is merged into
Xen).


PVHVM allows a virtual machine that boots as a native guest to be able
to take full advantage of paravirtualized drivers, giving a performance
improvement in most I/O related tasks. PVH allows a guest to take
advantage of hardware assistance for memory management, but uses fully
paravirtualized events and boot procedure, which brings two significant
advantages beyond performance. The first is that domain 0 does not have
to run a QEMU instance for emulated boot for PVH guests, which is a
common reason for hosting providers to charge more for Windows and other
HVM guests. The second is that PVH domains can be used as domain 0,
without requiring different pmap (memory management) code from the
conventional kernel. This will allow us to ship a single kernel binary
supporting bare metal hardware, running as a Xen unprivileged guest, and
eventually as Xen domain 0.


Further improvements on blkfront and netfront have also been commited:



		Fix netfront crash when detaching an interface.


		Enable netfront to specify a maximum TSO length limiting the segment
chain to what the Xen host side can handle after defragmentation.


		Add barriers and flush support to blkfront.





Netfront changes have been merged to stable branches, blkfront
changes are only in head.


Merge remaining changes into head.


New Capsicum Features


Mariusz Zaborski oshogbo@FreeBSD.org Pawel Jakub Dawidek pjd@FreeBSD.org


Capsicum is a lightweight OS capability and sandboxing framework
implemented in &os;. This is still a new technology, so there is a lot
of space for improvements. Thanks to the Google Summer of Code program
and Pawel Jakub Dawidek for volunteering as mentor, Mariusz will have
the chance to work on this project in the summer.


The work on sandboxing the rwho(1) and rwhod(8) utilities was
completed recently. There is also a plan to implement two new modules
for Casper. Casper is a daemon to provide services for applications
using Capsicum’s capability mode. Some experimentation with implementing
two new capability rights is in progress, so is porting one more program
to use the existing features of the Capsicum framework.


system.unix — a Casper module provides connect and listen on Unix
domain socket.


system.udp — a Casper module enabling connect, listen, send, and
receive of UDP packets.


Implementing sandboxing for fetch(1).


Introduce new capability rights: CAP_SEND_RIGHTS and
CAP_RECV_RIGHTS.


Improved TCP SYN Cookies


Andre Oppermann andre@FreeBSD.org Description Patch


We have had a SYN cookie implementation for quite some time now but it
has some limitations with current realities for window scaling and SACK
encoding the in the few available bits.


This patch updates and improves SYN cookies mainly by:



		Encoding of MSS, WSCALE (window scaling) and SACK into the ISN
(initial sequence number) without the use of timestamp bits.


		Switching to the very fast and cryptographically strong SipHash-2-4
hash MAC algorithm to protect the SYN cookie against forgery.





The common parameters used on TCP sessions have changed quite a bit
since SYN cookies were invented some 17 years ago. Today we have a lot
more bandwidth which makes use of window scaling almost mandatory. Also
SACK has become standard as it makes recovering from packet loss much
more efficient.


The original SYN cookies method only stored an indexed MSS value in the
cookie. This obviously is not sufficient any more and breaks in the
presence of WSCALE. WSCALE information is only exchanged during SYN and
SYN-ACK. If we cannot keep track of it then we severely underestimate
the available send or receive window, compounded with the fact that with
large window scaling the window size information on the TCP segment
header would be even lower numerically.


A number of years back, SYN cookies were extended to store the
additional state in the TCP timestamp fields, if available on a
connection. It has been adopted by Linux as well. While timestamps are
common among the BSD, Linux and other Unix systems, Windows never
enabled them by default, thus they are not present for the vast majority
of clients seen on the Internet.


The new improvement in this patch moves all necessary information into
the ISN again, removing the need for timestamps. Both the MSS and send
WSCALE are stored in 3 bit indexed form together with a single bit for
SACK. While we cannot represent all possible MSS and WSCALE values in
only 3 bits each (both are 16-bit fields in the TCP header), it turns
out that is not actually necessary.


These improvements allow one to run with SYN cookies only on
Internet-facing servers. However while SYN cookies are calculated and
sent all the time, they are only used when the syn cache overflows due
to attacks or overload. In that case though, you can rest assured that
no significant degradation in TCP connection setup happens any more and
that even Windows clients can make use of window scaling and SACK.


Additional testing on busy servers.


The &os; Foundation


Deb Goodkin deb@FreeBSDFoundation.org


We started the quarter with our “Raise a Million — Spend a Million”
Spring Fundraiser. This was the first of three major fundraisers
scheduled for the year. We were pleased to have raised $365,291 by the
end of the campaign — May 31. Last year, by the same time, we had raised
only $56,196. We have started this year off with a much better
fundraising strategy. We want to send a big thank you to everyone out
there that has made a donation in 2013. Your early donations have made a
significant impact on our fundraising endeavors so far this year.


Some things we accomplished this last quarter are:



		Attended BSDCan in Ottawa, Texas LinuxFest in Austin, SouthEast
LinuxFest in Charlotte, and ICANN 46 meeting in Beijing.


		We were a Gold Sponsor for BSDCan 2013 and sponsored 7 developers to
attend the conference.


		We signed up to be a Platinum Sponsor for EuroBSDCon 2013.


		We sponsored 1 developer to attend OpenHelp.


		Recognized Mark Linimon, Simon L. B. Nielsen, Bjoern A. Zeeb, and Ken
Smith, at BSDCan, for their significant contributions to &os;. We
also recognized Dan Langille for his tireless effort of putting on
BSDCan for 10 years.


		We sponsored the developer and vendor summits at BSDCan, with 100 and
30 attendees respectively.


		We sponsored BSD-Day 2013 that was held in Naples, Italy on April 6.


		We held our annual board meeting in Ottawa.


		We sponsored the following projects: Capsicum, ARM Superpages, iSCSI,
Page Queue Locking, Input/Output Memory Management Unit,
Documentation project infrastructure, and writing white papers.


		We hired Edward Tomasz Napierała as the second member of our
technical staff to work on &os; projects full-time.


		We hired Ed Maste as Director of Project Development.


		With our continued support of building out the &os; infrastructure,
we purchased high-end servers for the Sentex Lab to be used with the
latest 40 Gbps Ethernet cards from Chelsio to do performance testing
and analysis, smaller servers for firewalls for NYI and ISC, and
cables to connect our Juniper switches together into a bigger Juniper
switch we purchased for NYI.





&os; Core Team


&os; Core Team core@FreeBSD.org


In the second quarter of 2013, the Core Team approved a new Security
Officer, Dag-Erling Smørgrav and his deputy, Xin Li. The Core Team
acknowledges Simon Nielsen, the outgoing Security Officer, for his work
in the role. Peter Wemm took the lead on the reorganization and
administration of the &os; cluster, and with the Core Team’s approval,
Glen Barber and Ryan Steinmetz were welcomed to the cluster
administration team.


Based on the recommendation and experiences of Martin Wilke, the Core
Team also supported establishing a liaison role between port managers
and release engineers in order to improve their communication,
especially for preparing releases. The Core Team welcomes Bryan Drewery
to this role.


Following up on the request from Eitan Adler, the Core Team agreed to
remove CVS from the base system, which was soon followed by importing a
lightweight version of Subversion tools, implemented by Peter Wemm.


There were src commit bits issued for 3 new developers and 1 existing
committer received extension in this quarter.


Newcons Reboot


Aleksandr Rybalko ray@FreeBSD.org


The purpose of the Newcons project is to provide a new interface for
console and video output to graphic devices. This will allow simple
drivers access the console and terminal mode early, and framebuffer
access for xorg. Drivers will not need embedded font bitmaps, color
maps, or mouse cursor bitmaps, as the whole infrastructure will be
provided by the vt(4) Newcons driver.


As the project includes Kernel Mode Setting (KMS) integration, one of
the goals is support for modern Xorg releases, allowing the kernel to
switch back to virtual terminal mode after graphics mode or resolution
used with xorg changes.


There are a lot of changes involved in the project. Main tasks include:



		Core functionality (almost done).


		Mouse support.


		KMS (kernel mode setting) support.


		USB keyboard support.


		Splash screen support (partially working).


		Driver support.


		vidcontrol(1) support.





The first deliverables of the project, including moused(8),
ukbd(4), and KMS support are expected to arrive around the middle or
end of August 2013. The whole project is expected to complete in
November 2013.


This project is being sponsored by The &os; Foundation.


Many thanks to Ed Schouten who started Newcons project and did most of
the work.


Provide different flavors of hardware for testing the implementation. Do
not hesitate to volunteer when a call for testing is announced.


SDIO Driver


Ilya Bakulin ilya@bakulin.de SDIO project page on the &os; wiki Source
code


SDIO is an interface designed as an extension for the existing SD card
standard, to allow connecting different peripherals to the host with the
standard SD controller. Peripherals currently sold at the general market
include WLAN/BT modules, cameras, fingerprint readers, barcode scanners.
The driver is implemented as an extension to the existing MMC bus,
adding a lot of new SDIO-specific bus methods. Getting information about
the card works, including querying all the supported I/O functions.
Simple byte transfers and multi-byte reads work.


A prototype of the driver for Marvell SDIO WLAN/BT module is also being
developed, using the existing Linux driver as a reference.


Extend MMC bus interface with more SDIO-specific bus methods to allow
child drivers to perform multi-byte in/out transfers.


Write firmware loading code for the prototype of the WLAN driver.
Further work on the WLAN driver should probably be done as a separate
project.


Implement detach path. It has not been tested yet because the DreamPlug
hardware available does not have an external SDIO-capable slot.
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Introduction


The FreeBSD Project made substantial progress in the month of August,
2001, both on continuing the development of the RELENG_4 line
(4.x-STABLE and 4.x-RELEASE), and on 5.0-CURRENT, the main development
branch. During this month, the decision was made to push the release of
5.0-CURRENT back so that KSE (support for fine-grained user threads)
could be completed in time for the release, rather than postponing that
support for 6.0. As such, the lifespan of the RELENG_4 line will be
extended, with new features continuing to be backported to that branch.
4.4-RELEASE went into final beta during this month, and will also be
available shortly.


This month’s edition of the status report has been written with the
assistance of Nik Clayton and Chris Costello.


Future submissions


For next month, the submission procedures remain the same: reports
should be between one and two paragraphs long, sent by e-mail, and in a
format approximately that of this month’s submissions (Project, Contact,
URL, and text). Reminders will be mailed to the hackers@FreeBSD.org and
developers@FreeBSD.org mailing lists at least a week before the
deadline; complete submission instructions may be found in those
reminders.


– Robert Watson


Fibre Channel Support


Matthew Jacob mjacob@FreeBSD.org


2 Gigabit support was integrated on 8/31/2001 (QLogic 2300/2312 cards).
Because of the author’s shrinking time commitment for FreeBSD, the
previously planned “next step” which would have been more complete new
CAM Transport integration is now probably just the addition of an FC-IP
adjunct (as this can benefit many platforms simultaneously).


SCSI Tape Support


Matthew Jacob mjacob@FreeBSD.org


A major update to error handling was done on 8/28/2001 which should
correct most of the EOM detection problems that have been around for a
while. There are several things to fix. The principle thing to fix next
is the establishment of a loader(8) mediated device quirks method.


CAM


Matthew Jacob mjacob@FreeBSD.org Justin Gibbs gibbs@FreeBSD.org Kenneth
Merry ken@FreeBSD.org


No change since last status. Some discussion amongst all of us occurred,
but lack of time and commitment to FreeBSD has meant little has actually
been committed to the tree. SMPng work will be left to those who seem to
have a notion about what needs to be done.


Intel Gigabit Ethernet


Matthew Jacob mjacob@FreeBSD.org


No new status to report. This driver will be worked on again soon and
cleaned up to work better.


KSE


Julian Elischer julian@elischer.org Peter Wemm peter@FreeBSD.org Matt
Dillon dillon@FreeBSD.org


Work in adding supporting infrastructure to the kernel for KSE threading
support has reached “milestone 2”.


Milestone 2 is where the kernel source consistently refers to its
resources in terms of per-thread and per-process resources, in the way
that it will need to when there are > 1 threads per process, but the
LOGICAL changes to such things as the scheduler, and fork and exit, have
not yet been made to allow more than one thread to be created. (nor have
new threading syscalls been added yet). This is an important milestone
as it represents the last point where the kernel has only “mechanical”
changes. To go further we must start adding new algorithms and
functions.


The kernel for milestone 2 is reliable and has no noticeable performance
degradations when compared to a matching -current kernel. (the
differences are less than the margin of error, so that sometimes the new
kernel actually fractionally beats the unaltered kernel).


We hope that by the time this is published, the KSE patches will have
been committed. The Major effect for most developers will be only that
the device driver interface requires a ‘thread’ pointer instead of a
Proc pointer in the open, close and ioctl entrypoints.


I’m sure there will be small teething problems but we are not expecting
great problems at the commit.


FreeBSD core-secretary


Alan Clegg abc@FreeBSD.org core-secretary@FreeBSD.org


The position of Core Secretary was filled by Alan Clegg
<abc@FreeBSD.org> The first core-secretary report should be available
the second week in September and will cover the issues discussed by core
during August 2001.


FreeBSD PAM


Mark Murray markm@FreeBSD.org


Development is continuing; pam_unix has gained the ability to change
passwords, login(1) has had PAM made compulsory (and is going to have
more PAM-capable features handed over to PAM).


Netgraph ATM


Hartmut Brandt brandt@fokus.gmd.de


The ATM stack has been tested with a number of FreeBSD machines and a
Marconi ATM switch and seems to be quite stable running CLIP. Multi port
support for the native ATM API has been implemented but needs some
testing.


PRFW - hooks for the FreeBSD kernel


Evan Sarmiento ems@open-root.org


PRFW is a set of hooks for the FreeBSD kernel. It allows users to insert
code into system calls, for such purposes as creating extended security
features. Last week, PRFW reached 0.1.0, with many bugfixes and
cleaning. I urge anyone who is interested to please visit the site, join
the mailing list. Also take a peek at lsm.immunix.org, the Linux hooks.
It will be a good contrast.


CVSROOT script rewrite/tidy


Josef Karthauser joe@FreeBSD.org


Work is still progressing to make all of the perl scripts run using
perl’s ‘strict’ mode, and to migrate all FreeBSD specific options into
the configuration file (CVSROOT/cfg.pm). I’ll be looking for help soon
to write a guide on how to make use of these scripts for use in your own
repository. Anyone interested in helping should contact me at the above
email address.


PPP IPv6 Support


Brian Somers brian@freebsd-services.com


The software has been committed to -current and seems functional.
Outstanding issues include dealing with IPV6CP events (linkup & linkdown
scripts) and allocating site-local and global addresses (currently,
``iface add’’ is the only way to actually use the link).


Porting ppp to hurd & linux


Brian Somers brian@freebsd-services.com


Status is unchanged since last month. Patches have been submitted to get
ppp working under HURD, and mostly under Linux. There are GPL copyright
problems that need to be addressed. Many conflicts are expected after
the commit of IPv6 support in ppp.


pppoed


Brian Somers brian@freebsd-services.com


Making pppoed function in a production environment. All known problems
have been fixed and committed.


pppoa


Brian Somers brian@freebsd-services.com


I looked at bringing PPPoA into the base system, but could not because
of an overly restrictive distribution license on the Alcatel Speedtouch
modem firmware. It has been committed as a port instead and is running
live at a FreeBSD Services client site.


OLDCARD improvements


Warner Losh imp@FreeBSD.org


The OLDCARD improvements have been completed, except for a few edge
cases for older laptops with CL-PD6729/30 chips and some pci bios
issues. Some minor work will continue, but after 4.4R is released, only
a few remaining bugs will be fixed before the author moves on to greener
fields of NEWCARD development.


jpman project


Kazuo Horikawa horikawa@psinet.com man-jp@jp.FreeBSD.org


Targeting 4.4-RELEASE, one team has been translating newly MFC’ed
section [125678] manpages. The other team has been updating section 3
since May and one third (1/3) is finished. The port ja-groff is updated
to be groff-1.17.2 based, and now it has the same functionality as base
system does. The port ja-man is updated to have the search capability
under an architecture subdirectory, as base system does. The
doc/ja_JP.eucJP/man hierarchy update (adding architecture
subdirectories) is planned after 4.4-RELEASE.


ARM port


Stephane Potvin sepotvin@videotron.ca


Basic footbridge support is now functional and the kernel is now able to
probe the pci bus. Access primitives for the bus are still missing so I
can’t attach any drivers yet.


SYN cache implementation for FreeBSD


Jonathan Lemon jlemon@FreeBSD.org


The syncache implementation is completed, and currently under testing
and review. The code should be committed to -current in the near future,
and a patchset for -stable made available.


Compressed TCP state


Jonathan Lemon jlemon@FreeBSD.org


State information for TCP connections is primarily kept in the TCP/IP
control blocks in the kernel. Not all of the TCP states make use of the
entire structure, and significant memory savings can be had by using a
cut-down version of the state in some cases. The first phase of this
project will address connections that are in the TIME_WAIT state by
moving them into a smaller structure.


This project has completed the initial research and rough design phases,
with actual code development starting immediately.


Network SMP locking


Jonathan Lemon jlemon@FreeBSD.org


For 5.0, the goal is for the network stack to run without the Giant
lock. Initial development in this area may focus on partitioning the
code and data structures into distinct areas of responsibilities. A
first pass of locking may involve using a several smaller mini-giant
code locks in order to reduce the problem to a manageable size.


Progress for this month includes the creation of a perforce repository
to officially track the locking changes, and the initial submission of
locks for the &ifnet list. Some code cleanup has also been done to the
main tree in order to better support future locking additions.


Network device nodes


Jonathan Lemon jlemon@FreeBSD.org


Currently, all network devices (fxp0, lo0, etc) exist in their own
namespace, and are accessed through a socket interface. This project
creates device nodes in /dev for network devices, and allows control and
access in that fashion.


This is experimental work, and suggestions for APIs and functionality
are strongly encouraged and welcomed. In is not clear whether it will be
possible (or desirable) to provide the exact same set of operations that
can be done through the socket interface.


Benefits of approach include the fact that a kqueue filter can be
attached to a network device for monitoring purposes. Initial code
exists to send a kq event whenever the network link status changes.
Other benefits may include better access control by using filesystem
ACLs to control access to the device.


RELNOTESng


Bruce Mah bmah@FreeBSD.org


RELNOTESng, the DocBook-ified set of release documentation files, has
been merged to the RELENG_4 branch. 4.4-RELEASE will be the first
release of FreeBSD with the new-style release notes, hardware list, etc.
Some of these documents are being translated by the Japanese and Russian
translation teams.


Snapshots of RELNOTESng for CURRENT and 4-STABLE in HTML, text, and PDF
are available at the above URL and are updated irregularly but
frequently. Dima Dorfman <dd@FreeBSD.org> and Nik Clayton
<nik@FreeBSD.org> have been working to have automatically-generated
snapshots on the main FreeBSD web site.


On my TODO list: 1) Resynchronize the FreeBSD installation document with
the installation chapter in the Handbook. 2) Update the hardware lists
(with particular emphasis on PCCARD and USB devices). 3) Update the
infrastructure to allow the architecture-dependent parts of RELNOTESng
to scale to more hardware platforms.


FreeBSD/sparc64 port


Jake Burkholder jake@FreeBSD.org Thomas Moestl tmm@FreeBSD.org Robert
Drehmel robert@FreeBSD.org


Sparc64 development is still continuing rapidly and we’re making some
excellent progress. Of note, some problems with the way the pmap module
implements copy-on-write mappings have been fixed and fork() now works
as expected, support for signals has been added, and the port has been
updated for KSE in the perforce repository. Thomas Moestl has begun work
on pci bus support, and a basic nexus bus for sparc64 has been written.
The driver for the Sun `Psycho’ and `Sabre’ UPA-to-PCI bridges and
associated code has been ported from NetBSD (the Sabre is the on-chip
version found in the UltraSparc IIi and IIe). PCI configuration, I/O and
memory space accesses do already work, as well as interrupt assignment
and delivery for devices attached directly to the bridge, and the first
PCI device drivers can attach and seem to work mostly. Interrupt routing
and busdma support still need much work.


Documentation Project


Nik Clayton nik@FreeBSD.org Documentation Project doc@FreeBSD.org


The Handbook has been the main focus of activity this month. Due to go
to the printers on the 15th a vast amount of new content has been
submitted and committed. This includes a complete rewrite of the
“Installing FreeBSD”, which massively expands the amount of information
available to people new to FreeBSD. It even includes screenshots.


http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/install.html


Comments, and contributions are, of course, welcome.


IP Multicast Routing support


Bill Fenner fenner@FreeBSD.org


FreeBSD’s IP Multicast Routing support was recently updated in several
ways. One big change is that it’s now able to be loaded as a KLD instead
of statically compiled into the kernel; this is especially useful for
experimentation or updating of an existing system. It also now coexists
nicely with the kernel IP encapsulation infrastructure, so that
multicast tunnels can better coexist with MobileIP, certain IPSec
tunnels and generic IPv4-in-IPv4 tunnels.


Mbuf SMPng allocator


Bosko Milekic bmilekic@FreeBSD.org


The allocator appears to be stable. Mbtypes statistics have been
re-activated thanks, in part, to Jiangyi Liu <jyliu@163.net> although
the diff has not yet been committed (I’m just in the process of cleaning
it up a little and final testing). More work to come: cleanups, follow
TODO from the original commit, and perhaps an eventual generalization of
the allocator for various network-related allocations (in a more distant
future).


RAIDframe for FreeBSD


Scott Long scottl@FreeBSD.org


After two months of little progress, RAIDframe work is gearing up again.
The port to -stable has some known bugs but is fairly stable. The port
to -current was recently completed and patches will be released soon.
RAIDframe is a multi-platform RAID subsystem designed at CMU. This is a
port of the NetBSD version by Greg Oster.


aac driver


Scott Long scottl@FreeBSD.org


The aac driver has been given a lot of attention lately and is now
nearly feature complete. Changes include crashdump support, correct
handling of controller initiated commands, and more complete management
interface support. The Linux RAID management tool available from Dell
and HP now fully works; a FreeBSD native version of the tool is also in
the works. These changes have been checked into -current, and will
appear in -stable once 4.4 has been released.


Problem Reports


Poul-Henning Kamp phk@FreeBSD.org


We are making some progress, we are now down to 2170 open PR’s down from
an all time high of 3270 just 3 months ago. The aim is still to get rid
of all the dead-wood in the PR database so only relevant PRs in the
database. A big thanks from me to the people who have made this happen!


network device cloning


Brooks Davis brooks@FreeBSD.org


Support for cloning vlan devices via ifconfig has been committed to
-current and will be MFC’d after further testing. Additionally, Maksim
Yevmenkin submitted code to allow cloning of tap and vmnet devices on
devfs systems. Code for faith and stf should be committed shortly.


ia64 Port


Doug Rabson dfr@FreeBSD.org


Current status is that the ia64 kernel builds and runs in a simulator
environment up to single user mode and has been tested lightly in that
environment. My current focus is on completing the ia64 loader so that I
can start to get kernels working on the real hardware. The loader is
coming along well and I expect to be able to load kernels (but not
necessary execute them) soon.


libh Project


Alexander Langer alex@FreeBSD.org Nathan Ahistrom nra@FreeBSD.org


I have access to the libh CVS repo again and am testing a new, OBJDIR
capable build structure at the moment. Done that, I’m going to continue
testing the package library and implement the missing functionality.
Currently, import of libh into the base system is under discussion (arch
mailinglist). Now that 5.0-RELEASE has been shifted, I want 5.0 ship
with a libh installer and package system. We can really need people who
are good in C++, are able to understand what the current implementation
does and also feel that working on libh is fun and thus are willing to
help.


GNOME Desktop for FreeBSD


Maxim Sobolev sobomax@FreeBSD.org FreeBSD GNOME Team gnome@FreeBSD.org


Getting GNOME Fifth-Toe metaport ready for 4.4-RELEASE was the main
focus of activity this month. In the process many components were
updated, many bugs were tracked down and solved, which allowed to make
this 97-component meta-package building and working properly.


Next month the project will be focused on organizing work of the FreeBSD
GNOME Team as well as on attempts to increase amount of people
participating in the team (anybody who is willing to participate is
welcome to drop a note to gnome@FreeBSD with a short explanation of how
he/she could help).


fbsd-nvdriver


Erik Greenwald erik@floatingmind.com Joel Willson
siigorny@linuxsveeden.borkborkbork


NVIDIA Corporation releases Linux drivers by using a combination of
binary object files and source (under a constrictive license). The
FreeBSD NVIDIA driver project aimed to completely replace the source
component of the driver using code targeting FreeBSD 4.3 and released
under the BSD license. The binary module provided is supposedly the same
module used on Windows, BeOS, and OS/2, so it should be portable between
different i80x86 based OS’s.


The project is currently on indefinite hold. Our contact at NVIDIA
seemed enthusiastic about the project, and was fairly quick about
returning email, but when we discovered issues that prevented porting
without changes to the binary component or error codes we needed
deciphered, Nick (the contact) said he’d look into it and never got
back. The first major problem was the ioctl interface, the NVIDIA driver
passes a pointer and depends on the kernel side to copyout the right
amount, where FreeBSD expect the parameters to be correct and the
copyout is performed by the subsystem. This was worked around using Dave
Rufinos “ioctl tunnel” idea. After that, we found that X refused to load
and traced it down to an ioctl defined in the binary component erroring.
We cannot tell what that ioctl is, were told that we could not sign an
NDA for source to that component, and have been waiting a month for Nick
to “look into it”. Therefore progress is impossible (without breaking
the license) and we believe that the flaws make the driver unportable to
any *nix other than Linux.


FreeBSD Release Engineering


FreeBSD Release Engineer Team re@FreeBSD.org


The FreeBSD release engineering process for FreeBSD 4.4 started to ramp
up around August 1st when the “code slush” took affect. During this time
all commits to the RELENG_4 branch were reviewed by re@FreeBSD.org
(over 250 code snippets had to be reviewed). After the first release
candidate on August 15th, all submissions were scrutinized under a more
strict potential risk vs benefit curve. The best way to help get
involved with the release engineering process is to simply follow the
low volume freebsd-qa mailing list, help out with the neverending supply
of PRs related to our installation tools (sysinstall), or to work on a
possible next-generation replacement for our installation technology,
such as the libh or OpenPackages projects.


Many companies donated equipment, network access, or paychecks to
finance these activities. Including Compaq, Yahoo!, Wind River Systems,
and many more.


Improved TCP Initial Sequence Numbers


Mike Silbersack silby@silby.com


In mid March, 2001, Tim Newsham of Guardent identified an attack
possible against the initial sequence number generation scheme of
FreeBSD (and other OSes.) In order to guard against this threat, a
randomized sequence number generation scheme was ported over from
OpenBSD and included in 4.3-release. Unfortunately, non-monotonic
generation was found to cause major problems with applications which
initiate continuous, rapid connections to a single host.


In order to restore proper operation under such circumstances while
still providing strong resistance against sequence number prediction,
FreeBSD 4.4 uses the algorithm specified in RFC 1948. This algorithm
hashes together host and port information with a piece of secret data to
generate a unique sequence number space for each connection. As a
result, outgoing initial sequence numbers are again monotonic, but also
unguessable by an attacker.


LOMAC


Brian Feldman green@FreeBSD.org


The port of LOMAC to FreeBSD is progressing well, and already has a very
high level of stability (no known outstanding bugs!). Aspects which have
already been implemented include a stacking filesystem overlay with
fully-functional access controls (for files and directories) based on
path names, access controls for sending signals, and file-backed-memory
revocation for processes.


SMPng


John Baldwin jhb@FreeBSD.org Peter Wemm wemm@FreeBSD.org


Updates to things from last month:



		The ast() fixes were committed last month.


		The work on the preemptive kernel is stalled for the time being. It
is still unstable on Alpha and SMP systems.





New stuff since last month:



		sx locks now support upgrades and downgrades.


		Witness now supports lock upgrades and downgrades.


		Jason Evans has committed a semaphore implementation.


		Matt Dillon has pushed Giant down into all of the syscalls.


		John Baldwin has been working on proc locking in a p4 ‘jhb_proc’
branch.


		John is also currently working on making the ktrace code use a work
thread to asynchronously write trace data out to the trace file. This
will make ktrace safe almost completely MP safe with the exception
that a few ktrace events need Giant in order to call malloc(9) and
that ktrgenio() is still synchronous. Specifically, however,
ktrpsig(), ktrsysret(), and ktrcsw() no longer need Giant.


		Jonathan Lemon has started work on locking the network stack in a p4
‘netlock’ branch.





FreeBSD Java Project


Greg Lewis glewis@eyesbeyond.com


Most of the work this month has focused on development of the native JDK
1.3.1 patchset. The 3rd patchset is out and has been accompanied with
the creation of a FreeBSD “port”. This has allowed early adopters much
easier access to the code and naturally resulted in a number of bugs
being found. Development work has mostly focused on fixing these
problems and the project is now set to release fourth patchset over the
weekend, which should see the JDK in a reasonably usable state. One of
the big challenges left is producing a working HotSpot JVM, which looks
like it will require some heavy hacking.


We also welcome OpenBSD’s Heikki Korpela to the porting team :)


floppy driver overhaul


Joerg Wunsch j@uriah.heep.sax.de


As part of some ongoing development activity, the floppy driver (fdc(4))
enjoyed some overhaul in the past which is part of an ongoing process.
Automatic density selection will come next, something i meant to
implement for years now. As part of that, the entire density selection
stuff has been rewritten. 2.88 MB floppies are on the wishlist as well,
but I need a working 2.88 drive before attempting to implement that.


sppp(4) merge


Joerg Wunsch j@uriah.heep.sax.de


sppp(4) should be merged with the ISDN4BSD offspring variant. This will
merge some features and bugfixes from the i4b branch (like VJ
compression), and eventually end up in a single sppp(4) in the tree.
While being at that, incorporating many changes and bugfixes from NetBSD
is considered as well.


KAME


Munechika Sumikawa sumikawa@FreeBSD.org


The KAME project (http://www.kame.net/) has merged its IPv6 and IPsec
implementation as of July 2001 to FreeBSD CURRENT and STABLE, in
cooperation with some contributors of the project. The latest code
includes a number of bug fixes, has been fully tested in FreeBSD STABLE,
and will appear in FreeBSD 4.4 RELEASE. Thus, the new RELEASE version
will be quite stable in terms of IPv6 and IPsec.


The project has assigned a talented guy to be responsible for merge from
KAME to FreeBSD, so future merge efforts will be smoother.


TrustedBSD


Robert Watson rwatson@FreeBSD.org trustedbsd-discuss@TrustedBSD.org


The TrustedBSD project continues to move ahead, with progress made in
the ACL, Capability, and MAC implementations. In addition, support from
DARPA is permitting new work to improve the extended attribute code,
improve security abstractions, and work on security documentation. Due
to the push-back of the FreeBSD 5.0 release, it should now be possible
to include a complete MAC implementation in that release. Specific
status reports appear for components where substantial progress is being
made.


TrustedBSD Capabilities


Robert Watson rwatson@FreeBSD.org Thomas Moestl tmm@FreeBSD.org
trustedbsd-discuss@TrustedBSD.org


Capabilities support is currently being committed to the base FreeBSD
tree–userland libraries are now fully committed, and kernel
infrastructure is being integrated.


BSDCon Europe


Paul Richards paul@freebsd-services.com


Planning for BSDCon Europe is going well. We’re still accepting
proposals for talks but the schedule is starting to fill up so we may
not be for much longer.


An update of the site that includes accommodation information, a
preliminary schedule, a list of speakers and an online payment page will
be launched on Wednesday 19 September.


The fee will be £150 for individuals and £250 for corporations. The
individual pricing is valid only until the end of September, the price
will rise to £200 for October and late registrations in November will be
£250.


The updated website will include a list of sponsorship options, we’re
still looking for more sponsorship.
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Introduction


This months report covers activity during the second half of October,
and the month of November. During these months, substantial work was
performed to improve system performance and stability, in particular
addressing concerns regarding regressions in network performance for the
TCP protocol, and via the introduction of polled network device driver
support. Work continues on long-term architectural projects for 5.0,
including KSEs, NEWCARD, and TrustedBSD, as well as the cleaning up of
long-standing problems in FreeBSD, such as PAM integration.
Administrative changes are also documented, including work to redefine
and formalize the release engineering process, and the approval of a new
portmgr group which will administer the ports collection.


FreeBSD users and developers are strongly encouraged to attend the
USENIX BSD Conference in February of next year; it is expected that this
will be a useful forum both for learning about FreeBSD and on-going
work, as well as providing an opportunity for developers to work more
closely and act as a vehicle for discussion and round-the-clock hacking.
More information is available at the USENIX web site.


Robert Watson


TCP Performance Improvements


Matthew Dillon dillon@FreeBSD.org


A number of serious TCP bugs effecting throughput snuck into the system
over the last few releases and have finally been fixed. TCP performance
should be greatly improved for a number of cases, including TCP/NFS.


Intel Gigabit Driver: wx desupported


Matthew Jacob mjacob@feral.com


The wx driver is desupported and removed from -current. No further
support for wx in -stable is planned. Newer and better drivers are now
in the tree.


Fibre Channel Support


Matthew Jacob mjacob@feral.com Qlogic ISP Host Adapter Software


Ongoing bug fixes. Work is underway, to be integrated shortly, that
makes the cross platform endian support easier and will prepare the
FreeBSD version for eventual sparc64 and PowerPC usage.


TrustedBSD Audit


John Doe trustedbsd-audit@trustedbsd.org TrustedBSD Project Homepage


Currently, we are exploring a variety of strategies to learn about the
implementation and performance issues in order to have a solid design.
One of our main goals will be to use a standardized interface to the
system, whether it be POSIX.1e, or another of the other standards,
because as they say “Standards are great because you have so many to
choose from.” Hopefully within the next month or so, we will populate
the perforce TrustedBSD tree with an agreed upon framework that is ready
for serious final work.


Pluggable Authentication Modules


Mark Murray markm@FreeBSD.org Dag-Erling Smørgrav des@FreeBSD.org


On the code side, a number of libpam bugs have been fixed; a new PAM
module, pam_self(8) , has been written; and preparations have been
made for the transition from /etc/pam.conf to /etc/pam.d .


On the documentation side, new manual pages have been written for
pam_ssh(8) , pam_get_item(3) and pam_set_item(3) , and work
has started on a longer article about PAM which is expected to be
finished by the end of the year.


A lot of work still remains to be done to integrate PAM more tightly
with the FreeBSD base system—particularly the passwd(1) ,
chpass(1) etc. utilities—and ports collection.


Status Report: mb_alloc (-CURRENT mbuf allocator)


Bosko Milekic bmilekic@FreeBSD.org Code Dump and Preliminary Results


Presently re-style(9)ing mbuf code with the help of Bruce (bde). The
next larger step is approaching: to better performance, as initially
planned, not have reference counters for clusters allocated separately
via malloc(9). Rather, use some of the [unused] space at the end of each
cluster as a counter; since this space is totally unused and since ref.
counter <–> mbuf cluster is a one-to-one relationship, this is most
convenient.


FreeBSD 4.5 Release Engineering


Murray Stokely murray@FreeBSD.org FreeBSD Release Engineering. FreeBSD
4.5 Release Process / Schedule.


Release engineering activities for FreeBSD 4.5 have begun. An overview
of the entire process has been added to the FreeBSD web site, along with
a specific schedule for 4.5. The code freeze is scheduled to start on
December 20. The team responsible for responding to MFC requests sent to
re@FreeBSD.org for this release is: Murray Stokely, Robert Watson, and
John Baldwin. Some of our many goals for this release include closing
more installation-related problem reports, being more conservative with
our approval of changes during the code freeze, and continuing to
document the entire process. For suggestions or questions about FreeBSD
4.5 release activities, please subscribe to the public
freebsd-qa@FreeBSD.org mailing list.


Web site conversion to XML


Nik Clayton nik@FreeBSD.org


Work is (slowly) progressing on converting the web site to use pages
marked up in a simple XML schema, and then generating HTML and other
output formats using XSLT style sheets. The work so far can be tested by
doing “cvs checkout -r XML_XSL_XP www” and then “cd www/en; make
index.html”. Take a look at index.page in the same directory to see the
source XML. The CVS logs for index.page contain detailed instructions
explaining how index.page was generated from its earlier form.


FreeBSD in Bulgarian


Peter Pentchev roam@FreeBSD.org


The FreeBSD in Bulgarian project aims to bring a more comfortable
working environment to Bulgarian users of the FreeBSD OS. This includes,
but is not limited to, font, keymap and locale support, translation of
the FreeBSD documentation into Bulgarian, local user groups and various
forms of on-line help channels and discussion forums to help Bulgarians
adopt and use FreeBSD.


Bulgarian locale support has been committed to FreeBSD 5.0-CURRENT (and
later merged into 4.x-STABLE on December 10th). A local CVS repository
for the translation of the FreeBSD documentation into Bulgarian has been
created.


New mount(2) API


Poul-Henning Kamp phk@FreeBSD.org Maxime Henrion mux@qualys.com


There is now some code ready for the new mount API, which has to be
reviewed and tested. If it is adopted, we will probably start converting
all the filesystems, as well as other code in the kernel, to make them
use it. If you want to play with it, the patch is available at the above
URL.


Network interface cloning and modularity


Brooks Davis brooks@FreeBSD.org


Support for VLAN cloning has been merged from current and will ship with
4.5-RELEASE. Additionally, new rc.conf support for cloning interfaces at
boot has been MFD’d. Work is ongoing to MFC stf and faith cloning as
well as adding cloning for ppp devices and enhancing VLAN modularity.


Device Polling


Luigi Rizzo luigi@iet.unipi.it Web page with code and detailed
description.


This work uses a mixed interrupt-polling architecture to handle network
device drivers, giving the system substantial improvements in terms of
stability and robustness to overloads, as well as the ability to control
the sharing of CPU between network-related kernel processing and other
user/kernel tasks. Last not least, you might even see a moderate (up to
20-30%, machine dependent) performance improvement.


RELNOTESng


Bruce Mah bmah@FreeBSD.org


I’ve been working on making the Hardware Notes less i386-centric. This
will be especially important for -CURRENT as the ia64 and sparc ports
reach maturity; most of this work should be completed in time to be
MFC-ed for FreeBSD 4.5-RELEASE. I encourage any interested parties to
review the release documentation and send me comments or patches.


FreeBSD NVIDIA Driver Port


Matthew N. Dodd mdodd@FreeBSD.org News and Status. FTP directory.


The port of the driver is around 90% feature complete. AGP support and
“Registry” support via sysctl need to be finished/implemented. The
NVIDIA guys are working on a build of the X11 libs and extensions for
FreeBSD; once this is done hardware accelerated direct rendering should
work. The previous version this driver is no longer available. I’m
planning on making a snapshot of my code once I chase out a few more
bugs.


Please note that development is taking place under -CURRENT right now; a
port to -STABLE will be available at some later time.


jp.FreeBSD.org daily SNAPSHOTs project


Makoto Matsushita matusita@jp.FreeBSD.org Project Webpage Anonymous FTP


jp.FreeBSD.org daily SNAPSHOTs project is yet another snapshots server
that provides latest 4-stable and 5-current distribution. You also find
installable ISO image, live filesystem, HTMLed source code with search
engine, and more; please check project webpage for more details.


UDF Filesystem


Scott Long scottl@FreeBSD.org UDF Filesystem.


Modest gains have been made on the UDF filesystem since the last report.
Reading of files from DVD-ROM now works (and is fast, according to some
reports), and there is preliminary support for reading from CD-RW media.
The CD-RW support has only been tested against CD’s created with
Adaptec/ Roxio DirectCD, and much, much more testing is needed. Once
this support is solid, I plan to check it into the tree and start work
on making the filesystem writable.


NEWCARD/OLDCARD Status report


Warner Losh imp@FreeBSD.org


Not much to report. A number of minor bugs in OLDCARD have been
corrected. A larger number of machines now work. Additional work on
ToPIC support has been committed, but continued lack of a suitable ToPIC
machine has left the author unable to do much work. A few stubborn
machines still need to be supported (the author has an example of one
such machine, so there is hope for it being fixed. Some pci related
issues remain for both OLDCARD and NEWCARD.


NEWCARD work is ramping up, while OLDCARD work is ramping down. A number
of things remain to be done for NEWCARD, including suspend/ resume
support, generic device arrival/removal daemon and hopefully automatic
loading of drivers. A number of current pccard drivers still need to be
converted to NEWBUS. Several Chipset issues remain, as does the merging
of isa pccard bridge code with the pccbb code.


GEOM - generalized block storage manipulation


Poul-Henning Kamp phk@FreeBSD.org Old concept paper here.


This project is now finally underway, thanks to DARPA and NAI getting a
sponsorship lined up. The infrastructure code and data structures are
currently taking form inside a userland simulation harness.


jpman project


Kazuo Horikawa horikawa@FreeBSD.org User and developer information (in
Japanese).


Targeting 4.5-RELEASE, we continued to revising
doc/ja_JP.eucJP/man/man[1256789] to catch up with RELENG_4. Section 3
updating has 45% finished.


LOMAC Status Report


Brian Feldman green@FreeBSD.org NAI Labs’ LOMAC page


A FreeBSD -CURRENT snapshot with LOMAC is currently being prepared, with
aid of Perforce on the “green_lomac” branch. Very soon there should be
a working demonstration installation CD of FreeBSD with LOMAC, including
the ability to enable LOMAC in rc.conf with sysinstall, being a
legitimate “out-of-the-box” FreeBSD experience. Actual release build is
pending debugging issues with program start-up (especially xdm).


ATA Project Status Report


Søren Schmidt sos@FreeBSD.org


Work is underways to support failing mirror disks better and handle
hotswapping in a new replacement disk and have it rebuild automagically.


Support for the Promise TX4 is now working in my lab, seems they did the
PCI-PCI bridging in the not so obvious way.


Plans are in the works to backport the -current ATA driver to -stable
with hotswap and the works. Now that -current is delayed I’m working on
ways to give me time to get this done, since I’ve had lots of requests
lately and we really can’t let down our customers :).


SMART support is being worked on, but no timelines yet.


Although not strictly ATA, Promise has equipped me with a couple
SuperTrak sx6000 RAID controllers, they take 6 ATA disks and does
RAID0-5 in hardware. I have done a driver (its an I2O device) for both
-current and -stable and it works beautifully with hotswap the works. It
will enter the tree when it is more mature, and I have an agreement with
Promise on how we handle userland control util etc. BTW it seems it can
also be used as a normal 6 channel PCI ATA controller, a bit on the
expensive side maybe...


Revised {mode,log}page support for camcontrol


Kelly Yancey kbyanc@FreeBSD.org


Extending camcontrol’s page definition file format to include both
modepage and logpage definitions; adding support to camcontrol to query
and reset log page parameters. Consideration is being made to possibly
include support for diagnostic and vital product data pages, but that is
outside the current project scope. New page definition file format
includes capability to conditionally include page definitions based on
SCSI INQUIRY results allowing vendor-specific pages to be described
also. Approximately 80% complete.


FreeBSD C99 & POSIX Conformance Project


Mike Barcroft mike@FreeBSD.org FreeBSD-Standards Mailing List
standards@FreeBSD.org


Work on the FreeBSD C99 & POSIX Conformance Project is progressing
nicely. Since the last status report, two new headers have been added
[<stdint.h> and <inttypes.h>], several new functions implemented
[atoll(3), imaxabs(3), imaxdiv(3), llabs(3), lldiv(3), strerror_r(3),
strtoimax(3), and strtoumax(3)], and changes to assert(3) and printf(3)
were made to support C99. More printf(3) changes are in the works to
support the remaining C99 and POSIX requirements. Additionally, research
was done into our POSIX Utility conformance and a list of tasks was
derived from that research.


Several other interesting events occurred during November and the
beginning of December. The project mailing list was moved to the
FreeBSD.org domain, and is now available at standards@FreeBSD.org. On
December 6, 2001, the IEEE Standards Board approved the Austin Group
Specification as IEEE Std 1003.1-2001, thus making the work we’re doing
ever more important.


Improving FreeBSD startup scripts


Doug Barton Committer DougB@FreeBSD.org Gordon Tetlow Contributor
gordont@gnf.org Improving FreeBSD startup scripts Luke Mewburn’s papers
NetBSD Initialization and Services Control


<– from http://groups.yahoo.com/group/FreeBSD-rc/ –>


This group is for discussion about the startup scripts in FreeBSD,
primarily the scripts in /etc/rc*. Primary focus will be on
improvements and importation of NetBSD’s excellent work on this topic.


<– from Gordon Tetlow’s ranting –>


Due to personal commitments by the folks working on this project we have
been unable to spend much time porting the rc.d infrastructure into the
FreeBSD boot framework.


Currently, the system will boot (with a little fudging) just before
network utilization. There are patches floating around for this (see the
-arch list from September).


KSEs


Julian Elischer julian@FreeBSD.org My web-page with links Jason Evans’
KSE page.


I have been working behind the scenes on design rather than programming
for this last month. I have been working however in the p4 tree to make
the system run with the thread structure NOT a part of the proc
structure (a prerequisite for threading)


Ports Manager Team (portmgr)


Will Andrews will@FreeBSD.org Ports build cluster


After a discussion with the Core Team about our status regarding the
ports collection, we heard from them that they’d decided to recognize us
as the final authority for approving ports committers. We’ve spent the
last few weeks working on our ports build cluster (see the link) and
trying to find ways to improve it for the ports development community.
We’ve also handled a few minor issues in the ports collection.


TrustedBSD Project


Robert Watson rwatson@FreeBSD.org TrustedBSD Home Page


The TrustedBSD Project continued focusing development efforts on
fine-grained Capabilities and Mandatory Access Control this month.
Kernel support for capabilities is essentially complete, and efforts are
underway to adapt userland applications to use Capabilities. The login
process has been updated to allow users to run with additional privilege
based on /etc/capabilities. The MAC implementation work has also been
active, with improved support for the labeling of IPC objects, including
better integration into the network stack. Both development trees have
been updated to work with recent KSE-related developments, as well as
exist more happily in a fine-grained SMP kernel. Initial audit-related
work appears in a separate entry.


Development of TrustedBSD source code was moved to the FreeBSD Perforce
repository, permitting better source code management. As such, the
TrustedBSD development trees will now be available via cvsup.


SMPng Status Report


John Baldwin jhb@FreeBSD.org smp@FreeBSD.org


October ended up being a bit busier than November for SMPng. During
October, Peter Wemm finally finished the ambitious task of unwinding all
the macros in NFS and splitting it up into two halves: client and
server. Andrew Reiter also submitted some code to add locks to
taskqueues, and the folks working on the TTY subsystem designed the
locking strategy they will be using. Per-thread ucred references were
also added for user traps and syscalls. Once the necessary locking on
the process ucred references is committed, this will allow kernel code
to access the credentials of the current thread without needing locks
while also ensuring that a thread has constant credentials for the
lifetime of a syscall. November only saw a few small bug fixes
unfortunately, but December is already shaping up to be a very active
month, so next month’s report should be a bit more interesting.


In non-coding news, the website for the SMPng project has moved from its
old location to the new location above. Also, I have completed a paper I
am presenting for BSDCon regarding the SMPng project. The paper will be
available in the conference proceedings and will be available online
after the conference as well.
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Introduction


This report covers &os;-related projects between October and December
2012. This is the last of four reports planned for 2012.


Highlights from this status report include a very successful EuroBSDCon
2012 conference and associated FreeBSD Developer Summit, both held in
Warsaw, Poland. Other highlights are several projects related to the
FreeBSD port to the ARM architecture, extending support for platforms,
boards and CPUs, improvements to the performance of the pf(4) firewall,
and a new native iSCSI target.


Thanks to all the reporters for the excellent work! This report contains
27 entries and we hope you enjoy reading it.


The deadline for submissions covering the period between January and
March 2013 is April 21st, 2013.


proj Projects bin Userland Programs team &os; Team Reports kern Kernel
docs Documentation arch Architectures ports Ports misc Miscellaneous


&os; on BeagleBone


Tim Kientzle kientzle@FreeBSD.org Oleksandr Tymoshenko gonzo@FreeBSD.org
Damjan Marion dmarion@FreeBSD.org Brett Wynkoop wynkoop@wynn.com


&os; on BeagleBone is benefiting from the general work on ARM stability
being done by many people, and is proving to be a nice testbed for our
ARMv7 support. All ongoing work is happening now directly in -CURRENT
and we expect it to be in pretty good shape by the time 10.0 ships.


The network driver is now pretty stable; the system should be useful as
a small network device.


Occasional system snapshots are being built and advertised for people to
test. Ask on freebsd-arm@ if you’d like to try the newest one.


We need someone to finish the USB driver. Ask if you’d like to take this
over.


MMCSD performance is still rather poor.


There’s been discussion of how to improve the GPIO configuration and
pinmux handling to simplify hardware experimentation. If we had more
people to help build drivers, we could start supporting some of the
BeagleBone capes.


Mostly we just need people to use it and report any issues they
encounter.


BHyVe


Neel Natu neel@FreeBSD.org Peter Grehan grehan@FreeBSD.org


BHyVe is a type-2 hypervisor for &os;/amd64 hosts with Intel VT-x and
EPT CPU support. The bhyve project branch was merged into CURRENT on Jan
18. Work is progressing on performance, ease of use, AMD SVM support,
and being able to run non-&os; operating systems.



		Booting Linux/*BSD/Windows





2. Moving the codebase to a more modular design consisting of a small
base and loadable modules


3. Various hypervisor features such as suspend/resume/live
migration/sparse disk support


BSD-licenced patch(1)


Pedro Giffuni pfg@FreeBSD.org Gabor Kovesdan gabor@FreeBSD.org Xin Li
delphij@FreeBSD.org Home for BSD patch (deprecated)


&os; has been using for a while a very old version of GNU patch that is
partially under the GPLv2. The original GNU patch utility is based on an
initial implementation by Larry Wall that was not actually copyleft.
OpenBSD did many enhancements to an older non-copyleft version of patch,
this version was later adopted and further refined by DragonFlyBSD and
NetBSD but there was no centralized development of the tool and &os;
kept working independently. In less than a week we took the version in
DragonFlyBSD and adapted the &os; enhancements to make it behave nearer
to the version used natively in &os;. Most of the work was done by Pedro
Giffuni, adapting patches from sepotvin@ and ed@, and additional
contributions were done by Christoph Mallon, Gabor Kovesdan and Xin Li.
As a result of this we now have a new version of patch committed in
head/usr.bin/patch that you can try by using WITH_BSD_PATCH in your
builds. The new patch(1) doesn’t support the &os;-specific -I and -S
options which don’t seem necessary. In GNU patch -I actually means
‘ignore whitespaces’ and we now support it too.


Testing. A lot more testing.


Common Flash Interface (CFI) driver improvements


Brooks Davis brooks@FreeBSD.org


The Common Flash Interface provides a common programming interface for a
wide range of NOR flash devices commonly found in embedded systems. I
have developed a number of improvements to the cfi(4) device when used
on Intel StrataFlash parts. Unnecessary erase cycles are now avoided,
devices that require single word writes only write changed words, and
multi-word writes are supported for Intel and Sharp devices.
Additionally the timeout code has been reworked and no longer imposes
unneeded latency on operations taking less than 100us. With all of these
changes streaming write speed has improved by more than an order of
magnitude. Once these changes are reviewed they will be committed to
HEAD.


This work was sponsored by DARPA and AFRL.


Native iSCSI Target


Edward Tomasz Napierała trasz@FreeBSD.org


During the October-December time period, the Native iSCSI Target project
progressed to the working prototype stage. Most of this time was spent
writing kernel-based part, an iSCSI frontend to the CAM Target Layer.
The frontend handles iSCSI Full Feature phase after ctld(8) hands off
the connection. The istgt-derived code in ctld(8) was rewritten from
scratch; now it’s much shorter and more readable. The ctladm(8) utility
gained iSCSI-specific subcommands to handle tasks such as listing iSCSI
sessions or forcing disconnection. The target works correctly with the
&os; initiator.


NFS Version 4


Rick Macklem rmacklem@FreeBSD.org


The NFSv4.1 client, including support for pNFS for the Files Layout
only, has now been committed to head/current. Work on NFSv4.1 server
support has just been started and will hopefully be ready for
head/current this summer. The client side disk caching of delegated
files is progressing and the code is under projects/nfsv4-packrats in
the subversion repository. Someone is working on server side referrals
and, as such, I hope this might make it into 10.0 as well.


Unprivileged install and image creation


Brooks Davis brooks@FreeBSD.org


In order to make it easier to build releases and embedded system disk
images I have been adding infrastructure to allow the install and
packaging stages to the &os; build progress to run without root
privilege. To this end I have added two options to the toplevel build
system: The -DDB_FROM_SRC option allows the install to proceed when
the required set of passwd and group entires does not match the host
system. The -DNO_ROOT option causes files to be installed as the
running user and for metadata such as owner, group, suid bits, and file
flags to be logged in a ${DESTDIR}/METALOG file.


This work required the import of NetBSD’s mtree and the addition of
a number of features from NetBSD to install. I have added all &os;
features to NetBSD’s mtree and imported it as nmtree. Before
&os; 10.0 is released I will replace our version. I have also added all
required features to install. Changes to makefs were required to
parse the contents of the METALOG file.


These new features required importing new versions of the pwcache(3) and
vis(3) APIs from NetBSD so those portions of libc.


In addition to modifying build infrastructure to use the new features of
mtree and install. I corrected a number of cases of files being
installed by programs other than install or being installed more
than once. A few known instances of duplicate directories in the output
exist, but the results are usable in some contexts.


I plan to MFC these changes as far back as the stable/8 branch to make
it possible to build all supported releases without root privilege.


This work was sponsored by DARPA and AFRL.


Add support for -DNO_ROOT to src/release/Makefile so that
releases can be built without root privilege.


Create a tool to install partition tables and file system images in disk
image files without the use of mdctl, gpart, and dd.


SMP-Friendly pf(4)


Gleb Smirnoff glebius@FreeBSD.org


The project is aimed at moving the pf(4) packet filter out of a single
mutex, as well as in general improving of the &os; port. The project has
reached its main goal. The pf(4) is no longer covered by single mutex
and contention on network stack on pf(4) is now very low. The code is
production ready. The projects/pf branch had been merged to the head
branch and will be available in 10.0-RELEASE.


&os; on Raspberry Pi


Oleksandr Tymoshenko gonzo@FreeBSD.org


&os; is running on Raspberry Pi and supports the following peripherals:



		USB controller


		SDHC controller


		Network


		Framebuffer (HDMI and composite)


		GPIO


		VCHI interface





Videocore tests (OpenGL, video decoding, audio, display access) work
with current VCHI driver implementation.


Add DMA mode support to USB driver. Some proof-of-concept code is done
but more work required to finish it.


Re-implement VCHI driver with more &os;-friendly locking.


Implement more drivers: SPI, PWM, audio.


pxe_http – booting &os; from apache


Sean Bruno sbruno@FreeBSD.org svn repo of project


Currently works with VirtualBox VMs and Apache 2.2 port.


Lots and lots of compile warnings exist with clang and gcc. This really
needs to be investigated.


Better support for other webservers. Currently needs Apache to work.


Needs another pass at basic documentation. Current documentation is
actually quite good from the original


Network stack needs audit. I’m not sure if the HTTP/TCP/UDP/IP code is
original or based on something else.


UEFI


Benno Rice benno@FreeBSD.org


There is code in the projects/uefi branch that can build a working
64-bit loader for UEFI. This loader can load a kernel and boot to a
mountroot prompt on a serial console on a system with ≤ 1GB of RAM. Full
multiuser has not yet been tested. Work is progressing towards having a
working syscons. The issue preventing boot on systems with > 1GB of RAM
has not yet been found. UEFI-compatible boot media can be generated
using in-tree tools, however there are issues with detecting the CD
filesystem and using it as the load default. The 64-bit UEFI loader can
load a 32-bit kernel but currently cannot hand over to it due to a lack
of code to switch to 32-bit mode. Further research is required into
Secure Boot.


bsdconfig(8)


Devin Teske dteske@FreeBSD.org Dev Tree Ports Tree Dev Depot


bsdconfig(8) is actively being developed in HEAD under the
WITH_BSDCONFIG build-requirement. Snapshots are occasionally taken and
made available through the ports system to make testing on 9.0-RELEASE
or higher easier on the testers. Currently HEAD is far beyond the
version 0.7.3 sitting in ports. Upcoming changes will push this to
version 0.8 bringing in the necessary frameworks required for in-depth
package management and distribution maintenance (read: one step closer
to full 1.0 release).


&os; Core Team


Core Team core@FreeBSD.org


In the fourth quarter, the Core Team granted access for 7 new
committers, and took 1 commit bit in for safekeeping.


The Core Team oversaw the response to the security incident in November
in cooperation with the security team, port managers, and cluster
administrators. For more information on the fallouts and response see
the official
announcement [http://www.FreeBSD.org/news/2012-compromise.html]. As a
result, 9.1-RELEASE was delayed until late December and was released
with a limited set of binary packages. The Core Team continues to work
with developers to rebuild, review, and restore the package building
infrastructure along with redports/QAT.


&os; Documentation Engineering


Glen Barber gjb@FreeBSD.org Marc Fonvieille blackend@FreeBSD.org Gábor
Kövesdán gabor@FreeBSD.org Hiroki Sato hrs@FreeBSD.org Documentation
Engineering Team Charter


The translations/, projects/ and user/ directories of the doc repository
have been opened with the announced policies in effect. These branches
are now actively used for translations work, editing the upcoming
printed version of the Handbook, and some doc infrastructure
improvements.


The next phase of the infrastructure improvements is in progress. It
will migrate to real XML tools (with the exception of Jade) for
validation and rendering. At the same time, the DocBook schema will be
updated to 4.5.


After long discussions, Google Analytics has been enabled on &os;.org
webpages but access to statistical data has to be solicited from the
Documentation Engineering Team on an individual and one time basis.


Since July, we have added two doc committers and one translator.


Help the ongoing work on printed edition of the Handbook.


Finish the migration to XML tools.


&os; Foundation


Deb Goodkin deb@FreeBSDFoundation.org


A strong year-end fundraising
campaign [http://www.FreeBSDFoundation.org/announcements.shtml#fundraising]
led to the raising $770,000 in 2012. Thank you to everyone who made a
donation to support &os;!


We published our year-end
newsletter [http://www.FreeBSDFoundation.org/press/2012Dec-newsletter.shtml]
that highlighted everything we did to support the &os; Project and
community during the second half of the year.


We were a Gold Sponsor for EuroBSDCon. We also attended the conference
and developer summit. Erwin Lansing organized and chaired the Ports and
Package Summit and Vendor Summit at EuroBSDCon 2012. We attended MeetBSD
developer summit November 2012.


George Neville-Neil organized and the Foundation sponsored the Bay Area
Vendor Summit November 2012. We were represented at LISA.


Kirk McKusick taught a tutorial and gave a keynote at EuroBSDCon 2012,
and Justin Gibbs gave a talk at ZFS Day, October 2012.


We talked to DNS server software vendors and participated in discussions
on our DNS implementation, specifically with regard to DNSSEC
validation, at CENTR Tech September 2012 (Amsterdam, the Netherlands)
and EuroBSDCon.


We visited companies to discuss their &os; use and to help facilitate
collaboration with the Project.


Robert Watson published ACM Queue and Communications of the ACM: A
decade of OS access-control
extensibility [http://queue.acm.org/detail.cfm?id=2430732] and Kirk
McKusick published ACM Queue and Communications of the ACM: Disks from
the Perspective of a File
System [http://queue.acm.org/detail.cfm?id=2367378].


We negotiated/supervised Foundation funded projects: porting &os; to the
Efika ARM platform, Capsicum Component Framework, Native iSCSI Target
implementation, and EUFI.


We negotiated/supervised/funded hardware needs in &os; co-location
centers.


Many board members provided support for recovery efforts following the
security compromise of &os;.org systems in late 2012.


We completed negotiation and provided legal counsel for the new website
privacy policy for the &os; Project.


We are now an industrial partner in the Cambridge/Imperial/Edinburgh
EPSRC REMS project on the Rigorous Engineering of Mainstream Systems.


We coordinated the Foundation’s discussion of Jira/Java; conclusion,
will continue to be supportive of OpenJDK and not restart proprietary
JDK support.


We implemented a donor management database to help with our fundraising
efforts. We also began working on automating the donation process.


We started the Faces of &os; Series where we share the story of a
Foundation grant recipient periodically. This allows us to spotlight
people who received Foundation funding to work on development projects,
run conferences, travel to conferences, and advocate for &os;.


We hired two technical staff members.


Postmaster


David Wolfskill postmaster@FreeBSD.org


The postmaster team has expanded, with the addition of Florian Smeets
(flo@FreeBSD.org).


We have implemented a Mailman “handler” to drop duplicate messages when
both copies are sent to the same list (under both the “long” (e.g.,
“freebsd-current”) and “short” (e.g., “current”) names).


We have created several new mailing lists:



		freebsd-course: educational course on &os;


		freebsd-numerics: Discussions of high quality implementation of libm
functions.


		freebsd-snapshots: &os; Development Snapshot Announcements


		freebsd-tcltk: &os;-specific Tcl/Tk discussions





We have also removed old mailing lists:



		freebsd-binup


		freebsd-www (merged into freebsd-doc)





AMD GPUs kernel-modesetting support


Alexander Kabaev kan@FreeBSD.org Jean-Sébastien Pédron
dumbbell@FreeBSD.org Konstantin Belousov kib@FreeBSD.org Project status
on the wiki Initial TTM port


Jean-Sébastien Pédron started to port the AMD GPUs driver from Linux to
&os; 10-CURRENT in January 2013. This work is based on a previous effort
by Alexander Kabaev. Konstantin Belousov provided the initial port of
the TTM memory manager.


As of this writing, the driver is building but the tested device fails
to attach.


Status updates will be posted to the &os; wiki.


Unmapped I/O


Jeff Roberson jeff@FreeBSD.org Konstantin Belousov kib@FreeBSD.org The
patch.


A well-known performance problem of &os; on large SMP hardware is the
need to invalidate TLB for all CPUs when instantiating and destroying
the VMIO buffers. Invalidation is performed by sending inter-processor
interrupt broadcast, which disrupts the execution path of each CPU, and
induces latency on the request itself. Since most I/O requests
processing require creation of the buffers to hold the data in the
kernel, TLB invalidation becomes an obstacle for I/O scalability on
many-CPU machines.


The work done for flushing the TLBs is especially meaningless since most
mappings created are not used for anything but copying the data from the
usermode to the kernel page cache forth and back. Most architectures
have already established facilities to perform such copies using much
faster techniques, for instance, the direct map on amd64, or specially
reserved per-CPU page frames or TLB entries on other architectures.


Jeff Roberson unified the machine-specific parts of the busdma(9),
making a common set of low-level functions available on each
architecture. This was committed as r246713. The end result is that the
new types of the load functions can be added in the single,
machine-independent place. In particular, it is easy to modify the
drivers to accept the ‘unmapped’ bio requests, which lists the vm pages
for the device dma engine, instead of the virtual address of the kernel
buffer.


Konstantin Belousov developed the changes for buffer cache which allow
the VMIO buffers to not map the referenced pages, and used the feature
for UFS. Per-architecture pmap_copy_pages(9) methods were added to
facilitate fast copying between user I/O buffers and pages of unmapped
buffers. The unmapped buffers create the unmapped bio requests for the
drivers, support for which was made possible by Jeff’s patch.


Tests show that even on a small 4-core machine, the system time for
reading files on UFS is reduced by 30%.


Test the patch, in particular, on non-x86 architectures.


The &os; Japanese Documentation Project


Hiroki Sato hrs@FreeBSD.org Ryusuke Suzuki ryusuke@FreeBSD.org Japanese
&os; Web Page The &os; Japanese Documentation Project Web Page


The ja_JP.eucJP subtree has constantly been updated since the last
status report.


In &os; Handbook, translation work of the “users” section has been
completed. “linuxemu” and “serialcomms” were updated and subsection
“Subversion mirror site” was newly added to “mirrors” section.


Further translation work of outdated documents in the ja_JP.eucJP
subtree.


&os; on AARCH64


Andrew Turner andrew@FreeBSD.org


Work has started on porting &os; to AARCH64, ARM’s new 64-bit
architecture, using the ARMv8 Foundation Model software. GCC and
binutils have been ported to &os; and work started on kernel
initialization, including MMU setup.


Get the MMU working


Get system register documentation from ARM


Port clang AArch64 to &os;


Bring the code into a &os; project branch


Compiler improvements for &os;/ARMv6


Andrew Turner andrew@FreeBSD.org


&os;/ARM architecture is now supported by the in-tree clang compiler.
ARM EABI support is now available for both clang and gcc along with the
older and less documented OABI. There are several outstanding issues,
once they are fixed EABI will be made default.


Test EABI builds


Fix exception handling for EABI


Test clang builds


Get clang to work natively on EABI-based ARM system. Currently it works
only as cross-compiler for ARM EABI.


&os; Haskell Ports


Gábor PÁLI pgj@FreeBSD.org Ashish SHUKLA ashish@FreeBSD.org &os; Haskell
wiki page &os; Haskell ports repository


We are proud to announce that the &os; Haskell Team has updated the
Haskell Platform to 2012.4.0.0, GHC to 7.4.2 as well as updated existing
ports to their latest stable versions. All Haskell ports are also
updated to use new OPTIONS framework, and now, building with dynamic
libraries (DYNAMIC) is on by default. GHC also uses GCC 4.6 and binutils
2.22 from ports. We also added a number of new Haskell ports, and their
count in &os; Ports tree is now 368.


Test GHC to work with clang/LLVM.


Commit pending Haskell ports to the &os; Ports tree.


Add more ports to the Ports Collection.


KDE/&os;


KDE FreeBSD kde@FreeBSD.org KDE/FreeBSD home page area51


The KDE/&os; team have continued to improve the experience of KDE
software and Qt under &os;. The latest round of improvements include:



		Fix handling of Removable property in solid engine


		Fix management of backlight with UPower (requires acpi_video(4))


		Installing spell-checking dictionaries with a dependency of
KDE-locale ports





The team has also made many releases and upstreamed many fixes and
patches. The latest round of releases include:



		KDE SC: 4.9.2 (area51)


		PyQt: 4.9.5 (area51); SIP: 4.14 (area51)


		KDevelop: 4.4.0, 4.4.1 (area51); KDevPlatform: 1.4.0, 1.4.1 (area51)


		Calligra: 2.5.3, 2.5.4 (area51)


		CMake: 2.8.10.1


		Many smaller ports





The team is always looking for more testers and porters so please
contact us at kde@FreeBSD.org and visit our home page at
http://FreeBSD.kde.org.


Updating out-of-date ports, see
PortScout [http://portscout.FreeBSD.org/kde@freebsd.org.html] for a
list


Ports Collection


Thomas Abthorpe portmgr-secretary@FreeBSD.org Port Management Team
portmgr@FreeBSD.org


The ports tree crossed the threshold of 24,000 ports, while the PR count
still is close to 1600.


In Q4 we added five new committers and took in two commit bits for safe
keeping.


In the tradition of recruiting new portmgr@ at conferences, we added
Bernhard Froehlich to our ranks. He is the one responsible for
redports.org


Pav Lucistnik stepped down from his role on portmgr, he was one of our
principles doing -exp runs and well known for sending failmails.


In the well publicised compromise, the pointyhat machines were broken
into and subsequently taken down, isolated and sanitised. As a
pre-emptive move redports/QAT were also taken down. Work is under way to
restore the services.


Mark Linimon began a from-scratch test install on one of his own spare
machines with the purpose of documenting all the missing steps from the
portbuild article. While doing so, he further overhauled the codebase to
both make it easier to install, and to further refactor it in light of a
security review (still ongoing at time of this writing). Once this is
complete, the next task will be to reinstall all existing machines from
scratch.


Most ports PRs are assigned, we now need to focus on testing, committing
and closing.


Xfce


xfce@FreeBSD.org


A major update has been made to Thunar (file manager for the Xfce
Desktop Environment).


1.6.x series introduce lots of improvements, most noticeably is tabs
support, and the performance has been improved.


Try to fix HSTS (HTTP Strict Transport Security) feature in Midori with
Vala 0.12.1 (works fine with Vala ≥ 0.14.x)


Replace libxfce4gui (deprecated and not maintained by upstream) by
libxfce4ui in order to enhance support for Xfce ≥ 4.10.


Test core and plugins (panel, Thunar) with GLib ≥ 4.32 (to replace
deprecated and removed functions introduced since GLib 2.30).


Fix gtk-xfce-engine with Gtk+ ≥ 3.6.


Google Summer of Code 2013


FreeBSD Summer of Code Administrators soc-admins@FreeBSD.org FreeBSD
Summer of Code page Google announcement of Summer of Code 2013 Google’s
GSoC 2013 page (including timeline) GSoC Wikipedia page


Since 2005 Google has run its yearly Summer of Code program, in which
Google awards stipends to students who successfully complete projects
with participating Open Source organisations. &os; has participated in
GSoC every year since its inception, and with the announcement that
Google will once again run the program in 2013 hopes to participate once
more.


Google have not yet opened the application period for mentoring
organisations, but once it does &os; plans to apply. Assuming that we
are successful in our application to participate, we will publish a
large list of ideas for possible projects shortly after. Students may
then apply to do one of those projects, or suggest their own idea for a
project. After the application period, &os; will discover how many
student slots we have been allocated, at which point successful students
will take some time to plan their project, gather required information
and discuss their plans with their mentors, before having around 12
weeks to develop their code.


In the eight years of &os;’s participation in Google Summer of Code,
approximately 150 students have successfully complete projects with us,
covering a wide spread of areas of both the source and ports trees. Of
these, 22 students continued participating with &os; and subsequently
became full &os; committers, many later going on to mentor Summer of
Code students themselves.


Whether &os; has been successful in being selected to be a participating
organisation in Google Summer of Code 2013 should be announced in early
April.


EuroBSDcon 2012


EuroBSDcon Organizers oc-2012@eurobsdcon.org Gabor Pali pgj@FreeBSD.org
EuroBSDcon 2012 web site EuroBSDcon YouTube channel


The 11th European BSD Conference took place in Warsaw, Poland at the
Warsaw University of Technology with a large number of visitors. It
started up with two tracks of tutorials, featuring FreeNAS, pfSense,
DTrace, PF, development of NetBSD drivers, and an overall introduction
to the &os; operating system given by Kirk McKusick. There we also had
opening and closing keynotes, supplemented with 22 talks on different
topics related to &os;, OpenBSD, NetBSD, FreeNAS and PC-BSD: BHyVe,
configuration management with puppet, improvements in the OpenBSD
cryptographic framework, tuning ZFS, server load balancing in DNS,
running &os; on embedded systems, e.g MIPS and ARM, and challenges in
identity management and authentication.


The conference also had a dedicated track presented by the attendees of
the &os; developer summit and open to all, where one could learn more
about what is happening currently in the Project: results of Google
Summer of Code 2012, architectural changes in the &os; documentation
tree, ILNP, advancements in package building and development of pkg(8),
and a status report on the USB stack.


&os; Developer Summit, Warsaw


Gabor Pali pgj@FreeBSD.org Home page of the summit


We had 53 &os; developers and invited guests attending the &os;
Developer Summit organized as part of EuroBSDcon 2012 in Warsaw, Poland
at the Warsaw University of Technology. This year EuroBSDcon organizers
again offered us their generous support in helping with keeping the
event running smooth, helping with registrations, renting the venue, and
providing food for keeping attendees satisfied and happy.


The Warsaw developer summit spanned over 3 days and had 9 working groups
on various topics. We improved last year’s layout inherited from the
Canadian summits because it has worked well earlier but could use some
further refinements. On both the first and second days, we ran the
working groups, ranging from the standard matters, discussing issues
with the USB stack, the compiler toolchain, the Ports Collection, or the
documentation to some experimental ones, e.g. arranging an operating
systems course focusing on &os;. In addition to this, similarly to last
year, one of the working groups was about gathering vendors to present
their ideas and engage in discussion with the developers on their needs
from the Project. Finally, on the third day, there were a number of
exciting work-in-progress reports given in a dedicated Developer Summit
track at the main conference.


Photos and slides for the most of the talks are available on the home
page of the summit.
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Introduction


The second quarter of 2005 has again been very exciting. The BSDCan and
MeetBSD conferences were both very interesting and the sources of very
good times. I highly recommend attending them again next year.


The Google Summer of Code project has also generated quite a bit of
excitement. FreeBSD has been granted 19 funded mentorship spots, the
fourth most of all of participating organizations. Projects being worked
on range from UFS Journaling to porting the new BSD Installer to
redesigning the venerable www.FreeBSD.org website. We are quite pleased
to be working with so many talented students, and eagerly await the
results of their work. More information and status can be found at the
Wiki site at http://wiki.freebsd.org/moin.cgi/SummerOfCode2005 .


The FreeBSD 6.0 release cycle is also starting up. The purpose of
quickly jumping from 5.x to 6.0 is to reduce the amount of transition
pain that most users and developers felt when switching from 4-STABLE to
5.x. 6.0 will feature improved performance and stability over 5.x,
experimental PowerPC support, and many new WiFi/802.11 features. The 5.x
series will continue for at least one more release this fall, and will
then be supported by the security team for at least 2 years after that.
We encourage everyone to give the 6.0-BETA snapshots a try and help us
make it ready for production. We hope to release FreeBSD 6.0 by the end
of August.


Thanks again to everyone who submitted reports, and thanks to Max Laier
for running the show and putting the reports together. Enjoy reading!


soc Google summer of code proj Projects doc Documentation kern Kernel
net Network infrastructure bin Userland programs arch Architectures
ports Ports vendor Vendor / 3rd Party Software misc Miscellaneous


BSDCan


Dan Langille dan@langille.org


The second annual BSDCan [http://www.bsdcan.org] conference was well
presented, well attended, and everyone went away with good stories to
tell. If you know anything that attended, get them to tell you what they
did, who they met with, and talks they listened to.


We had 197 people from 15 different countries. That’s a strong turnout
by any definition.


We’ll be adding more people to the program committee for BSDCan 2006.
This job involves prodding and poking people from your respective
projects. You get them to submit papers. There are a lot of very
interesting projects out there and not all of them submit a paper.


If you know someone doing interesting work, please let me know and urge
them to start thinking about BSDCan 2006.


Integrate the BSD Installer into FreeBSD


Andrew Turner soc-andrew@FreeBSD.org The BSD Installer BSD Installer
Wiki page BSD Installer Perforce tree


Progress towards integrating the BSD Installer for Google’s Summer of
Code is coming along nicely. The installation CD will boot to multi-user
mode and run both the front and back ends. It can then partition a hard
drive, install the base distribution and make the disk bootable.


Test in non-i386


Investigate installing from other media


Many more tasks


FreshPorts


Dan Langille dan@langille.org


The following new features have been added to FreshPorts:



		Deprecated
Ports [http://www.freshports.org/ports-%20deprecated.php]


		Expired Ports [http://www.freshports.org/ports-%20expired.php]


		Ports Set To
Expire [http://www.freshports.org/ports-expiration-%20date.php]


		Display relevant entries from ports/UPDATING on your watch
list [http://www.freshports.org/phorum/read.php?f=1&i=1021&t=1021#repl%20y_1021]





I’ve noticed that FreshPorts is incorrectly reporting vulnerabilities
under a very specific
situation [http://www.freshports.org/phorum/read.php?f=1&i=1025&t=1025]
. The fix is sitting in BETA, waiting to be moved to production.


I’ve been working on added Last-Modified to the headers. At present,
there are none. Most of the pages on the BETA website have been
completed. I need to move this to production soon.


Customized news feeds are in the works. You’ll be able to create a news
feed for each of your watch lists. This work is contingent upon
finishing the Last-Modified headers.


Fundraising - TCP & IP Routing Optimization


Andre Oppermann andre@freebsd.org


The TCP code in FreeBSD has evolved significantly since the fork from
4.4BSD-Lite2 in 1994 primarily due to new features and refinements of
the TCP specifications.


The TCP code now needs a general overhaul, streamlining and cleanup to
make it easily comprehensible, maintainable and extensible again. In
addition there are many little optimizations that can be done during
such an operation, propelling FreeBSD back at the top of the best
performing TCP/IP stacks again, a position it has held for the longest
time in the 90’s.


This overhaul is a very involved and delicate matter and needs extensive
formal and actual testing to ensure no regressions compared to the
current code. The effort needed for this work is about three man-month
of fully focused and dedicated time. To get it done I need funding to
take time off my day job and to dedicate me to FreeBSD work much the way
PHK did with his buffer cache and vnode rework projects.


I’ve got the opportunity to work up to three man-month exclusively
full-time on FreeBSD during the second half of 2005. That means up to
720 hours of full-steam coding (at 60 hours/week)! I will work as much
time as the fundraise provides.


I need to raise enough money for each month from donations from the
FreeBSD community to cover my fixed cost of living, office and
associated overhead. These fixed cost amount to US$6,300/month (EUR5,200
or CHF8,000). Yes, Switzerland is not the cheapest place to live. :)


A detailed description of the tasks involved and the code I will write
is on my FreeBSD website; Follow the link above.


Raise enough money to get all the almost finished TCP and IP code into
the tree.


CPU Cache Prefetching


Andre Oppermann andre@freebsd.org


Modern CPU’s can only perform to their maximum if their working code is
in fast L1-3 cache memory instead of the bulk main memory. All of
today’s CPU’s support certain L1-3 cache prefetching instructions which
cause data to be retrieved from main memory to the cache ahead of the
time that it is already in place when it is eventually accessed by the
CPU.


CPU Cache Prefetching however is not a silver bullet and has to be used
with extreme care and only in very specific places to be beneficial.
Incorrect usage can lead to massive cache pollution and a drop in
effective performance. Correct and very carefully usage on the other can
lead to drastic performance increases in common operations.


In the linked patch CPU cache prefetching has been used to prefetch the
packet header (OSI layer 2 to 4) into the CPU caches right after
entering into the network stack. This avoids a complete CPU stall on the
first access to the packet header because packets get DMA’d into main
memory and thus never are already pre-cache in the CPU caches. A second
use in the patch is in the TCP input code to prefetch the entire struct
tcpcb which is very large and used with a very high probability. Use in
both of these places show a very significant performance gain but not
yet fully quantified.


The final patch will include documentation and a guide to evaluate and
assess the use of CPU cache prefetch instructions in the kernel.


Need funding, see “Fundraising - TCP & IP Routing Optimization”.


TCP Reassembly Rewrite and Optimization


Andre Oppermann andre@freebsd.org


Currently TCP segment reassembly is implemented as a linked list of
segments. With today’s high bandwidth links and large bandwidth*delay
products this doesn’t scale and perform well.


The rewrite optimizes a large number of operational aspects of the
segments reassembly process. For example it is very likely that the just
arrived segment attaches to the end of the reassembly queue, so we check
that first. Second we check if it is the missing segment or
alternatively attaches to the start of the reassembly queue. Third
consecutive segments are merged together (logically) and are skipped
over in one jump for linear searches instead of each segment at a time.


Further optimizations prototyped merge consecutive segments on the mbuf
level instead of only logically. This is expected to give another
significant performance gain. The new reassembly queue is tracking all
holes in the queue and it may be beneficial to integrate this with the
scratch pad of SACK in the future.


Andrew Gallatin was able to get 3.7Gb/sec TCP performance on dual-2Gbit
Myrinet cards with severe packet reordering (due to a firmware bug) with
the new TCP reassembly code. See second link.


Need funding, see “Fundraising - TCP & IP Routing Optimization”.


TTCPv2: Transactional TCP version 2


Andre Oppermann andre@freebsd.org


The old TTCP according to RFC1644 was insecure, intrusive, complicated
and has been removed from FreeBSD >= 5.3. Although the idea and
semantics behind it are still sound and valid.


The rewrite uses a much easier and more secure system with 24bit long
client and server cookies which are transported in the TCP options.
Client cookies protect against various kinds of blind injection attacks
and can be used as well to generally secure TCP sessions (for BGP for
example). Server cookies are only exchanged during the SYN-SYN/ACK phase
and allow a server to ensure that it has communicated with this
particular client before. The first connection is always performing a
3WHS and assigning a server cookie to a client. Subsequent connections
can send the cookie back to the server and short-cut the 3WHS to
SYN->OPEN on the server.


TTCPv2 is fully configurable per-socket via the setsockopt() system
call. Clients and server not capable of TTCPv2 remain fully compatible
and just continue using the normal 3WHS without any delay or other
complications.


Work on implementing TTCPv2 is done to 90% and expected to be available
by early February 2005. Writing the implementation specification (RFC
Draft) has just started.


Need funding, see “Fundraising - TCP & IP Routing Optimization”.


Network Interface API Cleanup


Anders Persson soc-anders@freebsd.org


The goal of this project is to review the network interface API and try
to remove references to kernel-only data structures by removing the use
of libkvm and instead rely on other interfaces to provide information.
If there are no adequate interfaces, they would be created.


Currently netstat is being reviewed and parts of it have been modified
to use sysctl rather than libkvm to provide the information.


A big thank you to Brooks Davis for mentoring :-)


FreeBSD Security Officer and Security Team


Security Officer security-officer@FreeBSD.org Security Team
security-team@FreeBSD.org


In May 2005, Remko Lodder joined the FreeBSD Security Team, followed by
Christian S.J. Peron in July 2005. In the same time period, Gregory
Shapiro and Josef El-Rayes resigned from the team in order to devote
their time to other projects. The current Security Team membership is
published on the web site.


In the time since the last FreeBSD status report, twelve security
advisories have been issued concerning problems in the base system of
FreeBSD; of these, six problems were in “contributed” code, while five
problems were in code maintained within FreeBSD. The Vulnerabilities and
Exposures Markup Language (VuXML) document has continued to be updated
by the Security Team and the Ports Committers documenting new
vulnerabilities in the FreeBSD Ports Collection; since the last status
report, 97 new entries have been added, bringing the total up to 519.


The following FreeBSD releases are supported by the FreeBSD Security
Team: FreeBSD 4.10, FreeBSD 4.11, FreeBSD 5.3, and FreeBSD 5.4. Their
respective End of Life dates are listed on the web site.


Dingo


Several somewhat out of date


Currently trying to restart bits of the project. Cleaning up the p4
branch. Recently more people have volunteered to help as well. Brooks
Davis has completed removing the ifnet from the softc.


See the web page.


The FreeBSD Dutch Documentation Project


Remko Lodder remko@FreeBSD.org Siebrand Mazeland
siebrand.mazeland@xs4all.nl Rene Ladan r.c.ladan@student.tue.nl The
Dutch Handbook The Dutch Project Site The Dutch Preview Documentation
The Dutch FreeBSD Flyer


The FreeBSD Dutch Documentation Project is a ongoing project in
translating the english documentation to the Dutch language. Currently
we are almost done with the FreeBSD Handbook. Finishing the Handbook is
our first priority, and we could use your help. Please contact Siebrand
or myself if you want to helpout. After the handbook we will focus on
other documents as well, so feel free to help us there as well


FreeBSD Handbook translation. Finish the translation from English to
Dutch


FreeBSD Handbook review. Finish the review of the translated documents


FreeBSD Articles. Start translating the articles from English to the
Dutch Language


FreeBSD www. Start translating the website from English to the Dutch
Language


The rest of the FreeBSD Documents. Start translating them from English
to the Dutch Language.


Transparent support for superpages in the FreeBSD Kernel


Alan L. Cox alc@cs.rice.edu Olivier Crameri olivier.crameri@epfl.ch


We are currently working on an updated implementation of Juan Navarro’s
transparent support for superpages in
FreeBSD. [http://www.cs.rice.edu/~jnavarro/papers/osdi02.ps]


The idea is to take advantage of the architectural support for big
memory pages (superpages) by using a reservation mechanism allowing us
to transparently promote groups of base pages into superpages and demote
superpages into several smaller superpages or base pages.


The advantage of using superpages vs. base pages is to significantly
improve the TLB coverage of the physical memory, thus improving the
peformance by reducing the number of TLB misses.


The modification of the FreeBSD kernel that we are working on involves
the replacement of the current list based page allocation mechanism with
a system using a buddy allocator to reserve groups of pages for a memory
object. The promotion and demotion of the pages occur directly within
the pmap module.


The former implementation was supporting the alpha and IA64
architectures. We are adding the support for amd64. We currently have an
almost complete implementation. Once completed we will make a
performance study with a particular emphasis on TLB and cache misses.


Wireless Networking Support


Sam Leffler sam@freebsd.org


A lot of bugs were fixed in preparation for the 6.0 release. 6.0 will be
the first release to include full WPA support (both supplicant and
authenticator).


A presentation on the forthcoming multi-bss support was given at BSDCan
2005. The slides from the talk are available at
http://www.freebsd.org/~sam/BSDCan2005.pdf. The plan is to commit this
work to HEAD after 6.0 is released which means the first release that
will have it is 7.0.


hostapd needs work to support the IAPP and 802.11i preauthentication
protocols (these are simple conversions of existing Linux code).


FreeSBIE toolkit integration


Dario Freni saturnero@freesbie.org FreeSBIE main site My page on FreeBSD
wiki


My Summer of Code project is reengineering and rewrite of FreeSBIE
toolkit, in order to include it in the source tree. Let’s call it
FreeSBIE 2


Before being accepted, I worked hard on the FreeSBIE 1 toolkit to make
it more flexible. It now supports amd64 and PowerPC architecture. The
built filesystem can now boot from almost every media, from DVD to
compact flash or hard disk. Also on i386 it is now possible to include
the BSD Installer on the livefs. We’ve received reports that our toolkit
is successfully used for the install CD of
pfSense [http://www.pfsense.com] and
PC-BSD [http://www.pcbsd.org] projects.


My future goals are to make the toolkit even more flexible, capable to
build embedded images (like nanoBSD) or big Live-DVD systems, depending
on user’s choice, to support all the architectures supported by FreeBSD
and to write a set of tools for making a netboot server with a FreeSBIE
image.


PowerPC Port


Peter Grehan grehan@FreeBSD.org FreeBSD/PPC Platform page.


Florent Thoumie has updated the massively out-of-date platform page.
Work continues to creating a 6.0 release of the PowerPC port.


GEOM Gate rewrite


Pawel Jakub Dawidek pjd@FreeBSD.org


GGATE is a mechanism for exporting storage devices over the network. It
was reimplemented to be much faster and to handle network failures
better. The ggatec uses two threads now: sendtd, which takes I/O request
from the kernel and sends it to ggated; recvtd, which receives finished
requests and forwards them to the kernel. The ggated uses three threads:
recvtd, which receives I/O requests from ggatec; disktd, which executes
I/O requests (reads or writes data); sendtd, which sends finished
requests to ggatec. The new ggate has been committed to 6.x.


The work was sponsored by Wheel Sp. z o.o. [http://www.wheel.pl]


gjournal


Ivan Voras ivoras@gmail.com gjournal wiki


The schedule (as stated on the wiki page) is honoured, which means that
the development has started, but there’s not enough code for testing.
Many details have been thought-out and the development is ongoing.


FreeBSD Summer of Code


Summer of Code Mentors soc-mentors@FreeBSD.org


Google has generously funded 19 students to spend the summer working on
FreeBSD related projects. Each student is working with one or more
mentors to learn about how open source software development is done with
FreeBSD. This development work is happening in the Perforce repository
as //depot/projects/soc2005. This tree will soon be exported via CVSup
– check the Wiki for more information.


gvinum ‘move’, ‘rename’


Chris Jones soc-cjones@freebsd.org gvinum ‘move’, ‘rename’ wiki entry


With the releases of FreeBSD 5.3 and 5.4, FreeBSD has been moving away
from “old-style” vinum towards GEOM-enabled gvinum for logical volume
management. While gvinum is a mostly feature-complete replacement for
vinum, it does not implement the ‘move’ or ‘rename’ verbs which are
rather useful when reorganizing one’s volume layout, the alternative
being a tedious process of deleting and recreating subdisks, plexes, or
volumes. Additionally, gvinum is nearly completely undocumented, which
contributes to the perception of gvinum as an unfinished project.


I’m working on implementing ‘move’ (being able to move a subdisk from
one drive to another) and ‘rename’ (being able to rename an subdisk,
plex, volume, or drive), as well as on documentation for gvinum.


So far, I’ve come up with a plan of attack with le@ and phk@, and
implemented the bulk of the userland code for gvinum ‘move’ and
‘rename’. Still to come are the kernel-side code and documentation.


‘move’ and ‘rename’ userland implementation


‘move’ and ‘rename’ kernel-side implementation


Outline new handbook section and man page


Implement new handbook section and man page


if_bridge


Andrew Thompson thompsa@freebsd.org


This was committed to current on 5 Jun 2005 and will first appear in the
6.0 release, thanks to everyone who tested. Recent improvements include:



		IPFW layer2 filtering


		DUMMYNET support


		IP header alignment checking





There is ongoing work to bring in some of the advanced features from
OpenBSD such as IPSec bridging. People are encouraged to use if_bridge
and report any problems to the mailing lists.


IPv6 Support for IPFW


Max Laier mlaier@freebsd.org Brooks Davis brooks@freebsd.org


At the developer summit before BSDCan it was decided to remove IP6FW
from the tree as it has a couple of problems. The most pressing one is
the lack of synchronization and thus the need for debug.mpsafenet=0. As
a replacement Brooks Davis has imported patches to teach the existing
and well-locked IPFW2 code about IPv6.


Since the initial import I have added some features required to manage
IPv4 and IPv6 in a single ruleset. I have also extended existing opcodes
to work with IPv6. There are, however, still some opcodes that do not
work with IPv6 and most of the more exotic ones haven’t been tested. As
long as IPFW2+v6 does not provide enough functionality and stability to
work as a drop-in replacement for IP6FW, we won’t remove IP6FW.


In order to get the new code to that point we really need more
testers with real world IPv6 deployment and interest in IPFW+v6. The
lack thereof (I haven’t received a single answer on my requests to
various FreeBSD mailing lists) has made it hard to progress.


Properly implement O_REJECT for IPv6


Maybe implement O_LOG


Test new(er) IPFW2 opcodes with IPv6


Test


Test


Test


launchd(8) for FreeBSD


R. Tyler Ballance tyler@tamu.edu Wiki Project Page Apple’s launchd(8)
man page


So far progress has been slow, the autoconf build system has been
removed from all of the launchd(8) code, and launchctl(1) is building
and semi-functional on FreeBSD-CURRENT (i.e. CoreFoundation hooks have
been removed).


I’m currently working on porting “liblaunch” which is the core backend
to both launchd(8) (the actual daemon) and launchctl(1), there are some
mach/xnu specific hooks and calls that need to be remove and either
reimplemented or worked around.


We’re also waiting on a response from Apple on a possible BSD-licensed
version of the code (it’s currently under the APSL) Progress is slow,
but steady.


Removable interface improvements


Brooks Davis brooks@FreeBSD.org


This project is an attempt to clean up handling of network interfaces in
order to allow interfaces to be removed reliably. Current problems
include panics if Dummynet is delaying packets to an interface when it
is removed.


I have removed struct ifnet’s and layer two common structures from
device driver structures. This will eventually allow them to be managed
properly upon device removal. This code has been committed and will
appear in 6.0. Popular drivers have generally been fixed, but more
testing is needed.


OpenBSD dhclient import.


Brooks Davis brooks@FreeBSD.org Sam Leffler sam@FreeBSD.org


The OpenBSD rewrite of dhclient has been imported, replacing the ISC
dhclient. The OpenBSD client provides better support for roaming on
wireless networks and a simpler model of operation. Instead of a single
dhclient process per system, there is one per network interface. This
instance automatically goes away in the even of link loss and is
restarted via devd when link is reacquired. To support this change, many
aspects of the network interface configuration process were overhauled.


The current code works well in most circumstances, but more testing and
polishing is needed.


Move ARP out of routing table


Qing Li qingli@freebsd.org


I’ve sent the patch to jinmei@isl.rdc.toshiba.co.jp @KAME for review.
I’m still waiting for feedback from Andre. There hasn’t been any major
change since the last report. I’ve kept the code in sync with CURRENT.
Gleb has created a separate P4 branch and has been helping out on the
locking side. Gleb is also helping out on the testing front.


I’m waiting for review feedback from my mentor Andre on the overall
design and code. I’m waiting for feedback from Andre on Gleb’s suggested
modification.


Nsswitch / Caching daemon


Michael Bushkov soc-bushman@rsu.ru


The nsswitch / caching daemon project is being developed within the
Google’s Summer Of Code program. The first goal of this project is to
implement a set of patches to extend the use of nsswitch subsystem. The
second goal is the development of the caching library and daemon to add
the caching ability to the nsswitch.


Currently services, protocols, rpc and openssh patches are finished.
Support for services, services_compat, rpc, protocols, and
ssh_host_keys databases is added with ‘files’, ‘nis’ and ‘compat’ (for
services) sources possible. The nsswitch-friendly openssh port is almost
completed.


Implement set of patches to make nsswitch support globus grid security
files , MAC and audit related configuration files databases.


Implement the caching library and the caching daemon and patch
nsdispatch function to support caching.


OpenBSD packet filter - pf


Max Laier mlaier@freebsd.org


We will have pf as of OpenBSD 3.7 for RELENG_6. Import has been
completed in early May and FreeBSD release 6.0 will ship with it.


A few serious issues with pfsync on SMP have been discovered since CARP
is around and more and more people use it on big iron. Everything that
has been discovered is fixed in HEAD and (if applicable) MFCed back to
RELENG_5. Some functional changes are undergoing testing right now and
will be MFCed in the coming days.


With the import of if_bridge from Net/OpenBSD we finally have a bridge
implementation that allows for stateful filtering as well as IPv6
filtering. Please see the respective report.


Shared lock implementation?


Low-overhead performance monitoring for FreeBSD


Joseph Koshy jkoshy@FreeBSD.org Project home page


Modern CPUs have on-chip performance monitoring counters (PMCs) that may
be used to count low-level hardware events like instruction retirals,
branch mispredictions, and cache misses. PMC architectures and
capabilities vary between CPU vendors and between CPU generations from
the same vendor, making the creation of portable applications difficult.
This project implements a cross-platform PMC management API for
applications, and implements the infrastructure to “virtualize” and
manage these PMCs. The creation of performance analysis tools that use
this infrastructure is also part of the project’s goals.


Work since the last status report:



		Sampling mode support for P4 and AMD64 PMCs has been implemented.


		A pmclog(3) API for parsing hwpmc(4) log files has been added.


		A number of bugs in libpmc(3), hwpmc(4) and pmcstat(8) have been
fixed.





Future work:



		Creating user documentation showing a few real-world uses of the
currently available tools.


		Testing, improving the stability of the code, and characterizing its
overheads.


		Implementing P5 PMC support.





Improve libalias


Paolo Pisati soc-pisati@freebsd.org Wiki page about libalias work.


My SoC project is about improving libalias and integrating it with
ipfw2, adding nat support into the firewall. Till now I ported libalias
(as a kld) and ng_nat to 4.x and 5.x branches, and I’ve already a first
working patchset that adds ‘nat’ action into ipfw. Next step will be to
add a complete syntax to ipfw that will let us manipulate libalias
operations, much like we already do with queue and pipes for dummynet.
In the end the entire work will compile and work out of the box for 4.x,
5.x and 6.x. More details about the project and its status are available
on wiki page.


TODO list for volunteers


Alexander Leidinger netchild@FreeBSD.org


Since Google’s “Summer of Code” resulted in a lot of interest in open
projects, I’m in the process of compiling a list of nice projects for
volunteers. Unlike Google’s SoC those projects aren’t backed with money
(but this doesn’t means nobody is allowed to sponsor one of those
projects), so we can only guarantee the social aspects (some “Thank
you!” and “That’s great!” messages). So far the list has several entries
where the difficulty ranges from “someone just has to sit down and spend
some time on it” up to “we need a guru for this”.


Merging untaken entries from the SoC list as soon as the official
participants/tasks in the SoC are announced.


Sending the document to some doc people for review.


Commit the list.


Removing of old basesystem files and directories


Alexander Leidinger netchild@FreeBSD.org Patch


FreeBSD lacks a way to remove old/outdated files and directories in the
basesystem. I have a patch which removes obsolete files in a safe way
(interactively, since only the administrator really knows if there’s a
need to keep an old file or not; there’s a switch for batch-processing).
This feature may or may not be available for 6.0-RELEASE, depending on
the decision from the Release Engineering team.


Respect the NO_* switches and remove those files too. This is easy to
do with the current implementation, but isn’t needed to commit the
removal of obsolete files feature.


Porting v9 of Intels C/C++ Compiler


Alexander Leidinger netchild@FreeBSD.org


Intel released version 9 of its C/C++ compiler. Work to port the x86
version to FreeBSD is in progress as time permits. Porting the EM64T
(amd64) version is on the TODO list too, but is subject to enough free
time and access to appropriate hardware.


Update of the Linux userland infrastructure


Alexander Leidinger netchild@FreeBSD.org Emulation Mailinglist
emulation@FreeBSD.org


The cleanup/streamlining and the possibility of overriding the default
Linux base as reported in the last report happened without major
problems. Work on the open tasks hasn’t started yet, but is scheduled to
start “soon”. If a volunteer wants to spend some hours on one of the
open tasks, he should tell it on the emulation mailinglist.


Refactoring the common RPM code in x11-toolkits/linux-gtk/Makefile into
bsd.rpm.mk.


Determining which up-to-date Linux distribution to use as the next
default Linux base. Important criteria:



		RPM based (to be able to use the existing infrastructure)


		good track record regarding availability of security fixes


		packages available from several mirror sites


		available for several hardware architectures (e.g. i386, amd64,
sparc64; Note: not all architectures have a working linuxolator for
their native bit with, but as long as there are no userland bits
available, no motivation regarding writing the kernel bits will
arise)





Moving the linuxolator userland to an up-to-date version (see above).


Autotuning of the page queue coloring algorithm


Alexander Leidinger netchild@FreeBSD.org Patch


The VM subsystem has code to reduce the amount of cache collisions of VM
pages. Currently this code needs to be tuned with a kernel option. I
have a patch which changes this to auto-tuning at boot time. The
auto-tuning is MI, the cache size detection is MD. Cache size detection
is currently available for x86/amd64 (on other systems it uses default
values).


Add cache-detection code for other arches too (Marius told me how to do
this for sparc64).


Analyze why the cache detection on Athlons doesn’t work (no problems on
a P4, but it uses a different code-path).


FreeBSD website improvements


Emily Boyd soc-emily@freebsd.org


As part of the Google Summer of Code, I’m working on improvements to the
FreeBSD website (including a proposed website redesign). My mentor for
this project is Murray Stokely.


UFSJ – Journaling for UFS


Brian Wilson polytopes@gmail.com Scott Long scottl@FreeBSD.org


filesystem. Journaling helps ensure the filesystem’s integrity should
the system crash. Journaling eliminates the need for fsck’ing a
filesystem, as the filesystem is never in an inconsistent state (barring
hardware failure). This implementation is inspired by Darwin’s HFS+
filesystem and the SGI XFS filesystem. This is a Summer of Code project,
with Scott Long as the mentor and Brian Wilson as the developer/mentee.
Currently this project is still in the early stages, but will be in a
usable state by September 1 (the Google Summer of Code completion date).


Finish making the file system log metadata updates.


Add facilities to replay the log on dirty file systems.


Make snapshots work with journaling.


SEBSD


Yanjun Wu yanjun03@ios.cn Show status in wiki, update more frequently.



		Setup a local P4 workspace of SEBSD source and Setup lxr for
TrustedBSD source for studying source code.


		Test a simple policy configuration for vsftpd.


		Writing a HOWTO document Getting Started with SEBSD HOWTO by
deriving the existing Getting Started with SELinux HOWTO.





Thanks Robert Watson and Scott Long for their kind help.


When writing the document, try to figure out the sebsd userland utils
that need to be ported.


Test and edit more policies for BSD environment.


VFS SMP


Jeff Roberson jeff@freebsd.org


FreeBSD’s VFS layer has been fine grain locked along with the FFS
filesystem for the FreeBSD 6.0 release. The locking has been underway
for several years, with the project really picking up over the last 6
months thanks largely to sponsorship provided by Isilon Systems, Inc. a
leading vendor of clustered storage systems. The project has entered a
stabilization phase, with a few bugs being reported in extreme
circumstances while the majority of users have seen no problems. Tests
on a 8 and 16 way machines yield reasonable parallelization, however, it
will be beneficial to do lock contention analysis once things are fully
stable.


For those interested in technical details, there have been a few
relatively significant changes with vnode life-cycle management. Vnode
reference counting and recycling is now no longer an ad-hoc process
involving a variety of flags, a use count and the hold count. A single
hold count is used to track all vnode references and a destroyed vnode
is freed in the context of the caller when the last ref is lost. The old
system would never reclaim memory used by vnodes and also had
pathlogical behavior with unreferenced vnode caching under pressure. The
new system is much simpler than the old one, however, callers are now
required to vhold a vnode that they lock directly without going through
vget to prevent it from being recycled while they are waiting on a lock.
Relying on ‘location stable storage’, which is a more strict version of
‘type stable storage’ is no longer a valid approach.


Some other side effects include a much simpler and faster nullfs
implementation, an improved buf daemon flushing algorithm which
eliminated high latency that caused audio skipping, and a lots of minor
cleanups and debugging aids.


EuroBSDCon 2005 - Basel


Information info@eurobsdcon.org Homepage Call for papers


The fourth European BSD conference in Basel, Switzerland is a great
opportunity to present new ideas to the community and to meet some of
the developers behind the different BSDs.


The two day conference program (Nov 26 and 27) will be complemented by a
tutorial day preceding the conference (Nov 25).


The program committee is looking for tutorial and paper submissions. For
details, please see: The call for
papers [http://www.eurobsdcon.org/cfp.php] online.


SMP Network Stack


Robert Watson rwatson@FreeBSD.org Netperf home page


Significant work has occurred over the last few months relating to the
SMP network stack work. A few of the highlights are covered here at a
high level:



		The UMA(9) per-CPU caches have been modified to use critical sections
instead of mutexes. Recent critical section optimizations make this a
performance win for both UP and SMP systems. This results in a
several percent improvement in a number of user space benchmarks, and
larger improvement for kernel-only network forwarding and processing
benchmarks.


		The malloc(9) allocator has been modified to store statistics per-CPU
instead of using a cross-CPU statistics pool, with each per-CPU pool
now using critical sections to synchronize access. This results in a
measurable performance win, especially on SMP systems


		The netnatm ATM code is now MPSAFE.


		netipx MPSAFEty has been merged to RELENG_5.


		The netperf cluster has now been expanded to include two additional
quad-CPU systems (one dual dual-core AMD system, one quad-CPU PIII
system).


		libmemsetat(3) (see separate report) now corrects SMP-related races
in the measuring of mbuf allocator statistics, as well as
substantially improving kernel memory monitoring capabilities and
tools.


		A range of locking bug fixes, and general network stack bug fixes.


		Significant updates to the SMPng web page (still more to do!).


		Identification of all non-MPSAFE network device drivers, with
ultimatum issued, on freebsd-arch. Quite a bit of new driver locking
work as a result (if_ed, if_de, ...).


		Lots of other stuff.





In most cases, these changes will appear in FreeBSD 6.0-RELEASE; some
have been, or will be, merged to FreeBSD 5.x.


On-going tasks include:



		Review and improvement of ifnet locking, such as address lists and
flags.


		Optimization of interface start hand-off.


		Prototyping of queue-oriented packet hand-off in the stack.


		Performance measurement and analysis.


		Prototype rewrite and simplification of socket locking.





TrustedBSD SEBSD


Robert Watson rwatson@FreeBSD.org TrustedBSD/SEBSD web page


The TrustedBSD Project has released a new snapshot of “SEBSD”, a port of
NSA’s SELinux FLASK and Type Enforcement implementation to FreeBSD based
on a late 2005 FreeBSD 6.x snapshot. The SEBSD distribution has now been
updated in Perforce to a recent 6.x snapshot, and a new distribution
will be made available in the near future.


Work has been performed to merge additional dependencies for SEBSD back
into the base FreeBSD tree, including most recently, changes to devfs,
and System V and POSIX IPC.


Update to new NSA FLASK implementation, which has improved MLS support.


Merge remaining kernel changes to support SEBSD back to the base FreeBSD
CVS repository, including file descriptor labeling and access control
(in contrast to file labeling and access control), and categorization of
kernel privileges.


TrustedBSD Audit


Robert Watson rwatson@FreeBSD.org Wayne Salamon wsalmon@FreeBSD.org
trustedbsd-discuss@TrustedBSD.org


In the past few months, significant work has been done relating to the
TrustedBSD audit implementation, including preparatory work to merge
audit into the FreeBSD CVS repository for FreeBSD 6.x. In particular:



		The user space components, such as libbsm, include files, and command
line utilities have been broken out into an OpenBSM distribution in
Perforce. Improvements in OpenBSM will be made available separately
for use by projects such as Darwin, and imported into the contrib
area of FreeBSD.


		The system call table format has been updated to include an audit
event identifier for each system call across all hardware platforms
and ABIs (merged), and all system calls have been assigned event
identifiers (not yet merged).


		The audit management daemon has been rewritten to run on FreeBSD
(originally derived from Darwin) using /dev/audit to track kernel
events.


		Many system calls now properly audit their arguments.


		The TrustedBSD audit3 branch has been updated to a recent
6.x-CURRENT.


		Significant work has gone into synchronizing the audit event tables
between FreeBSD, Darwin, and OpenSolaris to make sure file formats
and events are portable.


		OpenBSM has been adapted to consume and generate endian-independent
event streams.


		OpenBSM documentation has been created.





The hope is still to provide audit as “experimental” in 6.0; the primary
blocking factor is our awaiting relicensing of the last remaining audit
files from Apple’s APSL license to BSDL so that they can be included in
the FreeBSD kernel. This is anticipated to complete in the near future.
Once this is done, the changes can be merged to CVS, and then MFC’d to
RELENG_6. If this is not complete by 6.0-RELEASE, the work will be
merged shortly after the release, as all ABI-sensitive data structures
have been updated as needed.


libmemstat(3), UMA(9) and malloc(9) statistics


Robert Watson rwatson@FreeBSD.org libmemstat(3)-derived tools


libmemstat(3) provides a user space library API to monitor kernel memory
allocators, currently uma(9) and malloc(9), with the following benefits:



		ABI-robust interface making use of accessor functions, in order to
divorce monitoring applications from kernel/user ABI changes.


		Allocator-independent interfaces, allowing monitoring of multiple
allocators using the same interface.


		CPU-cache awareness, allowing tracking of memory use across multiple
CPUs for allocators aware of caches. Unlike previous interfaces,
libmemstat(3) coalesces per-CPU stats in user space rather than
kernel, and exposes per-CPU stats to interested applications.


		Ability to track memory types over multiple queries, and update
existing structures, allowing easy tracking of statistics over time.





libmemstat(3) and the appropriate allocator changes for uma(9) and
malloc(9) are currently in HEAD (7-CURRENT), and MFC has been approved
to RELENG_6 for inclusion in 6.0-RELEASE. These changes may also be
backported to 5.x.


Sample applications include memstat(8), an allocator-independent
statistics viewing tool, memtop(8), which provides a top(1)-like
interface for monitoring kernel memory use and active memory types. None
of these are “pretty”.


netstat -mb has also been updated to use libmemstat(3) to track network
memory use using uma(9), rather than the less reliable mbuf allocator
statistics interface. As a result, the statistics are now more reliable
on SMP systems (this corrects the bug in which mbuf statistics sometimes
“leaked”, even though memory didn’t), and more informative (cache
information is now displayed, as well as mbuf tag information).


Teach libmemstat(3) to speak libkvm(3) in order to allow tools linked
-lmemstat to interogate kernel core dumps.


Teach libmemstat(3) to interface with user space malloc and track malloc
allocations for user space applications.


Update vmstat(8) -m and -z implementations to use libmemstat(3) instead
of the old monitoring interfaces. Code to do this exists in the sample
libmemstat(3) applications.


Identify how to make streams or the library endian-aware so that streams
dumped from a kernel of alternative endian could be processed using
libmemstat(3) on another system.


Identify any remaining caching allocators in the kernel, such as the
sfbuf allocator, and teach libmemstat(3) how to interface with them.
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Introduction


Last month’s status report was apparently a great success: I received
countless e-mails with comments, questions, and suggestions. I’ve tried
to incorporate any suggestions and address any problems from these
e-mails in this month’s report, which captures a far more extensive
snapshot of FreeBSD activity in the last month. Unlike last month’s
report, it does a better job of reflecting non-development activity,
such as on-going conference planning, documentation, and so on. This is
a trend I hope to see improve in future months as well.


On the topic of conferences, in the future I’d like to report more on
publication activities relating to FreeBSD, including online journals
with articles relating to FreeBSD, paper journals, conference papers,
and so on. Likewise, I would be interested in including references to
Call for Papers relating to FreeBSD. I’ll take this opportunity to plug
both registration and paper submission for BSDCon Europe in November,
which has status included in this report, and for the general BSD
Conference being hosted by USENIX in February. Your attendance and
submissions make these conferences “happen”, and promote FreeBSD as a
platform for new research, feature development, and application
products. Work of extremely high calibre is performed on FreeBSD, and we
need to get the word out.


Submission for Future Editions


Next month, we’re maintaining much the same submission requirements:
reports should be one or two paragraphs long, sent by e-mail, and
approximate the layout of the entries this month (Project, Contact, URL,
and text). I’ll send out reminders again over the week before the
deadline, with more specific instructions. An area where I’d like to
explore improvement lies in the coordination of related status reports
for larger projects, such as new architectural work or platform ports.
This might even have the effect of encouraging communication within
these projects :-). I’d like to continue to focus on pulling in a
broader range of groups and their activities, including the Security
Officer, Release Engineer, and Core Team.


– Robert Watson < rwatson@FreeBSD.org >


ACPI


Mike Smith msmith@FreeBSD.org


ACPI (Advanced Configuration and Power Interface) is an industry
standard which obsoletes APM, Intel MPS, PnPBIOS, and other Intel PC
firmware interface standards. It is also used on the IA64 platform. More
information on ACPI is available at


http://developer.intel.com/technology/iapc/acpi


The FreeBSD ACPI subsystem project is based heavily on the Intel ACPI
Component Architecture. This status report outlines the current state of
the project; future updates will focus on changes as they occur.


The Intel ACPI interpreter is fully integrated, although bugs are still
coming out of the woodwork occasionally.



		PCI bus detection and interrupt routing are functional, but power
management interaction will require work on the core PCI subsystem.


		Non-PCI motherboard peripheral probing is implemented, but believed
to have problems on some systems.


		A power policy manager has been implemented. The initial policy
manager has two modes, “performance” and “economy”.


		CPU speed throttling is integrated with the platform power policy.


		System thermal monitoring is implemented, but fan control is believed
to have problems.


		Pushbutton suspend and power-off is implemented.


		System timekeeping using the ACPI timer is supported.


		Battery status monitoring is implemented.





Work is ongoing in the following areas:



		System suspend and resume.


		Timekeeper accuracy/reliability.


		Power profiles.


		User-level management interfaces.


		PCI power management.


		Bug-hunting.





ARM Port


Stephane Potvin septovin@videotron.ca


The ARM port is currently going pretty well. The kernel is compiling and
is able to boot to the point where it panics trying to initialize the
network subsystem. The current reference platform is the Netwinder but
this may change as many people expressed interest in a more broadly
available platform. Things that need to be done before it can get
further includes adding footbridge, timer and interrupt supports. The
pmap module is not completed yet either.


BIND 9


Doug Barton dougb@FreeBSD.org Jeroen Ruigrok asmodai@FreeBSD.org


Now that BIND 8.2.4 is finally imported the time has come to look at
getting BIND 9 imported into CURRENT. The current idea is to have it
imported alongside BIND 8 so that people can play with either one until
all import problems have been taken care of and people have tested it a
bit.


binup


Eric Melville eric@FreeBSD.org


Although gaining a new name, the project has been at a standstill due to
both resource availability during the move between BSDi and Wind River,
and other commitments of the developers. The project should obtain an
official mailing list, as well as return to an active state after the
dust settles.


BSDCon Europe


Paul Richards paul@freebsd-services.co.uk Josef Karthauser
joe@tao.org.uk


The conference will take place at the Thistle Hotel, Brighton, UK from
9-11 November 2001.


The aim of the conference is to provide a focal point for European users
and developers of all the BSD derived operating systems. The format will
be similar to other conferences, with 2 days of technical sessions over
the Saturday and Sunday.


We’ll be finalizing the schedule towards the end of the month and
anybody who is interested in doing a talk should contact us ASAP. There
are no restrictions on the use of talks; if it’s been done before we may
still be interested in having it presented to an European audience, and
we make no claims to the talks so speakers are free to present the talks
again at other conferences.


We’re also still looking for sponsors.


We had 80 pre-registrations in the first week so we’re expecting a good
turnout.


CAM


Matthew Jacob mjacob@FreeBSD.org Justin Gibbs gibbs@FreeBSD.org


The new CAM transport code is starting to get supported in more HBAs and
to get refined so that it does the intended per-protocol support. No
progress on doing any SMPng work for CAM has been made yet. This is a
fairly high priority.


Problem Reports


Poul-Henning Kamp phk@FreeBSD.org


Thanks to various outstanding individual efforts, we are now down to
just below 2300 open bug-reports. This means that we have fought our way
back to the level we had around march 2000.


Documentation Project


Documentation Project doc@FreeBSD.org


Work continues (in large part sponsored by WRS) on updating the Handbook
ready for the second print edition. There has been a flurry of activity
in this area recently, and the ToDo list can be seen at


http://www.FreeBSD.org/docproj/handbook.html


Dima and others are doing a stellar job of keeping up with the steady
flow of incoming PRs relating to the documentation project.


The Developers’ Handbook,


http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/developers-handbook/index.html


is a year old; it contains a wealth of useful content for developers
developing on, or for, FreeBSD. As ever, more contributions are always
required, not only for the developers’ handbook, but for all of the
FreeBSD documentation set.


Fibre Channel Support


Matthew Jacob mjacob@feral.com


The basic design hasn’t changed and this project mainly is in the phase
of continued hardening and test case development. The next major feature
will be to fully integrate into the new CAM TRAN code and to fully
support on the fly device addition and removal. The only HBA supported
is QLogic at this time. Future support for the QLogic line is planned to
have 2300 (2Gb) and IP support before October.


Hardware Watchpoints in the Kernel Debugger


Brian Dean bsd@FreeBSD.org


Hardware watchpoints are now available for kernel debugging on the IA32
(i386) architecture. One can now set hardware watchpoints using the new
ddb command ‘hwatch’, which is analogous to the existing ‘watch’
command. Alternatively, if greater flexibility is required, direct
access to the debug registers is available using the ddb ‘set’ command
which allows complete control over the processor hardware debug
facilities. Hardware watchpoints are very useful in tracking down those
elusive memory overwrite bugs in the kernel. Hardware watchpoints can
even be used to set a code breakpoint in ROM, which is commonly found in
embedded systems.


ifconfig support for IEEE 802.11 wireless devices


Brooks Davis brooks@FreeBSD.org


Support for configuring IEEE 802.11 wireless devices via ifconfig has
been committed to -current and -stable. It contains most of the
functionality needed to configure an wireless device. Some missing
features are being worked on including integrated support for DHCP so a
single entry in /etc/rc.conf can be used to fully configure a wireless
device on a DHCP lan and setting the CTS/RTS threshold. Currently the
an(4) and wi(4) drivers are supported in -current and -stable with the
awi(4) device supported in -current. Further work is needed to support
Frequency Hopping devices such as ray(4).


jailNG


Robert Watson rwatson@FreeBSD.org


jailNG is a from-scratch rewrite of the popular jail(8) service,
focusing on improved management functions, as well as more fine-grained
configurability. An initial prototype has been written, based on
explicitly named and configured jails, and work is proceeding on
userland integration. Currently, it’s not clear if the timeline for this
will be 5.0-RELEASE, or 5.1-RELEASE.


FreeBSD Java Project


Greg Lewis glewis@eyesbeyond.com


The main development in the FreeBSD Java Project over the last month was
the release of an initial “Developers Only” patchset for the JDK 1.3.1.
Since that release progress had been made towards a much more usable
alpha quality patchset which is likely to be turned into a port, as per
the current JDK 1.2.2 patchset. This new patchset will feature a number
of bugfixes, which essentially get the JDK to a working state for early
adopters, and an initial implementation of “native threads” based on
FreeBSD’s userland pthreads. Unfortunately this implementation isn’t
fully functional, but is included in the hope of getting more eyeballs
on the code (particularly experienced pthread programmers). We’d also
like to welcome Fuyuhiko Maruyama-san as a new committer, the usual
punishment for too many good patches.


jpman project


Japanese Man Page Project man-jp@jp.FreeBSD.org


We have been working to provide Japanese version of FreeBSD online
manuals, since 1996. Currently, RELENG_4 manuals are based. Translated
versions are placed on doc/ja_JP.eucJP/man and provided to users using
ports/japanese/man-doc. Also, we discuss about related commands (e.g.
ports/japanese/man and ports/japanese/groff).


Kernel Summit - Usenix 2001


John Baldwin jhb@FreeBSD.org


The first FreeBSD kernel summit meeting was held June 29-30, 2001 in
Boston, MA at the Usenix 2001 Annual Technical Conference. Links to a
variety of files are posted on the web site.


Note: I (jhb) am still working on writing up a general summary of the
meeting. When that is completed it will be posted here and mailed to the
-hackers mailing list.


KSE threading the kernel


Julian Elischer julian@elischer.org


I’m working on multithreading the kernel. So far I have over 400KB of
diffs relative to today’s -current (I’m keeping my tree updated with
changes as they occur rather than get hit with a big update at the end).


I have split the proc structure and am changing most of the kernel to
pass around a thread identifier instead of a proc structure.


The following interfaces have been changed so far:



		device devsw entries


		vfs calls


		mutexes


		events


		system calls


		scheduler


		
		a lot of code in between.











I have still a lot of work to go with a lot of “dumb editing” (s/struct
proc \*p/struct thread \*td/) usually I change a few items and then
fix everything that breaks when I try compile it. I’d like to check it
in on a branch so others can help the editing but haven’t worked out the
best way to do it yet.


I have implemented changes to the scheduler so that KSE’s are scheduled
instead of processes, and threads sleep, letting the KSE pick up a new
thread. but it’s not anywhere ready yet (heck it doesn’t compile yet :-)


Note that I have not yet updated the document listed above.. everywhere
it mentions “ksec” or “KSE-context”, the code uses the word “thread”. I
will update it soon as Jason has sent me the source.


FreeBSD Monthly Development Status Reports


Robert Watson rwatson@FreeBSD.org> Chris Costello chris@FreeBSD.org


The FreeBSD Monthly Development Status Report aims to keep users and
developers up-to-date on the latest goings-on in the FreeBSD project by
providing summaries of each project and its status. At the time of this
writing, the July 2001 status report is being prepared and is very near
release. The FreeBSD Web site now has a Status Reports section, which,
when the July 2001 report is released, will be updated to include a link
to an HTML-ified version.


NetBSD rc.d port


Doug Barton dougb@FreeBSD.org Sheldon Hearn sheldonh@FreeBSD.org


The NetBSD rc.d port aims to improve the FreeBSD startup process by
porting Luke Mewburn’s rc.d work from NetBSD to FreeBSD. This will score
FreeBSD startup and shutdown dependencies without losing the traditional
and much loved monolithic configuration filesystem.


Luke Mewburn’s USENIX paper and slides on the system as implemented in
NetBSD are available here:


http://groups.yahoo.com/group/FreeBSD-rc/message/3


Interested parties are urged to study this material before joining the
discussion list.


The intention at this stage is to decide on an approach that will ensure
that the differences between the NetBSD rc.d system and the system as
ported to FreeBSD will be kept to a minimum. This will probably involve
discussions with Luke around those areas of the system that are
identified as areas for potential improvement.


Netgraph ATM


Hartmut Brandt brandt@fokus.gmd.de


The goal of this project is the implementation of ATM signalling and
other ATM protocols by means of the netgraph(4) framework. This should
provide an easily extensible architecture for using ATM on FreeBSD.
Currently the full UNI4.0 stack (except for the LIJ capability) has been
implemented, including ILMI and a first version of the ATM Forum API for
UNI. An implementation of Classical IP over ATM is also available.
Drivers have been implemented for the Fore PCA200E and Fore HE-155
cards.


network device cloning


Brooks Davis brooks@FreeBSD.org


Network device cloning support has been imported from NetBSD. This
allows virtual devices to be allocated on demand rather then being
statically allocated at compile time. Our implementation differs
slightly from that of NetBSD’s in that we allow both the creation of
specific devices (i.e. gif0) and arbitrary devices instead of just
allowing specific devices. Currently, the only device in the tree which
has been converted is the gif(4) device which has been converted in both
-current and -stable. Work is ongoing to convert all other virtual
network devices with work in progress on faith, stf, and vlan
interfaces. In general this conversion is accompanied by appropriate
modifications to make these devices fully modular.


Next Generation POSIX threads (NGPT)


Arun Sharma arun@sharma.dhs.org



Porting NGPT (next generation pthreads) to FreeBSD


NGPT is an effort led by IBM engineers to implement MxN threads (also
known as many user threads to one kernel thread mapping) on Linux. I
have ported it to FreeBSD to use rfork(2).


The port is right here:


http://www.FreeBSD.org/cgi/query-pr.cgi?pr=29239


OLDCARD upgrade to support PCI cards


Warner Losh imp@village.org


Funded by: Monzoon Networking, LLC


This month has been a month of conventration and consolidation. Much of
the changes from current have been migrating into stable. I’ve improved
power support, suspend/resume interactions, interrupt handling, and
ability to work after windows/NEWCARD has run. Interrupt routing
continues to be a locking issue for a complete MFC. Current patches are
available at the above website. I’m racing to get this done before 4.4
is released.


Open Runtime Platform (ORP)


Arun Sharma arun@sharmas.dhs.org eGroups: ORP orp@egroups.com


Information on Intel ORP - a BSD licensed Java VM is right here:


http://www.intel.com/research/mrl/orp/


A FreeBSD patch has been tested to work with NGPT and submitted to the
ORP project. The patch is available here:


http://www.sharma-home.net/~adsharma/projects/orp/orp-freebsd-1.0.5.patch.txt.gz


There are some issues to be ironed out to make it work with FreeBSD’s
default (user level) pthread implementation.


OpenPackages


OpenPackages intends to create a software packaging system that will
allow third-party programs to be installed, without operating system
dependent changes, on as many platforms as are feasible. OpenPackages
was originally based on code from the BSD ports systems, and has been
improved and extended by developers of many heritages.


The OpenPackages Project is pleased to release the Milestone 2 codebase.
This release contains a working package building system and a single
test package. OP currently is known to build on certain instances of the
following operating systems: FreeBSD, HP/UX, IRIX, Linux (Debian, Red
Hat, Suse, Mandrake, TurboLinux, Caldera, etc.), NetBSD, OpenBSD,
Solaris


PAM


Mark R V Murray mark@grondar.za


(First report)


Large cleanup and extension of FreeBSD PAM modules. All modules are to
be documented, consistent in style (style(9) used) and as complete as
possible WRT functionality. Mostly done.


PowerPC Port


Benno Rice benno@FreeBSD.org


We now have the rudiments of device support. We have a nexus driver for
OpenFirmware machines, along with support for the Apple UniNorth PCI/AGP
host bridge. I’m currently trying to get the USB hardware working so
that I can get closer to having a console driver independent of
OpenFirmware, then I’ll be trying to get the system to get to
single-user mode using NFS.


PPP IPv6 Support


Brian Somers brian@freebsd-services.com


Work has begun, but nothing has yet been committed. The NCP addresses
used by ppp have been abstracted and initial support has been added to
the filter set for ipv6 addresses. NCP negotiation hasn’t yet been
started.


Porting ppp to hurd & linux


Brian Somers brian@Awfulhak.org


Patches have been submitted to get ppp working under HURD, and mostly
under Linux. There are GPL copyright problems that need to be addressed.


pppoed


Brian Somers brian@freebsd-services.com


Making pppoed function in a production environment. Most of the work is
complete and committed. Additional work includes adding a -l option
where ``-l label’’ is shorthand for ``-e exec ppp -direct label’’
and discovering why rogue child processes are being left around.


PRFW - Hooks within the FreeBSD kernel


Evan Sarmiento ems@open-root.org


PRFW is a set of hooks which I have integrated into the FreeBSD kernel.
This allows modules to easily intercept system calls with less overhead.
It also supports per-pid restrictions, which means, one process may not
be able to use X function in Y manner, but another process may.


Progress: I was working on this in 4.3-RELEASE, but now I’m merging it
into current. I will be submitting a patch to the mailing lists in about
a week.


SCSI Tape Support


Matthew Jacob mjacob@feral.com


This driver is currently not working well under -current and is
undergoing some work at this time. No major design or feature changes
are planned. There was some notion of adding TapeAlert support, but HP
supports that as a binary product via a user library and it was felt
that it’d be more politically prudent to leave it alone.


SMPng


Peter Wemm peter@FreeBSD.org John Baldwin jhb@FreeBSD.org





Development


In the ‘smpng’ p4 branch there is code to make the ast() function loop
to close the race when an AST is triggered while we are handling
previously triggered AST’s.


In the ‘jhb_preemption’ p4 branch work is being done to make the kernel
fully preemptive. It is reportedly stable on UP x86, but SMP x86 locks
up, UP alpha has problems during shutdown and can recurse indefinitely
until it exhausts its stack.





Management


We are using a perforce repository for live development work, which can
track multiple separate long-lived works-in-progress and collaborate
between multiple developers at the same time on the same change set.


FreeBSD-current is being imported into p4 hourly, for easy tracking of
the moving -current tree.


I haven’t written up a good primer yet, but we’re able to open this up
to the general developer community. NEWCARD work looks like it will be
done here too. Perforce is ideal for tracking this sort of long-lived
project without having to resort to passing patches around.


KSE work is now being checked into a kse p4 branch - thanks Julian!


KSE work is focusing on getting the main API changes into the base tree
well before 5.0.


SMPng mbuf allocator


Bosko Milekic bmilekic@FreeBSD.org


mb_alloc is a specialized allocator for mbufs and mbuf clusters. It
offers various important advantages over the old mbuf allocator,
particularly for MP machines. Additionally, it is designed with the
possibility of important future enhancements in mind.


The mb_alloc code has been committed to -CURRENT a month ago and
appears to be holding up well. Prior to committing it, preliminary
performance measurements were done merely to ensure that it is not
significantly worse than the old allocator, even with Giant still in
place. Results were promising
[http://people.FreeBSD.org/~bmilekic/code/mb_alloc/results.html]
- also see jlemon’s results (link at the bottom of accompanying text).
Since the commit, Matt Jacob has provided useful feedback and bugfixes.
Work is now being done to re-enable mbtypes statistics and make
appropriate changes to netstat(1) and systat(1).


sparc64 port


Jake Burkholder jake@FreeBSD.org


The sparc64 port has been committed to the FreeBSD repository. As such
further development will occur in cvs, rather than as a separately
maintained patch set. Significant progress has been made since the last
status report, including; support for kernel debugging with ddb, much
more complete pmap support, support for context switching and process
creation, and filling out of important machine dependent data
structures. Thomas Moestl has shown a strong interest in working on the
port and is in the process of implementing support for saving and
restoring a process’s floating point context. I look forward to working
with him and any other developers that happen to fall out of the wood
works.


FreeBSD/sparc64 kernel loader


Robert Drehmel robert@ferrari.de


The sparc64 loader is functional enough to boot an ELF binary from an
UFS filesystem using the existent openfirmware library, which has been
revised to work flawlessly on 32-bit and 64-bit architectures. Support
for netbooting and modules will be implemented next, followed by a
better openfirmware mapping strategy.


SYN cache implementation for FreeBSD


Jonathan Lemon jlemon@FreeBSD.org


This project brings a SYN cache implementation to FreeBSD, in order to
make it more robust to DoS attacks. A SYN cookie approach was
considered, but ultimately rejected because it does not conform to the
TCP protocol. The SYN cache will work with T/TCP, IPV6 and IPSEC, and
the size of each cache element is currently is less than 1/5th the size
of a normal TCP control block.


TrustedBSD Project


Robert Watson rwatson@FreeBSD.org


It’s been a busy month, with a number of relevant news items. Not least
important is that NAI Labs was awarded a $1.2M contract from the US
Defense Advanced Research Projects Agency (DARPA) to work on a variety
of components relevant to the TrustedBSD Project, including support for
pluggable security models, and supporting features such as improving the
extended attributes implementation, simple crypto support for swap and
filesystems, documentation, and much more.


On the features side, progress continues on Mandatory Access Control,
object labeling, and improving the consistency of kernel access control
mechanisms–in particular, with regard to inter-process authorization
and credential management. Work has begun on porting LOMAC, NAI Labs’
Low-Watermark Mandatory Access Control scheme, from Linux to FreeBSD,
and it has been re-licensed under a BSD license. We hope to have an
initial port complete in time for 5.0-RELEASE later this year.
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&os; status reports are published quarterly and provide the general
public with a view of what is going on in the Project, and they are
often augmented by special reports from Developer Summits. As they are
one of our most visible forms of communication, they are very important.
This page will provide some advice on writing status report entries from
David Chisnall, experienced in
technical writing.


Do not worry if you are not a native English speaker. The team handling
status reports, ``monthly@FreeBSD.org``, will check your entries for
spelling and grammar, and fix it for you.



Introduce Your Work


Do not assume that the person reading the report knows about your
project.


The status reports have a wide distribution. They are often one of the
top news items on the &os; web site and are one of the first things that
people will read if they want to know a bit about what &os; is. Consider
this example:


abc(4) support was added, including frobnicator compatibility.






Someone reading this, if they are familiar with UNIX man pages, will
know that abc(4) is some kind of device. But why should the reader
care? What kind of device is it? Compare with this version:


A new driver, abc(4), was added to the tree, bringing support for
Yoyodyne's range Frobnicator of network interfaces.






Now the reader knows that abc is a network interface driver. Even if
they do not use any Yoyodyne products, you have communicated that &os;’s
support for network devices is improving.





Show the Importance of Your Work


Status reports are not just about telling everyone that things were
done, they also need to explain why they were done.


Carry on with the previous example. Why is it interesting that we now
support Yoyodyne Frobnicator cards? Are they widespread? Are they used
in a specific popular device? Are they used in a particular niche where
&os; has (or would like to have) a presence? Are they the fastest
network cards on the planet? Status reports often say things like this:


We imported Cyberdyne Systems T800 into the tree.






And then they stop. Maybe the reader is an avid Cyberdyne fan and knows
what exciting new features the T800 brings. This is unlikely. It is far
more likely that they have vaguely heard of whatever you have imported
(especially into the ports tree: remember that there are 20,000 other
things there too...). List some of the new features, or bug fixes. Tell
them why it is a good thing that we have the new version.





Tell Us Something New


Do not recycle the same status report items.


Bear in mind that status reports are not just reports on the status of
the project, they are reports on the change of status of the project. If
there is an ongoing project, spend a couple of sentences introducing it,
but then spend the rest of the report talking about the new work. What
progress have been made since the last report? What is left to do? When
is it likely to be finished (or, if “finished” does not really apply,
when is it likely to be ready for wider use, for testing, for deployment
in production, and so on)?





Sponsorship


Do not forget about your sponsors.


If you or your project has received sponsorship, a scholarship from
somebody or you have been already working as a contractor or an employee
for a company, please include it. Sponsors always certainly appreciate
if you thank them for their funding, but it is also beneficial for them
to show that they are actively supporting the Project this way. Last,
but not least, this helps &os; to learn more about its important
consumers.





Open Items


If help is needed, make this explicit!


Is there any help needed with something? Are there tasks other people
can do? There are two ways in which you can use the open items part of
the status report: to solicit help, or to give a quick overview of the
amount of work left. If there is already enough people working on the
project, or it is in a state where adding more people would not speed it
up, then the latter is better. Give some big work items that are in
progress, and maybe indicate who is focussing on each one.


List tasks, with enough detail that people know if they are likely to be
able to do them, and invite people to get in contact.


Back to the main page
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  October-December 2014


Introduction


This is a draft of the October–December 2014 status report. Please
check back after it is finalized, and an announcement email is sent to
the &os;-Announce mailing list.


?>


This report covers &os;-related projects between October and December
2014. This is the last of four reports planned for 2014.


The fourth quarter of 2014 included a number of significant improvements
to the &os; system. In particular, compatibility with other systems was
enhanced. This included significant improvements to the Linux
compatibility layer, used to run Linux binaries on &os;, and the port of
WINE, used to run Windows applications. Hypervisor support improved,
with &os; gaining the ability to run as domain 0 on Xen’s new
high-performance PVH mode, bhyve gaining AMD support, and new tools for
creating &os; VM images arriving.


This quarter was also an active time for the toolchain, with numerous
improvements to the compiler, debugger, and other components, including
initial support for C++14, which should be complete by &os; 10.2.


Thanks to all the reporters for the excellent work!


The deadline for submissions covering the period from January to March
2015 is April 7th, 2015.


team &os; Team Reports proj Projects kern Kernel arch Architectures bin
Userland Programs ports Ports doc Documentation misc Miscellaneous


&os; Forum Software Migration


&os; Forums Administration Team forum-admins@


With funding from the &os; Foundation, the &os; forums were migrated to
XenForo software. The new software is far more capable and easy to use.
While the entire forum team contributed, &a.danger; did an excellent job
importing existing users and messages and bringing back the
often-requested “Thanks” feature. The upgrade was completed in time to
be ready for the influx of new users from the release of &os; 10.1, and
we have already seen an increase in usage.


Developers with an @FreeBSD.org address can contact forum administrators
to obtain the highly-desired “@” suffix on their forum user name along
with a Developer flag.


We want to thank the Foundation for making this possible, and the users
for their patience and continued presence on the forums!


The &os; Foundation


Encourage more developers and users to try the new forums.


Continue getting feedback from users for tuning and improvements.


Process Management


Konstantin Belousov kib@FreeBSD.org Peter Holm pho@FreeBSD.org


There were several improvements made to &os;’s process management last
quarter.


The Reaper facility was added, allowing a process to reliably track the
running and exiting state of the whole subtree of its processes. It is
intended to improve tools like timeout(1) or poudriere, by making it
impossible for a runaway grandchild to escape the controlling process.
The feature was designed based on similar facilities in DragonFlyBSD and
Linux, with some references to Solaris contracts. Committed to HEAD in
r275800.


The FreeBSD suspension code does not ensure that the system, both
software and hardware, is in a steady and consistent state. One aspect
is usermode process activity, which is not yet stopped, continuing to
making requests to the hardware. It is not realistic to expect drivers
to be able to correctly handle the calls after SUSPEND_CHILD.


We developed a facility to stop usermode threads at safe points, where
they are known to not own and to not wait for kernel resources, in
particular, not waiting for device requests finishing. It is based on
the existing single-threading code, but extending it to allow external
thread to put some processes into stopped state. Also, a facility to
sync filesystems before suspend was added, to ensure that consistent
metadata and as much as possible of the cached user data are on stable
storage, to minimize the damage that could be caused by a failed resume.


The code stressed some parts of the system and has led to discovery of a
number of bugs in different areas, including process management, buffer
cache, and syscall handlers. The bugs were fixed, and the fixes and
features commmitted by a series culminating in r275745.


During the work described above, it was noted that process spinlock
duties are significantly overloaded (the same is true for the process
lock). The spinlock was split into per-feature locks in r275121. As a
result, it was also possible to eliminate recursion on it in r275372.


The FreeBSD Foundation


FreeBSD on the Acer C720 Chromebook


Michael Gmelin freebsd@grem.de


The Acer C720 Chromebook is a powerful but inexpensive laptop designed
to run Google’s Chrome OS. This project aims to bring &os; to the C720,
providing an easy way for people to experience &os; on hardware which is
widely available and inexpensive.


As of this update, most system features work, including the keyboard,
WiFi, sound, VESA graphics, touchpad, and USB. The battery life is a
reasonable 5 to 6 hours (compare to the published 8.5 hour lifetime for
Chrome OS.


Streamline patches and merge them into HEAD.


Make suspend/resume work (depends on Haswell support).


Creating Vagrant Images with Packer


Brad Davis brd@FreeBSD.org Blog Announcement Git Repo


We have developed a recipe to use Packer to create FreeBSD Vagrant
images to run on VMware and VirtualBox.


Packer [https://www.packer.io/] is a tool for creating identical
machine images for multiple platforms from a single source
configuration.


Vagrant [https://www.vagrantup.com/] is a tool to create and
configure lightweight, reproducible, and portable development
environments.


To get started, clone the Git repo and follow the directions in the
README. More information is available from the Packer and Vagrant
websites.


pkg(8)


The pkg team pkg@FreeBSD.org


The package development team has released pkg(8) 1.4. This release
fixes lots of bugs and adds some new features:



		Stricter checking of paths passed via the plist


		Change the ABI string to be closer to MACHINE_ARCH


		Add three-way merge functionality


		Add conservative upgrade support for multi repository configurations


		Multirepository priority





An important part of the development direction for the 1.4 release was
stabilizing the existing features and improving the pkg(8)
experience on small/embedded machines (reducing memory usage and
speeding up operations).


pkg(8) is not only the &os; Package Manager, but also the Package
Manager for DragonflyBSD. Support has been added to build pkg(8) on
OS X and Linux. This work will allow other Operating Systems the option
of adopting pkg(8) to manage their packages and bring new developers
into the project.


Add more regression tests.


Package the &os; base system.


Allow using mtree as a plist when creating a package.


Implement flexible dependencies.


Test the development branch.


More developers are needed, check the Issues on Github.


mandoc(1) Support


Baptiste Daroussin bapt@FreeBSD.org Ulrich Spoerlein uqs@FreeBSD.org The
Documentation Team docs@FreeBSD.org


mandoc(1) has been made the default manual page formatter on HEAD —
man(1) will use mandoc(1) to format manual pages by default, then
fall back to groff(1) if it fails.


This change also fixes an issue with the &os; man(1) command not
being able to properly deal with ”.so” in gzipped manual pages.


The documentation team has spent a lot of time fixing issues reported by
mandoc(1) in the FreeBSD manual pages. This greatly improves the
quality of our manual pages.


Most manual pages with remaining issues are from contrib/, for which
changes should be reported and fixed upstream.


The “manlint” target has also been switched to use mandoc -Tlint,
which results in the target being more useful when working on manual
pages.


Some groff(1) versus mandoc(1) formatting differences have been
spotted and reported to mandoc’s upstream developers.


Switch makewhatis(1) to the version shipped with mandoc(1).


Figure out a way to detect mandoc(1)-unfriendly manpages in ports
and create catpages with groff(1) for them.


Remove groff(1) from the base system.


External Toolchain


Baptiste Daroussin bapt@FreeBSD.org Warner Losh imp@FreeBSD.org Brooks
Davis brooks@FreeBSD.org


The main goal of the external toolchain project is to be able to build
world and kernel with a non-default toolchain. It can be helpful to:



		Prepare a migration to a newer version of toolchain components.


		Port &os; to a new architecture


		Upgrade from a &os; that ships with GCC 4.2 to a version that ships
with clang 3.5+ (which needs a more modern toolchain than GCC 4.2 to
bootstrap).





The initial external toolchain work only supported clang. It has been
extended to support recent GCC (4.9.1 has been tested) and recent
binutils (2.24 and 2.25).


A large number of fixes have been committed to HEAD to support
incompatible behaviour changes between ld(1) from binutils 2.17.50
(the version in base) and binutils 2.24+.


A large number of warnings have been deactivated when building the
kernel to make sure it is possible to build the kernel with recent GCC
(first 4.6 and then 4.9.1)


The build system has been changed to build libc++ as the C++ standard
library implementation when a recent enough GCC (4.6+) is used to build
world.


To simplify using an external toolchain, the following pre-seeded
configurations have been added to the ports tree:



		amd64-xtoolchain-gcc


		powerpc64-xtoolchain-gcc


		sparc64-xtoolchain-gcc





Those packages will depend on special versions of GCC (minimalistic
cross-built ready GCC) and on binutils. To use them, run:
make CROSS_TOOLCHAIN=powerpc64-gcc       TARGET=powerpc TARGET_ARCH=powerpc64


As a result of this effort, it is possible to successfully build and run
a kernel and world built with GCC 4.9.1 and binutils 2.24 on sparc64,
amd64 (with minor tweaks), powerpc and powerpc64.


Patch GCC 4.9 to support &os; mips, arm and aarch64 and submit the
patches to upstream.


Adapt and upstream the aarch64 patches for binutils 2.25.


Add more pre-seeded configurations.


Timer Function Support for Linuxulator


Bjoern A. Zeeb bz@FreeBSD.org


Since 2006, initial support for Linux timer function compatibility
support was present but untested. This update corrects the initial
implementation and makes it available to the 32-bit Linuxulator on
amd64, not just on i386.


Starting with &os; 10.1, this enables users to run another FPGA
high-level synthesis toolchain and emulation platform on a &os; system.


DARPA AFRL


GNOME on FreeBSD


FreeBSD GNOME Team gnome@FreeBSD.org FreeBSD GNOME Team website FreeBSD
Team development repo. GNOME jhbuild buildbot wiki pages.


The &os; GNOME Team maintains the GNOME, MATE, and CINNAMON desktop
environments and graphical user interfaces for &os;. GNOME 3 is part of
the GNU Project. MATE is a fork of the GNOME 2 desktop. CINNAMON is a
desktop environment using GNOME 3 technologies but with a GNOME 2 look
and feel.


This quarter was an exciting time for the GNOME Team. We imported GNOME
3.14.0 and CINNAMON 2.2.16 into the ports tree. At the same time, we
removed the old GNOME 2.32 desktop. And two weeks later we updated GNOME
to 3.14.2 and CINNAMON to 2.4.2, which was collected while the
preparation for the initial GNOME 3.14.0 import was under way.


We moved our development repo to GitHub. The repo is structured as
follows: the master branch is vanilla &os; Ports, and we have theme
branches for topics such as the porting of MATE 1.9 (the mate-1.10
branch) and GNOME 3.15 (the gnome-3.16 branch). The GNOME 3.14 branch
(gnome-3.14) is not used or updated any more because the content has
been committed to ports, but is kept around for the history.


The GNOME website is stale. Work is starting on updating the development
section. We could use some help here.


MATE 1.10 porting is under way; the latest 1.9 releases are available in
the mate-1.10 branch.


GNOME 3.16 porting is under way, and is available in the gnome-3.16
branch.


The &os; Core Team


&os; Core Team core@FreeBSD.org


The &os; Core Team constitutes the project’s “Board of Directors”,
responsible for deciding the project’s overall goals and direction as
well as managing specific areas of the &os; project landscape.


During the fourth quarter of 2014, the &os; Core team saw the
culmination of a long-running project to rebuild the &os; Forums. The
chosen solution was to license XenForo; core would like to thank the
FreeBSD Foundation for paying the licensing costs of this software.


Much discussion ensued concerning the “New Support Model” following
Core’s meeting at EuroBSDCon in September. It was recognised that trying
to change the model immediately before 10.1-RELEASE was far too late,
and the change will be targeted at 11.0-RELEASE.


In order to ensure that 10.1-RELEASE shipped with support for up-to-date
X Window Systems and KDE4, core approved the switch to ‘new Xorg’ as the
default in time for building the packages for that release.


Git was officially promoted from beta to an officially supported version
control system. Git is available as a read-only resource for downstream
consumers and contains an exported copy from SVN, the primary and only
read-write repository. The &os; git repositories (exported from the
master SVN version control) will shortly be available at
https://git.freebsd.org/, and core has been active in ensuring that
there is a sufficient body of Git administrators available with access
to appropriate documentation in order to maintain a good git service.


Core mediated in disputes between a number of committers over some
updates to system sources, and fielded complaints about code quality of
some other work in critical areas. While such disagreements will
occasionally occur, core is promoting the routine use of the Phabricator
service in order to review work before committal. Catching problems
early is in the project’s best interests, and discussion of changes in
an open review context should minimize confrontational demands for
immediate back-out of changes.


Core is working on a charter for a proposed new QA team, to encompass
members of the Release Engineering and Security teams, as well as
committers with interests in standards compliance. It is envisioned that
the QA team will take responsibility for merging code from HEAD into the
STABLE branches, run integration testing against those updates and
handle merging patches and bug-fixes submitted to the &os; project from
third parties.


During this quarter, core issued two new commit bits, and also took two
commit bits into safe-keeping.


KDE on FreeBSD


KDE on &os; team kde@FreeBSD.org


The KDE on &os; team focuses on packaging and making sure that the
experience of KDE and Qt on &os; is as good as possible.


As mentioned last quarter, Alonso Schaich (alonso@) became a committer
and since then has made good progress helping his mentors Raphael Kubo
da Costa (rakuco@) and Max Brazhnikov (makc@) maintain all Qt and
KDE-related ports.


This quarter, Qt 5.3 was finally committed to the ports tree. Extensive
work was required, including cleaning up and/or changing a lot of the
Qt5 ports infrastructure to make it both easier to maintain the Qt ports
as well as finally make it possible to build newer versions when older
ones are already installed on the system.


We have also updated KDE in our experimental area51 repository and
committed several updates to other ports such as KDevelop and KDE
Telepathy. Overall, we have worked on the following releases:



		CMake 3.1.0 (in area51, exp-run in progress for it to be committed to
the ports tree)


		Calligra 2.8.6 (in area51)


		KDE 4.14.2 (committed to ports), 4.14.3 (in area51)


		KDE Telepathy 0.8.0 (committed to ports)


		KDevelop 4.7.0 (committed to ports)


		Qt 5.3.2 (committed to ports)





Tobias Berner has contributed patches to update QtCreator to 3.3.0 as
well as KDE Frameworks 5 ports which are under review for inclusion in
our experimental area51 repository.


Update Qt5 to 5.4.0.


Try to contribute to the work on getting rid of HAL on &os;, which seems
to be gaining more traction recently.


Add KDE Frameworks 5 ports to our experimental repository.


More Michael Lucas Books


Michael Lucas mwlucas@michaelwlucas.com FreeBSD Mastery: Storage
Essentials page blog


The first small &os; Book, “FreeBSD Mastery: Storage Essentials” is
available.


Lucas is moving on to &os; books on ZFS, Specialty Filesystems, and
jails. They will hopefully be available by BSDCan 2015.


Get status updates on his blog, or follow @mwlauthor on Twitter.


Push BSDCan out to June, so he has more time to write the new books.


New Translators Mailing List


&os; Translators Mailing List freebsd-translators@FreeBSD.org


A new mailing list has been created for people translating &os;
documents and programs from English into other languages. Discussions
can include methods, tools, and techniques. Existing translators are
encouraged to join so there is a single point of contact. New
translators and those who wish to help with translation are welcome.


New members are asked to introduce themselves and mention the languages
they are interested in translating.


Encourage existing translators to join.


Welcome and educate new volunteers.


Work on implementing newer and easier translation systems and tools.


Jenkins Continuous Integration for &os;


Craig Rodrigues rodrigc@FreeBSD.org Jenkins Administrators
jenkins-admin@FreeBSD.org &os; Testing freebsd-testing@FreeBSD.org
Jenkins CI server in &os; cluster FreeBSD and Jenkins OS Testing Kyua
and Jenkins Testing Framework for BSD PAM authentication problems in
FreeBSD Issue to update Jenkins to JNA 4.1.0 for FreeBSD Kyua Quickstart
Guide Igor tool for proofreading documentation FreeBSD_Doc-igor Jenkins
build FreeBSD_HEAD_sparc64 Jenkins build Susan Stanziano from Xinuous
ran kyua tests Andy Zhang from Microsoft ran kyua tests &a.ngie;
imported NetBSD tests Steve Wills ran tests in Google Compute Engine
Kyua submitted to Homebrew project Brian Gardner submits jtreg tests
Ahmed Kamal offers to help with Saltstack MIPS builds


Since the last status report, many people have contributed help in
various areas to help with Continuous Integration and Testing in &os;.
Some of the highlights include:



		The Jenkins project mentioned on their blog how FreeBSD is using
Jenkins and kyua to run OS-level tests.


		&a.rodrigc; submitted patches to upgrade Jenkins to use JNA 4.1.0.
The Jenkins project accepted these patches [JENKINS-24521] in the
Jenkins 1.586 release. This fixed problems with PAM authentication
support in Jenkins on FreeBSD [JENKINS-21507].


		&a.rodrigc; gave a presentation “Kyua and Jenkins Testing Framework”
for BSD at the Developer and Vendor summit on November 3, 2014 in San
Jose, California. In the presentation, &a.rodrigc; described how, for
every commit to the FreeBSD source tree, nearly 3000 tests are run
using kyua inside a bhyve virtual machine. The kyua test results are
exported to JUnit XML format, which is then used by Jenkins to
generate web-based test reports with graphs.


		&a.lwhsu; set up a Jenkins build named FreeBSD_Doc-igor to run the
Igor tool written by &a.wblock;. Igor proofreads FreeBSD
documentation and reports various errors.


		&a.rodrigc; set up a Jenkins build named FreeBSD_HEAD_sparc64 to
build the FreeBSD HEAD branch for the sparc64 architecture


		&a.ngie; imported more tests from NetBSD. After this import, there
are now over 3000 tests in the /usr/tests directory.


		Susan Stanziano from Xinuous ran kyua tests and provided feedback
about test errors, running the tests in a bhyve VM.


		Andy Zhang from Microsoft ran kyua tests and provided feedback about
test errors running in a Hyper-V 2012R2 VM.


		&a.swills; ran the &os; tests in Google Compute Engine and provided
the test results.


		&a.rodrigc; submitted a formula to create a package for kyua in the
Homebrew packaging system on OS X. The Homebrew project accepted
this. Now, kyua can easily be installed on OS X via a Homebrew
package. Hopefully this will make it easier to share more test
infrastructure and scripts with OS X.


		&a.rodrigc; submitted to the Debian project a kyua package. Approval
for this is still pending. A package will make it much easier to
install kyua on Linux distributions which use Debian packages such as
Debian, Ubuntu, and Linux Mint. Hopefully this will make it easier to
share more test infrastructure and scripts with Linux.


		Brian Gardner submitted scripts to run the Regression Test Harness
for OpenJDK (jtreg). The test results are in JUnit XML format, which
can be natively imported into Jenkins.


		Ahmed Kamal, an experienced devops expert and past contributor to the
Ubuntu project, offered to help &a.rodrigc; with improving the
automation and deployment of Jenkins nodes in the &os; cluster using
the Saltstack automation framework. Ahmed is interested in helping
the &os; project.


		&a.rodrigc; worked with &a.adrian; to set up Jenkins builds of MIPS
targets. The next step will be to get kyua tests running inside a
QEMU MIPS VM.





Set up more builds based on different architectures.


Improve the maintenance of nodes in the Jenkins cluster using devops
frameworks such as Saltstack.


Get feedback for improving the Kyua Quickstart Guide.


People interested in helping out should join the
freebsd-testing@FreeBSD.org list.


Xfce


FreeBSD Xfce Team xfce@FreeBSD.org


Xfce is a free software desktop environment for Unix and Unix-like
platforms, such as &os;. It aims to be fast and lightweight, while still
being visually appealing and easy to use.


During this quarter, the team has kept these applications up-to-date:



		misc/xfce4-weather-plugin 0.8.5


		science/xfce4-equake-plugin 1.3.6


		sysutils/xfce4-netload-plugin 1.2.4


		sysutils/xfce4-systemload-plugin 1.1.2


		www/midori 0.5.9


		x11/xfce4-taskmanager 1.1.0


		x11/xfce4-whiskermenu-plugin 1.4.2


		x11-wm/xfce4-desktop 4.10.3





Two new ports have also been added (taken from our repository):



		deskutils/xfce4-volumed-pulse


		x11/xfce4-dashboard





Moreover, we are working on the next stable release, with these ports
being updated:



		sysutils/xfce4-power-manager 1.4.2


		x11/xfce4-dashboard 0.3.4


		x11-wm/xfce4-session 4.11.1





We sent some patches to upstream.



		bug #11104 [https://bugzilla.xfce.org/show_bug.cgi?id=11104], to
keep ‘wallpaper settings’ in Ristretto with xfdesktop >= 4.11


		bug #11249 [https://bugzilla.xfce.org/show_bug.cgi?id=11249], add
‘Hidden’ option in desktop item editor (refused)


		bug #11413 [https://bugzilla.xfce.org/show_bug.cgi?id=11413], to
use sysctl(3) and acpi_video(4) for backlight support





A FAQ is being written D1305 [https://reviews.freebsd.org/D1305].


Find a workaround for when acpi_video(4) is not functional (panel
crashes); OpenBSD seems to have same problem.


Clean up patch in order to add new panel plugin in ports tree.


Continue to work on documentation, especially the Porter’s Handbook.


Updating OpenCrypto


John-Mark Gurney jmg@FreeBSD.org r275732 changeset FreeBSD Foundation
announces IPsec Enhancement Project


The project adds support for AES-GCM and AES-CTR modes to the OpenCrypto
framework. Both software and AES-NI accelerated versions are functional,
working and committed. Ermal LuÃ§i (eri@) is working on adding support
for the additional modes to IPsec.


The &os; Foundation Netgate


Commit the port that provides the NIST KAT vectors so that the tests
committed can run.


The Graphics Stack on &os;


&os; Graphics team freebsd-x11@FreeBSD.org Graphics stack roadmap and
supported hardware matrix Graphics stack team blog Ports development
tree on GitHub


Mesa was upgraded to 10.3, then 10.4 for FreeBSD 10.1-RELEASE and
11-CURRENT. We test release candidates and therefore this port is now
usually updated shortly after a new release. Mesa 10.x brings huge
improvements in terms of OpenGL standards support, performance and
stability, especially for Radeon owners. Mesa 9.1 is kept for &os; 9.x,
but we have plans to fix this; see below.


graphics/gbm and devel/libclc are new ports used by Mesa to
implement OpenCL. The next step is to finish the port for Mesa’s
libOpenCL.so, named Clover. This will permit users to run OpenCL
programs on Radeon GPUs for now.


xserver was upgraded from 1.12 to 1.14. This is the last version of
xserver supporting Mesa 9.1. Changes are described in an article on the
blog. The most noticeable one is the switch from the input device
detection back-end based on HAL to the one based on devd(8).
hald(8) is still required by many desktop environments, but the
X.Org server itself is free from it.


xserver was the last port supporting the WITH_NEW_XORG knob. The
knob is now completely removed. This was the occasion to add
WITH_NEW_XORG and WITH_KMS to the list of deprecated knobs to
help people clean up their make.conf. At the same time, the new-xorg
alternate pkg repository was deprecated.


After discussion, two options were enabled by default:



		TEXTURE_FLOAT in graphics/dri, which allows Mesa to advertise the
support for OpenGL 3.0+;


		LCD_FILTERING in print/freetype2, which enables the subpixel
rendering engine, improving font anti-aliasing.





These two packages now provide a better user experience out-of-the-box.
Users who are uncomfortable with the options may unset them and rebuild
the ports. There is no need to rebuild anything else.


On the kernel side, Tijl Coosemans added AGP support back to the TTM
memory manager and therefore to the Radeon driver. His work was merged
back to stable/10 and will be available in &os; 10.2-RELEASE.


We migrated our Ports development tree to Git and GitHub. Tracking
changes in the official Ports tree and preparing patches is much easier.
Furthermore, we can accept pull requests. All of the reasons behind this
change are detailed on the blog and the workflow is described on the
wiki.


The XDC 2014 (X Developer’s Conference) was a great conference. Reviving
the relationship with the developers of the graphics stack was a
success! A report is available on the blog.


Our next items on the roadmap are:



		Provide &os; 10.1-RELEASE’s i915 driver to &os; 9.x users through a
new port. This is a work in progress, but it would allow us to remove
Mesa 9.1 and make Mesa 10.4 available everywhere.


		Once Mesa 9.1 is gone, we can update xserver to 1.16.





See the “Graphics” wiki page for up-to-date information.


FreeBSD on POWER8


Nathan Whitehorn nwhitehorn@freebsd.org Justin Hibbits
jhibbits@freebsd.org Adrian Chadd adrian@freebsd.org


IBM and the OpenPOWER Foundation are pushing for a wider software and
hardware ecosystem for POWER8-based systems. Beginning January 3, we
have been doing bringup work on a Tyan GN70-BP010 POWER8 server, a
quad-core 3 GHz system with 32 hardware threads.


The main target for the port is the PowerKVM hypervisor provided on
OpenPOWER hardware. This uses the same software interfaces as the
PowerVM hypervisor already supported on earlier POWER hardware. The
target is to have this operation mode fully supported by &os; 10.2. &os;
currently runs under the hypervisor when using a mass storage driver
other than the built-in virtualized SCSI; the issues with the SCSI
driver should be solved shortly.


The longer-term goal is to also operate on the bare system. This
requires interaction with the OPAL system firmware and the development
of device drivers for the on-board PCI, console, and interrupt
controller hardware. As of January 4, the &os; kernel had printed
initial messages to the console.


&os; Foundation


Fix virtualized SCSI driver in PowerKVM.


Write OPAL drivers.


Integrate loader(8) with petitboot bootloader.


FreeBSD Xen


Roger Pau MonnÃ© royger@FreeBSD.org Justin T. Gibbs gibbs@FreeBSD.org
FreeBSD PVH DomU wiki page FreeBSD PVH Dom0 wiki page


During this quarter almost all pending Xen changes have been committed,
enabling &os; to be used as Dom0 under the new PVH mode. The set of
features supported by &os; is still limited, but it should allow for
basic usage of &os; as Dom0. Support for booting Xen from the &os; boot
loader will be committed very soon to HEAD.


Apart from testing on a variety of hardware, work has now shifted to
improve PVH support in Xen itself in order to have feature parity with a
traditional PV Dom0 and to declare the PVH ABI as stable.


Regarding guest improvements (running &os; as a DomU), there is also
ongoing work to add unmapped IO support to Xen blkfront, which is
blocked pending some modifications to the generic bounce buffer code.


Citrix Systems R&D Spectra Logic Corporation


Test on different hardware.


Improve the performance of the netback and blkback backends.


Work with upstream Xen to improve PVH and make it stable.


Improve generic bounce buffer code for unmapped bios in order to support
blkfront alignment requirements.


Clang, llvm, and lldb Updated to 3.5.0


Dimitry Andric dim@FreeBSD.org Ed Maste emaste@FreeBSD.org Roman Divacky
rdivacky@FreeBSD.org LLVM 3.5.0 Release Notes Clang 3.5.0 Release Notes


Just before the end of the year, we updated clang, llvm, and lldb in the
base system to 3.5.0 release. These all contain numerous improvements.
Please see the linked release notes for more detailed information.


This is the first release that requires C++11 support to build. At this
point, &os; 10.0 and later provide that support, at least on x86.


In the near future, more components from llvm.org will be updated in
base, with libc++ and libcompiler-rt most likely being the first to be
updated.


Thanks to Ed Maste, Roman Divacky, Andrew Turner, Justin Hibbits, and
Antoine Brodin for their invaluable help with this import.


While most ports that were impacted by this update have already been
fixed, there are still a few that do not work with the clang 3.5.0
update.


In most cases, this is due to relatively simple issues, such as new
warnings, or slightly stricter error checking (primarily for C++
programs). Fixing those issues should not take too much work.


There are still some open issues with the ARM, PowerPC, and Sparc64
architectures, and any help in this area is very much appreciated.


&os; Release Engineering Team


&os; Release Engineering Team re@FreeBSD.org &os; development snapshots


The &os; Release Engineering Team is responsible for setting and
publishing release schedules for official project releases of &os;,
announcing code freezes and maintaining the respective branches, among
other things.


The &os; 10.1-RELEASE cycle completed on November 14th, marking the
second official release point from the stable/10 branch, just short
of three weeks later than the original schedule anticipated.


Work to produce virtual machine images for platforms not currently
supported has continued, with focus aimed primarily at Amazon EC2,
Google Compute Engine, and Openstack.


With huge thanks to &a.ian; and &a.imp;, new ports exist for &os;/arm
where u-boot is required. Work has been in progress since late December
to migrate the existing &os;/arm release build tools to utilize the new
ports.


The &os; Foundation


Git Integration


Git discussion list freebsd-git@FreeBSD.org


Several &os; developers have expressed interest in improving the tools
and documentation to facilitate the use of the Git source code
management (SCM) system when working with &os; code. Some highlights of
the work in this area include the following:



		At &a.alfred;’s request, a new mailing list freebsd-git@FreeBSD.org
was created for discussion of git use in the FreeBSD project.


		&a.alfred; submitted a patch to git. This patch allows a developer to
work on a source code tree in git and use git-svn to push changes
from this tree directly to a Subversion repository and set Subversion
properties. Before this patch, git-svn did not properly set
Subversion properties. This is important for &os; developers because
the &os; Subversion repo will block commits which do not properly set
certain Subversion properties. The git project accepted this change
in changeset 83c9433.


		&a.alfred; updated the Git Workflow wiki document to include
information for using git-svn to commit to the FreeBSD Subversion
repository.


		&a.robak; wrote a script which integrates Github and &os; Bugzilla.
When a user files a Github pull request against the &os; source code
tree on Github, this script will open a new PR in &os; Bugzilla. This
will allow users to contribute code and patches via Github pull
requests, and have the request tracked by &os; developers in
Bugzilla. Github pull requests cannot currently be directly merged
into the &os; source tree on Github, because the main source code
repository is currently Subversion. The &os; source code tree on
Github is a read-only mirror of the &os; Subversion repository.
&a.rodrigc; coordinated with &a.robak; and bugmeister@FreeBSD.org to
move forward on this, and provide &a.robak; with enough access to
Bugzilla to open PR’s via a script.





The Github integration script is not deployed yet and is not active for
all pull requests against the &os; source tree on Github. &a.robak; and
bugmeister@FreeBSD.org need to work out the final details for deploying
this script into production. The script must be accessible via HTTP POST
requests because it uses the Github REST API. &a.robak; and
bugmeister@FreeBSD.org need to reach agreement on where this script
lives, and do a security audit.


Migration to ELF Tool Chain Tools


Ed Maste emaste@freebsd.org


The ELF Tool Chain project provides BSD-licensed implementations of
compilation tools and libraries for building and analyzing ELF objects.
It started as part of &os; but has moved to a standalone project to
encourage wider participation from others in the open-source developer
community. &os;’s libelf and libdwarf are now imported from upstream
sources in contrib/elftoolchain.


ELF Tool Chain provides a set of tools equivalent to the GNU Binutils
suite. This project’s goal is to import these tools into the &os; base
system so that we have a set of up-to-date and maintained tools that
also provide support for new CPU architectures of interest, such as
arm64.


The following tools have now been imported and are available by setting
the src.conf knob WITH_ELFTOOLCHAIN_TOOLS=yes:



		addr2line


		nm


		size


		strings


		strip (elfcopy)





A ports exp-run uncovered some bugs in these tools. The bugs are being
fixed in the &os; source tree and are in the process of being committed
to the upstream project.


ELF Tool Chain’s readelf will be enabled as well once some missing
functionality in ELF note parsing is added. ELF Tool Chain’s elfcopy
provides equivalent functionality to Binutils’ objcopy, and accepts the
same command-line arguments. For it to be a viable replacement for all
uses of objcopy in the base system, it must gain support for writing
portable exectuable (PE) format binaries, which are used by UEFI boot
code.


The ELF Tool Chain project does not currently provide replacements for
as, ld, and objdump. For &os; these tools will likely be obtained from
the LLVM project.


The &os; Foundation


Import readelf.


Add missing functionality to readelf.


Add missing functionality to elfcopy and migrate the base system build.


Fix issues found by fuzzing inputs to the tools.


Switch the default to WITH_ELFTOOLCHAIN_TOOLS.


bhyve


Peter Grehan grehan@FreeBSD.org Neel Natu neel@FreeBSD.org John Baldwin
jhb@FreeBSD.org Tycho Nightingale tychon@FreeBSD.org Allan Jude
freebsd@allanjude.com bhyve FAQ and talks


bhyve is a hypervisor that runs on the &os;/amd64 platform. At present,
it runs &os; (8.x or later), Linux i386/x64, OpenBSD i386/amd64, and
NetBSD/amd64 guests. Current development is focused on enabling
additional guest operating systems and implementing features found in
other hypervisors.


Support for AMD processors was committed to -CURRENT in October 2014.
This has also been merged to 10-STABLE and will be included in the 10.2
release.


A bhyve status update presentation was given at the FreeBSD Vendor
Summit in Nov 2014. The slides are available at
http://people.freebsd.org/~neel/bhyve/bhyve_update_vendor_summit_2014.pdf.


A number of improvements have been made to bhyve this quarter:



		OpenBSD/i386 guests are now able to boot with multiple vcpus.


		NetBSD/amd64 guests are now fully supported.


		Improvements to the AHCI emulation to be more resilient under heavy
load.


		Various improvements to PIC emulation to be able to boot legacy
guests.


		A fully featured RTC device emulation that allows date/time changes
by the guest and supports periodic and alarm interrupts.


		Consolidate all timer emulations in vmm.ko. This enables the use of a
single clocksource for all timer emulations.


		Allow tracing of every exception incurred by a guest. This is useful
when debugging guest double and triple faults.


		Emulate platform-specific MSRs accessed by recent Linux guests.


		Various bug fixes to grub-bhyve to boot OpenBSD/i386 and Centos 4.x
guests.


		grub-bhyve is now able to connect to an nmdm(4) console using the
--cons-dev option.





Improve documentation.


bhyveucl is a script for starting bhyve instances based on a libUCL
config file. More information at https://github.com/allanjude/bhyveucl.


CSM BIOS boot support for non UEFI-aware guests.


Add support for virtio-scsi.


Improve virtio-net, add offload features, support multiple queues.


Implement Intel 82580 and e1000 NIC emulation.


Netmap support.


Flexible networking backend: wanproxy, vhost-net.


Move to a single process model, instead of bhyveload + bhyve.


Support running bhyve as non-root.


Add filters for popular VM file formats (VMDK, VHD, QCOW2).


Implement an abstraction layer for video (no X11 or SDL in base system).


Support for VNC as a video output.


Suspend/resume support.


Live Migration.


Nested VT-x support (bhyve in bhyve).


Support for other architectures (ARM, MIPS, PPC).


Ports Collection


Frederic Culot portmgr-secretary@FreeBSD.org Port Management Team
portmgr@FreeBSD.org


As of the end of Q4 the ports tree holds more than 24,000 ports, and the
PR count is just over 1,400. As during the previous quarter the tree saw
a sustained activity with almost 6,000 commits and more than 1,600 ports
PRs closed!


In Q4, five new developers were granted a ports commit bit (gordon@,
jmg@, jmmv@, bofh@, truckman@) and six were taken in for safekeeping
(sylvio@, pclin@, flz@, jsa@, anders@, motoyuki@).


On the management side, miwi@ decided to step down from his portmgr
duties in November. No other changes were made to the team during Q4.


This quarter also saw the release of the fourth quarterly branch, namely
2014Q4.


On the QA side, 39 exp-runs were performed to validate sensitive updates
or cleanups.


A tremendous work was done on the PR front in Q4 and we would be very
pleased to see committers dedicate themselves to closing as many as
possible in 2015 as well!


2014 is the year that saw the highest number of commits in all of our
ports tree’s history! As for the PR front and to keep our beloved tree
in good shape, we would love to see the same commitment from our
developers next year!


Linux Emulation Layer, the Linuxulator


Dmitry Chagin dchagin@FreeBSD.org


The main goal of the Linux emulation layer project is the execution on
&os; of multithreaded Linux applications that require the glibc library
version 2.20 or later to be available. Glibc 2.20 requires a Linux
kernel (or emulation thereof) of version 2.6.32 or later. The main
obstacle preventing this is that the current Linuxulator uses native
&os; processes for emulating Linux threads. This leads to several
problems, including problems with process reparenting and dethreading,
wait() and signal handling. It would be much better to reuse the
&os; kernel code for thread management than to create a completely new
codebase for pseudothread management in the Linuxulator.


At present, the linux emulation layer project has implemented all of the
necessary system calls for supporting glibc 2.20, and more, bringing the
emulated Linux kernel version to 2.6.32:



		Using native threads for emulating Linux threads


		Implemented VDSO support, including DWARF for signal trampolines,
which are needed for stack unwinding in pthread_cancel()


		Implemented the “vsyscall hack”, used by some Linux-based
distributions, including CentOS 6


		Implemented the epoll() system call emulation


		Added support for x86_64


		Many bugs were fixed





The project’s code is located in the &os; Project’s Subversion
repository at base/user/dchagin/lemul (a little bit old). To
facilitate merging the improvements back to head, several patches have
been placed on reviews.FreeBSD.org with the tag #lemul. Nearly half
of the patches have already been approved by &a.emaste; and &a.trasz;.


Review and merge the lemul branch to head within the next month or two.


Implement native and Linuxulator inotify() system calls.


Implement the ptrace() system call for the x86_64 Linuxulator.


Implement the signalfd() and timerfd() system calls for the
Linuxulator.


Implement Priority Inheritance Futexes for the Linuxulator.


Extend xucred support, required for many Linux applications.


Wine/FreeBSD


Gerald Pfeifer gerald@FreeBSD.org David Naylor dbn@FreeBSD.org Kris
Moore kmoore@FreeBSD.org Wine wiki page Wine on amd64 wiki page Wine
homepage


The Wine on &os; project has been steadily forging ahead for the past
three quarters and has updated the ports for the following versions:



		Stable releases: 1.6.2 (3 port revisions)


		Development releases: 1.7.16 through 1.7.33





The ports have packages built for amd64 (available through the ports
emulators/i386-wine and i386-wine-devel) for &os; 8.4, 9.1+, 10.0+, and
CURRENT.


Accomplishments include:



		Upstreaming 33 patches to fix Wine on &os; — many thanks to Gerald
for this work.


		Migrating to the USES framework.


		Building Wine with the X compositing extension.


		Adding support for MPG123 and V4L.


		Backporting changes made to the -devel ports to the stable ones and
fixing minutiae here and there.


		Creating a new Wine port for the Compholio patches.


		Changing i386-wine(-devel) to set the LD_LIBRARY_PATH_RPATH
variable.


		Improving library bundling for i386-wine(-devel).


		Various improvements to the patch-nvidia.sh script for
i386-wine(-devel).


		Various smaller changes.





We would like to thank all the volunteers who contributed feedback or
even patches. We would also like to welcome kmoore@ to the Wine team. He
has been extensively involved in bringing wine-compholio to the Ports
Collection.


Future development on Wine will focus on:



		Creating a 64-bit capable port of Wine (aka Wine64).


		Creating a WoW64 capable port of Wine (aka Wine + Wine64).


		Fixing directory listing on &os; 8 and 9.





Maintaining and improving Wine is a major undertaking that directly
impacts end-users on &os;, including many gamers. If you are interested
in helping, please contact us. We will happily accept patches, suggest
areas of focus, or have a chat.


Open Tasks and Known Problems (see the Wine wiki
page [http://wiki.FreeBSD.org/Wine]).


&os;/amd64 integration (see the i386-Wine wiki
page [http://wiki.FreeBSD.org/i386-Wine]).


Porting WoW64 and Wine64.


Linux Emulation Ports


Johannes Meixner xmj@FreeBSD.org Allan Jude allanjude@FreeBSD.org
Vassilis Laganakos vassilis@einval.com contains additions for CentOS 6.5
64bit ports contains a work in progress of the Fedora 20 ports contains
base Linux emulation enhancements required for 64 bit support


The Linux emulation stack in the ports collection was upgraded to
include CentOS 6.6 on November 11. After smoothing out several bugs that
had been introduced, we were able to bump the default version of the
Linux userland from Fedora 10 to CentOS 6.6 on December 9th. Providing a
more modern Linux userland and support libraries allows a large number
of Linux applications to be run on &os;.


The goal behind providing an updated Fedora-based userland is to support
more desktop-oriented applications, which require newer libraries than
are provided by CentOS 6. Providing 64-bit versions of the CentOS
userland will allow applications that are only available in 64-bit form,
such as a number of scientific and math related applications, to be run
on &os;. Support for 64-bit binaries also requires the 64-bit Linux
kernel emulation layer from the lemul branch, which requires more
testing and review before being merged into HEAD.


Perceivon Hosting Inc. ScaleEngine Inc.


Update Allan Jude’s 64-bit Linux ports to CentOS 6.6.


Add Fedora 20 base/userland ports to ports/head.


Refactor Mk/bsd.linux-*.mk to facilitate the above additions.


Promote testing and merging of Dmitry Chagin’s lemul branch. (Updated
Linux kernel emulation, and 64-bit support)


PCI SR-IOV Infrastructure


Ryan Stone rstone@FreeBSD.org


PCI Single Root I/O Virtualization (SR-IOV) is an optional part of the
PCIe standard that provides hardware acceleration for the virtualization
of PCIe devices. When SR-IOV is in use, a function in a PCI device
(known as a Physical Function, or PF) will present multiple Virtual PCI
Functions (VF) on the PCI bus. These VFs are fully independent PCI
devices that have access to the resources of the PF. For example, on a
network interface card, VFs could transmit and receive packets
independently of the PF.


The most obvious use case for SR-IOV is virtualization. A hypervisor
like bhyve could instantiate a VF for every VM and use PCI passthrough
to assign the VFs to the VMs. This would allow multiple VMs to share
access to the PCI device without having to do any expensive
communication with the hypervisor, greatly increasing the performance of
I/O within a VM.


Work on the core PCI infrastructure is complete and undergoing review.
Currently it is planned to commit the PCI infrastructure to head by the
end of January.


In addition to the PCI infrastructure, individual PCI drivers must be
extended to implement SR-IOV. An SR-IOV implementation is in progress
for the ixl(4) driver, which supports the Intel XL710 family of 40G and
10G NICs. Currently it is planned to have this in review by the end of
January. An implementation for ixgbe(4) is also in progress, but there
is no timeline for completion.


Sandvine Inc.


Secure Boot


Edward Tomasz NapieraÅ‚a trasz@FreeBSD.org


UEFI Secure Boot is a mechanism that requires boot drivers and operating
system loaders to be cryptographically signed by an authorized key. It
will refuse to execute any software that is not correctly signed, and is
intended to secure boot drivers and operating system loaders from
malicious tampering or replacement.


This project will deliver the initial phase of secure boot support for
&os; and consists of:



		creating ports/packages of the gnu-efi toolchain, Matthew Garrett’s
shim loader, and sbsigntools


		extending the shim to provide an API for boot1.efi to load and verify
binaries signed by keys known to the shim


		writing uefisign(8), a BSD-licensed utility to sign EFI binaries
using Authenticode, as mandated by the UEFI specification.





The &os; Foundation


Ensure that the signature format properly matches UEFI spec
requirements.


Verify that correctly signed, incorrectly signed, and unsigned loader
components are handled properly.


Investigate signed kernel ELF objects (including modules).


FreeBSD/arm64


Andrew Turner andrew@FreeBSD.org Ed Maste emaste@FreeBSD.org Zbigniew
Bodek zbb@semihalf.com


There is growing interest in ARM’s 64-bit architecture. Officially named
AArch64, it is also known as ARMv8 and arm64. Andrew Turner started
initial work on the &os;/arm64 port at the end of 2012.


The &os; Foundation is now collaborating with ARM, Cavium, the Semihalf
team, and Andrew Turner to port &os; to arm64, and significant progress
was made on the port over the last quarter of 2014.


As of the end of the year, &os; boots to single-user mode on arm64,
executing both static and dynamic applications. Patches in review allow
&os; to boot to multi-user mode, and these are expected to be merged
soon. This includes implementing many stub functions in userland and the
kernel. With this, &os; has booted to multi-user mode on both the ARM
Foundation Model and the QEMU full system emulation.


Cavium has supplied a software simulator of their Thunder X hardware.
Bringup of &os; has started on this including writing new drivers for
the ARM Generic Interrupt Controller v3 (GICv3) and a preliminary driver
for the PCIe root complex. With these, &os; is able to boot on this
simulator in preparation for testing on hardware. Further work is
progressing to add full PCIe bringup and to add support for the GICv3
Interrupt Translation Services (ITS) for MSI-X.


Further improvements have been made to the loader to allow it to take
the Flattened Device Tree data from UEFI and pass it to the kernel. In
the kernel, busdma, CPU identification, and improvements to interrupt
handling have been made, along with preliminary KDB support.


Hardware for testing the port will be installed in the &os; Test Cluster
hosted by Sentex Communications. The first reference platform, Cavium’s
ThunderX, is expected to arrive in the cluster in mid-January.


The &os; Foundation ARM Cavium


Bring up and test kernel support on real hardware.


Implement the remaining userland libraries and binaries.


Produce installable images.


libxo: Generate Text, XML, JSON, and HTML Output


Marcel Moolenaar marcel@FreeBSD.org libxo: The Easy Way to Generate
text, XML, JSON, and HTML output.


Many &os; utilities provide insight into the operational state of a
running &os; system and as such are used regularly to monitor the
system. These utilities provide their output in a human readable form
and sometimes even optimized for the limited width of traditional
terminals. Often times these utilities are used by other programs that
want to present the output in different ways or as part of other user
interfaces. For such use cases, it is infinitely better to work with
machine-readable output instead of human-readable output.


Juniper Networks has created a library called libxo, which makes it easy
for utilities to emit output in various formats. By default, text output
is emitted, but with the introduction of the --libxo option this can
be changed to XML, JSON, and HTML. The &os; project has imported this
library into the base system and is in the process of rewriting
utilities to use libxo.


Related to this, &os; now also has the xo utility that allows
scripts to grow the same capabilities. Instead of using echo or
printf in scripts, output can be done using the xo utility.


The df, w, and wc utilities have been converted to use
libxo. The netstat utility is in the process of being converted and
others are planned.


&os; contains a lot of utilities that could benefit from having the
ability to emit various output formats, too many for a few people to
convert in time for &os; 11.0-RELEASE. If you or your company would like
to see a particular utility converted, consider learning about libxo and
trying to perform the conversion of said utility to help out.


The &os; Foundation


Deb Goodkin deb@FreeBSDFoundation.org &os; Journal


The &os; Foundation is a 501(c)(3) non-profit organization dedicated to
supporting and promoting the &os; Project and community worldwide. Most
of the funding is used to support &os; development projects,
conferences, and developer summits; purchase equipment to grow and
improve the &os; infrastructure; and provide legal support for the
Project.


We ended the year exceeding our fundraising goal, by raising over
$2,372,132, from 1670 donors! Thank you to everyone who made a donation
in 2014.


We produced issues five and six of the &os; Journal, ending the year
with over 6300 subscribers, exceeding our first-year goal of 5000
subscribers. We also added the desktop/digital edition, so people can
read the magazine from their browsers. We also hosted a meeting with the
Journal Editorial Board and worked out the editorial calendar for the
next two years. This includes topics and articles for the future issues.


We were a gold sponsor of EuroBSDCon 2014, and a sponsor of the
preceding Developer Summit. A few of our team members attended, which
allowed us to have an informal face-to-face board meeting, with a focus
on supporting the European region. Kirk McKusick gave a two-day &os;
tutorial and Erwin Lansing helped run the Developer Summit. We sponsored
5 &os; contributors to attend the conference.


We were a sponsor of the Grace Hopper
Conference [http://gracehopper.org/2014/]. Dru Lavigne gave an
“introduction to &os;” presentation, that was well attended. We also
sponsored Shteryana Shopova to represent &os;, along with Dru, at our
booth.


We were a sponsor of MeetBSD [https://www.meetbsd.com/]. Most of our
team members attended this conference. Kirk McKusick gave a talk on BSD
history. We also had a booth, and raised over $2,200 in donations. We
sponsored one person to attend this conference.


George organized and ran the two-day Silicon Valley Vendor and Developer
Summit following MeetBSD. A lot of work gets started and accomplished at
these summits, for example, Kirk worked with various folks to get the
ino64 (64-bit inode numbers) project moving. It started in 2011 as a
Summer of Code project and has sputtered since getting pushed into the
system.


In addition to the above conferences, we helped promote &os; at the
following conferences:



		All Things Open [http://allthingsopen.org/2014/]


		Ohio Linux Fest [https://ohiolinux.org/]


		LISA [https://www.usenix.org/conference/lisa14]





LISA had a great turnout for Dru Lavigne’s &os; BoF talk.


We visited a few large &os; users in the Bay Area to discuss their use
of &os;, plans, and needs, and help facilitate collaboration between
them and the Project.


Cheryl Blain joined our board, bringing a strong background in business
development and fundraising.


We received the largest donation in our history, and our treasurer put
together an endowment strategy for us to follow.


We increased our &os; marketing efforts to help promote and advocate for
&os;, as well as educate people on &os;. Some our &os; marketing
highlights include:



		Created the &os; 10 brochure


		Created the Get Involved brochure for recruiting


		Created a testimonial flyer to encourage more companies to write &os;
testimonials for us.





These flyers are available on the &os; Foundation
site [https://www.freebsdfoundation.org/documents/#marketing] for
&os; advocates to promote &os; at conferences around the world. We also
put ads for the Foundation and &os; in the &os; Journal and USENIX
;login: magazine.


We are producing a monthly newsletter to highlight what we did the
previous month to support the &os; Project. We also produced our
December semi-annual
newsletter [https://www.freebsdfoundation.org/press/2014dec-newsletter.html].


We redesigned and launched phase 1 of our website. It should be easier
to navigate and find the information you need to get help from or to
help the Foundation.


Glen Barber visited the Microsoft main campus and worked with Microsoft
Hyper-V developers to resolve outstanding issues with providing &os;
images for the Microsoft Azure platform.


Glen also visited the NYI colocation facility to install and configure
new servers purchased by the Foundation.


We finished the 10.1-RELEASE cycle.


Our project development staff and contractors have been working on
various projects to add features to and improve &os;. Some of their
reports are included in this overall report. Some projects that were
worked on this quarter were adding support for 64-bit ARM architecture
to &os;, integration work on the vt(4) updated console and UEFI boot
support, Secure Boot, refining the in-kernel iSCSI target and initiator
stack, an autofs-based automount daemon, migrating to the ELF Tool
Chain, and implementing modern AES modes in &os;’s cryptographic
framework.


To read more about how we helped support the &os; Project and community,
read our semi-annual
newsletter [https://www.freebsdfoundation.org/press/2014dec-newsletter.html].


&os; on Google Cloud


Steve Wills swills@FreeBSD.org The script used to create gcloud images
More detail on how to create and use a gcloud image


Google Cloud is a cloud computing platform that allows users to run
hosted services and servers in a cloud maintained by Google. The goal of
this project is to provide an easy way to create and manage &os;
installations running on Google Cloud.


The good news:


FreeBSD 10.1 runs fine. You can create an image and start it up and
login via standard ssh, via the gcloud command or via the web
console (ssh in a web browser window). More details on how to do all
this can be found in the links. Basically, you should be able to
gcutil addimage       freebsd-101-release-amd64-20150101032704       gs://swills-test-bucket/FreeBSD-10.1-RELEASE-amd64-20150101032704.tar.gz


Then spin up an image using
gcloud compute instances       create --zone us-central1-b --image       freebsd-101-release-amd64-20150101032704 --boot-disk-size 20GB       gtest1


These commands are part of the google-cloud-sdk port, which contains all
the commands to interact with Google Cloud. There is also a
google-daemon port which is used in running instances to create users
and set them up and a google-startup-scripts port which handles running
startup/shutdown scripts as specified in node metadata.


Additionally, the firstboot-growfs port has been brought back so that
new instances will grow their root filesystem. (Thanks to Colin Percival
for having created that port initially.)


There is also a firstboot-freebsd-update port which can be used to
update a system on first boot but is currently disabled (see below).
Similarly, the firstboot-pkgs port/scripts will install specified
packages on first boot.


Overall, Google Cloud Compute is quite nice; instances spin up in about
60 seconds and it is very reasonably priced with automatic discounts for
longer term usage. There is a $300 credit for first time users that also
makes it free to try out. That credit covers quite a lot of time, and
the instances are pretty fast, as well, even the ones without SSDs.


The bad news:


Google does not make sharing non-official images as easy as AWS, so you
have to create your own using my public tar file. The tar file was
created using the script in the links section. That script can be used
to produce customized images, even though there are no official image
(nor will there be any time soon).


There are some issues running FreeBSD on Google Cloud, listed in the
tasks section.


The 8 and 16 cpu instances seem to reboot randomly.


Repeated UFS panics that Google folks have reported, but I do not think
those are particular to Google Cloud. The panic message is “ffs_valloc
dup alloc”.


Running freebsd-update causes the system to become unbootable, so
updates do not work. (Reboots work fine otherwise.)


There is no gcimagebundle command in the Ports Collection so you
cannot easily create an image from a running machine.


There are a few minor issue with the startup script that is supposed to
regenerate ssh keys (for when you create an image from an existing
system).


10.1 works, but 10.0 does not boot; other versions remain untested.


The kern.vm_guest sysctl node does not detect that it is in a guest.


The vtnet driver needs wq disabled on 16 cpu boxes, but it is just
disabled everywhere for now since that is easier.


There is work needed for the Google safe_format_and_mount command
which formats and mounts newly attached disks, but this is just a nicety
really.


I need to look into irq affinity for vtnet.


We need to support virtualized clocks; bryanv@ is working on this. In
fact, all his ongoing work in the virtualization area would probably
make things work better.


It would be nice if there was the ability to disable the spinner before
the loader, which clutters up the console log. The ability to disable it
is in HEAD; hopefully it will be MFCd to 10-STABLE before 10.2.
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Introduction


This installment of the Bi-Monthly Status Report is a few days late, but
I’m pleased to say that it is chocked full of over 30 articles. May and
June were yet again busy months; the Netperf project passed major
milestones and can now be run with the debug.mpsafenet tunable turned on
from sources in CVS. The ARM, MIPS, and PPC ports saw quite a bit of
progress, as did several other SMPng and Netgraph projects. FreeBSD 5.3
is just around the corner, so don’t hesitate to grab a snapshot and test
the progress!


On a more serious note, it’s very important to remember that code freeze
for FreeBSD 5.3 will happen on August 15, 2004. This is only a few weeks
away and there is still a lot to do. The TODO list for the release can
be found at http://www.freebsd.org/releases/5.3R/todo.html. If you are
looking for a way to contribute to the release, this TODO list has
several items that are in urgent and in need of attention. Testing is
also very important. The tree has had some stability stability problems
in the past few weeks, but there are work-arounds that should allow
everyone to continue testing and using FreeBSD. We absolutely must have
FreeBSD 5.3 be a rock-solid release, so every little bit of contributed
effort helps!


Thanks,


Scott Long


Network Stack Locking


Robert Watson rwatson@FreeBSD.org Netperf Web Page


This project is aimed at converting the FreeBSD network stack from
running under the single Giant kernel lock to permitting it to run in a
fully parallel manner on multiple CPUs (i.e., a fully threaded network
stack). This will improve performance/latency through reentrancy and
preemption on single-processor machines, and also on multi-processor
machines by permitting real parallelism in the processing of network
traffic. As of FreeBSD 5.2, it was possible to run low level network
functions, as well as the IP filtering and forwarding plane, without the
Giant lock, as well as “process to completion” in the interrupt handler.
This permitted both inbound and outbound traffic to run in parallel
across multiple interfaces and CPUs.


Work continues to improve the maturity and completeness of the locking
(and performance) of the network stack for 5.3. The network stack
development branch has been updated to the latest CVS HEAD, as well as
the following and more. Many but not all of these changes have been
merged to the FreeBSD CVS tree as of the writing of this report.
Complete details and more minor changes are documented in the README
file on the netperf web page.



		Addition of hard-coded WITNESS lock orders for socket-related locks,
route locks, interface locks, file descriptor locks, SLIP, and PCB
locks for various protocols (UDP, TCP, UNIX domain sockets). (Merged)


		Modified MAC Framework to use inpcbs as the source for mbuf labels
rather than reaching up to the socket layer, avoiding the additional
acquisition of socket locks. Locked access to so_label and
so_peerlabel using the socket lock throughout; assert socket lock in
the MAC Framework where depended on. MAC Framework now makes a copy
of the socket label before externalizing to prevent a copyout while
holding the label lock (and potentially seeing an inconsistent
label). (Merged)


		Extensive annotation of locking state throughout the network stack,
especially relating to sockets.


		Several locking fixes for ng_base.c, the basic Netgraph
infrastructure. (Merged)


		Global accept filter list locking, especially during registration.
(Partially merged)


		Revise locking in socket state transition helpers, such as
soisconnecting(), soisconnected(), etc, to simplify lock handling.
(Merged)


		Fix bugs in netatalk DDP locking, merge all netatalk locking to CVS.
(Merged)


		soref() socket locking assertions and associated fixes. (Merged)


		Fifofs now uses its own mutex instead of the vnode interlock to
synchronize fifo operations, avoiding lock order issues with socket
buffer locking. (Merged)


		Cleanup of locking related to file descriptor close and Giant
requirements. Experimentation with reducing locking here.


		Review and fix several instances of socket locking in the TCP code.
(Merged)


		NFS server locking merged to FreeBSD CVS. (Merged)


		Accept locking merged to rwatson_netperf, and to FreeBSD CVS. A new
global mutex, accept_mtx, now protects all socket related accept
queue and state fields (SS_COMP, SS_INCOMP), and flags relating to
accept are moved from the generic so_state field to so_qstate.
accept1() rearranged, as with sonewconn() as a result, and a file
descriptor leak fixed. Close a variety of races in socket referencing
during accept. soabort() and other partially connected socket related
functions updated to take locking into account. (Merged)


		Issue associated with non-atomic setting of SS_NBIO in fifofs
resolved by adding MSG_NBIO. (Merged)


		Several flags from so_state moved to sb_state so they can be locked
properly using the socket buffer mutex. (Merged)


		Socket locks are now not held over calls into the protocol preventing
many lock order issues between socket and protocol locks, and
avoiding a substantial amount of conditional locking. (Merged)


		mbuma, the UMA-based mbuf allocator, is merged to CVS. This reduces
the kernel to one widely used memory allocator, improves performance,
and allows memory from mbufs to be reclaimed and reused for other
types of storage when pressure lowers. (Merged)


		sb_flags now properly locked. (Merged)


		Global MAC label ifnet lock introduced to protect labels on network
interfaces. (Merged)


		Rewrites of parts of soreceive() and sosend() to improve MP safety
merged to CVS, including modifications to make sure socket buffer
cache state is consistent when locks are released.
sockbuf_pushsync() added to guarantee consistency of cached
pointers. (Merged)


		UNIX domain socket locking revised to use a subsystem lock due to
inconsistencies in lock order and inconsistent coverage ofunpcb
fields. Cleanup of global variable locking in UNIX domain sockets,
Giant handling when entering VFS. All UNIX domain socket locking
merged to CVS. (Merged)


		netisr dispatch introduced in the routing code such that routing
socket message delivery is performed asynchronously from routing
events to avoid lock order issues. (Merged)


		IGMP and multicast locking merged to CVS. (Merged)


		Cleanup of lasting recursive Giant acquisition left over from
forwarding/bridging plane only locking. (Merged)


		ALTQ imported into the FreeBSD in a locked state. (Merged)


		Conditional locking in sbdrop(), sbdroprecord(), sbrelease(),
sbflush(), spappend(), sbappendstream(), sbappendrecord(),
sbinsertoob(), sbappendaddr(), sbappendcontrol() eliminated. (Merged)


		Some cleanup of IP stack management ioctls and lock order issues.
(Merged)


		Cleanup and annotation of sorflush() use of a temporary stack held
socket buffer during flush. (Merged)


		Substantial cleanup of socket wakeup mechanisms to drop locks in
advance of wakeup, avoid holding locks over upcalls, and assertions
of proper lock state. (Merged)


		With the integration of revised ifnet cloning, cloning data
structures are now better locked. (Merged)


		Socket locking for portalfs. (Merged)


		Global so_global_mtx introduced to protect generation numbers and
socket counts. (Merged)


		KAME IPSEC and FAST_IPSEC now use rawcb_mtx to protect raw socket
list integration. More work required here. (Merged)


		Socket locking around SO_SNDLOWAT and SO_RCVLOWAT. (Merged)


		soreserve() and sbreserve() reformulation to improve locking and
consistency. Similar cleanup in the use of reservation functions in
tcp_mss(). (Merged)


		Locking cost reduction in sbappend*(). (Merged)


		Global locking for a number of Netgraph modules, including ng_iface,
ng_ppp, ng_socket, ng_pppoe, ng_frame_relay, ng_tty,
ng_eiface. (Merged)


		IPv6 inpcb locking. Resulting cleanup of inpcb locking assertions,
and enabling of inpcb locking assertions by default even with IPv6
compiled in.


		if_xl now MPSAFE. (Merged)


		soreceive() non-inline OOB support placed in its own function.
(Merged)


		NFS client socket locking. (Merged)


		SLIP now uses a asynchronous task queue to prevent Giant-free
entrance of the TTY code.


		E-mail sent to current@ providing Giant-free operation guidelines and
details.





FreeBSD/MIPS Status Report


Juli Mallett jmallett@FreeBSD.org mips64emul


In the past two months, opportunities to perform a good chunk of work on
FreeBSD/MIPS have arisen and significant issues with context switching,
clocks, interrupts, and kernel virtual memory have been resolved. A
number of issues with caches were fixed, however those are far from
complete and at last check, there were issues when running cached which
would prevent booting sometimes. Due to toolchain issues in progress,
current kernels are no longer bootable on real hardware.


A 64-bit MIPS emulator has arisen giving the ability to test and debug
in an emulator, and much testing has taken place in it. It has been
added to the FreeBSD ports tree, and the port will be actively tracking
the main codebase as possible. In general, FreeBSD/MIPS kernels should
run fine in it.


Before toolchain and cache issues, the first kernel threads would run,
busses and some devices would attach, and the system would boot to a
mountroot prompt.


PowerPC Port


Peter Grehan grehan@FreeBSD.org


The port has been moving along steadily. There have been reports of
buildworld running natively. Works is almost complete on make release so
there will be bootable CD images in the near future.


IPFilter Upgraded to 3.4.35


Darren Reed darrenr@FreeBSD.org IPFilter home page


IPFilter has been upgraded in both FreeBSD-current and 4-STABLE (post
4.10) from version 3.4.31 to 3.4.35.


Low-overhead performance monitoring for FreeBSD


Joseph Koshy jkoshy@FreeBSD.org A best-in-class performance monitoring
system for FreeBSD built over the hardware performance monitoring
facilities of modern CPUs.


The current design attempts to support both per-process and system-wide
statistical profiling and per-process “virtual” performance counters.
The userland API libpmc(3) is somewhat stable now, but the kernel
module’s design is being redone to handle MP better. Initial development
is targeting the AMD Athlon CPUs, but the intent is to support all the
CPUs that FreeBSD runs on.


An early prototype is available under Perforce [under
//depot/user/jkoshy/projects/pmc/].


FreeBSD profile.sh


Tobias Roth ports@fsck.ch


FreeBSD profile.sh is an enhancement to the FreeBSD 5 rcng boot system,
targeted at laptops. One can configure multiple network environments
(eg, home, work, university). After this initial configuration, the
laptop detects automatically in what environment it is started and
configures itself accordingly. Not only network settings, but almost
everything from under /etc can be configured per environment. It is also
possible to suspend the machine in one environment and wake it up in a
different one, and reconfiguration will happen automatically.


Sync protocols (Netgraph and SPPP)


Roman Kurakin rik@FreeBSD.org Current code, ideas, problems.


Currently I work on two directions: if_spppfr.c and sppp locking (on
behalf of netperf). At the moment of writing this sppp locking is not
ready yet. But it would be ready in couple of days. Also you may find as
a part of this work some user space fixes for rwatson netperf code (Only
that I was able to catch while world compilation. If you know some
others let me know and I’ll try to fix them too).


Since sppp code is quite big and state machine is very complicated, it
would be difficult to test all code paths. I will glad to get any help
in testing all this stuff. More tester more probability to test all
possible cases.


Work on FRF.12 (ng_frf12) is frozen since of low interest and lack of
time. Current state of stable code: support of FRF.12 End-to-End
fragmentation. Support of FRF.12 Interface (UNI and NNI) fragmentation
is not tested.


Cronyx Adapters Drivers


Roman Kurakin rik@FreeBSD.org Cronyx WAN Adapters.


cp(4) driver for Cronyx Tau-PCI was added. Cronyx Tau-PCI is family of
synchronous WAN adapters with various set of interfaces such as V.35,
RS-232, RS-530(449), X.21, E1, E3, T3, STS-1. This is a third family of
Cronyx adapters that is supported by FreeBSD now. Now all three drivers
cx(4), ctau(4) and cp(4) are on both major branches (HEAD and
RELENG_4).


Busdma conversion was recently finished. Current work is concentrated on
locking both for adapters drivers and for sppp (see my other report for
additional information).


Network interface naming changes


Brooks Davis brooks@FreeBSD.org


An enhanced network interface cloning API has been committed. It allows
interfaces to support more complex names then the current name#
style. This functionality has been used to enable interesting cloners
like auto-configuring vlan interfaces. Other features include locking of
cloner structures and the ability of drivers to reject destroy requests.


Work on userland support for this functionality is ongoing.


SMPng Status Report


John Baldwin jhb@FreeBSD.org smp@FreeBSD.org


Not a lot happened on the SMPng front outside of the work on locking the
network stack (which is a large amount of work). The priorities of the
various software interrupt threads were corrected and locking for
taskqueues was improved. The return value of the sema_timedwait()
function was adjusted to be more consistent with cv_timedwait(). A
small fix was made to the sleepqueue code to shorten the amount of time
that a sleepqueue chain lock is held when waking up threads. Some simple
debug code for profiling the hash tables used in the sleep queue and
turnstile code was added. This will allow developers to measure the
impact of any tweaks to the hash table sizes or the hash algorithm.


i386 Interrupt Code & PCI Interrupt Routing


John Baldwin jhb@FreeBSD.org


Support for programming the polarity and trigger mode of interrupt
sources at runtime was added. This includes a mini-driver for the ELCR
register used to control the configuration for ISA and EISA interrupts.
The atpic driver reprograms the ELCR as necessary, while the apic driver
reprograms the interrupt pin associated with an interrupt source as
necessary. The information about which configuration to use mostly comes
from ACPI. However, non-ACPI systems also force any ISA interrupts used
to route PCI interrupts to use active-low polarity and level trigger.


Support for suspend and resume on i386 was also slightly improved.
Suspend and resume support was added to the ELCR, $PIR, and apic
drivers.


The ACPI PCI-PCI bridge driver was fixed to fall back to the PCI-PCI
bridge swizzle method for routing interrupts when a routing table was
not provided by the BIOS.


Mixed mode can now be disabled or enabled at boot time via a loader
tunable.


KDE on FreeBSD


Michael Nottebrock lofi@FreeBSD.org


The work on converting the build switches/OPTIONS currently present in
the ports of the main KDE modules into separate ports in order to make
packages available for the software/features they provide is
progressing. Porting of KOffice 1.3.2 are nearly completed. The Swedish
FreeBSD snapshot server http://snapshots.se.freebsd.org, operated and
maintained by members of the KDE/FreeBSD team, is back up and running at
full steam. Additional amd64 hardware has been added and amd64 snapshots
will be available soon.


Various GEOM classes and geom(8) utility


Pawel Jakub Dawidek pjd@FreeBSD.org


I’m working on various GEOM classes. Some of them are already committed
and ready for use (GATE, CONCAT, STRIPE, LABEL, NOP). The MIRROR class
is finished in 90% and will be committed in very near future. Next I
want to work on RAID3 and RAID5 implementations. Userland utility to
control GEOM classes (geom(8)) is already in the tree.


FreeBSD Handbook, 3rd Edition, Volume II: Administrator Guide


Murray Stokely murray@FreeBSD.org FreeBSD Handbook 3rd Edition Task
List.


The Third Edition of the FreeBSD Handbook has been split into two
volumes. The first volume, the User Guide, has been published. Work is
progressing on the second volume. The following chapters are included in
the second volume : advanced-networking, network-servers, config, boot,
cutting-edge, disks, l10n, mac, mail, ppp-and-slip, security,
serialcomms, users, vinum, eresources, bibliography, mirrors. Please see
the Task List for information about what work remains to be done. In
addition to technical and grammatical review, a number of HTML output
assumptions in the document need to be corrected.


VuXML and portaudit


Tom Rhodes trhodes@FreeBSD.org VuXML DTD and more information Rendered
contents of FreeBSD VuXML Rendered version of portaudit.txt


The portaudit utility is currently an add-on to FreeBSD designed to give
administrators and users a heads up with regards to security
vulnerabilities in third party software. The VuXML database keeps a
record of these security vulnerabilities along with internal security
holes. When installed, the portaudit utility periodically downloads a
database with known issues and checks all installed ports or packages
against it; should it find vulnerable software installed the
administrator or user is notified during the daily run output of the
periodic scripts.


These utilities are considered to be of production quality and
discussion is taking place over whether or not they should be included
as part of the base system. All ports committers are urged to add
entries when when a vulnerability is discovered; any questions may be
sent to eik@ or myself.


Bluetooth stack for FreeBSD (Netgraph implementation)


Maksim Yevmenkin m_evmenkin@yahoo.com


Bluetooth code was marked as non-i386 specific. It is now possible to
build it on all supported platforms. Please help with testing. Other
then this there was not much progress during last few months. I’ve been
very busy with Real Life.


FreeBSD Dutch Documentation Project


Remko Lodder remko@elvandar.org Preview html documentation Preview
documentation tree Preview html in in tbz


The FreeBSD Dutch Documentation project is a ongoing project translating
the FreeBSD handbook {and others} to the dutch language. We are still on
the look for translators and people that are willing to check the
current html documentation. If you are interested, contact me at the
email address shown above. We currently are reading for some checkups
and then insert the first documents into the documentation tree.


FreeBSD Brazilian Documentation Project


DOC-BR Discussion List doc@fugspbr.org


The FreeBSD Brazilian Documentation Project is an effort of the
Brazilian FreeBSD Users Group (FUG-BR) to translate the available
documentation to pt_BR. We are proud to announce that we’ve finished
the Handbook and FDP Primer translation and they are being revised. Both
should be integrated to the FreeBSD CVS repository shortly.


There are many other articles being translated and their status can be
checked at our website. If you want to help please create an account at
BerliOS, since our CVS repository is being hosted there, and contact us
through our mailing list. Any help is welcome!


Packet Filter - pf


Max Laier mlaier@FreeBSD.org Daniel Hartmeier dhartmei@FreeBSD.org The
pf homepage.


We imported pf as of OpenBSD 3.5 stable on June, 17th which will be the
base for 5-STABLE pf (according to the current schedule). The most
important improvement in this release is the new interface handling
which makes it possible to write pf rule sets for hot-pluggable devices
and pseudo cloning devices, before they exist. The import of the ALTQ
framework enabled us to finally provide the related pf functions as
well.


Before 5-STABLE we will import some bug fixes from OpenBSD-current,
which have not been merged to their stable branch, as well as some
FreeBSD specific features. The planned ALTQ API make-over will also
affect pf.


We are (desperately) looking for non-manpage documentation for FreeBSD
pf and somebody to write it. Few things have changed so a port of the
excellent “PF FAQ” on the OpenBSD homepage should be fitting. There are,
however, a couple of points that need conversion. A simple tutorial how
to setup a NAT gateway with pf would also help. The in-kernel NAT engine
is very easy to use, we should tell people about this alternative. This
is even more true since the pf module now plugs into GENERIC without
modifications.


ALTQ import


Max Laier mlaier@FreeBSD.org ALTQ homepage. ALTQ integration in FreeBSD
project. ALTQ merged into pf.


The ALTQ framework is part of KAME for more than 4 years and has been
adopted by Net- and OpenBSD since more than 3 years. It provides means
of managing outgoing packets to do QoS and bandwidth limitations.
OpenBSD developed a different way to interact with ALTQ using pf, which
was adopted by KAME as the “default for everyday use”.


The Romanian FreeBSD Users Group has had a project to work towards
integration of ALTQ into FreeBSD, which provided a very good starting
point for the final import. The import only provides the “pf mode”
configuration and classification API as the older ALTQ3 API does not
suit to our SMP approach.


A reworked configuration API (decoupled from pf) is in the making as are
additional driver modifications. Both should be done before 5-STABLE is
branched, although additional drivers can be imported during the
lifetime of 5-STABLE as well.


HP Network Scanjet 5


Julian Stacey jhs@FreeBSD.org HP Network Scanjet 5 Running FreeBSD
Inside


HP Network Scanjet 5 can unobtrusively run FreeBSD inside the scanner.
Those who miss their Unix at work can have a FreeBSD box, un-noticed &
un-challenged by blinkered managers who block any non Microsoft PC in
the building. http://berklix.com/scanjet/


EuroBSDCon 2004 registration now open


Patrick M. Hausen hausen@punkt.de EuroBSDCon 2004 official website


Registration for EuroBSDCon 2004 taking place in Karlsruhe, Germany,
from Oct. 29th to 31st has just opened. An early bird discount will be
offered to all registering until Aug. 15th. Please see the conference
website for details.


Buf Junta project


Poul-Henning Kamp phk@FreeBSD.org


The buf-junta project is underway, I am trying to bisect the code such
that we get a struct bufobj which is the handle and method carrier for a
buffer-cache object. All vnodes contain a bufobj, but as filesystems get
migrated to GEOM backing, bufobj’s will exist which do not have an
associated vnode. The work is ongoing.


TTY subsystem realignment


Poul-Henning Kamp phk@FreeBSD.org


An effort to get the tty subsystem out from under Giant has morphed into
an more general effort to eliminate a lot of code which have been
improperly copy & pasted into device drivers. In an ideal world, tty
drivers would never get near a cdevsw, but since some drivers are more
than just tty drivers (for instance sync) a more sensible compromise
must be reached. The work is ongoing.


kgi4BSD


Nicholas Souchu nsouch@FreeBSD.org Project URL


KGI is going slowly but surely. The port of the KGI/Linux accel to
FreeBSD is in progress. It’s no more than a double buffering API for
graphic command passing to the HW engine.


Most of the work in the past months was about console management and
more especially dual head console. Otherwise a new driver building tree
is now ready to compile Linux and FreeBSD drivers in the same tree.


Documentation about KGI design is in progress.


FreeBSD ports monitoring system


Mark Linimon linimon_at_lonesome_dot_com FreeBSD ports monitoring
system


The system continues to function well. The accuracy of the automatic
classification algorithm has been improved by assigning a higher
priority to port names found in pieces of Makefiles.


Several bugs had to be fixed due to the transition from bento to
pointyhat. For about two weeks the URLs to the build errors were wrong.
This has now been corrected (but note that some of the pointyhat summary
pages themselves still show the broken links.)


A report was added to show only PRs in the ‘feedback’ state, so that
committers can focus on maintainer and/or responsible timeouts. (As a
reminder, the policy is 2 weeks). Another report on ‘ports that are in
ports/MOVED, but still exist’ has also been added to the Anomalies page.
Sometimes these are actual errors but not always.


Here are my latest observations about the trends in ports PRs:



		We were (very briefly) down to 650 ports PRs. From looking at the
graphs, this appears to be the lowest number since 2001. This is
despite the fact that between the two time periods the number of
ports had increased 70%.


		We have made a little bit of progress on the number of PRs which
apply to existing ports and have been assigned to a FreeBSD
committer, from 400 to around 350. This is partly due to some
committers going through the database, putting old PRs into the
‘feedback’ state, and then later invoking the ‘maintainer timeout’
rule mentioned above. (In some cases the PRs are now too old to still
apply, and those are just closed.)


		A few maintainers are currently responsible for one-third of those
350. Please, if you feel that you are over committed, consider asking
for new volunteers to maintain these ports.


		In terms of build errors, there is some new breakage from the
preliminary testing with gcc3.4, which is even stricter with respect
to the code it will accept than was gcc3.3. Many of these errors are
shown as ‘unknown’ by the classification script. I have submitted a
patch to fix this.


		The majority of the build errors are still due to compilation
problems, primarily from the gcc upgrades. Since FreeBSD tends to be
at the forefront of gcc adaptation, this is to be expected, but IMHO
we should really try to fix as many of these as possible before 5.3
is released.


		The next highest number of build errors are caused by code that does
not build on our 64-bit architectures due to the assumption that “all
the world’s a PC”. Here is the entire
list [http://portsmon.firepipe.net/ploticus/uniqueerrorcounts.html];
the individual bars are clickable.





Improved Multibyte/Wide Character Support


Tim Robbins tjr@FreeBSD.org


Many more text-processing utilities in the FreeBSD base system have been
updated to work with multibyte characters, including comm, cut, expand,
fold, join, paste, unexpand, and uniq. New versions of GNU grep and GNU
sort (from coreutils) have been imported, together with multibyte
support patches from developers at IBM and Red Hat.


Future work will focus on modifying the regular expression functions to
work with multibyte characters, improving performance of the C library
routines, and updating the remaining utilities (sed and tr are two
important ones still remaining).


FreeBSD/arm


Olivier Houchard cognet@FreeBSD.org


Not much to report, Xscale support is in progress, and should boot at
least single user really soon on an Intel IQ31244


Evaluation board.


CAM Lockdown


Scott Long scottl@freebsd.org


Not much coding has taken place on this lately, with the recent focus
being on refining the design. We are currently investigating per-CPU
completion queues and threads in order to reduce locks and increase
concurrency. Also reviewing the BSD/OS CAM lockdown to see what ideas
can be shared. Work should hopefully puck back up in late July.
Development is taking place in the FreeBSD Perforce repository under the
//depot/projects/scottl-camlock/... branch for now.


Project Mini-Evil


Scott Long scottl@freebsd.org


Project Mini-Evil is an attempt to extend Bill Paul’s ‘Project Evil’
Windows NDIS wrapper layer to the SCSI MiniPort and StorePort layers.
While drivers exist for most storage controllers that are on the market
today, many companies are integrating software RAID into their products
but not providing any source code or design specs. Instead of constantly
reverse-engineering these raid layers and attempting to shoehorn them
into the ata-raid driver, Project Mini-Evil will run the Windows drivers
directly. It will hopefully also run most any SCSI/ATA/RAID drivers that
conform to the SCSI Miniport or Storeport specification.


Work on this project is split between making the NDIS wrapper code more
general and implementing the new APIs. Development is taking place in
the FreeBSD Perforce repository under the //depot/projects/sonofevil/...
branch.
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EuroBSDcon 2013 Developer Summit Special Status Report


This special status report contains a summary of the discussions from
the various working groups at the EuroBSDcon 2013 Developer Summit. The
&os; Project organizes developer summits at various events, typically at
the major BSD conferences, so that developers can meet and discuss
matters in person.


Toolchain and Build Systems


Brooks Davis brooks@FreeBSD.org Summary Notes Cambridge notes Roadmap


The discussions on toolchains and build systems in Malta started a month
earlier in Cambridge. There, the main themes were source code analysis,
the status of replacing GCC, and a discussion of packaging the base
system. Notes on these and other topics can be found on the session page
on the wiki.


Source code analysis took several directions. We discussed adding
annotations to the source tree to support various advanced analysis
tools. There was general agreement that this has some downsides if they
get out of date, but that it is useful so long as the annotations are
verified. Most proposed annotation require some sort of LLVM support, so
we discussed the process of integrating LLVM analysis into the build
framework. We also discussed the idea of running various analysis tools
as part of the tinderbox framework.


In the context of replacing GCC, we discussed David Chisnall’s plan to
stop building GCC and libstdc++ on systems where Clang is the
default compiler (this has happened). Further, we plan to migrate all
existing platforms to Clang or an external GCC by 11. External toolchain
support currently works with Clang, but not GCC.


Finally, Baptiste Daroussin discussed his proposal to package base with
packages as a replacement for the current tarballed distributions. Once
this is done, it is possible to do the tasks freebsd-update(8) does
including upgrades and detecting changed files in a more
operating-friendly way. Using pkg(8) as a replacement for
freebsd-update(8) is not a general solution yet, as package signing
and delta support is required to make it viable.


In Malta we covered two main topics: the overall status of
non-permissively licensed (GPL-licensed) software in the base system,
and a detailed discussion of the status of external toolchain support.
We also decided that a future meeting should discuss making incremental
builds practical and that we should run a working group specifically on
the kernel build system at a future conference.


About half the meeting was consumed by a detailed walkthrough of the
GPLinBase wiki page (see links). A number of areas need modest
amounts of work and binutils replacement needs quite a bit. In
practice, we believe we have most of the required pieces in either the
ELF Toolchain project or LLVM, but the work of identifying pieces and
testing them with base and ports will take some time.


We then discussed the status of Warner Losh’s work on adding support for
GCC to the external toolchain infrastructure and on upstreaming patches
to GCC. Fortunately, the majority of our changes to GCC in base are x86
modernization which is no longer required in new releases. In practice,
we have about 2000 lines of changes that should be merged and a few
hundred more we should add to cross toolchain ports. In addition to
creating a modern cross GCC, the external toolchain support needs work
due to differences in support for -B and possibly --sysroot
between Clang and GCC. Further discussions of external toolchain support
occurred in the Embedded session.


Documentation


Benedict Reuschling bcr@FreeBSD.org Summary


We wanted to try something new this year, so instead of doing a lot of
talk, we focused on doing actual work, and fixing PRs in collaboration
with the attendees who participated the working group. It turned out
that it did not work so well, because we had a lot of things to discuss,
but some issues were fixed eventually.


There was a huge demand for a new webpage: it has to be more modern to
catch up with the recent trends. It should provide dynamic content like
blogrolls, twitter feeds, etc. Currently, the problem is that the web
site lacks many basic functionalities, such as the search option is not
working properly. Isabelle Long has been working on integrating the
DuckDuckGo search engine into the web site, and she will hopefully
commit the necessary changes soon. There are other problems, for
example, there is no link to the &os; Forums, while they have
established themselves as another support option for users.


Then the representatives of the &os; Foundation joined our group and
showed us what they have been working on. They showed a design proposal
for their website. Their suggestion is to make the &os; Foundation
website look similar to the &os; Project website, so these pages could
be connected visually. Judging from the fancy proposal they have shown
us, it will probably take a lot of infrastructural work to make our
website look closely to the Foundation’s. As a result, we agreed to form
a team for the new website, assembled from Project members internally,
to ensure that the new design satisfies expectations from all sides,
e.g., administration, functionality, security, and so on.


Another thing that we have talked about was the on-going print edition
work of the &os; Handbook. We have promised to complete the effort by
BSDCan this year, but apparently we could not make it in time. Dru
Lavigne went through the whole Handbook and identified many problems to
solve (outdated content, unrelated sections, etc.) in order to have
really good content ready for the printed edition. We need more content
and reviewers, so if you are looking through the Handbook and meet an
outdated section, please contact the Documentation Team. You do not have
to send patches right away, it is enough to provide a few sentences or a
paragraph only to improve or add the description for the given system
functionality. The Documentation Team will then take care of putting
them in the Handbook or the relevant documents.


We also discussed the idea of having maintainers assigned to specific
sections and chapters of the Handbook, similarly to the policy
implemented in the Ports Collection, so users and related PRs can be
forwarded to them, and the maintainers take care of keeping those areas
in the documentation up-to-date. The goal is to reduce the overall
workload on the Documentation Team.


Finally, it was mentioned at the vendor group that we want to revamp our
actual workflow for translating documents. We are currently doing the
translation work by using a standard editor translating sentence by
sentence, which is tedious. In addition to that, most of the translator
teams are really small, so it is hard for them to catch up with the
changes in the English documents and they become outdated quickly. We
have briefly talked with Gavin Atkinson about removing really outdated
documentation from the doc tree, like the ones who are still
reflecting &os; 5.x or so. In summary, the main objective is to have a
system that helps by keeping track of translations, like the PC-BSD
developers are doing: we are aware that Kris Moore has written some
scripts to extend the standard tools like Pootle to improve their
efficiency. It would be a huge win to see how many sentences are already
translated, how many are left to translate, how many of them could be
reused using such a system. Another benefit of these systems is that
they can provide an interface for casual contributors to provide
translations which can be then checked and committed by the
documentation developers.


Desktop


Kris Moore kmoore@FreeBSD.org Summary


In the Desktop working group, Kris Moore summarized the changes made
over the last few months in the world of PC-BSD. Builds based on the
freshly released 9.2-RELEASE are in progress, and future builds
based on 10-STABLE are coming soon. The plan there is to track the
10-STABLE branch until it becomes 11-STABLE. Kris also described
the “rolling release” model they have switched to. This approach
leverages freebsd-update(8) to provide rolling updates for the base
system (that is, the kernel and the userland utilities) and in parallel
with that, pkg(8) is employed for the packages, especially for the
desktop applications. It was also reported that the PC-BSD staff has
improved the ZFS integration of their tools, including the installer.
Another highlight of the upcoming PC-BSD releases is that they will
include Gleb Kurtsou’s PEFS that provides user encryption of user home
directories with PAM-based authentication.


Next, the current in-progress items were reported and discussed. The
sysutils/pcbsd-utils and sysutils/pcbsd-utils-qt4 ports have
been recently added to the ports tree that contain all PC-BSD developed
tools and utilities, where the former features the command-line and the
latter features the GUI-enabled versions of the corresponding programs.
The PC-BSD developers have also been working on a “life-preserver” ZFS
command-line and GUI utility, which is still in heavy development. The
purpose of these tools to leverage ZFS for snapshot and replication
functionality as a backup solution.


Finally, the plans for PC-BSD 10 were summarized. The PBI package format
that PC-BSD employs in now under revision and will be updated to use
pkg(8) repository to build PBIs and provide better integration for
server PBIs. As part of this effort, it will also be investigated
whether it is possible to run PBIs without actual installation.
pc-sysinstall will have a text-based front-end. This is going to be
basic at first, but later it will provide a command-line interface to do
installation with the pc-sysinstall backend.


Virtualization


Peter Grehan grehan@FreeBSD.org Summary Notes


In the virtualization working group, Peter Grehan gave a status report.
In &os; 10, a lot of pieces of work have been going on for the last two
years, so we are slowly getting the guest support of Xen, PHVM, Hyper-V
drivers, and bhyve(4) into 10.0-RELEASE. We talked a little bit
about the bhyve(4) “memory overcommit” work that Neel has been doing
for a quite long time, but we are hoping that it will get into 10 as
well. It gives much better integration with management of guest memory,
with the &os; Virtual Memory subsystem, so we can actually page guest
memory to swap. Some of the future directions for the bhyve(4) work
has also been discussed: we want to shift away from the user-space boot
loader, and use the BSD-licensed UEFI code from Intel as a boot ROM, we
want to have more Windows guest support at some point, and getting the
ability to suspend and resume the guests, which eventually leads to
adding support for live migration.


ZFS


Martin MatuÅ¡ka mm@FreeBSD.org Matthew Ahrens mahrens@delphix.com


For starting up, Justin Gibbs gave an overview of shingled media which
is a new technology that is coming from the hardware vendors. We talked
about some performance issues with that, came up with some simple ideas
of how to make sure that everything can take advantage of this, or
actually not to have bad performance when not deleting, just overwriting
the data. We finally came to the conclusion that it is probably very
hard to do better than that.


Then a status report of ZFS on other platforms besides &os; and Illumos
was given. On Linux, it basically works, it is being actively developed,
it is in the kernel. On Mac OS X, it is quite immature, but there is a
lot of work going on there. On Oracle Solaris, they are still working on
ZFS but probably we will never see source code from them.


We talked about creating a common, cross-platform code repository for
ZFS that all the platforms would pull code from. The idea here is that
all the platforms available would get the platform-independent code from
there verbatim, so getting changes into all platforms is much easier.
This would not include things like the ZPL, which need to interface with
each platform-specific VFS layer, but that would reduce the hackiness of
the Solaris Porting Layer that is in &os; and Linux while adding a
little bit of porting layer to Illumos. We talked about how we should
stage this work and we decided we definitely want to try to include the
Linux developers from the beginning rather than doing just Illumos plus
&os; and then tacking on the Linux layer.


Next, we talked about test coverage and what tests are available.
Spectra Logic has finished porting the STF test suite to &os;, so we
discussed how we can make them more widely available, and potentially
getting them into the main source tree. Eventually, it will become part
of the independent code repository but it may take a while to get there.


And then we also talked about zfsd, which is a substitute for FMA.
This is a Solaris technology which deals with hot spares and device
replacement, etc. So zfsd is a replacement for this tool on &os;,
implemented by Spectra Logic. With regard to this, we discussed some of
the issues about getting it into the main tree, as they had done some
subtle physical pathing that was not a hundred percent generic.


Security


Dag-Erling SmÃ¸rgrav des@FreeBSD.org Summary Notes


In the security working group, we had four items in the agenda. First of
all, we started with the current state of /dev/random. There were a
number of known entropy harvesting bugs that have been fixed, for
example feeding a lot of zeroes from the network stack. We have a
pluggable random generator framework and we have a number of plugins for
it, Yarrow is one, and the RDRAND, Padlock are two others, we have one
that blocks and one that panics, and few coding examples and so on. For
10, we are going to backtrack and remove RDRAND and Padlock backends and
feed them into Yarrow instead of delivering their output directly to
/dev/random. It will still be possible to access hardware random
number generators, that is, RDRAND, Padlock etc., directly by inline
assembly or by using OpenSSL from userland, if required, but we cannot
trust them any more. In addition to this, we want to collect more
entropy early in the boot process, because we want to get rid of the
initrandom script that feeds mostly static data into /dev/random
and pretends that is actually entropy, when it is not. Pawel Jakub
Dawidek has a patch which has been floating around and doing some
analysis on this, we finally got some numbers for it. This patch feeds
the amount of time it takes to attach a device into /dev/random and
it turns out that one can get about 4 good bits of entropy from each
device. Also, we should have the installer fill up the /entropy file
on the newly installed system, so we have something when the system
starts up for the first time. And there is also the matter of
(especially with virtualization and cloning, which is becoming more and
more common) ensuring that the clones diverge quickly enough. As an
example, we discussed having the installer generate SSH keys. But a
problem is that if you install a VM and it generates the SSH keys, and
then it is cloned, all the instances will have the same keys. So when
the individual VMs are started and they do not have enough entropy
harvesting early in the boot process, then keys are generated based on
the entropy that the installer has dumped during the installation
process, which is as almost as bad. The device attach patch helps with
that.


The next item was package signing. We have a short-term solution for 10
until a more professional one is developed. In this design, the package
builders do not have the keys, instead they submit hashes to a signing
server after they are done, and the signing server returns the
signature. We are simply going to ship the fingerprints with the base
system under /etc/pkg/fingerprints. If we need to revoke a key, or
distribute a new key, we will just issue a new &os; Security Advisory
(which should be done anyway), and will have freebsd-update(8)
distribute an update that moves the key from the trusted directory
to the revoked directory and adds the new key to the trusted
directory. When launched, pkg(8) looks into those directories, loads
all the keys it finds, and will accept a packages if it is signed by at
least one good key and no revoked keys.


Package signing was followed by mitigation by Sofian Brabez. He has
stackgap optimization and mmap() randomization ready to be included
in 10, but turned off by default. Stackgap randomization adds a random
amount of empty space at the top of the stack, so that an attacker
cannot just make assumptions about the actual stack layout of the
applications in case of buffer overflows. The problem with stackgap
randomization is programs like Varnish, that have many threads and
therefore very small stacks in order to avoid running out of stack
space, will run out of stack space. This is because stackgap
randomization will increase the size of the stacks. mmap()
randomization inserts a random gap between consecutive mappings for the
same purpose. Stack protection (SSP) can now be enabled by default. The
problem is if it is turned on by default, a lot of ports will break. It
is because GCC includes an additional object file during linking for
checking the canary words, and this apparently interferences the way
some ports build. libc is now a linker script and not just a .so
file, therefore the linker will always know how to handle this.
ldbase randomization was also discussed, but it has not been
implemented. It randomizes where the libraries are loaded by the
run-time linker.


The final item on the agenda was VuXML and portaudit. We have a
number of shortcomings with VuXML. One of them is that the portaudit
tool is based on string matching which is unreliable, especially when we
have ports that are renamed and multiple ports, different versions of
the same software. In addition, there are many errors in the actual
data, especially a very common error is to have > instead of >=.
Also, the auditing tools do not verify the base system version. We have
VuXML entries for Security Advisories but they are unused because of
this. One of the reasons for that is that the kernel patch level does
not necessarily reflect the patch level of the userland, because
freebsd-update(8) does not update the kernel patch level unless the
actual update affects the kernel. So we are going to start including CPE
information in ports. That is the Common Platform Enumeration, and that
is a NIST standard for uniquely identifying software packages, versions,
variances, even port revisions. The point of using CPEs is that it is
unique, not tied to the name of the port so we can have multiple ports
with the same CPE without any trouble. We will store it as annotations
for pkg(8) packages. CPEs published by NIST can be simply pushed
directly to VuXML and we do not have to do the matching ourselves any
more. The specification of CPE includes a matching algorithm and is
shipped with a reference implementation. &os; 10 is going to install a
script under /libexec that prints the userland patch level, and
freebsd-update(8) will update that script so it will be possible to
verify the userland patch level as well.


Networking


Lawrence Stewart lstewart@FreeBSD.org Gleb Smirnoff glebius@FreeBSD.org
Notes


AndrÃ© Oppermann gave a status report on his current work on the
interface between the network stack and the drivers. He is planning to
publish a formal documentation on the stack-driver boundary and split
the ifnet structure into separate, stack- and driver-owned sections.
All drivers will be adjusted to this new world order, and a call for
feedback will be posted to the respective mailing lists. This change is
being implemented in the projects/ifq Subversion branch, supervised
by Ed Maste on behalf of the &os; Foundation as sponsor. AndrÃ© is close
to completing his TCP-AO work, and working on moving the IPsec code into
a pfil(9)-based kernel module. Gleb Smirnoff came up with the
problem of implementing a lightweight reference counting to avoid
dangling pointers, and Alexander Chernikov started a discussion on the
routing performance.


Another highlight of the networking stack working group was the
discussion on testing, where everybody agreed that developers should
communicate with companies able to test the performance with different
workloads. Olivier Cochard-LabbÃ© (from Orange) and Alexander Chernikov
(from Yandex) have already shown interest in this effort, while the
Netflix staff (Lawrence Stewart, Adrian Chadd, and Scott Long) confirmed
that they have access to a TCP-heavy production workload. On a related
note, it was added that Netflix is looking to host developer summits
focused on networking in Los Gatos, California, on a semi-regular basis.


Embedded Platforms


Warner Losh imp@FreeBSD.org Brooks Davis brooks@FreeBSD.org Summary
Notes Cambridge notes


The discussion on embedded platforms was started in Cambridge a month
earlier, where it was kicked off with a presentation by BrilliantService
on their Viking operating system for a head mount augmented reality
display. We then had a discussion of board bringup and the related topic
of kernel minimization. This was followed by a long discussion of system
image creation and what is required to promote some embedded platforms
to Tier-1 status. Finally, we discussed power management.


The discussion of Tier-1 status for embedded platforms, particularly
Raspberry-Pi, identified a number of things required to make this
possible. In addition to some driver improvements and stabilization
efforts, we need to build images as part of, or derived from the
products of the current release build process. We also need to be
building packages (Stacey Son is working on making this happen for ARM
and MIPS64). We will also need some form of binary updates. Initially
this will probably be done via freebsd-update(8), but in the long
term this will likely be too slow to be practical. Further discussion of
this topic was a major thread at the EuroBSDCon developer summit.


The power management discussion was wide ranging and concluded that we
do need better power management infrastructure and that we are not
entirely sure what that looks like. We certainly do need some way to
represent the power management bus/device trees that differ from the
conventional models of attachment in our device infrastructure. We also
need smarter scheduling to allow us to do things like steer all
interrupts away from certain cores so they can be shut all the way down.


In Malta, the first thing we talked about was trying to get better
goals, use cases for the external toolchain support so that we have the
work done by &os; 11, where any architecture that supports can be built
by using external toolchains. We talked about different ways for an
architecture that does not have support for a native toolchain to work
in the QEMU-based package building infrastructure. By &os; 11, we also
want to make sure that it was all well-documented so that users will
know what is and what is not supported on a given platform.


Next, we had a long discussion about the auto tuning changes that Alfred
Perlstein did recently. They are great for machines with a gigabyte or
more memory, but they are bad for machines that almost have no memory,
so Adrian Chadd has volunteered to fix this (see the slides for more
details).


We talked a lot about what to do around the ARM port in &os; 11, and we
have set some goals for 11 in this area. Some of the highlights are as
follows. We want to have the ability to boot one kernel on any armv6
platform — currently there are a number technical roadblocks to that. We
want to keep the armv4 and armv5 support in 11 until there is
some particular reason not to do that. One of the biggest tasks
probably, since we are moving to Clang, would be the external toolchain
item. Besides that, the armv6 will grow hardware floating-point
support, we are hoping to have Symmetric Multi-Processing (SMP). And we
talked rather extensively about some of the release engineering tasks we
will have to do: we need to have images for popular boards, such as
Raspberry Pi and BeagleBoard. We would like to have some work done in
this area in the 10.1 timeframe. We want to get packages spun up for ARM
and MIPS, as well as setting the infrastructure up for
freebsd-update(8). It was also briefly mentioned that there is no
good GPU support on ARM right now, and that is on the &os; side. We need
a strategy that has the least disadvantages, which might be adopting the
Android ABI and let the Android blobs to be dropped in. There are a
number of challenges in this case.


In addition to that, we talked about MIPS and various FDT issues. The
key problems for the latter were that we need better clock and power
support and there are separate “domains” from the device tree, and they
need to be treated as such. Also, GPIO and pinmux are inconsistent
between the different releases, we need to fix that. We also talked
about Arm64, where there are lot of things to do. The key though is find
out (with the assistance of the &os; Foundation) who is interested in
Arm64 among the vendors and how to collaborate with them. Since the
Foundation has the contacts and the related NDAs to the largest
consumers, probably they are in the best position to drive this effort.
Together with the Semihalf people and the ARM representative at the
summit, Andrew Wafaa, we have conluded that Arm64 support is not far
away from the things we have now support for in the kernel. It turned
out that it is mostly about how we organize the source tree and similar
minor issues.


Ports and Packages


Erwin Lansing erwin@FreeBSD.org Summary Notes


We had one full presentation by Allan Jude, a quick overview of what
they did for the PC-BSD CDN (Content Delivery Network). For example, it
uses the --delay-update flag for rsync(1) to make it more
atomic, uses a lot of ZFS functions (e.g., replication, snapshot
management) and implements automatic mirror selection. It was a quite
interesting talk, and featured some interesting ideas that we could pick
and use for the &os; package distribution network. This was then
followed by a talk by Jeremy Le Hen, who talked about stack protection
(SSP). It will be enabled by default in &os; 10.x on amd64 and i386
platforms, but can be turned off by the SSP_UNSAFE knob. Conversely,
it is not enabled by default on 9.x, but can be turned on by the other
knob, WITH_SSP_PORT. This should work on amd64, and it has no effect
on i386.


Baptiste Daroussin talked about staged installs which was committed
recently. Every other package system does that, now we do it as well. It
brings a lot of improvements, such as we can catch packaging list errors
earlier, before the package is actually installed on the file system.
There the NEED_ROOT knob can be used if a port requires root
privileges for building and packaging. It also simplifies most of the
logic employed at the build farms, because many of the checks can be
automated this way, catching broken plists and helping to get rid of the
special post-install scripts. It lays the foundation for some new
features we want to add in the future, for example implementing
sub-packages. Having sub-packages enables building packages once and
putting files into separate smaller packages which can be then installed
individually. Compared to all the other options, it is turned off by
default, and ports are slowly converted to this format one by one —
however, at some point, we might say that ports not converted to support
staging will be removed. Actually, this would help us find out which
ports in the tree are not used any more.


Then there was a discussion about what to do next. We have been talking
about package sets for at least three years now, it seems we are finally
able to do it. We are going to try to do a security branch, together
with reviving the ports security team, in cooperation with the Security
Officer, Dag-Erling SmÃ¸rgrav. We are aiming for quarterly releases and
weekly security updates for those releases in the security branch. This
has been an ongoing plan for three years, because we needed many things
to happen before we could proceed, such as moving away from CVS,
introducing new-style binary packages, deploying new build clusters. We
have finally got them all, and we can actually do it now with the
pkg-test setup. So, we are hoping to start with the first quarterly
release in early November.


We had a long discussion about removing support for old-style binary
packages now that we have pkg(8). Staying compatible with
pkg_install(1) hinders the introduction of new features, e.g.,
sub-packages mentioned above. We cannot really add those new features as
the old tools will not support them and we cannot expect ports to work
with two different package formats at the same time. We do not want to
surprise our users too much, but it turns out there is an easy migration
path. Among many others, an advantage of pkg(8) that it can
interoperate with various third-party applications, e.g., puppet and
chef. It is still a POLA violation, so we should be careful of how the
actual transition is made. We should give a lot of warning to the users,
specially in case of large installations, where there are custom scripts
to work with ports and packages. The date for throwing the switch has
been set for six months, that is, April 2014, which fits nicely with the
End-of-Life date of 8.3-RELEASE, the last release that does not include
pkg(8). So, at BSDCan next year, we can hopefully celebrate the
switch from pkg_install(1).


Finally, we discussed issues related to package naming. The problem is
that certain ports have the same name and they rely on this, so
currently we have LATEST_LINK to work around this behavior. We
should educate people to make better use of PKGNAMESUFFIX to make
sure that all affected ports have a unique name. To encourage this, we
should set up automated checking to warn people about having packages of
the same name. PKGNAME must be unique across categories, so when one
uses pkg-add(8), the system has to know which package to choose for
install. This will improve things for better handling of options, adding
package flavors and implementing sub-packages.


DNS


Erwin Lansing erwin@FreeBSD.org Summary


&os; 10 is not going to have BIND any more, it is going to be based on
unbound(8) and LDNS, both have been imported into the base system,
along with a small host(1) replacement. LDNS also comes with
drill(1) that needs a simple wrapper to make it compatible with the
dig(1) command-line interface. OpenSSH can use LDNS for checking SSH
fingerprints which also implies that DNSSEC validation is enabled by
default. Note that unbound(8) will be hidden, it will be a local
resolver only. For other purposes, one shall have to install its version
in the Ports Collection instead.


For the next major version, &os; 11, there will be more time to find an
alternative to BIND, so it was also discussed in the working group what
the requirements would be for an ideal DNS implementation. Based on the
results, what we want is a caching, validating resolver library, which
is compartmentalized by Capsicum, supports per-user policies and
integration with the Casper daemon, BSD-licensed, has a low footprint,
fast, and thread-safe. But the most important factor here is that we
want to standardize the API towards application level, so we can
actually report back to the user on what happens in relation with DNSSEC
operations in an informative way. There have been many proposals for
that, like the get-api from Hoffman, or
draft-hayatnagarkar-dns-ext-validator-api for libval, but it is
currently being standardized by members of IETF. What we want to do is
to contact those people and make sure that &os; 11 will become a
standard reference implementation.


Vendor Discussions


Erwin Lansing erwin@FreeBSD.org Summary


First, Justin Gibbs, on behalf of the &os; Foundation, gave a status
update. A major change was that previously we had only a single
part-time employee, Deb Goodkin. Now we have a two full-time technical
staff members involved in some of the current projects, such as Kostik
Belousov who is still working on improving our X.org support. They are
also helping out with improving continuity within different teams like
the Release Engineering Team and the Security Team. We also employed
Glen Barber as a system administrator who is working with the &os;
cluster administrators to supervise the Project’s machines, and he is
also helping out with release engineering. Ed Maste has been employed
part-time as a project manager to oversee the progress of the
Foundation-sponsored projects. But we are hoping to get more people
involved, especially on the sides of administration and marketing.


We had a presentation by Daichi Goto about his company in Japan, called
BSD Consulting, Inc. He consulted for a company where he wanted to solve
problems using &os; but the company did not allow him to do that as they
could not get commercial support for &os;. So he started his own company
solely for this purpose, which for example, includes hardware
certification.


There was a discussion revolving around that current status of our
documentation and web site, especially in Japan, where most of the
people do not speak English very well. In the rest of the time we had a
long but fruitful discussion about smaller projects, for example
incorporating more bug fixes related to Infiniband into releases. In
general, it would be useful to backport not only security fixes but
major fixes and release backported erratas for the releases. Then we
talked about nanobsd support, making it more visible and accessible to
the potential users. Next, we talked about promoting ARM and MIPS
platforms to Tier-1, providing more translated documents and
testimonials, documentation to attract news users for &os; and reach out
for them: how to write problem reports, debug the kernel, etc. In
connection to that, PR triage was also mentioned, where the goal is to
provide an answer for every incoming bug report in a couple of days. As
usual, Java was also on the menu, where it seems they are swinging back
to OpenJDK being the default in 1.8.


USB


Hans-Petter Selasky hselasky@FreeBSD.org Summary Notes


In the USB working group, Hans-Petter Selasky summarized what happened
to &os;’s USB stack during the last year. He mentioned that there were
no serious issues, while the USB driver support improved on both device
and controller fronts. He also noted that many systems have started to
use the USB stack itself outside the &os; kernel, for example DragonFly
BSD. Hans-Petter briefly walked through the list of ideas on how to
improve USB support further: he wants to import more Linux USB serial
port and Ethernet device drivers into userspace, which can be then
accessed through his webcamd(8) daemon, move the NDIS (Ethernet and
wireless) USB wrapper to userspace, and implement emulation of the Linux
USB file system at character device level via the Cuse4BSD-based daemon,
also in userspace.


The summary was followed by the discussion of how to fix the detach
issues experienced in case of USB wireless and Ethernet devices,
initiated by Adrian Chadd. In addition to that, some DWC OTG were
discussed, such as the need for implementing DMA support and expose it
to more testing for all device speeds, not only for Ethernet and memory
sticks.


Developer Summit Track


GÃ¡bor PÃ¡li pgj@FreeBSD.org Playlist of the talks


Since 2011, the &os; Developer Summit Track has become an essential part
of BSDCan and EuroBSDcon conferences. It provides the developers and
community members an opportunity to tell about their latest projects,
brainstorm on solutions to a hard problem, train attendees to use a new
tool, make observations about a &os; development process and how to
improve it, talk about how their company uses &os;, or coordinate
activities. One can also catch reports from the Google Summer of Code
students at the European instances.


At EuroBSDcon 2013 we had talks on the following topics: superpages for
ARM, an SDIO stack, porting GlusterFS, unattended encrypted kernel crash
dumps, adding Capsicum support for compression services, an intelligent
download management service, LLDB, improvements in packet forwarding,
multipath TCP support, a &os;-based network simulation environment, and
finally, porting Mirage, an operating system written in the OCaml
functional language, to &os;. The playlist of the talk recordings (audio
with slides and demonstrations) can be found above at the entry’s URL
section.
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Introduction


Happy New Year. This Report covers the last quarter of a exciting year
2006 for FreeBSD development. FreeBSD 6.2 is finally out of the door and
work towards FreeBSD 7.0 is gearing up. Some of the projects in this
report will be part of that effort, others are already in the tree. Many
projects need your help with testing and otherwise. Please see the “Open
tasks” sections for more information.


The BSD crowd will meet at AsiaBSDCon [http://www.asiabsdcon.org/]
March 8-10th in Tokyo and a two day FreeBSD developer summit will be
held at BSDCan [http://www.bsdcan.org/] May 16-19th in Ottawa.
Finally, EuroBSDCon [http://2007.eurobsdcon.org/] September 14-15th
in Copenhagen is already looking for papers.


Thanks to all the reporters for the excellent work! We hope you enjoy
reading.


proj Projects team FreeBSD Team Reports net Network Infrastructure kern
Kernel drv Hardware Drivers docs Documentation bin Userland Programs
arch Architectures ports Ports misc Miscellaneous


GEOM Multipath


Matthew Jacob mjacob@FreeBSD.org


A toy implementation of GEOM based active/passive multipath is now done
and in a perforce repository. Seems to work.


FreshPorts


Dan Langille dan@langille.org FreshPorts FreshPorts News


There have been a number of improvements to FreshPorts over the last
quarter of 2006. The following are just a few of them. The links take
you to the relevant article within the FreshPorts News
website [http://news.freshports.org] .



		Better
pagination [http://news.freshports.org/index.php?s=pagination] of
larger result sets


		Listing of sanity test
failures [http://news.freshports.org/2006/10/11/sanity-test-failures/]


		Inclusion of latest
vulnerabilities [http://news.freshports.org/2006/10/01/the-latest-and-greatest-vulnerabilities/]
on the front page


		Started working on adding tools to make FreshSource/FreshPorts more
useful as a developer
tool [http://news.freshports.org/2006/11/29/freshsourcefreshports-as-a-developer-platform/]


		The new dual opteron
server [http://www.freebsddiary.org/topics.php?aid=589#opteron]
has been
deployed! [http://news.freshports.org/2006/11/09/opti-has-left-the-building/]





My thanks to the many people who have contributed suggestions, ideas,
and code over the years. Most of you are documented at the above URLs.


FreshPorts/FreshSource as a developer tool


BSDCan 2007


Dan Langille dan@langille.org BSDCan 2007



Folks!


It is that time of year. You may have missed the call for
papers [http://www.bsdcan.org/2007/papers.php] , but please put in
your proposal right away. This is often a busy time of year, but
please take the time to consider presenting at BSDCan.





Please read the submission
instructions [http://www.bsdcan.org/2007/submissions.php] and send in
your proposal today!


You may be interested in our sister conference: PGCon. If you have an
interest in PostgreSQL [http://www.postgresql.org] , a leading
relational database, which just happens to be open source, then we have
the conference for you! PGCon 2007 [http://www.pgcon.org/2007/] will
be held immediately after BSDCan 2007, at the same venue, and will
follow a similar format.


Waiting for papers


FreeSBIE


Matteo Riondato matteo@FreeBSD.org FreeSBIE Staff staff@FreeSBIE.org
FreeSBIE Mailing List freesbie@gufi.org FreeSBIE 2.0 Release Notes
Preview FreeSBIE 2.0 Screenshots Preview


FreeSBIE is approaching the 2.0-RELEASE. The first release candidate
proved to be good enough but a second one will probably be released. An
external developer is working on integrating BSDInstaller in FreeSBIE
2.0 and this may cause a little delay of the release date. Release Notes
were written and need to be updated with the current list of packages. A
script which allows to switch Tor+Privoxy on and off was added and its
usage was documented. The 2.0-RELEASE is near, hopefully near the end of
January but this will also depend on when FreeBSD 6.2-RELEASE will be
released.


MPT LSI-Logic Host Adapters: mpt


Matthew Jacob mjacob@FreeBSD.org


The ‘mpt’ project is support for the MPT LSI-Logic Host Adapters (SCSI,
Fibre Channel, SAS).


The last quarter saw a lot of change supported by Yahoo! and LSI-Logic
and many others as things settled out for better support for U320. Some
initial Big Endian support was offered by John Birrel and Scott Long.


Finish SAS Integrated RAID support.


Try and get U320 RAID working better than it currently does.


Finish Big Endian support, including that for target mode.


QLogic SCSI and Fibre Channel: isp


Matthew Jacob mjacob@FreeBSD.org


This project is for support for QLogic SCSI and Fibre Channel host
adapters.


The last quarter saw the addition of 4Gb Fibre Channel support and a
complete rewrite of fabric management (which is still settling out).


Bt878 Audio Driver (aka FusionHDTV 5 Lite driver)


John-Mark Gurney jmg@FreeBSD.org Perforce source repository


Basic audio capture is working. All of the parameters are set by
userland, while the RISC program generation is by kernel. No real audio
has been captured as there are no drivers for the NTSC tuner yet.
Someone with a real Bt878 NTSC card that is supported by bktr(4) could
use this to capture audio without using the sound card.


Due to lack of documentation from DViCO and LG, I have copied magic
values from the Linux driver and managed to get ATSC capturing working.
There was a bug in the capture driver that was releasing buffers to
userland early causing what appeared to be reception issues. Now that we
use the RISC status bits as buffer completion bits, capture works
cleanly. This does mean that even if you provide more than 4 buffers to
the driver, the buffers will be divided into four segments, and returned
in segments.


A Python module is available, along with a sample capture application
using it. The module is now known to work well with threads so that
tuning (expensive due to i2c ioctls) can happen in another thread
without causing program slow down. The module is working well with a
custom PVR backend.


Additional ioctls have been added to get sibling devices. This allows
one to open a bktrau device, and get the correct bktr(4) device that is
in the same slot. This is necessary so that when adjusting GPIO pins or
sending i2c commands, they are to the correct device.


Provide support for NTSC and FM tuning.


Add support for other cards and tuners that use the Bt878 chip.


Past and Future PR Closing Events


Florent Thoumie flz@FreeBSD.org


Following the example of our NetBSD friends, we organized a couple of
Bugathons to help decreasing the open PR count. At first, it was decided
to make it a monthly event focused on both src, ports and doc. Audience
decreased with each Bugathon organized and less non-ports committers
attended the events. So from now on, we will focus on ports (making it a
Portathon) and organize a new event after the end of each ports freeze
(that should be twice a year, at most).


Updating X.org FreeBSD Ports to 7.2


Florent Thoumie flz@FreeBSD.org Eric Anholt anholt@FreeBSD.org Dejan
Lesjak lesi@FreeBSD.org X.org Official Website Experimental X.org Ports
Tree Latest news about FreeBSD X.org Porting Efforts FreeBSD-X11 Mailing
List Archives


X.org 7.2 release has been delayed more than a month, which gave us more
time to fix build failures, to work on a few runtime issues and to
determine the easiest way to upgrade from 6.9 to 7.2 (mostly with the
help of people on the freebsd-x11@ mailing
list [http://lists.freebsd.org/mailman/listinfo/freebsd-x11] ).
Everything is in a rather good shape but there’s still a little amount
of work to do. The merge of new ports is most likely to happen before
the end of January.


Do a global review of the diff between the original tree and the
experimental one (git-diff origin xorg for git users)


Fix the remaining (9 I think, 3 being lang/jdk’s) build errors


Continue testing


Do another experimental build on pointyhat


New USB Stack


Hans Petter Sirevaag Selasky hselasky@FreeBSD.org Current USB files My
USB homepage


During the last three months there has not been so much activity in the
USB project. Some regression issues have been reported and fixed. Bernd
Walter reports that he has got the new USB stack working on ARM
processors with some minor tweaks. Markus Brueffer reports that he is
working on the USB HID parser and support. A current issue with the new
USB stack is that the EHCI driver does not work on the Sparc64
architecture. If someone has got a Sparc64 with FreeBSD 7-CURRENT on and
can lend the USB project the root password, a serial console and a USB
test device, for example a USB memory stick, that would be much
appreciated. Another unresolved issue is that the ural(4) USB device
driver does not always work. This is currently being worked on.


If you want to test the new USB stack, check out the USB perforce tree
or download the SVN version of the USB driver from my USB homepage. At
the moment the tarballs are a little out of date.


Ideas and comments with regard to the new USB API are welcome at
freebsd-usb@FreeBSD.org [http://lists.freebsd.org/mailman/listinfo/freebsd-usb]
.


Multi-link PPP daemon (MPD)


Alexander Motin mav@alkar.net Archie Cobbs archie@FreeBSD.org Project
home ChangeLog


MPD is moving to the next major release - mpd4_0. At the end of October
one more beta version (4_0b5) was released and first RC is planned
soon.


Since 3_18 and 4_0b4 numerous bugs and cases of incorrect internal
handling have been fixed. Performance has been increased and system
requirements reduced.


Many new features have been implemented:



		IPv6 support


		NAT (using the ng_nat(4) node)


		integrated web server


		Deflate and Predictor-1 CCP compression





Some historically broken features have been reimplemented:



		TCP and UDP link types


		CCP compression


		ECP encryption





To support compression, two new Netgraph nodes ng_deflate and ng_pred1
have been created and the ng_ppp node has been modified.


ng_ppp node refactoring.


Implement packet loss notification in related Netgraph nodes (ng_ppp,
ng_pptp, ng_async, ng_deflate, ng_pred1, ng_vjc, ...) to reduce
recovery time and probability of incorrect packet decompression.


MPD auth subsystem refactoring.


Update of the Linux Compatibility Environment in the Kernel


Alexander Leidinger netchild@FreeBSD.org Roman Divacky
rdivacky@FreeBSD.org Emulation Mailinglist emulation@FreeBSD.org Wiki
page about the Linux compatibility environment.


Since the last status report we made good progress in improving the
compatibility environment. We fixed more than 30 testcases on i386 (130
testcases = 16% still failing) and more than 60 testcases on amd64 (140
testcases = 17% still failing) in the Linux 2.4 compatibility. These
numbers compare FreeBSD 6.2 with -CURRENT. Some of those fixes are edge
cases in the error handling, and some of them fix real issues – e.g.
hangs – and improve the stability and correctness of the emulation.


Regarding the Linux 2.6 compatibility there are 140 testcases (17%) on
i386 and 150 testcases (18%) on amd64 still failing in -CURRENT. After
fixing some showstopper problems with real applications, we should be
able to give the 2.6 emulation a more widespread exposure “soon” to find
more bugs and to determine the importance of those Linux syscalls which
we did not implement yet.


The severity of the broken testcases varies, and some of them will never
be fixed, e.g., we will never be able to load Linux kernel modules into
a FreeBSD kernel, being able to add swap with a Linux command has very
low priority, and fixing stuff which is used by applications like IPC
type 17 has high priority.


Some differences in the 2.6 compatibility are because not all i386
changes are merged into the amd64 code, and some testcases are already
fixed in our perforce repository but need more review before they can be
committed to -CURRENT.


We need some more testers and bug reporters. So if you have a little bit
of time and a favorite Linux application, please play around with it on
-CURRENT. If there is a problem, have a look at the wiki if we already
know about it and report on
emulation@ [http://lists.freebsd.org/mailman/listinfo/freebsd-emulation]
. We are especially interested in reports about the 2.6 compatibility
(sysctl compat.linux.osversion=2.6.16), but only with the most recent
-CURRENT and maybe with some patches we have in the perforce repository
(mandatory on amd64).


We thank all people who tested the changes / submitted patches and thus
helped improving the Linux compatibility environment.


Sound Subsystem Improvements


Ariff Abdullah ariff@FreeBSD.org Alexander Leidinger
netchild@FreeBSD.org Multimedia Mailinglist multimedia@FreeBSD.org Some
patches / binary modules. The FreeBSD Project Ideas List. Wiki page
about the sound system.


Since the last status report there were improvements to the emu10kx
driver for High Definition Audio (HDA) compatible chips. Some more chips
are supported now and already supported chips should provide a better
zero-configuration experience.


The generic sound code got some very nice low latency changes, and fixes
which make it multichannel/endian/format safe. We do not support
multichannel operation yet, but this work is a prerequisite to work on
implementing multichannel operation. This work also fixed some bugs
which people may experience as clicks, hickups, truncation or similar
behavior in the sound-output.


So far there is no merge to 5.x or 6.x planned for this code, especially
because there are API/ABI changes, e.g., several sysctls changed. People
who do not care about this can download binary sound modules from
Ariff’s download page for 6.x and 5.x.


We thank all people who tested the changes / submitted patches and thus
helped improving the sound system.


Have a look at the sound related entries on the ideas list.


Add multichannel support.


sndctl(1): tool to control non-mixer parts of the sound system (e.g.
spdif switching, virtual-3D effects) by a user (instead of the sysctl
approach in -CURRENT); pcmplay(1), pcmrec(1), pcmutil(1).


Plugable FEEDER infrastructure. For ease of debugging various feeder
stuff and/or as userland library and test suite.


Extend the wiki page.


Hungarian Translation of the Webpages


Gábor Kövesdán gabor@FreeBSD.org Giorgos Keramidas keramida@FreeBSD.org
Hungarian webpages


Gábor Kövesdán (gabor@) has submitted the Hungarian translation of the
webpages and Giorgos Keramidas (keramida@) has reviewed and committed
the pages. The initial rendering issues have also been fixed and the
webpage is in a pretty good shape now.


As usual, this translation does not contain every part of the English
version, but the most important and useful parts are there. Gábor will
maintain this translation and regularly sync the content with the
English version and add new translations if such become available.


Fix typos and mistakes that will be revealed after a deeper review by
the public


Get more people involved


Intel 3945ABG Wireless LAN Driver: wpi


Benjamin Close benjsc@FreeBSD.org


An initial port of the NetBSD wpi driver has been done and development
is happening fast to get this driver ready for the tree. At present
basic functionality works. The driver can associate with a non encrypted
peer and pass data in 11b and 11g modes. There is still lots to do and
testing is welcome.


Many thanks have to go to Sam, Max and Kip for helping the driver reach
this point.


Solve bus dma alignment issues


Support WEP and WPA


Testing and more testing


iSCSI Initiator


Daniel Braniss danny@cs.huji.ac.il


Though it is still a work in progress, it now supports more targets, has
login CHAP authentication and header/data digest. It will also recover
from a lost connection - most of the time.


instrumentation


task management support


improve the error recovery


FreeBSD/powerpc on Freescale MPC8555


Rafal Jaworowski raj@semihalf.com Marcel Moolenaar xcllnt@mac.com


Platform summary:



		PowerQuiccIII integrated controller


		e500 CPU core


		compliant with PowerPC BookE specification (significantly different
from the ‘traditional’ PowerPC architecture the current
FreeBSD/powerpc supports, particularly in the areas of MMU design,
exceptions model, specific e500 machine instructions etc.)





Currently the machine is booting FreeBSD 6.1-RELEASE-p10 and operating
both single- and multi-user modes; below are highlights of available
functionality:


Low-level support



		booting from U-Boot bootloader


		locore machine initialization


		e500 exceptions


		VM: a new pmap module developed





On-chip peripherals



		introduced ocpbus hierarchy (nexus and descendants)


		interrupt controller: using generic OpenPIC driver


		serial console: using uart(4) driver


		barebones serial support using the QUICC’s SCC


		host/PCI bridge: a new driver developed for the built-in bridge


		networking: a new driver developed for TSEC (3-speed Ethernet)





Booting



		from ATA disk and USB memory stick (both through a secondary PCI
VIA82C686B controller)


		from network (NFS-mounted rootfs)





Basic TCP/IP protocols and apps work (DHCP, NFS, SSH, FTP, Telnet etc.)


Userland



		integrated SoftFloat emulation lib (required due to e500 not being
equipped with the old-style PowerPC FPU)


		almost all applications seem to work





Work out extensible layout for sys/powerpc architecture directory so we
can easily add support for new core variations and platforms to come in
the future.


Integrate with FreeBSD source tree.


Release and tinderbox related options and settings.


Network Stack Virtualization


Marko Zec zec@fer.hr


The network stack virtualization project aims at extending the FreeBSD
kernel to maintain multiple independent instances of networking state.
This will allow for complete networking independence between jails on a
system, including giving each jail its own firewall, virtual network
interfaces, rate limiting, routing tables, and IPSEC configuration.


The prototype currently virtualizes the basic INET and INET6 kernel
structures and subsystems, including the TCP machinery and the IPFW
firewall. The focus is currently being kept on resolving bugs and
sporadic lockups, and defining the internal and management APIs. It is
expected that within the next month the code will become sufficiently
complete and stable for testing by early adopters.


BSNMP Bridge Module


Shteryana Shopova syrinx@FreeBSD.org


The BSNMP bridge module for FreeBSD’s BSNMP daemon, which was
implemented during SoC 2006, was committed to HEAD. In addition to RFC
4188 single bridge support it also supports monitoring multiple bridges
via a private MIB. Since SoC 2006 Rapid Spanning Tree (RSTP) support
(RSTP-MIB defined in RFC4318 and additions to the private MIB) was added
to the module as well.


A patch for RELENG_6 is available and will be merged to STABLE the next
weeks.


MFC to RELENG_6.


More feedback from users is always welcome.


BSNMP Client Tools


Shteryana Shopova syrinx@FreeBSD.org Bjoern A. Zeeb bz@FreeBSD.org Wiki
Page Shteryana’s P4 tree Bjoern’s P4 tree (rewrite)


During SoC 2005 BSNMP client tools (bsnmptools) were implemented and
have since then been available via Shteryana’s P4 tree or port
net-mgmt/bsnmptools.


In order to finally get the code committed some cleanup was needed which
ended in a partly rewrite to minimize duplicate code and to reduce the
size of the binaries. This ongoing work is available via Bjoern’s P4
tree and will be merged back to upstream trees before it will be
committed to HEAD.


Update Wiki Page to reflect latest work.


Finish cleanup and have it reviewed.


User feedback is always welcome.


BSNMP - More Ongoing and Upcoming Work


Shteryana Shopova syrinx@FreeBSD.org Harti Brandt harti@FreeBSD.org
Bjoern A. Zeeb bz@FreeBSD.org BSNMP TODO Wiki page


In addition to other more detailed reports this is intended to give a
summary about other ongoing or upcoming BSNMP related work. To collect
some ideas from users and coordinate work a BSNMP TODO Wiki page was
created. Feel free to add your ideas or let us know about them.



		A contributor, Tsvetan Erenditsov, has volunteered to implement a
VLAN module for BSNMP. Shteryana is helping him.


		Sam Leffler has asked for a wireless networking monitoring module,
which will most likely be the next module to be implemented.


		Some major work is currently going on in the main BSNMP tree:
		SNMP transports have been factored out into loadable modules. The
old port tables are still there and will remain at least for the
next release. Later they will be removed. The following modules
and transports are already implemented as loadable modules:
		snmp_trans_udp: SNMP over UDP over IPv4, IPv6 and scoped IPv6


		snmp_trans_tcp: SNMP over TCP over IPv4, IPv6 and scoped IPv6


		snmp_trans_ldgram: SNMP over local datagram sockets


		snmp_trans_lstream: SNMP over local stream sockets








		Some I/O functions have been moved from the daemon to libbsnmp.


		libisa has been imported into the bsnmp tree. This library aims at
easy implementation of command line tools for remote and local
system administration with a special focus on administration via
SNMP. The library contains command line parsing functions, a
function for automatically handling help text. Actual
administration modules are implemented as loadable modules. The
atmconfig tool in the FreeBSD tree contains some old parts of this
library.


		lisa_snmp is a module which implements SNMP functionality for
libisa.


		lisa_snmpd is a module for remote administration of the bsnmpd.


		The config file parser of bsnmpd has been rewritten so that each
section of the file is handled as a transaction (in contrast to
the previous behavior where the entire file was one transaction).











Release Engineering


Release Engineering Team re@FreeBSD.org


The recent activities of the Release Engineering team have centered
around FreeBSD 6.2-RELEASE, which is now available for downloading. This
is the latest release from the RELENG_6 branch, and includes many new
performance and stability improvements, bug fixes, and new features. The
release notes and errata notes for FreeBSD 6.2 contain more specific
information about what’s new in this version. We thank the FreeBSD
developer and user community for their efforts towards making this
release possible.


The Release Engineering Team also produced snapshots of FreeBSD CURRENT
in November 2006 and January 2007. These snapshots have not received
extensive testing, and should not be used in production environments.
However, they can be used for testing or experimentation, and show the
kinds of functionality that can be expected in future FreeBSD releases.


Libelf


Joseph Koshy jkoshy@FreeBSD.org Wiki page tracking LibELF Wiki page for
PmcTools PMC Tools Project


Libelf is a BSD-licensed library for ELF parsing & manipulation
implementing the SysV/SVR4 (g)ELF[3] API.


Current status: The library is now in -CURRENT. Work continues on its
test suite and tutorial, and on deploying it in PmcTools.


The FreeBSD Dutch Documentation Project


Remko Lodder remko@FreeBSD.org


The FreeBSD Dutch Documentation Project is an ongoing project to
translate the FreeBSD Handbook to the Dutch Language.


Currently we almost translated the entire handbook, and we translated
parts of the website, sadly the project went into a slush lately, so we
seek out for fresh and new translators that are willing to join the team
to continue the effort.


Translate the rest of the handbook


Make the documentation up to date


Translate the rest of the website


FreeBSD GNOME Project


FreeBSD GNOME Project gnome@FreeBSD.org


Where have we been?! Not doing status reports, that’s for sure. But the
FreeBSD GNOME project has been very busy with regular GNOME releases,
and other side projects. We are currently shipping GNOME 2.16.2 in the
ports tree, and we are testing GNOME 2.17.5 in the
MarcusCom [http://www.FreeBSD.org/gnome/docs/develfaq.html] tree.


Most recently, work has completed on a cleanup of the FreeBSD backend to
libgtop. This module has needed a lot of work, and should now be
reporting correct system statistics. The cleaned up version is currently
being tested in the MarcusCom tree, and will make it into the FreeBSD
ports tree along with GNOME 2.18.


The GStreamer framework has been taken out of direct
gnome@ [http://lists.freebsd.org/mailman/listinfo/freebsd-gnome]
maintainership, and put under a new
multimedia@ [http://lists.freebsd.org/mailman/listinfo/freebsd-multimedia]
umbrella. This will give multimedia-savvy developers a chance to
collaborate on this important piece of the GNOME Desktop along with
other important audio and video components.


The biggest accomplishment of 2006 for the FreeBSD GNOME team had to
have been the port of
HAL [http://www.freedesktop.org/wiki/Software_2fhal] . This effort
was started to give FreeBSD users a richer desktop experience. Since the
initial FreeBSD release of HAL with GNOME 2.16, it has been incorporated
into the FreeBSD release of KDE 3.5.5 as well as PC-BSD 1.3. The FreeBSD
backend has also made it upstream into the HAL git repository so future
releases of HAL will have FreeBSD support out-of-the-box.


Finally, it is with sadness that we say good-bye to one of our team
members. Adam Weinberger stepped down from the FreeBSD GNOME team to
save lives instead (priorities, man!). His splash screens and grammar
nit-picking will be missed.


Now that HAL has been ported to FreeBSD, there is a strong desire to see
NetworkManager [http://www.gnome.org/projects/NetworkManager/]
ported. The big parts will be porting NM to use our 80211 framework, and
extending some of the base utilities such as ifconfig. Contact
marcus@FreeBSD.org if you are interested in helping.


Our system-tools-backends module needs some attention. This module is
responsible for system configuration tasks in GNOME such as user
management, network shares administration, etc. A knowledge of Perl is
highly recommended. Contact marcus@FreeBSD.org if you are interested in
helping.


We need good documentation writers to help update our
FAQ [http://www.FreeBSD.org/gnome/docs/faq2.html] and other
documentation. If you would like to take on the responsibility
full-time, or just contribute some pieces, please notify
gnome@FreeBSD.org .


We are always in need of GNOME development testers. See our development
branch FAQ [http://www.FreeBSD.org/gnome/docs/develfaq.html] for ways
on how you can help make the next release of GNOME the best release.


ipfw NAT and libalias


Paolo Pisati piso@FreeBSD.org


Support for in-kernel NAT, redirect and LSNAT for ipfw was committed to
HEAD, and i encourage people to test it so we can quickly discover/fix
bugs.


To add these features to ipfw, compile a new kernel adding “options
IPFIREWALL_NAT” to your kernel config or, in case you use modules, add
“CFLAGS += -DIPFIREWALL_NAT” to your make.conf.


Teach libalias to handle mbufs (this will fix TSO-capable NICs).


Add support for hardware checksum offloading.


Interrupt Filtering


Paolo Pisati piso@FreeBSD.org John Baldwin jhb@FreeBSD.org Scott Long
scottl@FreeBSD.org


Interrupt filtering is a new method to handle interrupts in FreeBSD that
retains backward compatibility with the previous models (FAST and
ITHREAD), while improving over them in some aspects. With interrupt
filtering, the interrupt handler is divided into 2 parts: the filter
(that checks if the actual interrupt belongs to a device) and a private
per-handler ithread (that is scheduled in case some blocking work has to
be done). The main benefits of this work are:



		Feedback from filters (the operating system finally knows what’s the
state of an event and can react consequently).


		Lower latency/overhead for shared interrupt line.


		Previous experiments with interrupt filtering showed an increase in
performance against the plain ithread model in some cases.


		General shrink of the machine dependent code - part of the
interrupting handling code was turned into machine independent code.





During the last quarter many improvements were made up to the point
where 3 archs (i386, amd64 and arm) are reported to work, and the
project can be considered feature complete.


I definitely want to make it part of the 7.0 release.


Define a road map to commit the code into the tree.


Rethink the interrupt stray handling (?!?!).


Finish off support for powerpc, sparc64 and ia64 (sun4v support is known
to be broken now).


FreeBSD Bugbusting Team


Mark Linimon linimon@FreeBSD.org Ceri Davies ceri@FreeBSD.org Remko
Lodder remko@FreeBSD.org


The FreeBSD Bugbusting team is a team of volunteers keeping track of
various PR tickets in the GNATS application. Currently the Bugbusting
team is investigating old PR tickets, checking whether they are still
accurate, checking what needs to be done to fix the issues reported and
make sure that the developers team can focus on the latest releases.


The team is always in need of volunteers willing to give a hand to
resolve the old tickets and get the best feedback that is needed for the
open tickets.


Please contact FreeBSD-bugbusters@FreeBSD.org if you want more
information about the things that need to be done.


Checkout old PR tickets, getting the proper feedback and finally fix
and/or resolve the tickets.


The FreeBSD Foundation


Deb Goodkin deb@FreeBSD.org The FreeBSD Foundation


The FreeBSD Foundation ended 2006 raising over $100,000. We received
commitments for another $55,000 in donations for the Fall Fundraiser. We
fell short of our goal of raising $200,000. But, we are working hard to
fill this gap, early in 2007, so we can continue with the same level of
support for the project and community. Please go to
http://www.freebsdfoundation.org/donate/ to find out how to make a
donation to the foundation.


We added a donors page to our website to acknowledge our generous
donors. We negotiated and are now actively managing a joint technology
project with NLNet and the University of Zagreb to develop virtualized
network stack support for FreeBSD. We sponsored AsiaBSDCon and are now
accepting travel grant applications for this conference.


We are working to upgrade the project’s network testbed with 10Gigabit
interconnects. Cisco has generously donated a 10Gigabit switch and we
have received network adapters from Myricom, Neterion, Intel, and
Chelsio. Adapters from other vendors are being solicited so that we can
do interoperability testing.


For more information on what we’ve been up to, check out our end-of-year
newsletter at
http://www.freebsdfoundation.org/press/2006Dec-newsletter.shtml .


Ports Collection


Mark Linimon linimon@FreeBSD.org The FreeBSD Ports Collection
Contributing to the FreeBSD Ports Collection FreeBSD ports unfetchable
distfile survey (Bill Fenner’s report) FreeBSD ports monitoring system
The FreeBSD Ports Management Team marcuscom Tinderbox


The ports count has jumped to 16347. The PR count, despite a jump, has
gone back down to around 700.


Not much work has been committed on the ports infrastructure due to the
long 6.2 release cycle. However, many test runs have been done for
several upcoming features, such as making sure that ports will work with
the new release of gcc (4.1), and do not have /usr/X11R6 hard-coded into
them. The intention of the latter is to move all ports to $LOCALBASE,
which can then be selected by the user. This should help consistency
going forwards, albeit at the cost of a one-time conversion.


GNOME was updated to 2.16 during the release cycle.


In addition, we are in the process of moving the FORTRAN default from
f77 to gfortran. See the ports mailing list for details.


The new xorg ports are still being worked on as well; they are intended
to all live in $LOCALBASE. Hopefully this can get done in the early 6.3
development cycle. See the wiki for more information.


A new version of the ports Tinderbox code is available, which is mostly
a bugfix release.


We have also added Pav Lucistnik as a new portmgr member, who we hope
will help us work on the portmgr PR backlog. Welcome!


We have also added 8 new committers since the last report.


linimon continues to work on resetting committers who are no longer
interested in their ports; as well, several ports commit bits have been
stored for safekeeping. This is part of an attempt to keep the best
match between volunteers and work to be done.


Most of the remaining ports PRs are “existing port/PR assigned to
committer”. Although the maintainer-timeout policy is helping to keep
the backlog down, we are going to need to do more to get the ports in
the shape they really need to be in.


Although we have added many maintainers, we still have many unmaintained
ports. As well, the packages on amd64 and sparc64 are lagging behind.


FreeBSD Security Officer and Security Team


Security Officer security-officer@FreeBSD.org Security Team
security-team@FreeBSD.org


In the time since the last status report, four security advisories have
been issued concerning problems in the base system of FreeBSD (three in
2006 and one in 2007); of these, one problem was in “contributed” code,
while the remaining three were in code maintained within FreeBSD. The
Vulnerabilities and Exposures Markup Language (VuXML) document has
continued to be updated by the Security Team and Ports Committers
documenting new vulnerabilities in the FreeBSD Ports Collection; since
the last status report, 55 new entries have been added, bringing the
total up to 869.


In order to streamline security team operations and ensure that incoming
emails are promptly acknowledged, Remko Lodder has been appointed the
security team secretary.


The following FreeBSD releases are supported by the FreeBSD Security
Team: FreeBSD 4.11, FreeBSD 5.5, FreeBSD 6.0, FreeBSD 6.1, and FreeBSD
6.2. The respective End of Life dates of supported releases are listed
on the web site; of particular note, FreeBSD 4.11 and FreeBSD 6.0 will
cease to be supported at the end of January 2007.


Cryptographic Subsystem


Sam Leffler sam@FreeBSD.org


Michael Richardson has been spearheading work to improve the crypto
subsystem used by various parts of the kernel including Fast IPSec and
geli. This work is sponsored by Hifn and has been happening outside the
CVS repository. A main focus of this work is to add support for
higher-level hardware operations that can significantly improve the
performance of IPSec and SSL protocols.


Results of this work are now being readied for CVS. These redesign the
core/driver APIs to use the kobj facilities and recast software crypto
drivers as pseudo devices. The changes greatly improve the system and
permit new functionality such as specifying which crypto device to use
when multiple are available. The redesign will also enable load
balancing of crypto work across multiple devices and the addition of
virtual crypto sessions by which small operations can be done in
software when the overhead to set up a hardware device is too costly.


In addition to the changes to the core crypto system several crypto
drivers have been updated to improve their operation. Top of this list
is the hifn(4) driver where many longstanding bugs have been fixed for
7955/756 parts.


ARM/XScale Port


Olivier Houchard cognet@FreeBSD.org Sam Leffler sam@FreeBSD.org


FreeBSD is running multi-user on a variety of Gateworks Avila boards
with most of the on-board devices supported. These include the compact
flash/IDE slot, wired network interfaces, realtime clock, and
environmental sensors. Several different minipci cards have been tested
including those supported by the ath(4) and hifn(4) drivers. Remaining
devices that need support are the onboard flash, optional 4-port network
switch, and optional USB interface. Crypto acceleration for IXP425 parts
is planned but will likely be done at a later time.


The Network Processor Engine (NPE) support is done with an entirely new
replacement for the Intel Access Layer (IAL). The most important
hardware facilities are supported (e.g. the hardware Q manager) and the
wired NIC driver was also done from scratch. The resulting code is
approximately 1/10th the number of lines of the equivalent IAL code.


Bootstrap support needs work to enable booting from the compact flash
device.


Porting ZFS to FreeBSD


Pawel Jakub Dawidek pjd@FreeBSD.org Source code. ZFS porting site. ZFS
port announce.


The ZFS file system works quite well on FreeBSD now. The first patchset
has already been published on the freebsd-fs@FreeBSD.org mailing list .


All file system methods are already implemented (except ACL-related).
Basically all stress tests I tried work, even under very high load.
There is still a problem with memory allocation, which can get out of
control, but from what I know the SUN guys also work on this.


Recently I have been working on a file system regression test suite.
From what I found, there are no such test suites for free. I’ve already
more than 3000 tests and I’m testing correctness of most file system
related syscalls (chflags, chmod, chown, link, mkdir, mkfifo, open,
rename, rmdir, symlink, truncate, unlink). I’m also working to make it
usable on other operating systems (like Solaris, where it already works
and Linux).


Few days ago I also (almost) finished NFS support. You can’t use the
‘zfs share’ command yet, but you can export file systems via
/etc/exports and you can also access snapshots. It was quite hard,
because snapshots are separate file systems and after exporting the main
file system, we need to also serve data from snapshots under it.


The one big thing which is missing is ACL support. This is not an easy
task, because we first have to make some decisions. Currently we use
POSIX ACLs in our UFS, but the market is moving slowly to
NTFS/NFSv4-type ACLs. In Solaris they use POSIX ACLs for UFS and
NFSv4-type ACLs for ZFS and we probably also want to use NFSv4-type ACLs
in our ZFS, which requires some work outside ZFS.


TrustedBSD priv(9)


Robert Watson rwatson@FreeBSD.org TrustedBSD Project


TrustedBSD priv(9) replaces suser(9) as an in-kernel interface for
checking privilege in FreeBSD 7.x. Each privilege check now takes a
specific named privilege. This allows both centralization of jail logic
relating to privilege, which is currently distributed around the kernel
at the point of each call to suser(9), and allows instrumentation of the
privilege logic by the MAC Framework. Two new MAC Framework entry
points, one to grant and the other to limit privilege, are now
available, providing fine-grained control of kernel privilege by policy
modules. This lays the kernel infrastructure groundwork for further
refinement and extension of the kernel privilege model. The priv(9)
implementation has been committed to FreeBSD 7-CURRENT.


This software was developed by Robert N. M. Watson for the TrustedBSD
Project under contract to nCircle Network Security, Inc.


Complete review of kernel privilege checks, removal of suser(9) jail
flag now that checks are centralized.


Explore possible changes to kernel privilege model along lines of
POSIX.1e privileges, the Solaris privilege interface, etc. This has been
explored previously as part of the TrustedBSD Capabilities project also.


TrustedBSD MAC Framework


Robert Watson rwatson@FreeBSD.org trustedbsd-discuss@TrustedBSD.org
TrustedBSD Project


Most work on the MAC Framework during this period, other than as relates
to the priv(9) project described in a separate status report, has been
in refinement of the structure of the framework.



		Add two new entry points allowing MAC Framework policy modules to
grant or limit fine-grained system privileges.


		A sample mac_priv(4) policy module has been created demonstrating
how a MAC Framework policy module can grant specific system
privileges to specific users.


		Commenting throughout the MAC Framework significantly extended.


		Correct a bug in which the original ifnet label was copied to user
space via ioctl, rather than the thread-local copy.


		mac_enforce_subsystem debugging sysctls removed, as some policies
rely on access control checks being called even when non-enforcing
(specifically, information flow related policies).


		Break out mac.h include file into mac.h (user API, system calls) and
mac_framework.h (in-kernel interface to the MAC Framework). Move
non-user MAC include files from src/sys to src/sys/security/mac. Move
and break out kern_mac.c into mac_framework.c and mac_syscalls.c.
The MAC Framework is now entirely located in src/sys/security/mac.


		Export the MAC Framework version via a read-only sysctl and provide a
#define version usable by policies.


		MAC Framework locking optimized to optimistically expect no write
lock contention during read locking.





Now that the MAC Framework has been fully moved to src/sys/security/mac,
embark on the ‘mac2’ interface cleanup, in which many MAC Framework
entry points are renamed for consistency. This will require most MAC
Framework policy modules to be modified between FreeBSD 6.x and FreeBSD
7.x, although in a way that can be largely done using sed.


Add accessor functions for policies retrieving per-policy label data
from labels, so that policy modules do not compile in the binary layout
of struct label. This will allow future optimization of the label
layout.


Complete integration of audit and MAC support, allowing MAC policy
modules to control access to audit interfaces, and allowing them to
annotate audit records.


TrustedBSD Audit


Robert Watson rwatson@FreeBSD.org Christian Peron csjp@FreeBSD.org Wayne
Salamon wsalamon@FreeBSD.org TrustedBSD Audit Page OpenBSM Page


FreeBSD 6.2-RELEASE, the first release of FreeBSD with experimental
audit support is now available. The plan is to make audit a full
production feature as of FreeBSD 6.3-RELEASE, with “options AUDIT”
compiled in by default. A TODO list has been posted to trustedbsd-audit.


OpenBSM 1.0 alpha 13, which includes support for XML record printing,
additional 64-bit token types, additional audit events, and more
cross-platform build support, has been released. OpenBSM 1.0 alpha 14,
which adds support for warnings clean building with gcc 4.1, will be
released shortly. The new OpenBSM release will be merged to FreeBSD CVS
in late January or early February.


Complete assignment of audit events to non-native and a few remaining
native system calls. Add additional system call argument auditing.


Merge MAC Framework hooks allowing MAC modules to control access to
kernel audit services. Refine and merge MAC labeling support in audit,
including support for MAC annotations in the audit trail.


Complete pass through user space services adding audit support to system
management tools (and ftpd). Work with third party software maintainers
to add audit support for applications like xdm/kdm/gdm.


Merge latest OpenBSM, including XML output support.


FAST_IPSEC Upgrade


George Neville-Neil gnn@FreeBSD.org Bjoern Zeeb bz@FreeBSD.org Host only
patch gnn’s networking blog


Just this week I got routing working for the FAST_IPSEC and IPv6 code.
Now there are memory smash problems, and then we need to remove the old
GIANT lock. I hope to produce another patch with the routing code
working in the next week.


Test the patch!!!!


Automatic TCP Send and Receive Socket Buffer Sizing


Andre Oppermann andre@FreeBSD.org Patch against 7-CURRENT Patch against
RELENG_6


Normally the socket buffers are static (either derived from global
defaults or set with setsockopt) and do not adapt to real network
conditions. Two things happen: a) your socket buffers are too small and
you can’t reach the full potential of the network between both hosts; b)
your socket buffers are too big and you waste a lot of kernel memory for
data just sitting around.


With automatic TCP send and receive socket buffers we can start with a
small buffer and quickly grow it in parallel with the TCP congestion
window to match real network conditions.


FreeBSD has a default 32K send socket buffer. This supports a maximal
transfer rate of only slightly more than 2Mbit/s on a 100ms RTT
trans-continental link. Or at 200ms just above 1Mbit/s. With TCP send
buffer auto scaling and the default values below it supports 20Mbit/s at
100ms and 10Mbit/s at 200ms. That’s an improvement of factor 10, or
1000%. For the receive side it looks slightly better with a default of
64K buffer size.


The automatic send buffer sizing patch is currently running on one half
of the FTP.FreeBSD.ORG cluster w/o any problems so far. Against this
machine with the automatic receive buffer sizing patch I can download at
5.7 MBytes per second. Without patch it maxed out at 1.6 MBytes per
second as the delay bandwidth product became equal to the static socket
buffer size without hitting the limits of the physical link between the
machines. My test machine is about 35ms from that FTP.FreeBSD.ORG and
connected through a moderately loaded 100Mbit Internet link.


New sysctls are:



		net.inet.tcp.sendbuf_auto=1 (enabled)


		net.inet.tcp.sendbuf_inc=8192 (8K, step size)


		net.inet.tcp.sendbuf_max=262144 (256K, growth limit)


		net.inet.tcp.recvbuf_auto=1 (enabled)


		net.inet.tcp.recvbuf_inc=16384 (16K, step size)


		net.inet.tcp.recvbuf_max=262144 (256K, growth limit)





Wireless Networking


Sam Leffler sam@errno.com


Work on wireless support has continued to evolve in the public CVS tree
while other work has been going on behind the scenes in the developer’s
perforce repository.


Support was recently added to HEAD for half- and quarter-rate channels
as found in the 4.9 GHz FCC Public Safety Band. This work was a
prerequisite to adding similar support in the 900 MHz band as found in
Ubiquiti’s SR9 cards. Adding this functionality was straightforward due
to the design of the net80211 layer, requiring only some additions to
handle the unusual mapping between frequencies and IEEE channel numbers.
The ath(4) driver currently supports hardware capable of operating on
half- and quarter-rate channels.


Kip Macy recently made significant advances preparing legacy drivers for
the re-architected net80211 layer that has been languishing in perforce.
With his efforts this code is nearly ready for public testing after
which it can be merged into CVS. Our goal is to complete this merge in
time for the 7.x branch (otherwise it will be forced to wait for 8.0
before it appears in a public release). This revised net80211 layer
includes advanced station mode facilities such as background scanning
and roaming and support for Atheros’ SuperG extensions. Getting the
revised scanning work into CVS will greatly simplify public distribution
of the Virtual AP (VAP) code as a patch as well as enable addition of
802.11n support.


Benjamin Close is working on support for the Intel 3945 parts commonly
found in laptops. The work is going on in the perforce repository with
public code drops for testing.


Atheros PCI/Cardbus support was updated with a new HAL that fixes a few
minor issues and corrects a problem that kept AR2424 parts from working.
The new HAL also enables more efficient use of the hardware keycache for
TKIP keys; on newer hardware you can now support up to 57 stations
without faulting keys into the cache. Support for the latest 802.11n
parts found in the new Lenovo and Apple laptops (among others) is in
development; initial release will support only legacy operation.


Support for Atheros USB devices is coming. Atheros has agreed to license
their firmware with the same license applied to the HAL which means it
can be committed to the tree and distributed as part of releases. The
driver is still in development.


wpa_supplicant and hostapd were updated to the latest stable build
releases from Jouni Malinen. Shortly the in-tree code base will switch
to the 0.5.x tree which will bring in much new functionality including
dynamic VLAN tagging that will be especially useful once the multi-bss
support is available.


The support for injection of raw 802.11 frames was committed to HEAD.
This work was done in collaboration with Andrea Bittau. At this point
there are no plans to commit this to the STABLE branch as it requires
API changes.


EuroBSDCon 2007


Sidsel Jensen info@EuroBSDCon.dk


The sixth EuroBSDCon will take place in Copenhagen, Denmark on Friday
the 14th and Saturday 15th of September 2007 . The conference will be
held at Symbion Science Park [http://www.symbion.dk/] . Sunday the
16th there will be an optional tour to LEGOland.


The call for papers [http://2007.eurobsdcon.org/cfp.html] was sent
out right after EuroBSDCon 2006 in Milan in November and abstracts are
due February 1st! So hurry up and send in all your fantastic and amazing
papers to papers at eurobsdcon dot dk.
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Introduction:


Another busy two months have passed in the FreeBSD project. With 5.0
released, attention is focusing on making it faster via more
fine-grained locking, adding more high-end features like large memory
(PAE) support for i386, and further progress on many other projects.
FreeBSD 5.1 is expected to ship in late May or early June, with 5.2
following at the end of summer. A roadmap for the push to 5-STABLE is
available at
http://docs.freebsd.org/doc/5.2-RELEASE/usr/share/doc/en_US.ISO8859-1/articles/5-roadmap/index.html.
Although the 5.x series isn’t expected to fully stabilize until the 5.2
release, 5.1 promises to be an exciting release and a significant
improvement over 5.0 in terms of speed and stability.


Not to be forgotten, FreeBSD 4.8, the latest in the 4-STABLE series, is
nearing release. Lots of last minute work is going into to it to deliver
features like XFree86 4.3.0, Intel HyperThreading(tm) support, and of
course many more bug fixes. Don’t forget to support the FreeBSD vendors
and developers by buying a copy of the CD set when it comes out!.


Thanks,


Scott Long, Robert Watson


FreeBSD/MIPS Status Report


Juli Mallett jmallett@FreeBSD.org FreeBSD/MIPS project page.
FreeBSD/MIPS platform page.


Large portions of headers have been filled in, all have been stubbed
out. Minimal functions and data elements have been stubbed out or filled
in. Machinery added to support some requisite tunables for building real
kernels. GCC fixed to generate correct local label prefixes making it
possible to link real kernels. Work begun on providing enough to create
and boot real kernels, on real hardware. Decision to only support
MIPS-III and above made.


BSDCon 2003


Gregory Shapiro gshapiro@FreeBSD.org BSDCon 2003 Call For Papers


The BSDCon 2003 Program Committee invites you to contribute original and
innovative papers on topics related to BSD-derived systems and the Open
Source world. Topics of interest include but are not limited to:



		Embedded BSD application development and deployment


		Real world experiences using BSD systems


		Using BSD in a mixed OS environment


		Comparison with non-BSD operating systems; technical, practical,
licensing (GPL vs. BSD)


		Tracking open source development on non-BSD systems


		BSD on the desktop


		I/O subsystem and device driver development


		SMP and kernel threads


		Kernel enhancements


		Internet and networking services


		Security


		Performance analysis and tuning


		System administration


		Future of BSD





Submissions in the form of extended abstracts are due by April 1, 2003.
Be sure to review the extended abstract expectations before submitting.
Selection will be based on the quality of the written submission and
whether the work is of interest to the community.


We look forward to receiving your submissions!


Bluetooth stack for FreeBSD (Netgraph implementation)


Maksim Yevmenkin m_evmenkin@yahoo.com Latest snapshot Linux BlueZ stack
OpenOBEX


I’m very pleased to announce that another release is available for
download at
http://www.geocities.com/m_evmenkin/ngbt-fbsd-20030305.tar.gz


This release features new in-kernel RFCOMM implementation that provides
SOCK_STREAM sockets interface. This makes old user-space RFCOMM daemon
obsolete. People should not use old user-space RFCOMM daemon any longer.
The release features new RFCOMM PPP daemon that supports DUN and LAN
profiles. Note: PPP patch (support for chat scripts in -direct mode) is
required for DUN support. Look for it in the mailing list archive or
contact me directly. People with Bluetooth enabled cell phones can now
use them to access Internet.


The Bluetooth sockets layer has been cleaned up. People should not see
any WITNESS complaints with new code. Locking issues have been revisited
and code in much better shape now, although it probably is not 100% SMP
ready just yet. The code should work on SMP system anyway because
sockets layer is still under Giant.


The simple OBEX server and client (based on OpenOBEX library) is
complete. OBEX File Push and OBEX File Transfer profiles work and have
been tested with Sony Ericsson T68i cell phone and Bluetooth 3COM stack
on Windows2K. It is now possible to send pictures, address book and
calendar entries from the cell phone via Bluetooth. Minor bug in
OpenOBEX library has been fixed and OPEX Put-Empty command now works.


Due to changes in API userland tools must be in sync with the kernel.
People should install new include files, recompile and reinstall all
userland tools as part of upgrade. I’m sorry about that.


FreeBSD 4.8 Release Engineering


Murray Stokely re@FreeBSD.org FreeBSD 4.8 Release Schedule.


The FreeBSD 4.8 Release Process is well underway. The RELENG_4 branch
has been under code freeze since February 15, and the first release
candidates were made available in early March. A testing guide has been
put together and is available from
http://www.FreeBSD.org/releases/4.8R/qa.html.


Developers should coordinate with re@FreeBSD.org about any changes they
would like to include in this release, and users are encouraged to try
out the release candidates and help find as many bugs as possible now,
before the final release is made.


FreeBSD 4.8 represents the newest production release from the stable
‘4.X’ branch. It does not include all of the features that were made
available in the “new technology” 5.0 release in January.


New Doceng Body Formed


Murray Stokely doceng@FreeBSD.org


The doceng@ team is a new body to handle some of the meta-project issues
associated with the FreeBSD Documentation Project. The main
responsibilities of this team are to grant approval of new doc
committers, to manage the doc release process, to ensure the
documentation toolchains are functional, to maintain the doc project
primer, and to maintain the sanctity of the doc/ and www/ trees. The
current members of this team are Nik Clayton, Ruslan Ermilov, Jun
Kuriyama, Bruce A. Mah, and Murray Stokely.


KGI/FreeBSD Status Report


Nicholas Souchu nsouch@FreeBSD.org


The later months have been very busy on KGI. Most of the framework has
been debugged for typical usage (fb, no accel). I got KII (the input
interface) connected to syscons through atkbd. Opening /dev/graphic
works and framebuffer resource access is permitted. Finally, the KGIM
(KGI module) framework has a better building tree for board / monitor
drivers and board drivers are now loading with resource allocation.


Most important on the TODO list: 5.0-RELEASE move (I currently work with
a May-2002 5.0-current). Most of debug is now done. Let’s validate!


Note that KGI project homepage has changed since the last report.


jpman project


Kazuo Horikawa horikawa@FreeBSD.org jpman project package
ja-man-doc-5.0.tbz


We have released Japanese translation of 5.0-RELEASE online manual pages
on February 2nd. Most of entries which did not exist on RELENG_4 were
not yet translated. I hope we can finish such entries soon.


Disk I/O improvements


Poul-Henning Kamp phk@FreeBSD.org


We have the first disk device driver (aac) out from under Giant now, and
in certain scenarios it gives improvements up to 20%. The device driver
API was pruned to reflect that NO_GEOM compatibility is unnecessary,
this resulted in approx 1000 lines less source code, the majority of
which were removed from the device drivers. The new API for cdevsw is a
lot simpler and hopefully less likely to confuse people. The ability to
automatically allocate a device major number has been introduced and is
already used by a handful of drivers. Checks introduced with this
facility has shown that the uniqueness of manually allocated major
numbers had already broken down.


Work continues on the statistics collection API and on a unified API for
manual configuration of GEOM nodes.


Support for PAE and >4G ram on x86


Jake Burkholder jake@FreeBSD.org


Support for PAE is mostly complete, and has been checked into the
jake_pae branch. The approach that is being taken to add support for
PAE is to allow the pmap module to view the page table directory as 4
pages instead of 1, and to avoid using the 3rd level structure, the page
directory pointer table, as much as possible. Due to its small size, 32
bytes, the PDPT cannot be uniformly recursively mapped, and as such does
not provide a regular multi level structure like the page tables used by
the alpha or x86-64 architectures. What remains to be done for PAE
support is to develop an API for manipulating page table entries which
will allow idempotent 64 bit loads and stores to be used where
necessary.


Experimental support for >4G ram using PAE has been developed and
checked into the jake_pae_test branch in Perforce. This involved
adding a physical address type separate from virtual addresses, for use
by the vm system and bus code which needs to use physical addresses
directly. Initial testing has shown good results with device drivers
that can dma to 64 bit physical addresses.


Funding for this project is being provided by DARPA and Network
Associate Laboratories, and hardware support by FreeBSD
Systems [http://www.freebsdsystems.com].


FreeBSD Security Officer Team


Jacques Vidrine nectar@FreeBSD.org


In the period from September 2002 through February 2003, the FreeBSD
Security Team email aliases saw 1297 messages, a much smaller volume
than over the summer (remember the Apache and OpenSSL worms? 4.6.1 oops
I mean 4.6.2-RELEASE?).


Also during this period: 95 items were added to the SO issue-tracking
database; 39 of these involved the FreeBSD base system while the rest
involved ports. 9 new Security Advisories were published, 2 of which
covered issues unique to FreeBSD.


In January, the SO published a new PGP key (ID 0xCA6CDFB2, found on the
FTP site and in the Handbook). This aligned the set of those who possess
the corresponding private key with the membership of the
security-officer alias published on the FreeBSD Security web site. It
also worked around an issue with the deprecated PGP key being found
corrupted on some public key servers.


In February, Mike Tancsa of Sentex donated two machines to the Security
Officer. These have been a great help already in testing the security
branches, preparing patches, and generating updated binaries. Thank you
very much, Mike!


FreeBSD GNOME Project


Joe Marcus marcus@FreeBSD.org Maxim Sobolev sobomax@FreeBSD.org Adam
Weinberger adamw@FreeBSD.org FreeBSD GNOME Project Homepage.


FreeBSD 4.8-RELEASE will continue in the tradition of 5.0-RELEASE, and
include GNOME 2 as the default GNOME desktop. This means that 4.8 will
ship with GNOME 2.2.


Following on the heels of the recent GNOME 2.2 release, GNOME 2.3
snapshots are gearing up. The development schedule is available from
http://www.gnome.org/start/2.3/. Ports will be made available the same
way they were for the 2.1 development releases. Stay tuned to
freebsd-gnome@ for more details.


We are currently in another ports freeze in preparation for 4.8-RELEASE.
Following the freeze, a new bsd.gnome.mk will be committed that
effectively removes the USE_GNOMENG macro. This new version will add
support for GNOME 2 as well as setup backward compatibility for ports
that have not yet been converted to the new GNOME infrastructure. People
interested in testing this new Mk file, can check out the ``ports’’
module following the instructions at
http://www.marcuscom.com:8080/cgi-bin/cvsweb.cgi.


PowerPC Port


Peter Grehan grehan@FreeBSD.org


Work on PowerPC is progressing steadily. The system can now boot
multi-user from the net and disk. ATA-DMA is being integrated with the
ATAng code, and support for older G3 machines is being added.


FreeBSD C99 & POSIX Conformance Project


Mike Barcroft mike@FreeBSD.org FreeBSD-Standards Mailing List
standards@FreeBSD.org


January and February were quiet months that saw with them the addition
of some C99 math functions and macros, which include: fpclassify(),
isfinite(), isgreater(), isgreaterequal(), isinf(), isless(),
islessequal(), islessgreater(), isnan(), isnormal(), and signbit().
Additional C99 math library support is in the works.


Buffer Cache lockdown


Jeff Roberson jeff@FreeBSD.org


Most of the file system buffer cache has been reviewed and protected.
The vnode interlock was extended to cover some buffer flag fields so
that a separate interlock was not required. The global buffer queue data
structures were locked and counters were converted to atomic ops. The
BUF_*LOCK functions grew an interlock argument so that buffers could
be safely removed from the vnode clean and dirty lists. The lockmgr lock
is now required for all access to buf fields. This was not strictly
followed before because splbio provided the needed protection.


There are a few areas of code that need to be protected and cleaned up
before giant can be pushed down. Most notably the background write code
is currently unsafe without giant. Also, many of the VM bits that the
buffer cache relies on are not safe. This work has been done with the
expectation that the VM and VFS subsystems will be giant free soon.


ULE Scheduler


Jeff Roberson jeff@FreeBSD.org


The ULE scheduler has been committed to the 5.0-CURRENT branch. Early
adopters and experimenters are welcome to try it and submit bug reports.
It has shown noticeable performance improvements over the old scheduler
under some workloads. There are currently problems with nice fairness
but otherwise the interactive performance is very good. More work to
improve the load balancing algorithm is required as well. This should be
ready for use by the general FreeBSD user base in the next month or so.


Read-ahead performance


Jeff Roberson jeff@FreeBSD.org


Some improvements have been made to the clustered read ahead code. They
allow for many more outstanding IO requests when an application does
sequential access. This has a larger impact on RAID systems than on
single disk systems. The maximum number of file system blocks that we
will read ahead is tunable via the ‘vfs.read_max’ sysctl. This
optimization has shown a 20% improvement in simple tests.


Status Report for Newbus lockdown


Warner Losh imp@FreeBSD.org


Locking of the non-obj parts of newbus is nearing completion. A single
lock is used for the device tree. Minimal changes to subr_bus have so
far been necessary to make this work, however some lock order issues
remain. After this work, it will no longer be necessary to hold Giant to
call device_* routines safely. kobj work is being done by others and
will likely require more extensive design work to make SMP friendly.


TCP congestion control


Jeffrey Hsu hsu@FreeBSD.org


The objective of this effort is to improve the performance, stability,
and correctness of the BSD networking stack by adding support for new
standards and standards track proposals while maintaining compliance
with existing specifications. The upcoming 4.8 and 5.1 releases will be
the first ones using the new NewReno logic. Recently, we implemented the
Limited Transmit algorithm (RFC 3042) which benefits connections with
small congestion windows, as happens, for example, on many short web
connections. We also recently added support for larger sized starting
congestion windows as described in RFC 3390. This helps short TCP
connections as well as those with large round-trip delays, such as those
over satellite links.


SMP locking for network stack


Jeffrey Hsu hsu@FreeBSD.org


The list of subsystems locked up include IP, UDP, TCP, ifaddr reference
counting, syncache, the ifnet list, routing radix trees, and ARP. These
have already been committed into the tree. In addition, SMP locking for
raw IP, divert socket processing, and Unix domain sockets have also
recently been completed and tested. Work is currently being done in some
of the subsystems required to make parallel networking processing
SMP-safe.
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Introduction


The FreeBSD status report is back again after another small break. The
second half of 2004 was incredibly busy; FreeBSD 5.3 was released, the
6-CURRENT development branch started, and EuroBSDCon 2004 was a huge
success, just to name a few events. This report is packed with an
impressive 44 submissions, the most of any report ever!


It’s also my pleasure to welcome Max Laier and Tom Rhodes to the status
report team. They kindly volunteered to help keep the reports on time
and help improve their quality. Max in particular is responsible for the
reports being divided up into topics for easier browsing. Many thanks to
both for their help!


proj Projects doc Documentation kern Kernel arch Architectures ports
Ports vendor Vendor / 3rd Party Software misc Miscellaneous


Project Frenzy (FreeBSD-based Live-CD)


Sergei Mozhaisky technix@ukrpost.com.ua Official web site English
version


Frenzy is a “portable system administrator toolkit,” Live-CD based on
FreeBSD. It generally contains software for hardware tests, file system
check, security check and network setup and analysis. Current version
0.3, based on FreeBSD 5.2.1-RELEASE, contains almost 400 applications in
200MB ISO-image.


Tasks for next release: script for installation to HDD; unified system
configuration tool; updating of software collection.


ALTQ


Max Laier mlaier@FreeBSD.org ALTQ(4) man-page.


ALTQ is part of FreeBSD 5.3 release and can be used to do traffic
shaping and classification with PF. In CURRENT IPFW gained the ability
to do ALTQ classification as well. A steadily increasing number of NIC
drivers has been converted to support ALTQ. For details see the ALTQ(4)
man-page.


Convert/test more NIC drivers.


Write documentation.


TCP Reassembly Rewrite and Optimization


Andre Oppermann andre@FreeBSD.org


Currently TCP segment reassembly is implemented as a linked list of
segments. With today’s high bandwidth links and large bandwidth*delay
products this doesn’t scale and perform well.


The rewrite optimizes a large number of operational aspects of the
segments reassembly process. For example it is very likely that the just
arrived segment attaches to the end of the reassembly queue, so we check
that first. Second we check if it is the missing segment or
alternatively attaches to the start of the reassembly queue. Third
consecutive segments are merged together (logically) and are skipped
over in one jump for linear searches instead of each segment at a time.


Further optimizations prototyped merge consecutive segments on the mbuf
level instead of only logically. This is expected to give another
significant performance gain. The new reassembly queue is tracking all
holes in the queue and it may be beneficial to integrate this with the
scratch pad of SACK in the future.


Andrew Gallatin was able to get 3.7Gb/sec TCP performance on dual-2Gbit
Myrinet cards with severe packet reordering (due to a firmware bug) with
the new TCP reassembly code. See second link.


TTCPv2: Transactional TCP version 2


Andre Oppermann andre@FreeBSD.org


The old TTCP according to RFC1644 was insecure, intrusive, complicated
and has been removed from FreeBSD >= 5.3. Although the idea and
semantics behind it are still sound and valid.


The rewrite uses a much easier and more secure system with 24bit long
client and server cookies which are transported in the TCP options.
Client cookies protect against various kinds of blind injection attacks
and can be used as well to generally secure TCP sessions (for BGP for
example). Server cookies are only exchanged during the SYN-SYN/ACK phase
and allow a server to ensure that it has communicated with this
particular client before. The first connection is always performing a
3WHS and assigning a server cookie to a client. Subsequent connections
can send the cookie back to the server and short-cut the 3WHS to
SYN->OPEN on the server.


TTCPv2 is fully configurable per-socket via the setsockopt() system
call. Clients and server not capable of TTCPv2 remain fully compatible
and just continue using the normal 3WHS without any delay or other
complications.


Work on implementing TTCPv2 is done to 90% and expected to be available
by early February 2005. Writing the implementation specification (RFC
Draft) has just started.


CPU Cache Prefetching


Andre Oppermann andre@FreeBSD.org


Modern CPU’s can only perform to their maximum if their working code is
in fast L1-3 cache memory instead of the bulk main memory. All of
today’s CPU’s support certain L1-3 cache prefetching instructions which
cause data to be retrieved from main memory to the cache ahead of the
time that it is already in place when it is eventually accessed by the
CPU.


CPU Cache Prefetching however is not a golden bullet and has to be used
with extreme care and only in very specific places to be beneficial.
Incorrect usage can lead to massive cache pollution and a drop in
effective performance. Correct and very carefully usage on the other can
lead to drastic performance increases in common operations.


In the linked patch CPU cache prefetching has been used to prefetch the
packet header (OSI layer 2 to 4) into the CPU caches right after
entering into the network stack. This avoids a complete CPU stall on the
first access to the packet header because packets get DMA’d into main
memory and thus never are already pre-cache in the CPU caches. A second
use in the patch is in the TCP input code to prefetch the entire struct
tcpcb which is very large and used with a very high probability. Use in
both of these places show a very significant performance gain but not
yet fully quantified.


The final patch will include documentation and a guide to evaluate and
assess the use of CPU cache prefetch instructions in the kernel.


TCP Cleanup and Optimizations


Andre Oppermann andre@FreeBSD.org


The TCP code in FreeBSD has evolved significantly since the fork from
4.4BSD-Lite2 in 1994 primarily due to new features and refinements of
the TCP specifications.


The TCP code now needs a general overhaul, streamlining a cleanup to
make it easily comprehensible, maintainable and extensible again. In
addition there are many little optimizations that can be done during
such an operation propelling FreeBSD back at the top of the best
performing TCP/IP stacks again, a position it has held for the longest
time in the 90’s.


This overhaul is a very involved and delicate matter and needs extensive
formal and actual testing to ensure no regressions compared to the
current code. The effort needed for this work is about two man-month of
fully focused and dedicated time. To get it done I need funding to take
time off my day job and to dedicate me to FreeBSD work much the way PHK
did with his buffer cache and vnode rework projects.


In February 2005 I will officially announce the funding request with a
detailed description of the work and how the funding works. In general I
can write invoices for companies wishing to sponsor this work on
expenses. Tax exempt donations can probably be arranged through the
FreeBSD foundation. Solicitations of money are already welcome, please
contact me on the email address above.


Funding for two man-month equivalents of my time.


If you want or intend to sponsor US$1k or more please contact me in
advance already now.


Move ARP out of routing table


Andre Oppermann andre@FreeBSD.org Qing Li qingli@speackeasy.net


The ARP IP address to MAC address mapping does not belong into the
routing table (FIB) as it is currently done. This will move it to its
own hash based structure which will be instantiated per each 802.1
broadcast domain. With this change it is possible to have more than one
interface in the same IP subnet and layer 2 broadcast domain. The ARP
handling and the routing table will be quite a bit simplified
afterwards. As an additional benefit full MAC address based accounting
will be provided.


Qing Li has become the driver and implementor of this project and is
expected to post a first patch for comments shortly in February 2005.


Layer 2 PFIL_HOOKS


Andre Oppermann andre@FreeBSD.org


IPFW2 has been converted to use PFIL_HOOKS for the IP[46] in/output
path. (See link.) Not converted yet is the Layer 2 Etherfilter
functionality of IPFW2. It is still directly called from the
ether_input/output and bridging code.


Layer 2 PFIL_HOOKS provide a general abstraction for packet filters to
hook into the Layer 2 packet path and filter or manipulate such packets.
This makes it possible to use not only IPFW2 but also PF and others for
Layer 2 filtering.


Common Address Redundancy Protocol - CARP


Max Laier mlaier@FreeBSD.org


CARP is an alternative to VRRP. In contrast to VRRP it has full support
for IPv6 and uses crypto to protect the advertisements. It was developed
by OpenBSD due to concerns that the HSRP patent might cover VRRP and
CISCO might defend its patent. CARP has, since then, improved a lot over
VRRP.


CARP is implemented as an in-kernel multicast protocol and displays
itself as a pseudo interface to the user. This makes configuration and
administration very simple. CARP also incorporates MAC based
load-balancing.


Patches for RELENG_5 and recent HEAD are available from the URL above.
I plan to import these patches in the course of the next two to four
month. RELENG_5 has all necessary ABI to support CARP and I might MFC
it for release 5.4 or 5.5 - depending how well the HEAD import goes.


Please test and send feedback!


Write documentation.


Import newest OpenBSD changes.


FreeBSD Source Repository Mirror for svn/svk


Kao Chia-liang clkao@FreeBSD.org Repository browser. RSS for RELENG_5
commits. RSS for CURRENT commits. svk homepage.


A public Subversion mirror of the FreeBSD repository is provided at
svn://svn.clkao.org/freebsd/. This is intended for people who would like
to try the svk distributed version control system.


svk allows you to mirror the whole repository and commit when offline.
It also provides history-sensitive branching, merging, and patches.
Non-committers can easily maintain their own branch and track upstream
changes while their patches are being reviewed.


Secure Updating


Colin Percival cperciva@FreeBSD.org Portsnap FreeBSD Update


In my continuing quest to secure the mechanisms by which FreeBSD users
keep their systems up to date, I’ve added a new tool: Portsnap.
Available as sysutils/portsnap in the ports tree, this utility securely
downloads and updates a compressed snapshot of the ports tree; this can
then be used to extract or update an uncompressed ports tree. In
addition to operating in an end-to-end secure manner thanks to RSA
signatures, portsnap operates entirely over HTTP and can use under one
tenth of the bandwidth of cvsup for users who update their ports tree
more than once a week.


FreeBSD Update – my utility for secure and efficient binary tracking of
the Security/Errata branches – continues to be widely used, with over
100 machines downloading security or errata updates daily.


At some point in the future I intend to bring both of these utilities
into the FreeBSD base system, probably starting with portsnap.


Cronyx Adapters Drivers


Roman Kurakin rik@FreeBSD.org Cronyx Software download page.


Currently FreeBSD supports three family of Cronyx sync adapters: Tau-PCI
- cp(4), Tau-ISA - ctau(4) and Sigma - cx(4). All these drivers were
updated (in 6.current) and now they are Giant free. However, this is
true only for sppp(4). If you are using Netgraph or async mode (for
Sigma) you may need to turn mpsafenet off for that driver with
appropriate kernel variable.


Now all these drivers and sppp(4) are using recursive lock. So the first
task is to make these locks non recursive.


Second task is to check/make drivers workable in netgraph/async mode.


I think about ability to switch between sppp/netgraph mode at runtime.
For now you should recompile module/kernel to change mode.


EuroBSDCon 2005 - Basel / Switzerland


Max Laier mlaier@FreeBSD.org EuroBSDCon Homepage


This year’s EuroBSDCon will be held at the University of Basel,
Switzerland from 25th through 27th November. The call for papers should
happen shortly. Please consider attending or even presenting. Check the
conference homepage for more information.


FreeSBIE Status Report


FreeSBIE Staff staff@FreeSBIE.org FreeSBIE Website FreeSBIE Mailing List


FreeSBIE is a Live-CD based on the FreeBSD Operating system, or even
easier, a FreeBSD-based operating system that works directly from a CD,
without touching your hard drive.


On December, 6th, 2004, FreeSBIE Staff released FreeSBIE 1.1, based on
FreeBSD 5.3-RELEASE. Some of the innovations are: a renewed series of
scripts to support power users in the use of FreeSBIE 1.1, an installer
to let users install FreeSBIE 1.1 on their hard drives, thus having a
powerful operating system such as FreeBSD, but with all the
personalizations FreeSBIE 1.1 carries, the presence of the best open
source software, chosen and personalized, such as X.Org 6.7, XFCE
4.2RC1, Firefox 1.0 and Thunderbird 0.9.2.


For a complete list of the included software, please consult:
http://www.freesbie.org/doc/1.1/FreeSBIE-1.1-i386.pkg_info.txt


At EuroBSDCon 2004 in Karlsruhe, Germany, people from the FreeSBIE staff
gave a talk, deeping into FreeSBIE scripts implementation and use.


Translating website and documentation


PowerPC Port


Peter Grehan grehan@FreeBSD.org Miniinst ISO. Miniinst relnotes.


A natively built 6.0-CURRENT miniinst ISO is available at the above
link. It runs best on G4 Powermacs, but may run on other Newworld
machines. See the release notes for full details.


As usual, lots of help is needed. This is a great project for those who
want to delve deeply into FreeBSD kernel internals.


Dingo Monthly Report


George Neville-Neil gnn@FreeBSD.org Network Stack Cleanup Project.


In the last month we set up the project page noted above and also
created a p4 branch for those of us who use p4 to do work outside of
CVS.


FreeBSD GNOME Project Status Report


Joe Marcus marcus@FreeBSD.org FreeBSD GNOME Project


We haven’t produced a status report in a while, but that’s just because
we’ve been busy. Since our last report in March 2004, we have added
three new team members: Koop Mast (kwm), Jeremy Messenger (mezz), and
Michael Johnson (ahze). Jeremy has been quite helpful in GNOME
development porting while Michael and Koop have been focusing on
improving GNOME multimedia, especially GStreamer. The stable release of
GNOME is now up to 2.8.2, and we are actively working on the GNOME 2.9
development branch with is slated to become 2.10 on March 9 of this
year.


The GNOME
Tinderbox [http://www.FreeBSD.org/gnome/docs/faq2.html#q21] is still
cranking away, and producing packages for both the stable and
development releases of GNOME for all supported i386 versions of
FreeBSD.


Thanks to Michael Johnson, the FreeBSD GNOME team has recently been
given permission to use the Firefox and Thunderbird
names [http://people.FreeBSD.org/~ahze/firefox_thunderbird-approved.txt]
, official icons, and to produce officially branded builds. Mozilla has
also been very interested in merging our local patches back into the
official source tree. This should greatly improve the quality of Firefox
and Thunderbird on FreeBSD moving forward.


Finally, Adam Weinberger (adamw) has been pestering the team for photos
so that we can finally show the community who we are. It is still
unclear as to whether or not this will attract more FreeBSD GNOME users,
or land us on the Homeland Security no-fly list.


Need help porting
HAL [http://www.freedesktop.org/wiki/Software_2fhal] to FreeBSD
(contact marcus@FreeBSD.org )


Need help porting
libburn [http://www.freedesktop.org/wiki/Software_2fburn] to FreeBSD
(contact bland@FreeBSD.org )


Anyone interested in reviving Gnome
Meeting [http://www.gnomemeeting.org/] should contact kwm@FreeBSD.org


SMPng Status Report


John Baldwin jhb@FreeBSD.org smp@FreeBSD.org


Lots of changes happened inside the network stack that will hopefully be
covered by a separate report. Outside of the network stack, several
changes were made however including changes to proc locking, making the
kernel thread scheduler preemptive, fixing several priority inversion
bugs in the scheduler, and a few performance tweaks in the mutex
implementation.


Locking work on struct proc and its various substructures continued with
locking added where needed for struct uprof, struct rusage, and struct
pstats. This also included reworking how the kernel stores process time
statistics to store the raw struct bintime and tick counts internally
and only compute the more user friendly values when requested via
getrusage() or wait4().


Support for kernel thread preemption was added to the scheduler.
Basically, when a thread makes another thread runnable, it may yield the
current CPU to the new thread if the new thread has a more important
priority. Previously, only interrupt threads preempted other threads and
the implementation would occasionally trigger spurious context switches.
This change exposed bugs in other parts of the kernel and was turned off
by default in RELENG_5. Currently, only the i386, amd64, and alpha
platforms support native preemption.


Several priority inversion bugs present in the scheduler due to various
changes to the kernel from SMPng were also fixed. Most of the credit for
these fixes belongs Stephan Uphoff who has recently been added as a new
committer. Fixes include: closing a race in the turnstile wakeup code,
changing the sleep queue code to store threads in FIFO order so that the
sleep queue wakeup code properly handles having a thread’s priority
changes, and abstracting the concept of priority lending so that the
thread scheduler is now able to properly track priority inheritance and
handle priority changes for threads blocked on a turnstile.


Works in progress include separating critical sections from spin mutexes
some so that bare critical sections become very cheap as well as
continuing to change the various ABI compatibility layers to use
in-kernel versions of system calls to reduce stackgap usage and make the
system call wrappers MPSAFE.


i386 Interrupt Code & PCI Interrupt Routing


John Baldwin jhb@FreeBSD.org


The ACPI PCI link support code was reworked to work around some
limitations in the previous implementation. The new version more closely
matches the current non-ACPI $PIR link support. Enhancements include
disabling unused link devices during boot and using a simpler and more
reliable algorithm for choosing ISA IRQs for unrouted link devices.


Support for using the local APIC timer to drive the kernel clocks
instead of the ISA timer and i8254 clock is currently being worked on in
the jhb_clock perforce branch. It is mostly complete and will probably
hit the tree in the near future. By letting each CPU use its own private
timer to drive the kernel clocks, the kernel no longer has to IPI all
the other CPUs in the system every time a clock interrupt occurs.


Low-overhead performance monitoring for FreeBSD


Joseph Koshy jkoshy@FreeBSD.org A best-in-class performance monitoring
system for FreeBSD built over the hardware performance monitoring
facilities of modern CPUs.


System-wide and process-virtual counting-mode performance monitoring
counters are now supported for the AMD Athlon and Intel P4 CPUs. SMP
works, but is prone to freezes. Immediate next steps include: (1)
implementing the system-wide and process-virtual sampling modes, (2)
debugging, (3) writing a test suite and (4) improving the project’s
documentation.


Wiki with new software


Josef El-Rayes josef@FreeBSD.org Wiki


After experiencing spam attacks on the old wiki-engine caused by
non-existent authentification mechanism, I had to replace it with a more
advanced software. Instead of usemod, we now run moinmoin. As a
consequence it’s no longer just a ‘browse & edit’, but you have to sign
up and let someone who is already in the ACL group ‘developers’ add you
to the group. So it is a ‘developers-only’ resource now. The old wiki is
found at http://wiki2.daemon.li


Move content from old wiki to new one.


kgi4BSD


Nicholas Souchu nsouch@FreeBSD.org Homepage


The project was very quiet (but still alive!) and mostly dedicated to
testing by volunteers. New documentation at
http://wiki.daemon.li/moin.cgi/KGI .


Help improving the documentation


OpenOffice.org port status


Maho Nakata maho@FreeBSD.org FreeBSD OpenOffice.org porting status page
Stable OOo Packages for FreeBSD Some volatile WIP status of packages


OpenOffice.org 2.0 status



		OpenOffice.org 2.0 is planned to be released in March 2005. Currently
developer snapshot versions are available. Now one of the developer
version has been ported, and committed to ports tree
(/usr/ports/editors/openoffice-2.0-devel).


		Packages for 5.3-RELEASE are available at
http://sourceforge.jp/projects/waooo/files/asOOo_1.9m71_FreeBSD53Intel_install_en-US.tbz
etc., and soon it will also available at :
http://ooomisc.services.openoffice.org/pub/OpenOffice.org/ooomisc/FreeBSD/
with the language pack.


		Almost all of the patches required to build will be integrated to
master. http://www.openoffice.org/issues/show_bug.cgi?id=40187


		Now we have three external ports : lang/gcc-ooo, devel/bison-devel
and devel/epm. To avoid regressions and bugs of gcc, we use the
exactly same gcc as Hamburg team (former StarDivision) uses. We need
bison later than 1.785a. Note this port CONFLICTS with devel/bison.
Epm is a package manager which now OpenOffice.org uses.





OpenOffice.org 1.1 status



		1.1.4 has been ported and committed to ports tree.


		Packages are available at
http://ooomisc.services.openoffice.org/pub/OpenOffice.org/ooomisc/FreeBSD/
.


		Now recognizes Linux version of Java JDKs.





General



		Invoking OpenOffice.org from command line has been changed. Now
`.org’ is mandatory. e.g. openoffice-1.1.4 -> openoffice.org-1.1.4.
Since the name of the software is OpenOffice.org, not OpenOffice. We
are also considering the name of the ports
(/usr/ports/editors/openoffice-2.0-devel -> openoffice.org2-devel
etc)


		Now marked as BROKEN OOo ports for prior than 5.3-RELEASE and
4.11-RELEASE. These ports have been suffering from a minor
implementation difference of rtld.c between FreeBSD and Linux,
Solaris, NetBSD. We have been applying a patch adding _end in
mapfile. We need this since rtld depend on existence of _end symbol
in obj_from_addr_end, unfortunately this seem to induce
hard-to-solve errors. A great progress has been made kan, rtld now do
not depend on _end. A fix was committed 2004/02/25 17:06:16,
http://www.freebsd.org/cgi/cvsweb.cgi/src/libexec/rtld-elf/rtld.c.diff?r1=1.91&r2=1.92&f=h
.


		Benchmark test! Building OOo requires huge resources. We just would
like to know the build timings, so that how your machine is well
tuned for demanding jobs.
http://porting.openoffice.org/freebsd/benchmark.html . Currently,
GOTO daichi (daichi)’s Pentium 4 3.0GHz machine build fastest. Just
1h25m22.42s for second build of OOo 1.1.4, using ccache.


		SDK tutorial is available at
http://porting.openoffice.org/freebsd/sdk.html


		Still implementation test and quality assurance have not yet been
done. Even systematic documentations are not yet available for
FreeBSD. http://porting.openoffice.org/freebsd/testing.html and
http://porting.openoffice.org/freebsd/QA.html for details.





Acknowledgments Two persons contributed in many aspects. Pavel Janik
(reviewing and giving me much advice) and Kris Kennaway (extremely
patient builder). and (then, alphabetical order by first name). daichi,
Eric Bachard, kan, lofi, Martin Hollmichel, nork, obrien, Sander Vesik,
sem, Stefan Taxhet, and volunteers of OpenOffice.org developers (esp.
SUN Microsystems, Inc.) for cooperation and warm encouragements.


OpenBSD packet filter - pf


Max Laier mlaier@FreeBSD.org Daniel Hartmeier dhartmei@FreeBSD.org
PF4FreeBSD Homepage


FreeBSD 5.3 is the first release to include PF. It went out okay, but
some bugs were discovered too late to make it on the CD. It is recommend
to update `src/sys/contrib/pf’ to RELENG_5. The specific issues
addressed are:



		Possible NULL-deref with user/group rules.


		Crash with binat on dynamic interfaces.


		Silent dropping of IPv6 packets with option headers.


		Endless loops with `static-port’ rules.





Most of these issues were discovered by FreeBSD users and got fed back
to OpenBSD. This is a prime example of open source at work.


The Handbook’s Firewall section was modified to mention PF as an
alternative to IPFW and IPF.


Write more documentation/articles.


Write an IPFilter to PF migration guide/tool.


New Modular Input Device Layer


Philip Paeps philip@FreeBSD.org


Following a number of mailing lists discussions on the topic, work has
been progressing on the development of a new modular input device layer
for FreeBSD. The purpose of this is twofold:



		Easier development of new input device drivers.


		Support for concurrent use of multiple input devices, particularly
the hot-pluggable kind.





Currently, implementing support for new input devices is a painful
process and there is great potential for code-duplication. The new input
device layer will provide a simple API for developers to send events
from their hardware on to the higher regions of the kernel in a
consistent way, much like the ‘input-core’ driver in the Linux kernel.


Using multiple input devices at the moment is painful at best. With the
new input device layer, events from different devices will be properly
serialized before they are sent to other parts of the kernel. This will
allow one to easily use, for instance, multiple USB keyboards in a
virtual terminal.


The work on this is still in very rudimentary state. It is expected that
the first visible changes will be committed to -CURRENT around late
February or early March.


Funded FreeBSD kernel development


Poul-Henning Kamp phk@FreeBSD.org Long winded status report.


A longish status report for the 6 months of funded development was
posted on announce, rather than repeat it here, you can find it at the
link provided.


The FreeBSD Dutch Documentation Team


Remko Lodder Remko@FreeBSD.org The project’s webpage. The officially
released documentation. Preview of the documentation.


The FreeBSD Dutch Documentation Project is a ongoing project to
translate the documentation into the Dutch language. Currently we are
mainly focused on the Handbook, which is progressing pretty well.
However, lots need to be translated and checked before we have a
‘complete’ translation ready. So if you are willing to help out, please
checkout our website and/or contact me.


Translating the Handbook


Checking the grammar of the Dutch Handbook


Translate the rest of the documentation


Ports Collection


Mark Linimon linimon_at_FreeBSD_dot_org Erwin Lansing
erwin@FreeBSD.org The FreeBSD ports collection FreeBSD ports monitoring
system


Since the last report on the Ports Collection, much has changed.
Organizationally, the portmgr team saw the departure of some of the
long-term members, and the addition of some newer members, Oliver
Eikemeier, Kirill Ponomarew and Mark Linimon. Later on, portmgr also had
to say goodbye to Will Andrews. In addition, we have gained quite a few
new ports committers during this time period, and their contributions
are quite welcome!


Most effort was devoted to two releases. The 5.3 release saw an
especially long freeze period, but due to the good shape of the ports
tree, the freeze for the 4.11 could be kept to a minimum. Several
iterations of new infrastructure changes were tested on the cluster and
committed. Also, the cluster now builds packages for 6-CURRENT,
increasing the total number of different build environment to 10.


Additionally, several sweeps through the ports tree were made to bring
more uniformity in variables used in the different ports and their
values, e.g. BROKEN , IGNORE , DEPRECATED , USE_GCC ,
and others.


In technical terms, the largest change was moving to the X.org codebase
as our default X11 implementation. At the same time, code was committed
to be able to select either the X.org code or the XFree86 code, which
also saw an update during that time. Due to some hard work by Eric
Anholt, new committer Dejan Lesjak, and Joe Marcus Clarke, all of this
happened more smoothly than could have reasonably been expected.


As well, GNOME and KDE saw updates during this time, as did Perl and the
Java framework. Further, there were some updates to the Porter’s
Handbook, but more sections are still in need of updates to include
recent changes in practices. Also, during this time, Bill Fenner was
able to fix a bug in his distfile
survey [http://people.FreeBSD.org/~fenner/portsurvey] .


Shortly before the release for 4.11 our existing linux_base was marked
forbidden due to security issues. A lot of effort was spent to upgrade
the default version to 8 from 7 to ship 4.11 with a working linuxolator.


Due to stability problems in the April-May timeframe, the package builds
for the Alpha were dropped. After Ken Smith and others put some work
into the Alphas in the build cluster, package builds for 4.X were
reenabled late in 2004.


Ports QA reminders – portmgr team members are now sending out periodic
email about problems in the Ports Collection. The current set includes:



		a public list of all ports to be removed due to security problems,
build failures, or general obsolescence, unless they are fixed first


		private email to all maintainers of the affected ports (including
ports dependent on the above)


		private email to all maintainers of ports that are marked BROKEN
and/or FORBIDDEN


		private email to maintainers who aren’t committers, who have PRs
filed against their ports (to flag PRs that might never have been
Cc:ed to them)


		public email about port commits that break building of INDEX


		public email about port commits that send the revision metadata
backwards (and thus confuse tools like portupgrade)





The idea behind each of these reminders is to try to increase the
visibility of problems in the Ports Collection so that problems can be
fixed faster.


Finally, it should be noted that we passed yet another milestone and the
Ports Collection now contains over 12,000 ports.


The majority of our build errors are still due to compilation problems,
primarily from the gcc upgrades. Thanks to the efforts of many
volunteers, these are decreasing, but there is still much more work to
be done.


The next highest number of build errors are caused by code that does not
build on our 64-bit architectures due to the assumption that “all the
world’s a PC.” Here is the entire
list [http://portsmon.firepipe.net/ploticus/uniqueerrorcounts.html] ;
the individual bars are clickable. This will become more and more
important now that the amd64 port has been promoted to tier-1 status.


A lot of progress has been meed to crack down on ports that install
files outside the approved directories and/or do not de-install cleanly
(see “Extra files not listed in PLIST” on
pointyhat [http://pointyhat.FreeBSD.org/errorlogs/] ) and this will
remain a focus area.


Hardware Notes


Simon L. Nielsen simon@FreeBSD.org Christian Brueffer
brueffer@FreeBSD.org FreeBSD/i386 5.3-RELEASE Hardware Notes
FreeBSD/i386 6.0-CURRENT Hardware Notes


The FreeBSD Hardware Notes have been (mostly) converted to being
directly generated from the driver manual pages. This makes it much
simpler to maintain the Hardware Notes, so they should be more accurate.
The Hardware Notes for FreeBSD 5.3 use this new system.


Update of the Linux userland infrastructure


Alexander Leidinger netchild@FreeBSD.org


The default linux_base port port was changed from the RedHat 7 based
emulators/linux_base to the RedHat 8 based emulators/linux_base-8 just
in time for FreeBSD 4.11-Release because of a security problem in
emulators/linux_base. In the conversion process several problems where
fixed in some Linux ports.


Both RedHat 7 and 8 are at their end of life, so expect an update to a
more recent Linux distribution in the future. For QA reasons this update
wasn’t scheduled before FreeBSD 4.11-Release.


FreeBSD Security Officer and Security Team


Jacques Vidrine nectar@FreeBSD.org Security Officer
security-officer@FreeBSD.org Security Team security-team@FreeBSD.org
FreeBSD Security Information FreeBSD Security Officer Charter FreeBSD
Security Team members FreeBSD VuXML web site portaudit


During 2004, there were several notable changes and events related to
the FreeBSD Security Officer role and Security Team.


The charter for the Security Officer (SO) as approved by Core in 2002
was finally published on the web site. This document describes the
mission, responsibilities, and authorities of the SO. (The current SO is
Jacques Vidrine.)


The SO is supported by a Deputy SO and the Security Team. In April,
Chris Faulhaber resigned as Deputy SO and Dag-Erling Smorgrav was
appointed in his place. Also during the year, the following team members
resigned: Julian Elischer, Bill Fumerola, Daniel Harris, Trevor Johnson,
Kris Kennaway, Mark Murray, Wes Peters, Bruce Simpson, and Bill Swingle;
while the following became new members: Josef El-Rayes, Simon L.
Nielsen, Colin Percival, and Tom Rhodes. A huge thanks is due to all
past and current members! The current Security Team membership is
published on the web site.


With the release of FreeBSD 4.8, the SO began extended support for some
FreeBSD releases and their corresponding security branches. “Early
adopter” branches, such as FreeBSD 5.0 (RELENG_5_0), are supported for
at least six months. “Normal” branches are supported for at least one
year. “Extended” branches, such as FreeBSD 5.3 (RELENG_5_3), are
supported for at least two years. The currently supported branches and
their estimated “end of life” (EoL) dates are published on the FreeBSD
Security Information web page. In 2004, four releases “expired”: 4.7,
4.9, 5.1, and 5.2.


With the releases of FreeBSD 4.10 and 5.3, the SO and the Release
Engineering team extended the scope of security branches to incorporate
critical bug fixes unrelated to security issues. Currently, separate
Errata Notices are published for such fixes. In the future, Security
Advisories and Errata Notices will be merged and handled uniformly.


17 Security Advisories were published in 2004, covering 8 issues
specific to FreeBSD and 9 general issues.


2004 also saw the introduction of the Vulnerabilities and Exposures
Markup Language (VuXML). VuXML is a markup language designed for the
documentation of security issues within a single package collection.
Over 325 security issues in the Ports Collection have been documented
already in the FreeBSD Project’s VuXML document by the Security Team and
other committers. This document is currently maintained in the ports
repository, path ports/security/vuxml/vuln.xml. The contents of the
document are made available in a human-readable form at the FreeBSD
VuXML web site. The “portaudit” tool can be used to audit your local
system against the listed issues. Starting in November, the popular
FreshPorts.org web site also tracks issues documented in VuXML.


Sync Protocols (SPPP and NETGRAPH)


Roman Kurakin rik@FreeBSD.org My FreeBSD home page. You could find here
some results of my work. Unfortunately I do not update this page often.


sppp(4) was updated (in 6.current) to be able to work in mpsafe mode.
For compatibility if an interface is unable to work in mpsafe mode, sppp
will not use mpsafe locks.


Support of FrameRelay AnnexD was added as a historical commit. Many of
Cronyx users were expecting this commit for a long long time, and most
of them still prefer sppp vs netgraph because of simplicity of its
configuration (especially for ppp (vs mpd) and fr (vs a couple of
netgraph modules). After MFCing this I’ll finally close a PR 21771, from
2000/10/05


Improved Multibyte/Wide Character Support


Tim Robbins tjr@FreeBSD.org


Support for multibyte characters has been added to many more base system
utilities, including basename, col, colcrt, colrm, column, fmt, look,
nl, od, rev, sed, tr, and ul. As a result of changes to the C library
(see below), most utilities that perform regular expression matching or
pathname globbing now support multibyte characters in these aspects.


The regular expression matching and pathname globbing routines in the C
library have been improved and now recognize multibyte characters.
Various performance improvements have been made to the wide character
I/O functions. The obsolete 4.4BSD “rune” interface and UTF2 encoding
have been removed from the 6-CURRENT branch.


Work is progressing on implementations of the POSIX iconv and localedef
interfaces for potential inclusion into the FreeBSD 6.0 release.


FreeBSD/arm status report


Olivier Houchard cognet@FreeBSD.org FreeBSD/arm project page.


FreeBSD/arm made some huge progress. It can boot multiuser, and run
things like “make world” and perl on the IQ31244 board. It also now has
support for various things, including DDB, KTR, ptrace and kernel
modules. A patch is available for early gdb support, and the libpthread
almost works.


ATA Driver Status Report


Søren Schmidt sos@FreeBSD.org


The ATA driver is undergoing quite a few important changes, mainly it is
being converted into modules so it can be loaded/unloaded at will, and
just the pieces for wanted functionality need be present.


This calls for ata-raid to finally be rewritten. This is almost done for
reading metadata so arrays defined in the BIOS can be used, and its
grown quite a few new metadata formats. This also paves the way for
ataraid to finally be able to take advantage of some of the newer
controllers “RAID” abilities. However this needs more work to
materialize but now its finally possible


There is also support coming for a few new chipsets as usual.


The work is just about finished enough that it can be released as
patches to sort out eventual problems before hitting current. The
changes are pretty massive as this touches all over the driver
infrastructure, so lots of old bugs and has also been spotted and fixed
during this journey


Atheros Wireless Support


Sam Leffler sam@FreeBSD.org


The ath driver was updated to support all the new features added to the
net80211 layer. As part of this work a new version of the Hardware
Access Layer (HAL) module was brought in; this version supports all
available Atheros parts found in PCI and Cardbus products. Otherwise,
adhoc mode should now be usable, antenna management has been
significantly improved, and soft LED support now identifies traffic
patterns.


The transmit rate control algorithm was split out of the driver into an
independent module. Two different algorithms are available with other
algorithms (hopefully) to be added.


Work is actively going on to add Atheros’ SuperG capabilities.


New DHCP Client


Sam Leffler sam@FreeBSD.org


The OpenBSD dhcp client program has been ported and enhanced to listen
for 802.11-related events from the kernel. This enables immediate IP
address acquisition when roaming (as opposed to the polling done by the
old code). The main change from the previous client is that there is one
dhclient process per interface as opposed to one for the entire system.
This necessitates changes to the system startup scripts.


Incorporation into the base system is waiting on a volunteer who will
shepherd the changes into the tree and deal with bugs.


EuroBSDCon 2004 submitted papers are online


Patrick M. Hausen hausen@punkt.de Papers/Presentations Download Page


Finally all of the papers and presentations are online for download from
our conference website. Thanks again to all who helped make EuroBSDCon
2004 a success.


ifconfig Overhaul


Sam Leffler sam@FreeBSD.org


The ifconfig program used to configure network interfaces was
overhauled. Over the years ifconfig has grown into a complex and often
contorted piece of software that is hard to understand and difficult to
maintain. The primary motivation for this work was to enable minimal
configurations (for embedded use) without changing the code and to
support future additions in a modular way. Functionality is now broken
out into separate files and operations are registered with the central
ifconfig code base. Features are configured simply by specifying which
code is to be included when building the program.


In the future the plan is for ifconfig to auto-load functionality
through dynamic libraries. This mechanism will allow, for example, third
party software packages to provide kernel services and ifconfig add-on
code without changing the base system.


Network Stack Locking


Robert Watson rwatson@FreeBSD.org FreeBSD Project Netperf project web
page. Robert Watson’s personal Netperf web page.


The netperf project is working to enhance the performance of the FreeBSD
network stack. This work grew out of the SMPng Project, which moved the
FreeBSD kernel from a “Giant Lock” to more fine-grained locking and
multi-threading. SMPng offered both performance improvement and
degradation for the network stack, improving parallelism and preemption,
but substantially increasing per-packet processing costs. The netperf
project is primarily focused on further improving parallelism in network
processing while reducing the SMP synchronization overhead. This in turn
will lead to higher processing throughput and lower processing latency.
Tasks include completing the locking work, optimizing locking
strategies, amortizing locking costs, introducing new synchronization
primitives, adopting non-locking synchronization strategies, and
improving opportunities for parallelism through additional threading.


Between July, 2004, and December, 2004, the Netperf project did a great
deal of work, for which there is room only to include limited
information. Much more information is available by visiting the URLS
above, including information on a variety of on-going activities.
Accomplishments include:


July, 2004: A variety of improvements to PCB locking in the IPv6
implementation; locking for the if_xl driver; socket locking for the
NFS client; cleanup of the soreceive() code path including structural
improvements, assertions, and locking fixes; cleanup of the IPX/SPX code
in preparation for locking; additional locking and locking assertions
for the TCP implementation; bug fixes for locking and memory allocation
in raw IP; netatalk cleanup and locking merged to FreeBSD CVS ;
locking for many netgraph nodes merged to FreeBSD CVS ; SLIP
structural improvements; experimental locking for netatalk ifaddrs; BPF
locking optimizations (merged); Giant assertions for VFS to check
VFS/network stack boundaries; UNIX domain socket locking optimizations;
expansion of lock order documentation in WITNESS, additional NFS server
code running MPSAFE; pipe locking optimizations to improve pipe
allocation performance; Giant no longer required for fstat on sockets
and pipes (merged); Giant no longer required for socket and pipe file
descriptor closes (merged); IFF_NEEDSGIANT interface flag added to
support compatibility operation for unlocked device drivers (merged) ;
merged accept filter locking to FreeBSD CVS; documented uidinfo locking
strategy (merged); Giant use reduced in fcntl().


August, 2004: UMA KTR tracing (merged); UDP broadcast receive locking
optimizations (merged); TCP locking cleanup and documentation; IPv6
inpcb locking, cleanup, and structural improvements; IPv6 inpcb locking
merged to FreeBSD CVS ; KTR for systems calls added to i386;
substantial optimizations of entropy harvesting synchronization
(merged) ; callout(9) sampling converted to KTR (merged); inpcb socket
option locking (merged); GIANT_REQUIRED removed from netatalk in
FreeBSD CVS; merged ADAPTIVE_GIANT to FreeBSD CVS, resulting in
substantial performance improvements in many kernel IPC-intensive
benchmarks ; prepend room for link layer headers to the UDP header mbuf
to avoid one allocation per UDP send (merged); a variety of UDP bug
fixes (merged); additional network interfaces marked MPSAFE; UNIX domain
socket locking reformulated to protect so_pcb pointers; MP_WATCHDOG,
a facility to dedicate additional HTT logical CPUs as watchdog CPUs
developed (merged) ; annotation of UNIX domain socket locking merged to
FreeBSD CVS; kqueue locking developed and merged by John-Mark Gurney ;
task list for netinet6 locking created; conditional locking relating to
kqueues and socket buffers eliminated (merged); NFS server locking
bugfixes (merged); in6_prefix code removed from netinet6 by George
Neville-Neil, lowering the work load for netinet6 (merged); unused
random tick code in netinet6 removed (merged); ng_tty, IPX, KAME IPSEC
now declare dependence on Giant using compile-time declaration
NET_NEEDS_GIANT(“component”) permitting the kernel to detect unsafe
components and automatically acquire the Giant lock over network stack
operation if needed (merged) ; additional locking optimizations for
entropy code (merged); Giant disabled by default in the netperf
development branch (merged).


September, 2004: bugs fixed relating to Netgraph’s use of the kernel
linker while not holding Giant (merged); merged removal of Giant over
the network stack by default to FreeBSD CVS ; races relating to
netinet6 and if_afdata corrected (merged); annotation of possible races
in the BPF code; BPF code converted to queue(3) (merged); race in
sopoll() corrected (merged).


October, 2004: IPv6 netisr marked as MPSAFE; TCP timers locked,
annotated, and asserted (merged); IP socket option locking and cleanup
(merged); Netgraph ISR marked MPSAFE; netatalk ISR marked MPSAFE
(merged); some interface list locking cleanup (merged); use after free
bug relating to entropy harvesting and ethernet fixed (merged);
soclose()/sofree() race fixed (merged); IFF_LOCKGIANT() and
IFF_UNLOCKGIANT() added to acquire Giant as needed when entering the
ioctls of non-MPSAFE network interfaces.


November, 2004: cleanup of UDPv6 static global variables (merged);
FreeBSD 5.3 released! First release of FreeBSD with an MPSAFE and
Giant-free network stack as the default configuration! ; additional TCP
locking documentation and cleanup (merged); optimization to use file
descriptor reference counts instead of socket reference counts for
frequent operations results in substantial performance optimizations for
high-volume send/receive (merged) ; an accept bug is fixed (merged)
experimental network polling locking introduced; substantial
measurement and optimization of mutex and locking primitives (merged) ;
experimental modifications to UMA to use critical sections to protect
per-CPU caches instead of mutexes yield substantial micro-benchmark
benefits when combined with experimental critical section optimizations
; FreeBSD Project Netperf page launched; performance micro-benchmarks
benchmarks reveal IP forwarding latency in 5.x is measurably better than
4.x on UP when combined with optional network stack direct dispatch;
several NFS server locking bugfixes (merged); development of new
mbufqueue primitives and substantial experimentation with them permits
development of amortized cost locking APIs for handoff between the
network stack and network device drivers (work in collaboration with
Sandvine, Inc) ; Linux TCP_INFO API added to allow user-space
monitoring of TCP state (merged); SMPng task list updated; UDP
static/global fixes merged to RELENG_5.


December, 2004: UDP static/global fixes developed for multi-threaded
in-bound UDP processing (merged); socket buffer locking fixes for urgent
TCP input processing (merged); lockless read optimizations for
IF_DEQUEUE() and IF_DRAIN(); Giant-free close for sockets/pipes/...
merged to FreeBSD CVS; optimize mass-dequeues of mbuf chains in netisr
processing; netrate tool merged to RELENG_5; TCP locking fixes merged
to RELENG_5; “show alllocks” added to DDB (merged); IPX locking
bugfixes (merged); IPX/SPX __packed fixes (merged); IPX/SPX moved to
queue(9) (merged); TCP locking fixes and annotations merged to FreeBSD
CVS; IPX/SPX globals and pcb locking (merged); IPX/SPX marked MPSAFE
(merged) ; IP socket options locking merged to FreeBSD; SPPP locked by
Roman Kurakin (merged); UNIX domain socket locking fixes by Alan Cox
(merged).


On-going work continues with regard to locking down network stack
components, including additional netinet6 locking, mbuf queue facilities
and operations; benchmarking; moving to critical sections or per-CPU
mutexes for UMA per-CPU caches; moving to critical sections or per-CPU
mutexes for malloc(9) statistics; elimination of separate mbuf allocator
statistics; additional interface locking; a broad variety of cleanups
and documentation of locking; a broad range of optimizations.


FreeBSD profile.sh


Tobias Roth ports@fsck.ch FreeBSD profile.sh site


FreeBSD profile.sh is targeted at laptops. It allows to define multiple
network environments (eg, home, work), and will then detect in which
environment the laptop is started and configure it accordingly. Almost
everything from under /etc can be configured per environment, and only
the overrides to the default /etc have to be defined. Suspending in one
environment and resuming in a different one is also supported.


Proper integration into the acpi/apm and several small improvements are
underway. More testing with different system configurations is needed.


FreeBSD Release Engineering


Scott Long re@FreeBSD.org


At long last, FreeBSD 5.3 was released in November of 2004. This marked
the start of the RELENG_5/5-STABLE branch and the beginning of the
6-CURRENT development branch. Many thanks to the tireless efforts of the
FreeBSD developer and user community for making this release a success.


FreeBSD 4.11 release engineering is also now in progress. This will be
the final release from the 4.x series and is mainly incremental bug
fixes and a handful of feature additions. Of note is that the IBM
ServeRAID ‘IPS’ driver is now supported on 4.x and will be included in
this release, and the Linux emulation layer has been updated to support
a RedHat 8.0 userland. The release is expected to be available on
January 24.


Looking forward, there will be several FreeBSD 5.x releases in the
coming year. FreeBSD 5.4 release engineering will start in March, and
FreeBSD 5.5 release engineering will likely start in June. These
releases are expected to be more conservative than previous 5.x releases
and will follow the same philosophy as previous -STABLE branches of
fixing bugs and adding incremental improvements while maintaining API
stability.


For the 6-CURRENT development branch as well as all future development
and stable branches, we are planning to move to a schedule with fixed
timelines that move away from the uncertainty and wild schedule
fluctuations of the previous 5.x releases. This means that major
branches will happen at 18 month intervals, and releases from those
branches will happen at 4 month intervals. There will also be a
dedicated period of testing and bug fixing at the beginning of each
branch before the first release is cut from that branch. With the
shorter and more defined release schedules, we hope to lessen the
problem of needed features not reaching users in a reasonable time, as
happened too often with 5.x. This is a significant change in our
strategy, and we look forward to realizing the benefits of it. This will
kick off with the RELENG_6 branch happing in June of 2005, followed by
the 6.0 release in August of 2005.


Also on the roadmap is a plan to combine the live-iso disk2 and the
install distributions of disk1 into a single disk which can be used for
both installation and for recovery. 3rd party packages that currently
reside on disc1 will be moved to a disk2 that will be dedicated to these
packages. This move will allow us to deal with the ever growing size of
packages and also provide more flexibility to vendors that wish to add
their own packages to the releases. It also opens the door to more
advanced installers being put in place of sysinstall. Anyone interested
in helping with this is encouraged to contact us.


Wireless Networking Support


Sam Leffler sam@FreeBSD.org


The wireless networking layer was updated to support the 802.1x, WPA,
and 802.11i security protocols, and the WME/WMM multi-media protocol. As
part of this work extensible frameworks were added for cryptographic
methods, authentication, and access control. Extensions are implemented
as loadable kernel modules that hook into the net80211 layer. This
mechanism is used, for example, to implement WEP, TKIP, and CCMP crypto
protocols. The Atheros driver (ath) is currently the only driver that
uses the full set of features. Adding support to other drivers is simple
but waiting on volunteers. Ports of the wpa_supplicant and hostapd
programs enable use of the new security protocols.


The support for tracking stations in a bss (managed or adhoc) and
stations found when scanning was overhauled. Multiple tables are now
used, each with different management policies, reference counting is now
done consistently, and inactivity processing is done more intelligently
(e.g. associated stations are probed before removal). This is the first
step towards proper roaming support and other advanced features.


AP power save support was added. Associated stations may now operate in
power save mode; frames sent to them will be buffered while they are
sleeping and multicast traffic will be deferred until after the next
beacon (per the 802.11 protocol). Power save support is required in a
standards-compliant access point. Only the ath driver currently
implements power save support.


Work is actively going on to add Atheros’ SuperG capabilities, WDS, and
for multi-bss support (ssid and/or bssid) on a single device.


Drivers other than ath need updates to support the new security
protocols


hostapd needs work to support the IAPP and 802.11i preauthentication
protocols (these are simple conversion of existing Linux code)


FreeBSD on Xen


Kip Macy kmacy@fsmware.com binaries + source + slightly out of date
HOWTO Xen project page


FreeBSD 5.2.1 is stable on the stable branch of Xen as a guest. FreeBSD
5.3 runs on the stable branch of Xen as a guest, but a couple of bugs
need to be tracked down.


FreeBSD support for running in Domain 0 (host)


FreeBSD support for VM checkpoint and migration
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Introduction


This report covers &os;-related projects between July and September
2013. This is the third of four reports planned for 2013.


We have had another very active three months in the &os; world,
including two Developer Summits (BSDCam and EuroBSDcon) that will be
covered in separate status reports. &os; continues to push hard on
security, with improvements to both the performance and reliability of
the random number generation, and more compartmentalisation in programs
in the base system. For developers, there is work on a new modern
debugger. There is also a significant amount of of modernization in the
support for Objective-C and Ada via ports, making &os; a first-rate
platform for developing in either language, in addition to the existing
C++11 and C11 support already present in the base system. Server users
will be pleased to see improvements in the iSCSI stack and scalability
allowing over a million I/O operations per second on commodity hardware,
while desktop users will see improvements in X support for new GPUs and
for possible X replacements.


Thanks to all the reporters for the excellent work! This report contains
30 entries and we hope you enjoy reading it.


The deadline for submissions covering between October and December 2013
is January 14th, 2014.


team &os; Team Reports proj Projects kern Kernel arch Architectures bin
Userland Programs ports Ports doc Documentation soc Google Summer of
Code misc Miscellaneous


AES-NI Improvements for GELI


John-Mark Gurney jmg@FreeBSD.org


An enhancement to the AES-NI implementation for OpenCrypto, the kernel’s
cryptography framework, has been committed that significantly improves
AES-XTS and AES-CBC decryption performance. This gives geli(8)
around a three times performance boost on gnop(8) using AES-XTS
compared to the old code.


These improvements are available to users of the OpenCrypto framework
and crypto(4).


Static Code Analysis


Ulrich Spoerlein uqs@FreeBSD.org Coverity Scan Clang Static Analyzer
Scan for &os; Clang Static Analyzer Home Page


With our own (old and unstable) instance of Coverity Prevent gone, we
have now fully transitioned to the Scan project run by Coverity (see
links), which Open Source projects can use to learn about possible
defects in their source code.


We also continue to run our code base through the Static Analyzer that
is shipped with Clang/LLVM. It cannot track the state of the code over
time, but has the benefit that everyone can use it without any special
setup. See the home page at the links section for more information on
the Clang Static Analyzer project in general, and head over to the &os;
Clang Static Analyzer Scan page (see links) to see those possible
defects (no signup required).


We are looking for a co-admin for both of these projects to increase the
bus-factor and the chance of survival for these services. Fame and
fortune await!


Maybe turn on email reports for new defects to the internal list of &os;
developers.


Find co-admin.


Fix the defects reported by Coverity and Clang.


GEOM Direct Dispatch and Fine-Grained CAM Locking


Alexander Motin mav@FreeBSD.org Project SVN branch Project patches


Last year’s high-performance storage vendor summit reported a
performance bottleneck in the &os; block storage subsystem, limiting
peak performance to around 300-500K IOPS. While that is still more than
enough for average systems, detailed investigation has shown a number of
places that require radical improvement. The unmapped I/O support
implemented early this year has already improved I/O performance by
about 30% and moved more focus toward GEOM and CAM subsystems
scalability. Fixing these issues was the goal of this project.


The existing GEOM design assumed most I/O handling was to be done by
only two kernel threads (g_up() and g_down()). That simplified
locking in some cases, but limited potential SMP scalability and created
additional scheduler overhead. This project introduces the concept of
direct I/O dispatch into GEOM for cases where it is known to be safe and
efficient. That implies marking some GEOM consumers and providers with
one or two new flags, declaring situations when a direct function call
can be used instead of normal request queuing. That permits avoiding any
context switches inside GEOM for the most widely used topologies,
simultaneously processing multiple I/Os from multiple calling threads.


Having GEOM pass through multiple concurrent calls down to the
underlying layers exposed major lock congestion in CAM. In the existing
CAM design, all devices connected to the same ATA/SCSI controller share
a single lock, which can be quite busy due to multiple controller
hardware accesses and/or code logic. Experiments have shown that
applying only the above GEOM direct dispatch changes burns up to 60% of
system CPU time or even more in attempts to obtain these locks by
multiple callers, killing any benefits of GEOM direct dispatch.


To overcome this scaling limitation, a new fine-grained CAM locking
design was implemented. It implies splitting the big per-SIM locks into
several smaller ones: per-LUN locks, per-bus locks, queue locks, etc.
After these changes, the remaining per-SIM lock protects only the
controller driver internals, reducing lock congestion down to an
acceptable level and keeping compatibility with existing drivers.


Together, the GEOM and CAM changes double the peak I/O rate, reaching up
to 1,000,000 IOPS on contemporary hardware.


The changes were tested by a number of people and will be committed into
&os; head and merged to stable/10 after the end of the &os; 10.0
release cycle.


The project is sponsored by iXsystems, Inc.


More reviews, more stability and performance tests.


VMware VMXNET3 Driver


Bryan Venteicher bryanv@freebsd.org


A port of the OpenBSD vmx(4) ethernet driver for VMware virtual
machines has been committed. The driver can be used in place of the
VMware Tools vmxnet3 driver, which currently does not support
10.0-RELEASE (or anything past 9.0-RELEASE).


Performance improvements, multiqueue support.


Merge to stable/9.


VirtIO Network Multiqueue


Bryan Venteicher bryanv@freebsd.org


The VirtIO network driver, vtnet(4), is used by &os; systems running
on hypervisors including bhyve(4) and Linux’s KVM. It recently
gained support for multiple queues, along with a significant cleanup and
support for a few additional features.


&os; Python Ports


&os; Python Team python@FreeBSD.org The &os; Python Team Page IRC
channel


We are currently working on cleaning up the lang/python* ports to
improve their compatibility with the original upstream build behaviour
and to reduce the need for &os;-specific build patches. A first step was
made in September by reducing the flags injected into the different
Python interpreter versions.


The first tasks have been completed to support the installation of
packages for different Python ports. A new metaport structure has
replaced the original Python port behaviour, and will be enhanced over
the next months to enable improved installation support of packages for
different Python versions at the same time.


The Python ports framework was enhanced with automated packaging list
creation and replacement macros, which improve the compatibility with
multiple Python versions and reduce the packaging list sizes.


PyPy was heavily enhanced over the last couple of months. Major updates
to the port solved integration issues and a new pypy-devel port for
snapshots and previews was added. Since the PyPy 3 release, there is a
new pypy3-devel port available to provide not only compatibility for
Python 2.x specific scripts, but also for those using the 3.x language
specification.


IronPython found its way into the &os; ports tree, providing an
implementation of the Python language based on .NET and Mono.


Develop a high-level and lightweight Python Ports Policy.


Chase the unification of Distribute (devel/py-distribute) and
Setuptools (devel/py-setuptools*).


Add support for granular dependencies (for example >=1.0 or
< 2.0).


Look at what adding pip (Python Package Index) support looks like.


More tasks can be found on the Team’s wiki page (see links).


The entities Documentation Branch


RenÃ© Ladan rene@FreeBSD.org


The entities project branch has been successfully merged into the
main documentation branch per revision 42226 of the doc repository
(see link). The purpose of this branch was to remove the duplicated
definitions of authors in both authors.ent and developers.ent.
The latter file has been removed after migrating its contents to the
former file. While most changes are not visible to end users, the
Committer’s Guide was changed to accomodate for changes related to
adding a new committer. Translators were also informed of the update.
The largest hurdle mentioned in the last report, processing the
<email> element, was solved with the help of GÃ¡bor KÃ¶vesdÃ¡n.


&os; Release Engineering Team


&os; Release Engineering Team re@FreeBSD.org &os; 9.2-RELEASE schedule
&os; 10.0-RELEASE schedule &os; Virtual Machine Images &os; Development
Snapshots


The &os; Release Engineering Team has completed the 9.2-RELEASE process.
The release cycle changed with a last-minute addition of 9.2-RC4. The
9.2-RELEASE was announced September 30, four weeks behind the original
schedule.


The &os; 10.0-RELEASE cycle has started, and testing is strongly
encouraged. For testing purposes, both installation images and virtual
machine images exist on the &os; Project FTP servers.


Test 10.0-CURRENT and report problems.


Download Manager Service for the Ports Collection


Ambarisha Bhatlapenumarthi ambarisha@freebsd.org Xin Li
delphij@freebsd.org Project wiki page More information on DMS


This is a Google Summer of Code 2013 project that aims to replace the
fetch(1)-based method for getting distribution files, such as source
tarballs, for the third-party applications (ports) with an intelligent
Download Manager Service (see links for more information).


All the modules highlighted in the project wiki have been completed (see
links). Specifically:



		A service that receives and serves download requests. It samples
download speeds from different mirrors and uses this information to
pick the best mirror on the next request. It can migrate jobs between
mirrors if it realizes that a complete download from a different
mirror would be faster than proceeding with the mirror it is
currently using.


		A status dump feature has also been added to the client (dmget)
which dumps the information about active downloads, speeds from
mirrors, etc.





The implementation (especially job migration and dumping status) has not
been tested thoroughly. Test the code, write more unit and regression
tests.


&os; Ada Ports


John Marino marino@FreeBSD.org


A few years ago, Ada-based ports almost completely disappeared from the
Ports Collection. This was not surprising, as FSF GNAT, the only
open-source Ada compiler, ceased to build correctly on any BSD flavor.
Previously-built bootstrap compilers would not run on modern &os;, and
certainly not on amd64. The first step, see the link for details, was to
patch GCC in order to fix GNAT not only on &os;, but DragonFly, NetBSD,
and OpenBSD as well. New bootstraps for both i386 and amd64 platforms
were produced during this effort. Ada compilers on &os; now pass 100% of
the ACATS and GCC testsuites.


With the introduction of the first new Ada compiler port, the
GCC 4.6-based lang/gnat-aux, the GNAT Programming Studio (a
multilanguage integrated development environment), XML/Ada, and GtkAda
were among the first Ada ports resurrected.


With the latest compiler, lang/gcc-aux based on GCC 4.7, a cohesive
Ada framework was created with the new USES= framework. Currently
around 20 ports are part of this framework including Florist, ASIS,
GPRbuild, QtAda, AdaControl, AdaBrowse, PolyOrb, and AWS (Ada Web
Server).


The GNAT AUX compiler is also still in use to serve as a basis for the
GNATDroid ports which are &os;-to-Android Ada+C cross-compilers.
However, these will soon be integrated into the Ada Framework.


At this point, it looks like &os; (shared with DragonFly via DPorts) has
taken the crown from Debian as the recognized best Ada development
platform. The &os; versions of the software are more recent and the
Ports Collection has ports not available on Debian, such as
LibSparkCrypto, the Matreshka library, and the Ahven unit tester.


Future work potentially includes converting GCC AUX to GCC 4.8 to
acquire better Ada 2012 support, importing Spark 2014 into ports when it
arrives and to continue to add new Ada ports to the framework.


&os; on Cubieboard2


Ganbold Tsagaankhuu ganbold@FreeBSD.org


Initial support of Allwinner A20 SoC is committed to head. The A20
SoC on Cubieboard2 is pin-to-pin compatible with the A10 in Cubieboard1
and &os; supports the following peripherals:



		USB EHCI


		GPIO





Get the EMAC Ethernet driver working. Need more help from network driver
experts.


Add more drivers.


&os;/EC2


Colin Percival cperciva@freebsd.org &os;/EC2 Status Page AWS Marketplace
Listing


&os; images are available for use in EC2 for 8.3-RELEASE, 8.4-RELEASE,
9.0-RELEASE, 9.1-RELEASE, and 9.2-RELEASE. In 9.2-RELEASE, &os; runs in
EC2 using an unpatched source tree, but it needs the XENHVM kernel
configuration.


Starting from &os; 10.0-ALPHA3, the GENERIC kernel configuration now
contains all the XENHVM bits needed to allow &os; to run in EC2
natively. Consequently, &os; 10.0 will be the first release for which
&os;/EC2 is purely “bits off the ISO”. This also means that starting
with 10.0 it will be possible to use freebsd-update(8) for all base
system updates — in earlier releases it was necessary to recompile the
XENHVM kernel manually.


Due to &os;’s use of HVM virtualization, running on “old” EC2 instance
types (m1, m2, c1, t1) requires that &os; pretends to be Windows, which
unfortunately results in paying the higher “windows” EC2 instance
prices. On “new” EC2 instances (cc1, cc2, cg1, cr1, hi1, hs1, and m3)
&os; can run as a “unix” image at the lower rate.


Test &os; 10.0-ALPHAs/BETAs/RCs as they become available. Plenty of new
Xen code has been committed recently and there are probably bugs to find
before the release.


Keep nagging Amazon to provide more instance types which &os; can run on
without paying a “Windows tax”.


Provide some mechanism for instance configuration via EC2 user-data.
This might involve using cloud-init, or it might be a new system.


&os; Postmaster Team


&os; Postmaster Team postmaster@FreeBSD.org


In the third quarter of 2013, the &os; Postmaster Team has implemented
the following items that may be interest of the general public:



		Created the freebsd-fortran list, requested by Anton
Shterenlikht.


		Created the freebsd-pkg-fallout list, requested by Baptiste
Daroussin.


		Created the freebsd-users-jp list, requested by Hiroki Sato


		Retired the freebsd-mozilla list, requested by Florian Smeets.


		Worked with the &os; Cluster Administrators to enable TLS support on
incoming and outgoing mail servers.


		Started discussions and exploration of current and possible future
mail and spam filtering.


		Started the process for retiring the aic7xxx mailing list.
Completion of this is scheduled for 12 October 2013.





Superpages for ARMv7


Zbigniew Bodek zbb@semihalf.com Grzegorz Bernacki gjb@semihalf.com
RafaÅ‚ Jaworowski raj@semihalf.com


The ARM architecture is becoming more and more prevalent, with
increasing usage beyond the mobile and embedded space. Among the more
interesting industry trends emerging in the recent months, there has
been the concept of “ARM server”. Top-tier companies like Dell and HP
have already started to develop such systems.


Key to the success of &os; in these new areas is dealing with the
sophisticated features of the platform, for example adding support for
superpages.


The objective of this project is to enable &os;/arm to utilize
superpages, allowing efficient use of TLB translations (by enlarging TLB
coverage), leading to improved performance in many applications and
scalability. This is intended to work on ARMv7-based processors, however
compatibility with ARMv6 will be preserved.


The following steps have been made since the last status report:



		The pmap(9) module has been adjusted to fully utilize superpages.


		Found and fixed minor bugs in superpage management.


		Implemented the pmap_advise() routine.


		Performed extensive testing and benchmarking:
		Giga Updates Per Second (GUPS) benchmark: 34% lower memory access
latency and 34% higher updates ratio.


		LMbench: 38% lower memory latency.


		Self-hosted buildworld: 20% shorter, using GCC.








		Final integration into &os; head.





This project is jointly sponsored by The &os; Foundation and Semihalf.


Adjust pmap to resolve the demotion issue caused by the continuous
active queue scanning in VM.


Support for 64KB page size.


Move pv_flags to page table entry descriptors.


&os;/pseries


Andreas Tobler andreast@freebsd.org Nathan Whitehorn
nwhitehorn@freebsd.org


Starting with &os; 10.0-ALPHA4, the projects/pseries branch has been
merged into &os; head. This allows &os;/powerpc64 to run in an IBM
POWER logical partition and on certain classes of older IBM-type PowerPC
hardware.


Test, possibly on real hardware. Most testing and development was
conducted with the emulated LPAR target in QEMU. Please send any testing
reports to the freebsd-ppc mailing list.


Native iSCSI Stack


Edward Tomasz NapieraÅ‚a trasz@FreeBSD.org


Due to the quickly approaching time of 10.0-RELEASE, the priorities for
the native iSCSI stack shifted somewhat, from performance optimizations
to making sure the new stack is reliable, feature-complete, and is able
to interoperate correctly with various implementations. Plenty of time
was invested into testing and debugging, mostly on the initiator side,
to make sure it works correctly with other targets, such as Solaris
COMSTAR, and behaves properly in edge conditions like connection
problems. Nevertheless, some fundamental optimizations, such as
Immediate Data support, were implemented. The documentation has
improved, and there will be a new section added to the &os; Handbook
describing the use of the new stack.


The new stack was committed to head and will ship as part of
10.0-RELEASE. There is ongoing work on fixing issues reported by early
adopters.


This project is being sponsored by The &os; Foundation.


Fix newly reported issues.


Improve performance.


SDIO Driver


Ilya Bakulin ilya@bakulin.de SDIO Project Page Source Code


SDIO is an interface designed as an extension of the existing SD card
standard, to allow connecting different peripherals to the host with the
standard SD controller. Peripherals currently sold at the general market
include WLAN/BT modules, cameras, fingerprint readers, and barcode
scanners. The driver is implemented as an extension to the existing MMC
bus, adding a lot of new SDIO-specific bus methods. A prototype of the
driver for the Marvell SDIO WLAN/BT (Avastar 88W8787) module is also
being developed, using the existing Linux driver as the reference.


SDIO card detection and initialization already work, most needed bus
methods are implemented and tested. There is an ongoing work to design a
good locking model for the stack. The WiFi driver is able to load
firmware onto the card and initialize it.


SDIO stack: Design a locking model, define how the interrupts should be
processed (on SDIO controller level, MMC stack level and by child
drivers).


Marvell SDIO WiFi: connect to the &os; network stack, write the code to
implement required functions (such as sending and receiving data,
network scanning, and so on).


Implement detach path. It cannot be tested on the DreamPlug used for
development, because the DreamPlug does not have an external
SDIO-capable slot.


Atomic “close-on-exec”


Jilles Tjoelker jilles@FreeBSD.org


If threads or signal handlers call fork() and exec(), file
descriptors may be passed undesirably to child processes, which may lead
to hangs (if a pipe is not closed), exceeding the file descriptor limit,
and security problems (if the child process has lower privilege). One
solution is various new APIs that set the “close-on-exec” flag
atomically with allocating a file descriptor. Some existing software
will use the new features if present or will even refuse to compile
without them.


With mkostemp(), dup3(), and a change to modes of fopen()
and freopen(), everything proposed in Austin Group issue #411 has
now been implemented. For all POSIX-specified functions that allocate
file descriptors, it is possible to request that the new descriptor be
set close-on-exec atomically.


Additionally, many file descriptors used internally by libc and
libutil now have the close-on-exec bit set.


Reworking random(4)


Mark Murray markm@freebsd.org Arthur Mesh arthurmesh@gmail.com
Dag-Erling Smørgrav des@freebsd.org


Random numbers require a lot more thought and preparation than would
naively appear to be the case. For simulations, number sequences that
are repeatable but sufficiently disordered are often needed to achieve
required experimental duplication ability, and many programmers are
familiar with these. For cryptography, it is essential that an attacker
not be able to predict or guess the output sequence, thus giving a
source of security-critical secret material for uses such as passwords
or “key material”.


&os;’s random number generator, available as the pseudo-file
/dev/random produces unpredictable numbers intended for
cryptographic use, and is thus a Cryptograpically-Secured Pseudo-Random
Number Generator, or CSPRNG. The security is given by careful design of
the output generator (based on a block cipher) and input entropy
accumulation queues. The latter uses hashes to accumulate stochastic
information harvested from various places in the kernel to provide
highly unpredictable input to the generator. The algorithm for doing
this, Yarrow, by Schneier et al, may be found by web search.


&os;’s CSPRNG also allowed for certain stochastic sources, deemed to be
“high-quality”, to directly supply the random(4) device without
going through Yarrow. With recent revelations over possible government
surveillance and involvement in the selection of these “high-quality”
sources, it is felt that they can no longer be trusted, and must
therefore also be processed though Yarrow.


The matter was discussed at various levels of formality at the Cambridge
Developer Summit in August, and at EuroBSDcon 2013 in September.


This work is now done, and the random(4) CSPRNG is now brought to a
more paranoid, modern standard of distrust with regard to its entropy
sources. Infrastructure work was also done to facilitate certain
entropy-source choices for the convenience of the system administrators.


Future work is now going ahead with the implementation of the Fortuna
algorithm by Ferguson and Schneier as an upgrade or alternative to
Yarrow. Initially a choice will be presented, and decisions on the
future of the CSPRNG processing algorithms in use will be made in the
future as needs arise.


Implement FIPS 800-90b support.


A full, in-depth review of entropy.


GNUstep on &os;


David Chisnall theraven@FreeBSD.org


GNUstep is the open source implementation of the Objective-C APIs based
on the OpenStep specification that Apple brands as Cocoa. The
similarities between the &os; and OS X libc make &os; an attractive
target platform for porting OS X applications, with the addition of
GNUstep.


The GNUstep ports in &os; have now been updated to the latest releases
and now build with the GNUstep Objective-C runtime and Clang 3.3, with
the non-fragile ABI by default. This means that all of the modern
features of Objective-C are supported, including Automatic Reference
Counting (ARC) and recent syntax improvements.


The devel/gnustep meta-port will install all of the core GNUstep
libraries, ready for development. The x11/gnustep-app meta-port will
install all of the GNUstep-based applications and libraries currently in
the ports tree. Many of these are old and not well-tested with later
GNUstep release, so consider them experimental at present. We are
currently working on updating them, including moving from some abandoned
upstream locations to the GNUstep Applications Project (GAP), which has
taken over maintenance of a number of older GNUstep programs.


LLDB Debugger Port


Ed Maste emaste@freebsd.org


LLDB is the debugger project in the LLVM family. It supports the Mac OS
X, Linux, and &os; platforms.


A number of improvements have been made to the port since the previous
status update. Unit test failures have been triaged and have defects
entered in LLDB’s bug tracker. In combination with the lldb buildbot
this allows for the quick identification of new failures introduced by
other ongoing development. Core file support has also been added.


An LLDB snapshot has been imported into the &os; base system and is
available as of SVN revision 255722. It is not yet built by default but
may be enabled by adding WITH_LLDB= to src.conf(5).


This project is sponsored by DARPA/AFRL in collaboration with SRI
International and the University of Cambridge.


Support live debugging of multithreaded processes.


Fix amd64 watchpoints.


Add support for remote debugging (gdbserver, debugserver).


Add support for kernel debugging.


Verify i386 and arm architectures.


Implement MIPS target support.


Verify cross-debugging.


Investigate and fix test suite failures.


The &os; Foundation


Deb Goodkin deb@FreeBSDFoundation.org


The &os; Foundation is a 501(c)(3) non-profit organization dedicated to
supporting and promoting the &os; Project and community worldwide. Most
of our funding is used to support &os; development projects, conferences
and developer summits, purchase equipment to grow and improve the &os;
infrastructure, and provide legal support for the Project.


We listened to our donors who asked us to have more fundraising efforts
throughout the year. This quarter we had the second of three fundraising
campaigns planned for 2013. We started the quarter having raised
$365,291. By the end of the quarter, we raised $410,000 for the year.
These early donations have made a significant impact on our fundraising
efforts this year.


Some of the highlights from this past quarter include:



		Projects completed last quarter:
		ARM Superpages


		Documentation project infrastructure enhancements








		Projects in progress:
		Native iSCSI kernel stack


		Newcons console driver








		Projects that started last quarter:
		Capsicum Integration


		Network Stack Layer 2 Modernization








		Platinum Sponsor for EuroBSDCon, had six Foundation representatives
attend the conference and the Developer Summit, sponsored 7
developers to attend the conference, and sponsored the Developer
Summit.


		Sponsored the Cambridge Developer Summit, and sponsored 2 developers
to attend this event.


		Attended Indianapolis LinuxFest July 27, FOSSCON in Philadelphia
August 10, Ohio LinuxFest in Columbus September 14, and LinuxCon in
New Orleans September 16-17, to promote &os;.


		Met with the &os; Core Team to discuss their goals and to discuss
areas that we can help.


		Met with the Documentation Team to talk about helping them update
their website as well as what other areas we can help them with.


		Recognized Dag-Erling Smørgrav at EuroBSDCon for his contributions to
&os;.


		Became a sponsor of vBSDCon, a new conference in Washington, DC.


		Hired Glen Barber as a full-time employee to do system administration
work and to help with release engineering.


		Hired Cinthy Tanko as a part-time administrative assistant to help
with day-to-day Foundation activities.


		Purchased hardware to be placed in our NYI colo to support the
building and distribution of new style packages in advance of
&os; 10.


		Provided teleconferencing services to the Core Team to support their
monthly conferences.





Capsicum


Pawel Jakub Dawidek pjd@FreeBSD.org


Capsicum is the &os; sandboxing subsystem, which presents programmers
with a capability module allowing fine-grained delegation of rights to
less-privileged processes. Casper is a friendly daemon that provides
services to sandboxed processes, allowing policy-based access to
privileged services such as DNS resolution.


The work on Capsicum and related projects (such as Casper, libnv,
etc.) is progressing nicely. An overhaul of the cap_rights_t was
committed to &os; head and will be included in 10.0. This allows us
to have more capability rights on file descriptors than the previous
limit of 64 rights, which was almost reached. This change is not
backward compatible, so it was very important to get it into 10.0.


libnv, used for communication between Casper services and consumers,
but which will hopefully be used more widely, is finalized and comes
with a nice set of regression tests.


The number of applications sandboxed using the Capsicum framework is
increasing. We have around 10 of them already in base and more that are
not yet committed.


This project is being sponsored by the &os; Foundation.


Finish documentation of Casper and its services.


Implement regression tests for Casper services.


Finish documentation for libnv.


Start making libc more sandbox-friendly, that is, modifying
functions such as strerror(3), strsignal(3), localtime(3),
login_get*(), getservent(3), getprotent(3), and
getrpcent(3) which currently open files on first use, which might be
too late if we are already in a capability-mode sandbox.


Rethink the system.filesystem Casper service to allow for easy
compartmentalization of various command-line tools that operate on
multiple files.


GNOME/&os;


&os; GNOME Team gnome@FreeBSD.org


Glib 2.36 and Gtk 3.8 were imported into the ports tree. The GNOME Team
is currently working on improving the quality of GNOME 3.6. The version
of multimedia/cheese shipped with GNOME 3 is now able to use
devd(8) to find the camera through multimedia/webcamd. Several
build improvements have been made to the www/webkit-gtk3 port,
however it still is rather fragile.


MATE, a desktop environment forked from the now-unmaintained codebase of
GNOME 2, is about ready to go in.


GNOME 2 will be removed at some point in the near future. How or when
this will happen is not yet clear.


Test the update. Contact the maintainers if it is suspected that a port
does not work with the newer version of devel/glib20.


Update the &os; GNOME website with recent changes in the ports tree, add
new items in preparation for GNOME 3 and Mate, etc.


Continue working on GNOME 3.6, stability and missing features.


Import MATE into the ports tree.


&os; Documentation Project Primer Edit


Warren Block wblock@FreeBSD.org


The &os; Documentation Project Primer had not changed at the same rate
as the documents themselves. Some sections were outdated and others were
verbose and confusing, while information on new changes to the
documentation were not described at all. In July, Warren gave the entire
FDP Primer a fairly intense edit for simplicity and clarity. Chapters
and sections were moved into a more logical order, and information was
updated to be a better guide to the current state. Markup examples were
added and revised. Style guidelines were also extended and updated. The
Primer is now far more consistent and usable. As always, there is still
room for improvement, and additions or corrections are encouraged.


An introductory chapter on writing manual pages with mdoc(7) would
be an excellent addition.


&os;/sparc64


Marius Strobl marius@FreeBSD.org


There are several things going on with the &os;/sparc64 port.


After having fixed all remaining problems and starting with 9.2-RELEASE,
releases for this architecture are cross-built on the &os; Project
cluster. As one might already have noticed, this means that from now on,
sparc64 install sets and images including those for ALPHA, BETA, and RC
builds, are available alongside those for the other platforms supported
by &os;. Since August 2013, automatically cross-built monthly
&os;/sparc64 snapshots are distributed via the official project mirrors.
Hopefully, this can soon be extended further with freebsd-update(8)
support for sparc64.


The X.Org ports have been fixed to work on sparc64 when built with the
WITH_NEW_XORG knob. However, it still needs to be evaluated whether
the recently committed update to Mesa 9.1.6 has introduced any breakage.


&os; Port Management Team


&os; Port Management Team portmgr@FreeBSD.org


The ports tree contains approximately 24,400 ports, while the PR count
exceeds 1,900. In the third quarter, we added four new committers and
took in six commit bits for safekeeping.


A significant amount of effort has gone into tweaking and manipulating
the infrastructure to modernize and update it, in preperation for
pkg(8) replacing the old pkg_add(1) infrastructure, as well as
preparing for &os; 10.0 with Clang as default compiler, libc++ as
the default C++ standard library, and iconv(1) integrated into
libc.


Automated procedures for quality assurance have been implemented,
notably pkg-fallout. All porters are encouraged to subscribe to the
associated mailing list (see links), and do their part to fix ports for
pkg(8) and Clang readiness.


Many iterations of tests were run to ensure that as many packages as
possible would be available for the 9.2 release.


Most ports PRs are assigned, we now need to focus on testing,
committing, and closing.


&os; Core Team


&os; Core Team core@FreeBSD.org


In the third quarter of 2013, the Core Team focused on officially
launching pkg.freebsd.org, the Project’s official pkg(8)
repository, in cooperation with the Port Management Team, the Security
Team, and the Cluster Administration Team. At the same time, there are
plans to gradually deprecate the use of the old pkg_add(1), allowing
pkg(8) to be the default binary package management solution for
&os;, arriving with 10.0-RELEASE. Thomas Abthorpe has been appointed to
the role of liaison between the Core Team and the Ports Management Team,
in order to make the collaboration more effective.


David Chisnall has joined the group that publishes the Quarterly Status
reports and compiled a special status report on the results of the
BSDCan 2013 Developer Summit. David also took the lead role on the
organization of an off-season developer summit in Cambridge, UK, which
was finally held at the end of August. For the items discussed in
Cambridge, preparation of a detailed report is still in progress.


There were src commit bits issued for 5 new developers and most of the
src commits being idle more than 12 months have been taken into
safekeeping as result of a major cleanup to the repository access file
in July, performed by Gavin Atkinson.


X.Org on &os;


&os;X11 Team x11@FreeBSD.org X11 Team roadmap (WIP) Ports-related status
Ports-related development repository AMD GPU status DRM generic code
update branch on GitHub


Mesa 9.1 (libGL and dri) was updated in ports. This includes
experimental ports for libEGL and libgles2: they are dependencies of the
experimental ports for Wayland and Weston.


The radeonkms driver was committed to &os; head in the end of
August and will be part of 10.0-RELEASE. It received several fixes since
the initial commit and now seems quite stable. However, one missing
major feature is support for suspend/resume: the GPU almost always locks
up during resume on the test computer.


Thanks to the update of Mesa and the update of
x11-drivers/xf86-video-ati to 7.2.0 in the ports tree, every pieces
are in place to allow users to use recent AMD video cards (up to HD7000,
maybe some HD8000).


The driver will now only receive bug fixes and focus will move on the
update of the DRM generic code and the i915 driver.


The generic DRM code, shared by the i915kms and radeonkms video
drivers is quite old now. Work has started to update and sync it with
that of Linux 3.8. This code is available on GitHub.


The expected benefits are:



		Fixes in the framebuffer code, which would help the future deployment
of Newcons.


		Preliminary support for minor devices (that is, control versus render
nodes).


		Support for setmaster and dropmaster, which allows to run
multiple X sessions.





FranÃ§ois Tigeot from DragonFly is also working on updates to their DRM
code, and the X11 team is planning to share the effort.


An experimental devd(8) backend was added to the
x11-servers/xorg-server port. This allows X.Org to use devd(8)
to detect and configure input devices (for example, keyboards and mices)
dynamically.


Our current wiki articles are used to describe projects and report
status. However, they lack some consistency and links between them. We
started to think about reorganizing them to:



		Improve the coordination between the ports and the kernel efforts.


		Make the information more accessible.





Nothing is visible yet on the wiki.


Keep tracking Mesa 9.2 or later and xorg-server 1.14. Both are
currently blocked, but it is good to keep track of what upstream is
doing.


Test and report successes and failures for AMD GPUs.


Wayland builds now. Work is being done on Weston to see if there are any
run-time issues. Weston is the reference compositor for Wayland.


Improve the devd(8) backend for x11-servers/xorg-server, so the
HAL option can be removed completely.


Continuation of the Newcons Project


Aleksandr Rybalko ray@FreeBSD.org Newcons project branch


The Newcons project is aimed to replace the old syscons(4)-based
virtual terminals. The main objectives are: support Unicode characters,
and move away from the dependency on fixed VGA and VESA graphics modes
and built-in BIOS services.


This project was originally started by Ed Schouten, and it already
featured the following features (among many others) in 2013:



		Unicode fonts with Latin, Cyrillic and some more simple character
sets.


		Unicode output support.


		Graphics mode support.


		Text mode support.


		sysmouse(4) support, without copy/paste.





And these have been extended by the following items recently:



		History, that is, the ability to scroll through the terminal history.
The old, separate history buffer has been removed.


		The history is implemented by a circular buffer which has no risk of
overflow, and scrolling appears “unlimited”.


		VT_PROCESS mode, a way to hold the terminal and prevent terminal
switching. For example, X.Org uses this feature to prevent the user
from switching to a non-X terminal.


		drm2/fb_helper, the KMS driver. This binds Newcons to
framebuffers created the DRM-enabled video drivers in the kernel
(such as i915kms and radeonkms).


		Dynamic attachment of VT drivers, vt_allocate() to allow
attaching console video drivers at a later point where framebuffer
owner can manage the initialization. This is for KMS and devices
without early graphics support.





Supported startup modes for KMS:



		Start without VT graphics drivers, then load KMS.


		Start with VGA, then load KMS.


		Preload KMS, then the KMS driver will be attached to the output.


		Preload KMS, start with VGA, then KMS driver will replace the VGA
output.





This project is being sponsored by The &os; Foundation. Many thanks to
Ed Schouten, who started the Newcons project and did most of the work.


Implement a Generic Framebuffer interface, a simple interface to offer
direct access to the framebuffer from the userland (via /dev/fb*)
and automatic management of virtual terminals by Newcons.


Mouse support, copy/paste using sysmouse(4).


Improve locking.


Bug fixes.


Integrate into &os; head.


Integrate into &os; 10.0.


Implement mapping non-ASCII characters to Unicode on keyboard input.


Adapt existing screen savers.


Last but not least, testing is welcome!
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Introduction


This report covers &os; related projects between January and March 2010.
Being the first of the four reports planned for 2010 with 46 entries, it
shows a good progress of the &os; Project and proves that our committers
are keeping up with the latest trends in the OS development. During this
period, a new minor version of &os;, 7.3-RELEASE, has been released,
while the release process for 8.1-RELEASE is soon to begin and is
planned to be released later this summer.


Thanks to all the reporters for their excellent work! We hope you enjoy
the reading.


Please note that the deadline for submissions covering the period
between April and June 2010 is July 15th, 2010.


soc Google Summer of Code proj Projects team &os; Team Reports net
Network Infrastructure kern Kernel docs Documentation bin Userland
Programs arch Architectures ports Ports misc Miscellaneous


Enhancing the &os; TCP Implementation


Lawrence Stewart lstewart@FreeBSD.org


The ALQ(9) implementation and KPI has been rototilled and modified (one
more patch needs to be committed) to support variable length messages.
In addition, it can now be compiled and loaded as a kernel module.


With the ALQ changes in head, SIFTR can finally be imported.


Reassembly queue autotuning is in the project branch and needs to be
extracted as a patch people can easily test.


Solicit external testing for and commit SIFTR.


Solicit external testing for and commit reassembly queue autotuning
patch.


Modular Congestion Control


Lawrence Stewart lstewart@FreeBSD.org


I have just completed the last disruptive change to the KPI, which laid
the groundwork to allow different congestion aware transports to share
congestion control algorithms. The import into the head branch is a big
job and my time is limited, so progress will be slow and I will not have
it done and ready to MFC by 8.1 as I had hoped. I will aim to have it in
8.2 though.


Solicit external testing.


Commit to head.


(Virtual) Network Stack resource cleanup


Bjoern A. Zeeb bz@FreeBSD.org


In February work was done to address resource leaks in the (virtual)
network stack, especially on teardown.


During that time also multiple general run-time problems and leaks were
identified and fixed including leaked ipfw tables on module unload,
routing entries leaked, in case of interfaces going away, as well as
leaked link-layer entries in interaction with flowtable and timers.



For virtual network stacks resources are are no longer allocated
multiple times or freed upon teardown for eventhandlers, IP and upper
level layers, like TCP syncache and host cache, flowtable, and
especially radix/routing table memory.


In addition epair(4) was enhanced and debugging was improved.





This work was sponsored by ISPsystem.


Merge the remaining patches.


Work on a better teardown model and get to the point where we can free
UMA zones without keeping pages for type stability and timers around.


Google Summer of Code 2010


Brooks Davis brooks@FreeBSD.org Robert Watson rwatson@FreeBSD.org &os;
GSoC Homepage GSoC Timeline


We are once again participating in the Google Summer of Code. This is
our 6th year of participation and we hope to once again see great
results from our students. Currently applications have all been
submitted and we are in the process of reviewing them. Accepted students
will be announced April 26th and coding officially begins May 24th.


Release Engineering Team


Release Engineering Team re@FreeBSD.org


The Release Engineering Team announced &os;-7.3 on March 23rd, 2010. The
schedule has been set for &os;-8.1 with the release date planned for mid
July 2010.


mfsBSD


Martin Matuska mm@FreeBSD.org


mfsBSD is a set of scripts that generate a bootable image (e.g. an ISO
file) that creates a working minimal installation of &os; that is
completely loaded into memory (mfs).


The project has now reached a stable and well tested state. Images can
be created from 8.0-RELEASE or 7.3-RELEASE ISO image files or from a
custom makeworld.


A new feature is a script called “zfsinstall” that automates a ZFS-only
install of &os; from a mfsbsd ISO (script works with 8-STABLE and
9-CURRENT, sample ISO images can be downloaded from the project web
site).


Bundle distribution installation files (target: 8.1-RELEASE).


Make zfsinstall 7.3 compatible (mostly gpart syntax).


Enable zfsinstall combination with sysinstall (zfsinstall prepares
drives, sysinstall installs distribution).


Integrate toolset into &os; source (tools?).


The &os; Foundation


Deb Goodkin deb@FreeBSDFoundation.org


We were proud to be a sponsor for AsiaBSDCon in March. We also committed
to sponsoring BSDCan 2010 and NYCBSDCon 2010. We provided travel grants
for AsiaBSDCon.


We funded a project by Murray Stokely to provide Closed Captioning of
&os; Technical Videos in the BSD Conferences YouTube Channel. We were
very pleased that the foundation funded HAST project completed.


We solicited project proposals and were very pleased with the number of
proposals we received. With our project spending budget increase, we
will be able to fund more projects this year.


We grew our board of directors by adding Erwin Lansing. This will expand
our representation in Europe. Erwin brings ports knowledge and expertise
to the board.


We continued our work on infrastructure projects to beef up hardware for
package-building, network-testing, etc.


Follow us on Twitter [https://twitter.com/freebsdfndation] now!


We are fund-raising for 2010 now! Find out more at
http://www.FreeBSDFoundation.org/donate/.


The tbemd branch


Warner Losh imp@bsdimp.com


‘tbemd’ stands for Target Big Endian Must Die. The current build systems
requires that one define TARGET_BIG_ENDIAN for either big endian MIPS
or big endian ARM processors. There are many problems with this
approach. The resulting system will not create the proper binaries
without TARGET_BIG_ENDIAN defined. There is no easy way to know what
the endian is of the system you are running. There are many issues with
ports, since they do not use bsd make, so do not pick up the extra flags
that are added if TARGET_BIG_ENDIAN is defined.


The tbemd branch seeks to fix this. We will move from MACHINE_ARCH=mips
for all mips platforms to MACHINE_ARCH=mipsel, mipseb, mips64eb and
mips64el to match NetBSD’s conventions. These represent 32-bit mips
little endian, 32-bit mips big endian, 64-bit mips big endian and 64-bit
mips little endian respectively. ARM will move to arm (little endian)
and armeb (big endian), again following the standards set elsewhere. To
facilitate a number of different MACHINE_ARCHs all built from the same
source, a new MACHINE_CPUARCH is introduced and represents the sources
needed to build CPU support for a given MACHINE_ARCH.



In addition, MACHINE_ARCH is overused in the build system today. Many
of its uses are gratuitous and can be simplified. Many of its uses do
not scale well and need to be refactored into a system that will scale
well. A per MACHINE/MACHINE_ARCH/MACHINE_CPUARCH selection mechanism
for makefile snippets will be introduced to move much of the current
if spaghetti into more controlled lists.


The branch can build everything we currently support with the new
names.





Finish migrating to bsd.arch.inc.mk.


Reduce diffs between the branch and the mainline before the collapse.


Documentation needs to be written for how to use all of this.


Out of Tree Toolchain


Warner Losh imp@bsdimp.com


Work is underway to allow the &os; build system to use out of tree
compilers and binary utililies (loaders, linkers, etc), especially in a
cross compilation environment. While it is possible to swap out the
compiler with a compatible compiler relatively easily, swapping out the
toolchain is more involved. In addition, when using an external compiler
to build the system, certain parts of buildworld can be omitted.


Create ports for latest binutils. This work is nearly complete, and is
waiting for integration of two branches that are collapsing soon (the
‘tbemd’ branch from Warner and the mips collapse from Juli Mallet).


Create ports for gcc. This work has been started. Native builds are
straight forward, but cross builds have a buildworld dependency at the
moment. These dependencies are being worked out, as well as some gcc
library dependencies.


Documentation needs to be written for how to use all of this.


Portmaster


Doug Barton dougb@FreeBSD.org


Portmaster version 2.22 is now in the ports tree and has full support
for the following new features:



		Using the INDEX file to show that an installed port needs updating.


		Support for installation of packages in ‘try packages first,’
–packages-only, –packages-if-newer, and –packages-build modes.


		A new –delete-build-only option to delete ports/packages that are
not needed at run time.


		Updating of the terminal title bar to show what is being worked on,
and how much more is left to do.


		Support for custom definitions of the packages repository and INDEX
files.


		The ability to operate without any local ports tree at all with the
–index-only and –packages-only options.


		A new dialog to confirm the list of ports to be installed.





I am very excited about these new features, and owe a debt of gratitude
to the companies and especially the individuals who stepped forward to
support this work. I literally could not have done it without them.


There are still some interesting and oft-requested features listed on
the proposal web site that I would really like to implement, including
(but not limited to) downloading of all packages before beginning the
installation, and writing out a script that can be re-run either on that
machine, or on a set of identical machines.


&os;/arm port for TI DaVinci


Jakub Klama jceel@semihalf.com DaVinci on TI’s site Project branch in P4


DaVinci (TMS320DM644x) is an ARM9-based system-on-chip family from Texas
Instruments with built-in DSP core and powerful multimedia/video
features. This work is bringing support for &os; on these systems - it
works in multiuser mode, using root filesystem mounted either via NFS or
from SD/MMC card. The code is available in P4 at
//depot/user/jceel/davinci/.


Current DaVinci support includes:



		Booting from U-Boot bootloader


		Serial console


		Interrupt controller


		Integrated timers


		Power and sleep controller


		10/100 Ethernet controller


		SD/MMC controller





Remaining built-in peripherals drivers (USB, ATA, NAND flash, I2C, DMA
engine, sound, video input/output).


Framework for communicating with DSP core.


NAND Flash framework for embedded &os;


Grzegorz Bernacki gjb@semihalf.com Rafal Jaworowski raj@semihalf.com
Project wiki pages Project P4 branch


The purpose of this project is to provide embedded &os; with a generic
and flexible scheme to support NAND Flash devices. The framework
provides a set of KOBJ interfaces inside the kernel, which allow for
uniform and flexible management of the NAND devices:



		NAND Flash Controller (NFC) layer, into which back-end drivers for
individual controllers plug in (implementing low-level routines
specific to a given NAND controller)


		Generic (common) NAND layer which provides means to perform
operations on the flash devices in an abstract way (read, program,
erase, get status etc.)


		NAND character device, which exports chip device as a standard
character device and allows to read/write directly to a device, as
well as perform other specific operations by using ioctl.


		GEOM NAND class for basic access through GEOM.





Part of the infrastructure is a full system simulator of ONFI-compliant
devices (NANDsim), with a userland control application. This allows for
exercising of the framework on platforms without real NAND chips.


Current state highlights:


The framework is considered functionally complete (including NANDsim).


Framework compliant back-end drivers are available for the following
NAND Flash controller (NFC) chips:



		Freescale MPC8572 (PowerPC)


		Marvell MV-78100 (ARM)


		Samsung S3C24X0 (ARM)





Extend interface with features / options suggested by early adopters of
the code.


Complete, clean up, merge with HEAD.


Ports Collection


Thomas Abthorpe portmgr-secretary@FreeBSD.org Port Management Team
portmgr@FreeBSD.org


Most of quarter one was spent dealing with the 7.3-RELEASE process. With
apparent success enforcing Feature Safe ports commits during the
8.0-RELEASE, it was continued for the recent src/ freeze.


The ports count now exceeds 21,500 ports, and counting. The open PR
count currently is over 1000. With the release of &os; 7.3, it is hoped
this count will drop drastically.


Since the last report, we added four new committers, and had an old
committer rejoin us.


With the donation of an Apple Xserve, powerpc builds have resumed.
Renewed interest in ia64 has brought about new ports builds. A new
sparc64 machine hosted by skreuser will help us with this build.


The Ports Management team have been running -exp runs on an ongoing
basis, verifying how src code updates may affect the ports tree, as well
as providing QA runs for major ports updates. Of note -exp runs were
done for; gabor’s BSD licensed bc/dc in src/, mva’s OpenAL and SDL
upgrades; brooks’ removal of NGROUPS; ed’s removal of libcompat and
regexp.h; dinoex’s jpeg update; a test run for m4 update; jilles’ update
for sh(1); johans’ update for bison; and roam’s curl update.


Looking for help fixing ports broken on CURRENT.


Looking for help with Tier-2 architectures.


Most ports PRs are assigned, we now need to focus on testing, committing
and closing.


Major commits expected soon include the latest Xorg, KDE4, and Gnome
updates.


IPv6 without legacy IP kernel


Bjoern A. Zeeb bz@FreeBSD.org P4 workspace


During 2009 work was done that allowed us to build a &os; kernel without
INET and without INET6 (again). This work was the foundation for a
prototype to get a kernel to compile and boot with only INET6 but no
INET compiled in earlier this year.


The current focus is to identify general architectural problems and
dependencies we do have between these two address families as well as
with the upper layer protocols. This will at some point allow us to
discuss the issues and seek solutions, preparing for a future where we
can remove either INET or INET6 from the system.


Once we will have a stable, in-tree way to compile out either address
family, optimizations wrt. size, as well as user space will need to be
worked on. In addition to this, the work is believed to help should we
further head in the direction of network stack modularization.


geom_sched


Luigi Rizzo luigi@FreeBSD.org Fabio Checconi fabio@FreeBSD.org


geom_sched is a GEOM module that supports pluggable schedulers for
disk I/O requests. The main algorithm supported at the moment is an
anticipatory Round Robin scheduler, which is especially effective in
presence of workloads with highly random disk accesses. Other schedulers
are available on the
geom_sched [http://info.iet.unipi.it/~luigi/geom_sched/] page.


Developed in early 2009 and refined as a GSOC2009 project, geom_sched
has been recently introduced in HEAD and is going to be soon merged to
stable/8. A version for stable/7 also exists, with some restrictions.


To use the module, say on disk ad4, all you need to do is:


kldload geom_sched
geom sched insert ad4






A number of sysctl variables under kern.geom.sched allow you to tune the
parameters of the algorithm, or bypass the scheduler entirely so you can
tell the difference of behaviour with and without the scheduler.


Experimental NFS subsystem (NFSv4)


Rick Macklem rmacklem@uoguelph.ca


Although the bare bones of the NFS Version 4 support was released in
&os; 8.0, the integration has been progressing slowly and support should
be functional for &os; 8.1 for RFC3530 (NFS Version 4.0).


Post &os; 8.1, I believe the focus will be on code cleanup and, under a
projects area of svn, some experimental work on aggressive whole file
caching to client disk.


Handling of delegations on the server w.r.t. local processes running on
the server.


Integration of recent changes to the regular NFS client, such as Dtrace
support.


Rewrite of &os; read/write path using vnode page


Konstantin Belousov kib@FreeBSD.org Peter Holm pho@FreeBSD.org Branch
for the rewrite


Based on the idea of Jeff Roberson, we reimplemented the path for
read(2)/write(2) syscalls using page cache (in wide sense) to eliminate
the issues with recursive vnode and buffer lock acquisitions. The usual
reads and writes are no longer calls into VOP_READ/VOP_WRITE; the
operation is done by copying user buffers to or from the pages of the
vnode. This fixes known deadlocks when reads or writes are done over
file-mmaped buffers.


The patch changes the performance characteristics of I/O, and we
observed both better and worse behaviour. If filesystem implements
VOP_GETPAGES and VOP_PUTPAGES without referencing buffer cache,
buffers are completely eliminated from the i/o path (not true for UFS or
NFS).


We need wider testing and reviews.


&os; port for libunwind


Konstantin Belousov kib@FreeBSD.org


The alpha version of libunwind library port for &os; x86 and x86_64 is
completed and imported into the official libunwind git repository.
Libunwind is the library to perform dynamic unwinding of stacks, using
dwarf call frame information. The library features remote unwinding
using ptrace(2), very fast setjmp(3) implementation and more interesting
features.


&os;/mips on D-Link DIR-320


Alexandr Rybalko ray@dlink.ua


&os;/mips has been ported to D-Link DIR-320, wireless router based on
BCM5354 SoC. Project aims to providing several working images tailored
for different purposes (profiles). So far
racoon [http://ipsec-tools.sourceforge.net/] based router-ipsec
image is available.


bfeswitch configuration utility.


Add router profile.


Add wifi-router profile.


Add openvpn-router profile.


ipfw and dummynet enhancements


Luigi Rizzo luigi@FreeBSD.org main dummynet page youtube video on
dummynet internals Description of the qfq scheduler


We have recently completed a massive revision of ipfw and dummynet, and
the result has been committed to HEAD and stable/8. The main features
introduced with this work are:



		ipfw now has much faster skipto instructions, including table-based
ones. The complexity for rule lookups is now O(1) or O(log N) as
opposed to the O(N) that we had before. People using “skipto
tablearg” or “pipe tablearg” with large numbers of rules or pipes
should see a significant performance improvement;


		Expensive operations in response to userland reconfigurations now do
not interfere with kernel filtering for more than the time required
to swap a pointer;


		You can now use ports and the “tos” field as lookup argument for
tables. This might allow some simplifications in rulesets which in
turn result in faster execution time;


		ipfw can now send packets matching rules with a ‘log’ attribute to
the “ipfw0” pseudo interface, where you can run tcpdump to implement
additional filtering, logging etc.;


		dummynet now supports many different scheduler types, to adapt to
different needs people may have in terms of performance and service
guarantees. Existing schedulers now include FIFO, WF2Q+, Deficit
Round Robin, Priority, and QFQ. More schedulers can be implemented as
loadable kernel modules.;


		The kernel side has a backward-compatible interface so you can use a
RELENG_7 or RELENG_8 version of /sbin/ipfw to configure the
firewall and dummynet.





There is ongoing work on optimizing the deletion of idle entries in
dummynet. This should be completed shortly.


A longer term goal is to parallelize operation in presence of ipfw
dynamic rules, which currently require exclusive lock on a hash table
containing dynamic rules.


&os;/sparc64


Marius Strobl marius@FreeBSD.org



		Yet another bug causing unaligned accesses in NFS server operation
has been found and fixed in &os; 7 and 8. Unlike as announced in the
last Status Report, no Erratum Notices regarding these problems have
been issued as it quickly became obvious that dealing with so many of
them is impractical, especially since the fixes unveiled secondary
bugs.


		Alexander Motin has fixed several bugs in netgraph(4) nodes in
9.0-CURRENT which also caused unaligned accesses, so these should
work now on sparc64.


		Peter Jeremy has contributed several fixes for the sparc64 FPU
emulation code, which now passes a test suite built around TestFloat.
These fixes were incorporated into &os; 6, 7 and 8 but unfortunately
did not quite make it into 7.3-RELEASE but will be present in
8.1-RELEASE and 7.4-RELEASE.


		Support for UltraSPARC-IV and -IV+ CPUs has been added and will be
present in 8.1-RELEASE and 7.4-RELEASE. Thus Sun Fire V890 is now
supported and stable, though due to the lack of properly working test
hardware, not with configurations consisting of a mix of US-IV and
-IV+ CPUs. However, performance is not yet where it should be, i.e. a
buildworld on a 4x1.5GHz US-IV+ Sun Fire V890 takes nearly 3 hours
while on a Sun Fire V440 with (theoretically) less powerful 4x1.5GHz
US-IIIi CPUs it takes just over 1 hour. So far it is unclear what is
causing this, it might have to with what appears to be a silicon bug
of US-IV+ CPUs encountered and worked around while adding support for
these.


		Work on getting Sun Fire V1280 supported has been continued. A third
firmware bug has been worked around and a driver for the BootBus
controller, which provides console and time-of-day services in these
machines, has been written. It is now possible to netboot Sun Fire
V1280 into multi-user mode. Unfortunately, they do not run stable as
processes may hang when transitioning to another CPU, likely due to
what the OpenSolaris code refers to as Cheetah+ erratum 25, but which
unfortunately is not part of the publicly available US-III+/++ errata
document. Efforts on understanding this problem are still ongoing.


		Mark Linimon is trying to find volunteers interested in helping to
fix packages on sparc64.





Chromium web browser


sprewell chromium@jaggeri.com Main chromium site Build instructions for
older patches


Chromium is a Webkit-based web browser that is mostly BSD licensed. It
works very well on &os; and even supports new features like HTML 5
video. I have started offering subscriptions to fund the porting effort
to &os;, funding which has already paid to fix Chromium on BSD-i386. I
am using a new funding model where subscriptions pay for development
that is kept closed for at most 1 year, after which all patches used in
a build are released to subscribers under the same BSD license as
Chromium. Also, parts of the closed patches are continually pushed
upstream, the BSD i386 fix has already been committed
upstream [http://codereview.chromium.org/1543003]. The goal is to
fund Chromium development on BSD while continually pushing patches back
to the BSD-licensed Chromium project. I will spin off a Chromium port
for ports soon, for those who do not mind using an older, stable build
that does not have all the paid features in the subscriber builds. You
can read about the issues that a subscription would pay for, such as
replacing the ALSA audio backend with
OSS [http://chromium.jaggeri.com/issues], and find out more about
subscribing [http://chromium.jaggeri.com/subscriptions].


The &os; Hungarian Documentation Project


Gábor Kövesdán gabor@FreeBSD.org Gábor Páli pgj@FreeBSD.org Hungarian
&os; Web Pages Hungarian &os; Documentation The &os; Hungarian
Documentation Project’s Web Page The &os; Hungarian Documentation
Project’s Perforce Repository


We restlessly keep the existing documentation and web page translations
up to date. However, this will not last forever, and help is always
welcome, so if you feel yourself Hungarian with some interests in
translation, please contact our Documentation Project via the email
addresses noted above.


Translate release notes.


Translate articles.


Translate web pages.


Read translations, send feedback.


&os;/mips on Octeon


Juli Mallett jmallett@FreeBSD.org Subversion branch


Significant progress has been made in terms of stabilizing the
uniprocessor Octeon port and adding support for MIPS ABIs other than o32
in the toolchain, rtld, libc and the kernel. Kernels built to the n32
ABI are currently supported with changes that will not be merged because
they make invasive changes throughout the system with regard to
db_expr_t and register_t, which are larger than a pointer in the n32
ABI. Once support for n64 kernels is completed (including the ability to
run n32 worlds) and the n32 hacks are removed, the branch will be
suitable for merging. Many nearby cleanups have occurred, particularly
in the area of TLB and pmap code.


An import of select pieces of the Cavium simple executive as vendor code
is planned to make it possible to remove locally-maintained copies of
Cavium headers and shim functions, many of which are vastly outdated.


The Linux opencrypto port contains an opencrypto driver for the
cryptographic coprocessor which look relatively easy to port.


Support for SMP is a high-priority item that will be addressed after the
64-bit changes are stabilized.


PCI and USB bus and device support is planned to follow the import of
the simple executive functions and headers.


The rgmx ethernet driver currently copies packets in and out of mbufs
rather than putting pointers to mbuf storage into hardware, which
results in bad network performance.


Dynamic Ticks in &os;


Tsuyoshi Ozawa ozawa@t-oza.net Project page (github). My weblog article
which describes benchmark of dynamic ticks.


I wrote experimental code (please see my project page) and threw patch (
http://gist.github.com/350230 ) to freebsd-hackers. A lot of &os;
hackers gave me precious advice, so I am going to reflect it as a next
step.


Run hard/stat/prof-clocks irregularly (in progress).


Some timers which are added after the kernel’s scheduling next timer
interrupt may be ignored (BUG).


Make callout queue have the tick when the next timer event rise up.


The &os; German Documentation Project


Johann Kois jkois@FreeBSD.org Benedict Reuschling bcr@FreeBSD.org


Our last status report listed a number of documents that needed help.
Thanks to the external contributions of Frank Boerner we were able to
update a substantial amount of documents. This has resulted in a great
reduction of our backlog. Subsequently, Benedict has agreed to take
Frank under mentorship for the German doc project. We are looking
forward to his future contributions and thank him for his past efforts.


Johann was busy keeping the German website in sync with updates to
FreeBSD.org. However, there are still parts of the website that remain
untranslated. We are looking for more support in maintaining the German
website.


&os; users with German language skills are always welcome to join our
efforts in translating the documentation and/or fixing bugs.


Translate more parts of the documentation and the German website.


Keep the current documentation up to date.


Report bugs to de-bsd-translators@de.FreeBSD.org.


QAT


Ion-Mihai Tetcu itetcu@FreeBSD.org Josh Paetzel jpaetzel@FreeBSD.org


QAT has been running on a single server for about two years now and has
proven very effective at catching problems with ports commits. Many of
the problems it cannot catch are architecture or branch related. By
moving QAT to a VMware box capable of running arbitrary versions of &os;
on both amd64 and i386 this limitation will be removed.


Bring VMware server online and provision VMs.


Refactor QAT code to handle concurrent builds.


Migrate the existing QAT to the new setup.


CAM-based ATA implementation


Alexander Motin mav@FreeBSD.org


Work on CAM-based ATA implementation continues. Since last report
handling of heavy errors and timeouts was improved, Hot-plug now works
for both Host and Port Multiplier ports. Series of changes were made to
CAM to fix some old issues and honor some new ATA demands.


New drivers ahci(4) and siis(4) got some fixes and are quite stable now.
“options ATA_CAM” kernel option shows good results in supporting other
controllers using existing ata(4) drivers, so it is possible to start
deprecating old ata(4) APIs now.


Started work on new Marvell SATA driver for both PCI-X/PCIe cards and
ARM System-on-Chip SATA controllers. It is expected to support NCQ, Port
Multipliers with FIS-based switching and other new features.


Most of the code is present in 8-STABLE.


Port ataraid(4) functionality to GEOM module.


Write SAS-specific transport and drivers for SAS HBAs (specs wanted).
SAS controllers can support SATA devices and multipliers, so it should
fit nicely into new infrastructure.


Multichannel playback in HDA sound driver (snd_hda)


Alexander Motin mav@FreeBSD.org


snd_hda(4) audio driver got real multichannel playback support. It now
supports 4.0 (quadro), 5.1 and 7.1 analog speaker setups. Digital
multichannel AC3/DTS passthrough was already implemented earlier.
Digital multichannel LPCM output via HDMI could also be possible now,
but is not tested.


To use multichannel playback you should have fresh 8-STABLE kernel,
instruct sound(4) vchans subsystem (if you are using it) about your
speaker setup using dev.pcm.X.play.vchanformat sysctls and use your
audio/video player application to play multichannel audio content
without down-mixing it to stereo.


HDMI/DisplayPort often require some audio support from X11 video
drivers. This area still should be investigated and tested, especially
relayed to multichannel LPCM playback.


&os; Bugbusting Team


Gavin Atkinson gavin@FreeBSD.org Mark Linimon linimon@FreeBSD.org Remko
Lodder remko@FreeBSD.org Volker Werth vwe@FreeBSD.org GNATS BugBusting
experimental report pages PRs recommended for committer evaluation by
the bugbusting team (subscription list for the above report) PRs
considered ‘easy’ by the bugbusting team (these are low-hanging fruit)
summary chart of PRs with tags Assigning PRs


Bruce Cran (brucec) has graduated from GNATS-only access to having a src
commit bit. He has been making commits to help us catch up with the PR
backlog. Thanks!


We continue to classify PRs as they arrive, adding ‘tags’ to the subject
lines corresponding to the kernel subsystem involved, or man page
references for userland PRs. These tags, in turn, produce lists of PRs
sorted both by tag and by manpage. The most recent use of these tags is
the creating of a new report, Summary Chart of PRs With Tags, which
sorts tagged PRs into logical groups such as filesystem, network
drivers, libraries, and so forth. The slice labels are clickable. The
chart is updated once a day. You can consider it as a prototype for
browsing “sub-categories” of kernel PRs.


The “recommended list” has been split up into “non-trivial PRs which
need committer evaluation” and the “easy list” of trivial PRs, to try to
focus some attention on the latter.


New reports were added for “PRs which are from &os; vendors or OEMs”,
“PRs containing code for new device drivers”, and “PRs referencing other
BSDs”. These will primarily be of interest to committers.


Some other bitrot on the “experimental PR reports” pages has been fixed.


It is now possible for interested parties to be emailed a weekly,
customized, report along the lines of the above. If you are interested
in setting one up, contact linimon@FreeBSD.org.


The overall PR count has recently jumped to around 6400. This may be due
to increasing uptake of &os; 8.


Our clearance rate of PRs, especially in kern and bin, seems to be
improving.


Mark Linimon polled various committers about their interest in specific
PRs. As a result, the AssigningPRs page on the wiki and the
src/MAINTAINERS file were updated based on feedback.


As always, anybody interested in helping out with the PR queue is
welcome to join us in #freebsd-bugbusters on EFnet. We are always
looking for additional help, whether your interests lie in triaging
incoming PRs, generating patches to resolve existing problems, or simply
helping with the database housekeeping (identifying duplicate PRs, ones
that have already been resolved, etc). This is a great way of getting
more involved with &os;!


We will be having a bugbusting session at BSDCan. If you are developer
who will be attending the conference, please stop by.


try to find ways to get more committers helping us with closing PRs that
the team has already analyzed.


&os;/ia64


Mark Linimon linimon@FreeBSD.org


The stability of the machines under package build has been improved by a
number of recent commits. Some rework is underway to run with WITNESS.
However, we are still limited in the number of simultaneous packages
that can be built.


Based on this, we have completed the first full ia64-8 package build.
17187 were built (as compared to 19885 on a recent i386-8.) Mark Linimon
has gone through the results to denote which packages do not build. A
few fixes have already been committed based on this.


We currently have 3 available machines that are stable enough for
package builds.


Support for the SGI Altix 350 has made its start. Porting is done on 2
SGI Altix 350 machines connected with NUMAFlex, giving a total of 4 CPUs
and 24GB of DDR. The kernel boots with code on the projects/altix branch
but since ACPI does not enumerate PCI busses, no hardware devices are
found. SMP has been disabled because waking up the APs result in a
machine check.


Continue to try to understand why multiple simultaneous package builds
bring the machines down.


Upgrade the firmware on the two machines at Yahoo! to see if that helps
the problem.


Figure out why the fourth machine is not stable.


Configure a fifth machine that has been made available to us.


Figure out the problems with the latest gcc port.


We need documentation about the SGI SAL implementation to speed up
porting to the SGI Altix 350.


The loader and kernel need to change to allow the kernel to be loaded at
a runtime-determined physical address as well as add support for NUMA.


&os;/powerpc


Nathan Whitehorn nwhitehorn@FreeBSD.org


An Apple XServe G5 has been donated by Peter Grehan for package
building. Based on the last two months’ worth of testing, a large number
of commits have been made to increase stability.


We have completed the first full powerpc-8 package build. Only 10918
were built (as compared to 19885 on a recent i386-8), primarily due to a
few high-impact packages failing (such as lang/python25). Mark Linimon
has gone through the results to denote which packages do not build. A
few fixes have already been committed based on this; we have patches
that are being tested in the next run.


Mark Linimon is working on getting us more XServes.


Start the hard work of fixing individual packages.


LDAP support in base system


Xin ZHAO quakelee@geekcn.org Xin LI delphij@FreeBSD.org


&os; is currently lacking support of LDAP based authentication and user
identity.


We have integrated a stripped down
OpenLDAP [http://www.openldap.org/] library (renamed to avoid
conflict with ports OpenLDAP libraries), as well as some changes to
OpenSSH as well as plugins for PAM, NSS and can support.


We have used several existing works and updated them to use new OpenLDAP
API, fixed several bugs and integrated them together. All these works
are under BSD or similar license and our new work would be under
2-clause BSD license. Currently, we support storing user identity,
password and SSH public keys in LDAP tree.


Further code review.


Make the changes less intrusive.


Fix issues found in production deployment.


EFI support for &os;/i386


Rui Paulo rpaulo@FreeBSD.org


Work on supporting EFI booting on &os;/i386 resumed. The boot loader can
now read an ELF file from the EFI FAT partition. We are now working on
trying to boot a kernel.


&os;/powerpc64 port


Nathan Whitehorn nwhitehorn@FreeBSD.org


A full 64-bit PowerPC port of &os; is now complete, and should shortly
be merged to HEAD, likely first appearing in &os; 9.0. This port
supports SLB-based 64-bit server CPUs, such as the IBM POWER4-7, PowerPC
970 (G5), and Cell Broadband Engine. Current machine support is limited
to Apple single and dual processor G5 systems, with future support
planned for IBM Power Systems servers and the Sony PlayStation 3.


net80211 rate control framework


Rui Paulo rpaulo@FreeBSD.org


The net80211 (wireless) stack will support a modular rate control
framework soon. The idea is to reduce some code in the drivers and add
more rate control algorithms in the tree. All drivers that do rate
control in software will automatically benefit from this project. On
this stage, we are working on changing all the necessary drivers to cope
with the new framework and making sure it all works as expected. Later
this year we will bring the necessary changes to change the rate control
algorithm with ifconfig(1).


If you are doing rate control algorithm or research on rate control
algorithms for wireless networks, &os; is now an ideal candidate for
testing your project!


802.11n support


Rui Paulo rpaulo@FreeBSD.org


802.11n support in the Atheros driver is being worked on. Right now it
can do AMPDU RX in software and we are working on TX AMPDU. The code
lives in a private Perforce branch, but some bits of it are already
committed to HEAD.


This work is being sponsored by iXsystems, inc.


Atheros AR9285 support


Rui Paulo rpaulo@FreeBSD.org


Atheros AR9285 support was added to &os; HEAD and 8-STABLE. There are
still some issues but in general it works fine.


webcamd


Hans Petter Selasky hselasky@FreeBSD.org


Webcamd is a userland daemon that enables use of hundreds of
different USB based Linux device drivers under the &os;-8/9 operating
system. Current focus has been on USB webcam and USB DVB-T/S/C devices.
It is also possible to use the webcamd framework to make other Linux
kernel USB devices work under the &os;-8/9 operating system, without
violating the GPL license. The daemon currently depends on libc,
pthreads, libusb and libcuse4bsd. Cuse4BSD is a new character device
from userland implementation that fully supports open, read, write,
ioctl, mmap and close file operations.


If you like this project or want me to spend more time on it, you can
support it by transferring money to hselasky@c2i.net via paypal.


Testing and bugfixes.


Add support for more device drivers.


meetBSD 2010 – The BSD Conference


meetBSD Information info@meetbsd.org


meetBSD is an annual event gathering users and developers of the BSD
operating systems family, mostly &os;, NetBSD and OpenBSD. Afer the
special California edition, meetBSD Wintercamp in Livigno, this year we
are back to Krakow, Poland.


meetBSD 2010 will be held on 2-3 July at Jagiellonian University.


See the conference main web site for more details.


ZFS


Pawel Jakub Dawidek pjd@FreeBSD.org Martin Matuska mm@FreeBSD.org Xin LI
delphij@FreeBSD.org Perforce tree for latest ZFSv25 work OpenSolaris ZFS
homepage


The ZFS file system has been updated to version 14 on both -HEAD and
8-STABLE. Ongoing work is undergoing to bring bug fixes and performance
improvements from upstream svn -HEAD to approximately ZFS v15 in the
near future, and a full upgrade of ZFS to version 24 including the
de-duplication functionality, etc. The de-duplication functionality is
currently partly supported, which is demonstrated below:


# uname -sr
FreeBSD 9.0-CURRENT
# zpool create tank ad{4,6,8,10}
# zpool get version tank
NAME  PROPERTY  VALUE    SOURCE
tank  version   24       default
# zfs set dedup=on tank
# dd if=/dev/random of=/tank/rand0 bs=1m count=1024
# zpool get allocated,dedupratio tank
NAME  PROPERTY    VALUE  SOURCE
tank  allocated   1.00G  -
tank  dedupratio  1.00x  -
# dd if=/tank/rand0 of=/tank/rand1 bs=1m
# dd if=/tank/rand0 of=/tank/rand2 bs=1m
# dd if=/tank/rand0 of=/tank/rand3 bs=1m
# zpool get allocated,dedupratio tank
NAME  PROPERTY    VALUE  SOURCE
tank  allocated   1.01G  -
tank  dedupratio  4.00x  -






Bring ZFS v15 changes to svn -HEAD and MFC.


Further polish the code in perforce and test for functionality, etc.


Clang replacing GCC in the base system


Ed Schouten ed@FreeBSD.org Roman Divacky rdivacky@FreeBSD.org Brooks
Davis brooks@FreeBSD.org Pawel Worach pawel.worach@gmail.com


Since the last status report we got to the state where we are able to
build all of &os; (the C and C++ bits) on i386/amd64 with clang. The
only exception is the bootloader which does not fit within the given
size constraint. This is where the current efforts are going on. The C++
part got a big boost now being able to compile all C++ code in &os; and
itself.


We saw some movement on Mips and PowerPC. Mips got its driver
definitions from Oleksander Tymoshenko and Nathan Whitehorn did the same
for PowerPC and tested the kernel. Currently, the PPC kernel seems to
boot but due to lack of va_arg implementation for PowerPC nothing is
printed out. Nathan is working on that.


Overall ClangBSD is selfhosting on i386/amd64 and some progress has been
made on PowerPC/PPC. We also saw some contribution to the Sparc64 but
this seems to have stalled.


We need people to try out ClangBSD (see the wiki) and runtime test it.
We also would appreciate help with other archs - namely ARM.


Runtime test ClangBSD on amd64/i386.


Help with ARM/Mips/Sparc64.


More testing of clang on 3rd party apps (ports).


Discussion on integrating LLVM/clang into &os;.


SUJ: Journaled Softupdates


Jeff Roberson jeff@FreeBSD.org


The soft-updates journaling project is nearing completion and will be
available in head by the time this status report is released. Backports
to other releases are maintained in
SVN. SUJ is fully
backwards compatible with non-journaled softupdates. Existing systems
will not be affected. Journaling may be enabled and disabled by tunefs
on unmounted filesystems. Journaling provides near-instant filesystem
recovery after crash at the expense of some runtime performance and
extra disk I/O.


PC-BSD PC-SysInstall Backend


Kris Moore kmoore@FreeBSD.org pc-sysinstall in Trac


We are currently doing a lot of code cleanup in the new System Installer
backend for PC-BSD, pc-sysinstall, which can be used to install regular
&os; as well. Some new features have already been implemented, such as:



		Improved ZFS support, raidz, mirroring, multiple mount-points
per-pool, etc.


		Support for GPT/EFI on “Full” installations, allowing us to go beyond
the 2TB barrier.


		MBR Slice/Partition manager.


		geli passphrase support.





We are mostly finished migrating to only using gpart instead of fdisk,
which gives us some new functionality for dealing with GPT/EFI
partitioning schemes.


TCP/UDP connection groups


Robert Watson rwatson@FreeBSD.org &os; network mailing list
freebsd-net@FreeBSD.org


This on-going project is to reduce tcbinfo/udbinfo lock and cache line
contention; this global lock protects access to connection lists, and
while it is a read-write lock, it is acquired for every in-bound packet
(briefly) to look up the connection. This project adds a new connection
group table, which assigns connections to groups, each of which has CPU
affinity and aligns with RSS-selected queues in high-end 1gbps and most
10gbps implementations. The following tasks have been completed:



		Teach libkvm to handle dynamic per-cpu storage (DPCPU) to improve
crashdump analysis of per-CPU data.


		Teach netstat to monitor netisr DPCPU queues for live kernels and
crashdumps.


		Create a new inpcbgroup abstraction, used for UDP and TCP.


		Distribute UDP and TCP connections (inpcbs) over groups based on
4-tuple bindings.


		Replicate membership across all groups for wildcard socket bindings.


		Write new TCP/UDP connection and binding regression tests.





The following tasks remain:



		Migrate from naive work assignment algorithm to RSS assignment.


		Modify device driver KPI to allow consistent initialization and
configuration between stack and hardware.


		Complete migration to dynamic, per-CPU network statistics in TCP,
UDP, and IP.


		Add socket options to query effective CPU affinity of connections
from userspace.


		On supporting hardware, allow affinity for a specific connection to
be explicitly migrated using a socket option.


		Detailed performance evaluation and optimization.





This work is being performed in the &os; Perforce repository, and is
sponsored by Juniper Networks. Connection groups and related features
are slated for inclusion in &os; 9.0 (with possible backports to
8-STABLE of some features).


BSDCan 2010 — The BSD Conference


BSDCan Information info@BSDCan.org Tutorials and Talks Schedule


BSDCan, a BSD conference held in Ottawa, Canada, has quickly established
itself as the technical conference for people working on and with 4.4BSD
based operating systems and related projects. The organizers have found
a fantastic formula that appeals to a wide range of people from extreme
novices to advanced developers.


BSDCan 2010 will be held on 13-14 May 2010 at the University of Ottawa,
and will be preceded by two days of Tutorials on 11-12 May 2010.


There will be related events (of a social nature, for the most part) on
the day before and after the conference.


Please check the conference web site for more information.
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Introduction


This report covers &os;-related projects between July and September
2011. It is the third of the four reports planned for 2011. This quarter
was mainly devoted to polishing the bits for the next major version of
&os;, 9.0, which is to be released by then end of this year.


Thanks to all the reporters for the excellent work! This report contains
28 entries and we hope you enjoy reading it.


Please note that the deadline for submissions covering the period
between October and December 2011 is January 15th, 2012.


proj Projects team &os; Team Reports net Network Infrastructure kern
Kernel docs Documentation arch Architectures ports Ports misc
Miscellaneous gsoc Google Summer of Code


The &os; German Documentation Project Status Report


Johann Kois jkois@FreeBSD.org Benedict Reuschling bcr@FreeBSD.org
Website of the &os; German Documentation Project.


We managed to update the German version of the documentation just in
time to get it included in the upcoming 9.0-RELEASE. The website
translations were also kept in sync with the ones on FreeBSD.org.


We tried to re-activate committers who did not contribute for some time
but most of them are currently unable to free up enough time. We hope to
gain fresh contributor blood as we are getting occasional reports about
bugs and grammar in the German translation.


Submit grammar, spelling or other errors you find in the German
documents and the website


Translate more articles and other open handbook sections (especially the
new chapter about the new &os; installer).


The &os; Japanese Documentation Project


Hiroki Sato hrs@FreeBSD.org Ryusuke Suzuki ryusuke@FreeBSD.org Japanese
&os; Web Pages The &os; Japanese Documentation Project Web Page


The www/ja and doc/ja_JP.eucJP/books/handbook subtrees have constantly
been updated since the last report.


www/ja: During this period, many areas of outdated content in the www/ja
subtree were updated to the latest versions of the English counterparts.
The Japanese version of the 8.2R release announcement was added and the
upcoming 9.0R announcement will be translated in a timely manner.


Handbook: The Japanese “kernelconfig” section finally caught up with the
original English version. The next targets are “cutting-edge” and the
new installer section.


Further translation work for outdated documents in both doc/ja_JP.eucJP
and www/ja.


Ports Collection


Thomas Abthorpe portmgr-secretary@FreeBSD.org Port Management Team
portmgr@FreeBSD.org


The ports tree slowly moves up closer to the 23,000 mark. The PR count
still remains at about 1000.


In Q2 we added 4 new committers, but took in 6 commit bits for safe
keeping.


The Ports Management team have been running -exp runs on an ongoing
basis, verifying how base system updates may affect the ports tree, as
well as providing QA runs for major ports updates. Of note, -exp runs
were done for:



		Python update


		Boost updates


		Gtk3 updates


		clang testing


		pkgng testing


		testing ruby19


		setting the default fortran to lang/gcc46


		setting apache22 as default


		setting the default LDFLAGS in CONFIGURE_ENV





Work continues to refine the new build master pointyhat-west. An upgrade
to -current done in September has proven problematic. We have enlisted
ISC and Josh Paetzel to try to determine a fix. In the meantime, the
source will be downgraded to RELENG_9.


The portsmon instance is being re-homed at Yahoo. Users should not see
any changes. The new instance is currently visible at
portsmonj.FreeBSD.org but will soon take on the portsmon.FreeBSD.org
name. The team would like to express its appreciation to TDC A/S for the
loan of the existing machine for several years.


Work is underway to create a new QAT instance at NYI/NJ.


portmgr also assisted in setting up a sparc64 machine for general
develop access at Yahoo.


Thanks to on-site work by Sean Bruno and Ben Haga, we once again have
access to the powerpc build machine at ISC, and powerpc builds have been
restarted. They also helped us get one more i386 machine back online.


linimon is working on a set of scripts to more quickly produce
pre-configured PXEboot images for package build nodes.


The update of __FreeBSD_version in param.h to 1000000 proved very
disruptive to the ports tree, triggering lots of bad assumption in code
that interpreted it as &os; 1. A great deal of work has gone into
identifying the instances of broken code and fixing and upstreaming
them. While this is taking place, one recommended workaround is to set
your version to 999999.


Looking for help getting ports to build with
clang [http://wiki.FreeBSD.org/PortsAndClang].


Looking for help fixing ports broken on
CURRENT [http://wiki.FreeBSD.org/PortsBrokenOnCurrent]. (List needs
updating, too)


Looking for help with Tier-2
architectures [http://wiki.FreeBSD.org/PortsBrokenOnTier2Architectures].
(List needs updating, too)


Most ports PRs are assigned, we now need to focus on testing, committing
and closing.


KDE/&os;


KDE &os; kde-freebsd@KDE.org KDE/&os; home page area51


The KDE/&os; team has continued to improve the experience of KDE
software and Qt under &os;. The latest round of improvements include:



		Splitting some of the KDE modules into smaller ports


		Reduced startup time by ~15 seconds


		Allowed auto-login out-of-the-box


		Kopete supports GoogleTalk


		Kalzium installs with its molecular editor


		Zeitgeist support added


		Porting Calligra to &os; (work-in-progress)





The team has also made many releases and upstreamed many fixes and
patches. The latest round of releases include:



		Qt: 4.7.4


		PyQt: 4.8.5 (SIP: 4.12.4)


		KDE SC: 4.7.2


		Amarok: 2.4.3


		KDevelop: 4.2.3 (KDevPlatform: 1.2.3)





The team is always looking for more testers and porters so please
contact us at kde-freebsd@KDE.org and visit our home page at
http://FreeBSD.KDE.org [http://FreeBSD.KDE.org/].


Testing KDE PIM 4.7.2


Testing phonon-gstreamer and phonon-vlc as the phonon-xine backend was
deprecated (and will remain in ports)


ZFSguru


Jason Edwards guru@ZFSguru.com ZFSguru main website


ZFSguru is a newly designed Network Attached Storage operating system,
much like FreeNAS. The difference is that ZFSguru focuses heavily on ZFS
and user friendly operation, and uses a full &os; distribution with no
elements stripped down. This allows people new to &os; and UNIX in
general to access the power of ZFS, while still allowing more advanced
users to tweak their NAS with additional functionality and use it as a
normal &os; distribution.


Started a little over a year ago, the ZFSguru project is making good
progress. It should already be one of the most user friendly
distributions focused on ZFS, and sports some very unique features. The
advanced ZFS benchmarking and convenient Root-on-ZFS installation are
good examples. Priority is given to finishing the missing core
functionality, and extending the number of available service addons
which currently are limited to iSCSI-target and VirtualBox extensions.


Finish ZFS and network related functionality in the web-interface.


Introduce new service addons, adding optional functionality to ZFSguru.


Extend the documentation.


VM layer for allocations larger than a page


Alan Cox alc@FreeBSD.org Davide Italiano davide.italiano@gmail.com


The aim of this project is to create a new layer that sits between UMA
and the virtual memory system managing chunks of kernel virtual memory
on the order of 2 to 4 MB in size. At the end of the work, UMA
page_alloc() would no longer call directly into the VM system. It would
instead call into this new layer. Thus, uma_large_malloc() and
uma_large_free() would no longer be immediately allocating and
deallocating kernel virtual memory. This results in a gain in terms of
performances (there is a relatively high cost in the approach adopted
until now), and also in terms of reduction of fragmentation (the VM
system uses a first-fit policy of allocation so there is room for
improvements).


HAST (Highly Available Storage) status update


Pawel Jakub Dawidek pjd@FreeBSD.org Mikolaj Golub trociny@FreeBSD.org


HAST is under active development. Some changes since Q1 report:



		Async replication mode. Unfortunately it will not make it into
9.0-RELEASE (pjd@).


		IPv6 support (pjd@).


		Activemap fix that significantly reduces number of metadata updates
(trociny@).


		Provider’s write cache flush after metadata updates (pjd@).


		Possibility to specify pidfile in configuration file (pjd@).


		Many bug fixes and other improvments.





GELI status update


Pawel Jakub Dawidek pjd@FreeBSD.org


Selected GELI (disk encryption GEOM class) changes since 2010/Q3 report:



		Implementation of suspend/resume functionality.


		New version subcommand to check GELI providers version.


		New -V option for init subcommand, which allows to create GELI
providers for older &os; versions.


		Significant aesni(4) performance improvements for AES-XTS algorithm.





Multibyte Encoding Support in Nvi


Zhihao Yuan lichray@gmail.com &os; Wiki Github page


nvi-iconv keeps the behaviors and the license of nvi-1.79 in the base
system and adopts the multibyte encoding support from nvi-1.8x.


Status:



		Known memory leaks, bugs are fixed. make buildworld clear, under
WARNS=1 (the old one was WARNS=0).


		UTF-16 is supported with less hacks.


		The ‘windowname’ option now restores the xterm title through xprop.


		The file encoding detection modified from file(1) is finished and
considered stable. The detection is always on as nvi-iconv never
changes the actual encoding, and the detection falls back to locale.


		Pavel Timofeev provided a full Russian translation of the catalog.
Thanks to him.


		Now nvi-iconv is able to be compiled with widechar only and without
iconv (inspired by a user on FreeBSDChina.org). In that case, it only
supports your locale.





The wide character support in nvi’s message (feedback over the last
line) system.


Collect more testing results and get code review.


&os;/powerpc on AppliedMicro APM86290


Grzegorz Bernacki gjb@semihalf.com Rafal Jaworowski raj@semihalf.com


The APM86290 system-on-chip device is a member of AppliedMicro’s
PACKETpro family of embedded processors.


The chip includes two Power Architecture PPC465 processor cores, which
are compliant with the Book-E specification of the architecture, and a
number of integrated peripherals.


This work is extending current Book-E support in &os; towards PPC4xx
processor variants along with device drivers for integrated
peripherials.


The following drivers have been created since the last report:



		Interrupt controller


		EHCI USB driver attachment


		Queue Manager/Traffic Manager support


		Initial support of Ethernet controller


		GPIO, I2C





Next steps:



		Finalize Ethernet controller driver


		L2 cache support





&os;/arm on Marvell Armada XP


Grzegorz Bernacki gjb@semihalf.com Rafal Jaworowski raj@semihalf.com


Marvell Armada XP is a complete system-on-chip solution based on the
Sheeva embedded CPUs. These devices integrate up to four ARMv6/v7
compliant Sheeva CPU cores with shared L2 cache.


This work is extending &os;/arm infrastructure towards support for
recent ARM architecture variations along with a basic set of device
drivers for integrated peripherals.


The following code has been implemented since the last status report:


PCI-Express support


SMP support



		Created framework for ARM platform dependent code.


		Initialization and starting of Application Processor.


		Implementation of sending/handling IPI





Next steps:



		Finalize SMP support (TLB/cache operation broadcast, etc.)


		L2 cache support


		SATA driver





&os; Haskell Ports


Gabor Janos PaLI pgj@FreeBSD.org Ashish SHUKLA ashish@FreeBSD.org


We updated existing ports to their latest versions and hunted down a bug
in the 9-CURRENT rtld which was causing GHC to crash intermittently. We
also started work on Haskell Platform 2011.3.0.0 (development version)
in a separate git branch in our development
repository [https://github.com/freebsd-haskell/freebsd-haskell/tree/haskell-platform-2011.3.0.0].


Test GHC to work with clang/LLVM.


Add an option to the GHC port to be able to build it with already
installed GHC instead of requiring a separate GHC boostrap tarball.


Update Haskell Platform (along with GHC) to 2011.4.0.0 as soon as it
gets out.


Add more ports to the Ports collection.


The new CARP


Gleb Smirnoff glebius@FreeBSD.org


I am now working on significant rewrite of CARP in &os;.


The reason for this work is that the CARP protocol actually does not
bring a new interface, but is a property of interface address. Rewriting
it in this way helps to remove several hacks from incoming packet
processing, simplifies some code, makes CARP addresses more sane from
the viewpoint of routing daemons such as quagga/zebra and closes many
CARP-related PRs in GNATS. It also brings support for a single redundant
address on the subnet, the thing that is called “carpdev feature” in
OpenBSD, long awaited in &os;.


For this moment I have a patch against head/ that compiles and works in
my test environment that I am going to deploy soon on some of servers
under my control.


The patch has been reviewed by Bjoern Zeeb (bz@).


More testing requested!


Implement arpbalance and ipbalance features. This requires a next step
of rewriting, probably borrowing some ideas from OpenBSD.


Update documentation.


pfSense


Scott Ullrich sullrich@gmail.com Chris Buechler cbuechler@gmail.com
pfSense Home


pfSense 2.0 has been released to the world. This brings the past three
years of new feature additions, with significant enhancements to almost
every portion of the system. The changes and new features are
summarized
here [http://doc.pfsense.org/index.php/2.0_New_Features_and_Changes].
This is by far the most widely deployed release we have put out, thanks
to the efforts of thousands of members of the community.


Work on 2.1 is underway with the biggest changes being IPV6 support and
PBI packaged binaries for the package system.


OpenAFS port


Benjamin Kaduk kaduk@mit.edu Derrick Brashear shadow@gmail.com OpenAFS
home page &os; Wiki on AFS


AFS is a distributed network filesystem that originated from the Andrew
Project at Carnegie-Mellon University. OpenAFS 1.6.0 has been released,
and is available in the &os; Ports Collection; it is usable under light
load, but heavy usage reveals some issues that remain unresolved. The
OpenAFS kernel module is now built using the bsd.kmod.mk infrastructure
on the git master branch; unfortunately this change required a minor
change in the OS-independent Makefiles and could not be merged in time
for 1.6.0. Some attention has been given to memory leaks, but only one
small leak has been patched so far.


There are several known outstanding issues that are being worked on, but
detailed bug reports are welcome at port-freebsd@openafs.org.


Update VFS locking to allow the use of disk-based client caches as well
as memory-based caches.


Track down races and deadlocks that may appear under load.


Eliminate a moderate memory leak from the kernel module.


PAG (Process Authentication Group) support is not functional.


DIstributed Firewall and Flow-shaper Using Statistical Evidence
(DIFFUSE)


Sebastian Zander szander@swin.edu.au Lawrence Stewart
lastewart@swin.edu.au Grenville Armitage garmitage@swin.edu.au


DIFFUSE enables &os;’s IPFW firewall subsystem to classify IP traffic
based on statistical traffic properties.


With DIFFUSE, IPFW computes statistics (such as packet lengths or
inter-packet time intervals) for observed flows, and uses ML (machine
learning) to classify flows into classes. In addition to traditional
packet inspection rules, IPFW rules may now also be expressed in terms
of traffic statistics or classes identified by ML classification. This
can be helpful when direct packet inspection is problematic (perhaps for
administrative reasons, or because port numbers do not reliably identify
applications).


DIFFUSE also enables one instance of IPFW to send flow information and
classes to other IPFW instances, which then can act on such traffic
(e.g. prioritise, accept, deny, etc.) according to its class. This
allows for distributed architectures, where classification at one
location in your network is used to control fire-walling or rate-shaping
actions at other locations.


The &os; Foundation has funded the Centre for Advanced Internet
Architectures at Swinburne University of Technology to undertake the
DIFFUSED (DIFFUSE for freebsD) project, which aims to refine our
publicly released DIFFUSE prototype and integrate all components of the
architecture into &os;.


The project is progressing well in the diffused_head project branch of
the &os; Subversion repository, and is due to be completed by the end of
October 2011. Once the project is completed, the code will be merged
from the project branch into the head branch. An MFC of the code to 8.x
and 9.x should be possible after an appropriate amount of soak time has
elapsed.


bsd_day(2011)


Martin Matuska mm@FreeBSD.org Gabor Pali pgj@FreeBSD.org Home page of
bsd_day(2011)


The purpose of this one-day event was to gather Central European
developers of today’s open-source BSD systems to popularize their work
and their organizations, and to meet each other in the real life. We
wanted to motivate potential future developers and users, especially
undergraduate university students, to work with BSD systems.


This year’s BSD-Day was held in Bratislava, Slovakia at the Slovak
University of Technology, Faculty of Electrical Engineering and
Information Technology on November 5, 2011.


EuroBSDcon 2011


EuroBSDcon Organizers oc-2011@eurobsdcon.org Gabor Pali pgj@FreeBSD.org
EuroBSDcon 2011 web site


The 10th anniversary European BSD Conference was organized in Maarssen,
The Netherlands with more than 250 registered visitors. There were many
interesting tutorials, including introductions to DTrace and working
with Netgraph. It featured 26 high-quality talks and 2 keynote speakers
on various topics related to &os;, OpenBSD, NetBSD, or even MINIX:
OpenBSD PF, NetBSD NPF, IPv6 support in &os;, virtualization in the BSD
domain, recent developments in OpenSSH, exploration of the recent
FreeNAS, system management with ZFS, practical capabilities for UNIX
known as Capsicum.


It also had a dedicated track for the attendees of the &os; developer
summit, where one could learn more about what is happening currently in
the Project. We had presentations on the new package management
solution, Google Summer of Code 2011, a stacked cryptographic file
system, conversion of documents of different formats, and status reports
on the sparc64 port and the NAND flash support.


&os; Developer Summit, Maarssen


Gabor Pali pgj@FreeBSD.org Home page of the summit


We had 60 &os; developers and invited guests attending the &os;
Developer Summit organized as part of EuroBSDcon 2011 in Maarssen, The
Netherlands. This year EuroBSDcon organizers offered us their generous
support in handling the details, like registrations, renting the venue,
and providing food for keeping attendees happy.


The Maarssen developer summit spanned over 3 days. It is generally a
workshop-style event that has now adopted the layout of the developer
summit organized successfully in Canada earlier in May. On the first
day, there were working groups on various topics, e.g. Capsicum,
toolchain issues, ports, and documentation. On the second day, there
were various plenary discussions, like how &os; relates to
virtualization or how vendors relate to &os;. Finally, on the third day,
there were many interesting work-in-progress reports given in a
dedicated developer summit track at the main conference.


Photos and slides for the most of the talks are available on the home
page of the summit.


Doc sprint on IRC, September 5, 2011


Benedict Reuschling bcr@FreeBSD.org Dru Lavigne dru@FreeBSD.org Results
and Notes written down during the sprint


On September 5, we held another documentation sprint on IRC channel
#bsddocs to discuss various issues that are important for the whole &os;
documentation community. We talked about the status of the planned
documentation repository conversion to SVN and the status of the XML
docbook conversion. At that point in time, we did not have any
documentation regarding the new bsdinstaller in the upcoming release,
which would have been very bad for users that were trying to install the
release. Luckily, a small team formed quickly to start working on a new
bsdinstall chapter from scratch using a separate Google code repository
that gjb@ had set up.


Some of the topics we discussed were moved forward and their status was
revisited at EuroBSDcon’s devsummit documentation session. Before the
end of the conference, we had a new bsdinstall chapter committed into
the official documentation tree, thanks to the efforts put into the new
chapter by Gavin Atkinson, Warren Block, and Glen Barber. Garrett Cooper
provided valuable instructions on the various installation methods that
are possible with the new bsdinstaller. Thanks to all who helped make
this a reality.


It is nice to see that the things we talked about at the documentation
sprint developed further, which is why we are trying to do these sprints
in regular intervals.


Plan the next documentation sprint


Continue working on the issues that are still open like the conversion
of the repository to SVN


ZRouter.org project — a &os;-based firmware for embedded devices


Aleksandr Rybalko ray@FreeBSD.org Redmine project interface Mailing
lists Main ZRouter.org mercurial repository &os; HEAD copy with our
modifications


ZRouter.org is a young project that aims to produce &os;-based firmware
for small boxes such as SOHO router, APs, etc. At the present time
ZRouter.org is able to build working firmware for:



		D-Link DAP-1350


		D-Link DIR-320


		D-Link DIR-320-NRU


		D-Link DIR-330


		D-Link DIR-615-E4


		D-Link DIR-620


		D-Link DIR-632


		D-Link DSA-3110-A1


		D-Link DSR-1000N


		NorthQ NQ-900


		TPLink TL-WR941ND-v3_2


		Ubiquiti RSPRO





Currently we are working on most parts of the core system but we are
also in the planning phase for implementing a simple web-based GUI which
we hope will have taken form before the next &os; status report.


We still have many items not done, so devices in that list cannot be
called “Production Ready” yet. But we work on that.


It is easy to add new devices, because we have separate definition of
board and SoC(System on Chip), so if you have “Asus WL-500g Premium v2”
for example, you can copy D-Link/DIR-320 directory and tweak to work for
your device. We already have basic support for:



		Broadcom BCM5354


		Broadcom BCM5836


		Ralink RT3052F


		Ralink RT3050F


		Ralink RT5350F


		Atheros AR7161


		Atheros AR7242


		Atheros AR7241


		Atheros AR7240


		Atheros AR9132


		Intel ixp435


		Cavium CN5010





If you have ability and time, please join us at http://zrouter.org
(Redmine interface and mailing lists)


Device drivers


Web UI


Control scripts


Watchdog


etc.


Ethernet Switch Framework


Aleksandr Rybalko ray@FreeBSD.org Code here.


Many embedded devices have an Ethernet switch on board; such switches
are even embedded on some multiport NICs. This embedded switch framework
is designed to give users the ability to easily control basic features
present in managed switches, such as VLANs, QoS, port mirroring, etc.
Currently we are able to control only VLANs on:



		Atheros AR8216/AR8316 (standalone and embedded in AR724X)


		Broadcom BCM5325 switch family (also embedded in BCM5354 SoC)


		Ralink RT3050F/RT3052F internal switch


		Realtek RTL8309


		IP175X


		IP178X





Fix AR8216/AR8316 driver


Fix BCM5325 driver, not all ports pass data


Add tick handler for RTL8309 to automatically unisolate ports


Unify MIB statistic counters access


Add mii read/write bus methods


Implement pseudo interfaces for switch PHYs


Tool for providing &os; VM Images


Alexander Yerenkow yerenkow@gmail.com Main github repo


A set of scripts to make building &os; VM images easy.


Providing a way to make regular build images of the latest version from
SVN. Images currently can be copied with `dd` to USB flash (for
testing on real hardware) and VirtualBox (.vdi).


Build images with ports-set from main port-tree


Build images with ports-set from main port-tree plus overrides from
area51 (like experimental images)


Build images with special development branches included (like for
testing drivers)


The &os; Greek Documentation Project


Manolis Kiagias manolis@FreeBSD.org Giorgos Keramidas
keramida@FreeBSD.org The &os; Greek Documentation Project The &os; Greek
Handbook


After a few rather quiet months, the &os; Greek Documentation Project is
back on track, translating and improving the Handbook, FAQ and &os;
articles. The new bsdinstall chapter has been translated and is now
present in the Handbook. Our experimental Handbook
builds [http://www.FreeBSDgr.org/handbook] are also available at the
project’s hub. Three new status pages have been added:



		Merge Status for the en_US
tree [http://www.FreeBSDgr.org/versions.html] shows whether the
local en_US repo is in sync with the official CVS


		Merge Status for the el_GR
tree [http://www.FreeBSDgr.org/versionsel.html] - as above but for
the Greek tree


		Pending Commits [http://www.FreeBSDgr.org/pending.html] shows
newer yet to be committed versions of the Greek docs





For more information, please visit
http://www.freebsdgr.org [http://www.FreeBSDgr.org]. Patches, fixes
and contributions are always welcome.


Translate the remaining chapters of the Handbook to Greek.


Complete the translation of the &os; FAQ.


Keep the currently translated docs in sync with the English versions.


Portmaster


Doug Barton dougb@FreeBSD.org


Portmaster offers several new features since the last quarterly update;
some bug fixes for the package installation code, and various internal
optimizations. The most exciting new feature is probably the ability to
specify the -r option more than once for the same portmaster run. This
greatly increases efficiency when several “branch” and/or “trunk” ports
need updates at the same time, especially for package-building systems.


Splitting out the fetch code is still “on the list” of work to be done,
but it was sidetracked by other priorities in the past months. I hope to
complete it in the quarter to come.


Another new feature in the works is support for a list of files for
portmaster to preserve and restore during upgrades of a port.


802.11n / atheros


Adrian Chadd adrian@FreeBSD.org


AR5416, AR9160, and AR9280 functions in both station and hostap mode.
Performance is good.


Software retry of frames is implemented. Aggregation is implemented.


BAR TX is not yet handled. HT protection is not implemented; neither is
MIMO powersave.


BAR TX


MIMO powersave


Correct handling of flushing TX queues during interface
reset/reconfigure


Correct handling of 20<->20/40mhz transitions (without dropping frames)


More intelligent rate control


The &os; Foundation


Deb Goodkin deb@FreeBSDFoundation.org


The Foundation sponsored KyivBSD 2011 which was held in Kiev, Ukraine on
September 24. We were represented at Ohio LinuxFest in Columbus, Ohio.
And, we approved six travel grants for EuroBSDCon. Stop by and visit us
at the &os; booth during LISA ‘11, December 7-8, in Boston, MA.


Three Foundation funded projects were completed during this period:
implementing xlocale APIs to enable porting libc++ by David Chisnall,
implementing DIFFUSE for &os; by Swinburne University, and adding GEM,
KMS, and DRI support for Intel drivers by Konstantin Belousov.


We published our semi-annual
newsletter [http://www.FreeBSDFoundation.org/press/2011Aug-newsletter.shtml].
We purchased servers and other hardware for the &os; co-location centers
at Sentex and NYI.


The work above, as well as many other tasks which we do for the &os;
Project, could not be done without donations. Please help us by making a
donation or asking your company to make a donation. We would be happy to
send marketing literature to you or your company. Find out how to make a
donation at our donate
page [http://www.FreeBSDFoundation.org/donate/].


Find out more up-to-date Foundation news by reading our
blog [http://FreeBSDFoundation.blogspot.com/] and
Facebook [http://www.facebook.com/FreeBSDFoundation] page.


The &os; Release Engineering Team


Release Engineering Team re@FreeBSD.org


The Release Engineering Team has been coordinating the upcoming &os;
9.0-RELEASE. Thanks to work done by many of the developers. The release,
though delayed, is taking the shape nicely. We have reached the stage of
doing the second Release Candidate. At this time we expect to have one
more Release Candidate, to be followed by the final release itself.
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Introduction


This quarter included some very exciting work including the release of
FreeBSD 6.4 and the much anticipated release of FreeBSD 7.1. We also
launched our own official FreeBSD
Forums [http://forums.FreeBSD.org]. The first Bugathon of the year
will be held this weekend, see below for more information and how to
participate.


Thanks to all the reporters for the excellent work! We hope you enjoy
reading.


proj Projects team FreeBSD Team Reports kern Kernel arch Architectures
docs Documentation misc Miscellaneous


YouTube Channel for BSD


Murray Stokely murray@FreeBSD.org BSD Conferences YouTube Channel
Channel Announcement Video Production and Publishing Wiki


A new channel [http://www.youtube.com/bsdconferences] has been setup
on YouTube [http://www.youtube.com] explicitly for BSD conference
recordings. This channel does not have the normal 10 minute limit so
full high quality presentations from 30 minutes to nearly 2 hours have
been uploaded. So far over 23 videos are available from MeetBSD and
NYCBSDCon, with more from BSDCan and AsiaBSDCon coming soon.


We are currently looking for more videos from
BSDCan [http://www.bsdcan.org],
EuroBSDCon [http://www.eurobsdcon.org],
AsiaBSDCon [http://www.asiabsdcon.org], etc to upload to the
channel. We also need help in creating subtitles for each video in
various languages. If you would like to help out in generating subtitles
for your language or if you have old video content from one of the above
BSD conferences please let us know.


Adding subtitles in various languages to all of the technical talks.


Finding more videos from previous conferences to upload.


Audio post-processing. If anyone has experience removing audio artifacts
from a video recording we would love to talk to you about working some
magic on raw footage we have before uploading it to YouTube.


We could use additional tips for improved video recording and
post-processing added to our video production and publishing wiki.


BSD-licensed grep


Gábor Kövesdán gabor@FreeBSD.org Project repository


Some bugs have been fixed in the buffering and binary file detection
parts of grep. Due to the differences between the GNU regexp library and
our libc regexp implementation, I switched to the GNU library so that we
can maintain an acceptable level of compatibility. The desired option
would be to drop both GNU grep and the GNU regexp library, but
unfortunately we cannot just do that because of these incompatibilities.
Accordingly, the first step should be replacing grep and then we should
review and optimize our regexp library. With this decision, BSD grep has
acquired a higher level of compatibility and now seems to be much more
useful.


Make a portbuild run with BSD grep and fix possible bugs.


FreeBSD Bugathons


bugbusters@FreeBSD.org


Last year, we didn’t have many Bugathons - this year is planned to be
different!


The BugBusting team is trying to improve bug handling and thus we’ll
start a new experiment. In the past our Bugathons were general Bugathons
with no special topic set. Instead, starting in 2009 we’ll try to hold a
series of Bugathons that concentrate on special interest areas.


Our next Bugathon will be held from 2009-01-30 to 2009-02-01 (Fri-Sun).
We’ll try to handle as many network related bugs as we can. Our plan is
to try to work through all network related PRs still open in GNATS.


We need a number of maintainers in the area of networking (drivers,
chipsets, protocols, userland processes) to attend and committers
willing to commit fixes and improvements. Of course, we also need users
and administrators with special interest in network related items to be
with us to sort out things. Every helping hand, everyone able to debug
and analyze things is welcome.


If you’re interested in getting networking stuff improved, join us to
make the upcoming releases of 7.2 and 8.0 the best ever FreeBSD
releases.


Join us on IRC: EFnet #FreeBSD-bugbusters from Friday 2009-01-30 to
Sunday 2009-02-01. Don’t miss this event!


The next Bugathon (TBA) will have topics in different special interest
areas.


Feel free to ask questions! You can reach the BugBusting team at
bugbusters@FreeBSD.org. Be there! Work with us! Join the team - be a
part!


FreeBSD BugBusting Team


Remko Lodder bugmeister@ Mark Linimon bugmeister@ GNATS BugBusting
experimental report pages


We will be having our next Bugathon on 2009-01-30 to 2009-02-01 (see
this entry).


At the recent DevSummit in Strasbourg, the participants spent half a day
working through the current “recommended PRs” list. The list was divided
up into sections by date, and each table was assigned one section to
work through. Not only were a good number of fixes committed and their
PRs closed, but the src developers were brought up to speed on the
triage work that the BugBusting team has been doing (see below). We hope
to build on this momentum in the future. In addition, many new ideas for
improved report pages were discussed.


We continue to make good progress in categorizing PRs as they arrive
with ‘tags’ that correspond to manpages. As a result, we now have
created some prototype reports that allow browsing the database by
manpage [http://people.FreeBSD.org/~linimon/studies/prs/pr_manpage_index.html].


In addition, another new report, oriented towards PR submitters,
summarizes the most commonly reported
issues [http://people.FreeBSD.org/~linimon/studies/prs/well_known_prs.html].
Many of these issues persist because they are difficult to fix. Before
filing a PR, you may want to check through this list.


As well, we now have a more active set of volunteers who are willing to
help users with reported problems of the form “xyz does not seem to
work”. These types of reports are now being handled much better than in
the past.


One of those volunteers, Bruce Cran (brucec@), has now been released
from mentorship.


Mark Linimon (linimon@) continues to work on more new prototype reports,
including:



		New PRs in the past
day [http://people.FreeBSD.org/~linimon/studies/prs/recentprs_day.html],
week [http://people.FreeBSD.org/~linimon/studies/prs/recentprs_week.html],
month [http://people.FreeBSD.org/~linimon/studies/prs/recentprs_month.html].


		PRs with
regressions [http://people.FreeBSD.org/~linimon/studies/prs/prs_for_tag_regression.html].


		A way for developers to create their own customized
reports [http://people.FreeBSD.org/~linimon/annotated_prs.sample.html].





The commonly reported
issues [http://wiki.FreeBSD.org/BugBusting/Commonly_reported_issues]
summary page, previously maintained by Jeremy Chadwick, has been moved
to a new location.


The overall PR count jumped to over 5600 during the 6.4/7.1 release
cycle, but has come down a bit.


Try to find ways to get more committers helping us with closing PRs that
the team has already analyzed.


Think of some way for committers to only view PRs that have been in some
way ‘vetted’ or ‘confirmed’.


Generate more publicity for what we’ve already got in place, and for
what we intend to do next.


Define new categories, classifications, and states for PRs, that will
better match our workflow.


The FreeBSD Hungarian Documentation Project


Gábor Kövesdán gabor@FreeBSD.org Gábor Páli pgj@FreeBSD.org Hungarian
Web Page for FreeBSD Hungarian Documentation for FreeBSD The FreeBSD
Hungarian Documentation Project’s Wiki Page Perforce Depot for the
FreeBSD Hungarian Documentation Project


Hungarian translation of the FreeBSD Documentation Project Primer for
New Contributors has been finished and now it is available both
online [http://www.FreeBSD.org/doc/hu/books/fdp-primer] and for
download [ftp://ftp.FreeBSD.org/pub/FreeBSD/doc/hu/books/fdp-primer].


We hope that having the FDP Primer translated will encourage people to
help our work. There is always place in our team, every submitted
translation or feedback is appreciated and very welcome.


Beside the continuous maintenance of the Hungarian documentation and web
pages, a new article translation has been added to the Hungarian
Documentation Set,
CUPS [http://www.FreeBSD.org/doc/hu/articles/cups].


Read the translations, send feedback


Translate web pages


Translate articles


Translate release notes for -CURRENT and 7.X


The FreeBSD Forums


FreeBSD Forums Admins forum-admins@ FreeBSD Forums Moderators
forum-moderators@


The FreeBSD forums were publicly launched on November 16th, 2008 as a
complementary support channel to our great mailing lists.


There were almost 2000 new users registered in the first three days and
each day we receive about 20 new user registrations. After less than
three months after going public, we are now serving around 10,000 posts
in 1,500 threads. We have received very positive feedback from our
users, which we take as a good compensation for our efforts put into
this project.


The FreeBSD Foundation Status Report


Deb Goodkin deb@FreeBSDFoundation.org


We ended the year raising over $282,000! We received 173 donations just
in December. We are very grateful to all the people who helped us come
very close to our 2008 goal.


Three projects were started that are being funded by the foundation.
They are Safe Removal of Active Disk Devices, Improvements to the
FreeBSD TCP Stack, and Network Stack Virtualization Projects. Click
here [http://www.FreeBSDfoundation.org/project%20announcements.shtml]
to find out more about the projects.


We were a sponsor for meetBSD. We provided a travel grant for a
developer to attend this conference. We also handed out a few limited
edition foundation vests for developer recognition.


Read our end-of-year
newsletter [http://www.FreeBSDfoundation.org/press/2008Dec-newsletter.shtml],
to find out what else we’ve done to help The FreeBSD Project and
community.


The FreeBSD Greek Documentation Project


Giorgos Keramidas keramida@FreeBSD.org Manolis Kiagias
manolis@FreeBSD.org Greek Documentation Project Wiki and test builds


The FreeBSD Greek Documentation Project managed to complete a
significant amount of work during 2008. The first ten chapters of the
Handbook are now completely translated and kept in sync with the English
text. Work is also progressing nicely in the second part of The
Handbook, with many new translated chapters. At this pace, we hope to
have a complete Greek Handbook by 8.0-RELEASE.


More volunteers are always welcome of course, as there is still plenty
of work to be done.


Complete the Greek translation of the Handbook (about ten chapters
remaining)


Complete the Greek translation of the FAQ (currently at around 40%)


Translate more documentation (articles) to Greek


Begin a Greek website on FreeBSD.org (volunteers needed)


Multi-IPv4/v6/no-IP jails


Bjoern A. Zeeb bz@FreeBSD.org Web page for regularly updates and patches
Perforce tree


The multi-IPv4/v6/no-IP jails project patch has finally been committed
to FreeBSD-CURRENT at the end of November.


As an alternate solution to full network stack virtualization, this work
shall provide a lightweight solution for multi-IP virtualization. The
changes are even more important because of the emerging demand for IPv6.
Ideally this will be merged to FreeBSD 7 before 7.2-RELEASE and stay in
FreeBSD 8 for the transitional period to full network stack
virtualization.


Since the commit a few minor things have been fixed and work to address
most of the remaining old jails PRs has almost been finished. The
fallout from ports breakage has been handled with help from Erwin
Lansing from the PortMgr Team.


BSD# Project


Phillip Neumann pneumann@gmail.com Romain Tartière romain@blogreen.org
The BSD# project on Google-code Mono (Open source .Net Development
Framework)


The BSD# Project is devoted to porting the Mono .NET framework and
applications to the FreeBSD operating system.


Because of a lack of time, Mono stalled at version 1.2.5 for more than
one year in the FreeBSD ports tree. However, things have moved and the
BSD# Team is proud to announce that the Mono ports are about to be
updated to 2.0.1. Ports depending on Mono will also be updated to the
latest available version at the same occasion.


While the ports will be updated really soon now that FreeBSD 7.1 has
been released, impatient people can download and merge the BSD# ports in
their FreeBSD tree right now following the instructions provided on the
BSD# Project’s page.


Test and send feedback.


Port Mono applications to FreeBSD.


Build a debug live-image of FreeBSD so that Mono hackers without a
FreeBSD box can help us fixing bugs more efficiency.


PmcTools


Joseph Koshy jkoshy@FreeBSD.org Wiki Page Bug List


Support for Intel (TM) Atom/Core/Core2 family PMCs was added to
PmcTools. Bugs in the toolset were tracked down and fixed, and the ABI
between libpmc(3) and hwpmc(4) was reworked to hopefully be more future
proof.


Ports Collection


Mark Linimon linimon@FreeBSD.org The FreeBSD Ports Collection
Contributing to the FreeBSD Ports Collection FreeBSD ports monitoring
system The FreeBSD Ports Management Team marcuscom Tinderbox


Most of the effort in the last quarter has been QA effort for
6.4-RELEASE and 7.1-RELEASE. Since that time, we have once again begun
work on experimental package runs.


The ports count has jumped to over 19,600. The PR count had jumped
during the freeze/slush cycle for release, but has now dropped back to
its usual count of around 900.


GNOME has been updated to 2.24.3.


KDE has been updated to 4.1.4.


X.Org has been updated to 7.4.


The following large changes are in the pipeline:



		Introduction of Perl 5.10.





We are currently building packages for amd64-6, amd64-7, amd64-8,
i386-6, i386-7, i386-8, sparc64-6, and sparc64-7. Several new i386 and
sparc64 machines have been added, which has helped speed up the builds.
We especially appreciate the loan of a number of sparc64 machines by
Gavin Atkinson.


We have added 5 new committers since the last report, and 2 older ones
have rejoined.


Most of the remaining ports PRs are “existing port/PR assigned to
committer”. Although the maintainer-timeout policy is helping to keep
the backlog down, we are going to need to do more to get the ports in
the shape they really need to be in.


Although we have added many maintainers, we still have over 4,700
unmaintained ports (see, for instance, the list on portsmon). (The
percentage hovers around 24%.) We are always looking for dedicated
volunteers to adopt at least a few unmaintained ports. As well, the
packages on amd64 and sparc64 lag behind i386, and we need more testers
for those.


FreeBSD/powerpc for AMCC/IBM PPC440/460


Rafal Jaworowski raj@semihalf.com


This work is bringing support for another Book-E style PowerPC
implementation (PPC440/460 core) embedded in a wide range of
system-on-chip devices. Current state highlights:



		Locore kernel initialisation


		TLB handling


		Console (UART)


		Interrupts controller (UIC)


		USB controller (OHCI, EHCI)


		Multi user operation





The CPU layer (kernel start-up, TLB handling) is derived from existing
E500 support. Eventually the code will be re-factored so that the common
logic is shared between processor variations and only the lowest-level
routines are provided separately. A number of drivers for peripherals
integrated on the chip needs to be written (Ethernet, PCI/PCI-Express,
crypto engines, SATA, I2C, SPI, GPIO and others).


Release Engineering


Release Engineering re@


Since the last status report both 7.1-RELEASE (5 January 2009) and
6.4-RELEASE (28 November 2008) have been released. Starting with
6.4-RELEASE, a new DVD ISO image called “dvd1” is provided for
amd64/i386. This image contains everything that is on the CDROM discs.
So “dvd1” can be used to do a full installation that includes a basic
set of packages, it has all of the documentation for all supported
languages, and it can be used for booting into a “live CD-based
filesystem” and system rescue mode. 6.4-RELEASE was the last release of
the 6.X branch, we have currently no plan for any other 6.X release
since most of the developers are focused on 8-CURRENT and 7.X.


The long awaited 7.1-RELEASE is out since 5th of January. This release
process was far too long from everyone’s point of view. Working on
another release (6.4-RELEASE) at the same time was not helping the
things, but we are aware of many problems that need to be worked on to
ease the whole release process. As a consequence, we are currently
working on a new plan for future 7.X (or 8.0) release. We plan to:



		Reduce the freeze period of ports tree, the freeze should occur near
the end of the release process during RC cycle


		Change the way showstoppers are handled and do not stop a release
process for non-important issues or lack of features.





Some work has also been done on the documentation build, we want to
provide a more flexible way to install docs (Handbook, FAQ, etc.) and
detach the documentation build from the release build to use instead
ports (packages). This should make release building easier on slow
architectures. Hopefully this switch will be done for 7.2-RELEASE or
8.0-RELEASE.


Regarding the time line, we still plan to release 8.0-RELEASE in
mid-June 2009. A time for the 7.2-RELEASE has not been set yet.


SD/MMC subsystem


Alexander Motin mav@FreeBSD.org M. Warner Losh imp@FreeBSD.org


FreeBSD mmc(4)/mmcsd(4) stack was improved to support all MMC/SD card
types existing now. Support was added for SD High Capacity (SDHC) cards
and MultiMediaCards (MMC) memory cards of normal (up to 2GB) and high
capacity. Support was also added for 4/8bits wide buses, High Speed
timings and multi-block transfers allows to reach speeds up to 25MB/s
(SD) and 52MB/s (MMC) depending on which card and controller was used.


Added SD Host Controller driver, sdhci(4), that implements support for
SD specification compatible PCI SD/MMC card readers to be used with
mmc(4)/mmcsd(4) stack. Driver supports PIO and DMA transfers, 1/4bits
buses, high speed timings, card insert/remove detection and write
protection.


Many of the existing SD Host Controllers have undocumented registers
beyond SD specification. Some of them are unable to detect the card
without some additional initialization implemented.


HDA sound driver (snd_hda)


Alexander Motin mav@FreeBSD.org


snd_hda(4) audio driver was significantly improved to provide better
functionality according to High Definition Audio (HDA) and Universal
Audio Architecture (UAA) specifications.


According to HDA specification, driver now supports multiple codecs per
HDA bus and multiple audio functional groups per codec.


According to UAA specification, driver now implements idea of multiple
logical audio devices per audio functional group. It means, that
depending on specific system needs, single audio codec may provide
several independent functions. For example, main multichannel output,
headset input/output and digital SPDIF/HDMI audio input/output. Each of
these functions are provided as separate pcm devices and can be used
independently.


Comparing to ALSA and OSS HDA drivers which are heavily tuned to support
each specific codec in every specific system, this driver uses advanced
codec tracing logic which allows it to support most of existing HDA
codecs and systems without any special tuning, using only information
provided by system and codec itself. This also allows user to widely
reconfigure logical audio devices in his system for his own needs, just
by specifying wanted audio connectors usage in device.hints.


Also new driver implements SPDIF/HDMI digital audio, suspend/resume and
initial parts of multichannel support.


Implement input-to-output audio bypass tracing for codecs where bypass
signal is not taken from main input mixer.


Improve amplifiers control logic for cases where one signal can be
controlled in several points.


Implement multichannel playback, that required significant sound(4)
modifications.


FreeBSD/sparc64 UltraSPARC III support


Marius Strobl marius@FreeBSD.org


FreeBSD 8.0-CURRENT now has basic support for sun4u-machines based on
UltraSPARC III and beyond. This is still a work in progress though due
to the diversity of these machines, hardware errata and bugs in machine
independent parts of FreeBSD showing up. A install image with the latest
code which in comparison to the official snapshot 200812 contains more
dcons(4) fixes, an isp(4) working with 10160 and 12160 on sparc64, an
endian-clean mpt(4) as needed for the on-board controller found in Fire
V440, workarounds needed for Fire V880 and a fix for machines with more
than 8GB of RAM (tested with 16GB) are available at the above URL. Known
working machines so far are:



		Blade 1000


		Blade 1500


		Blade 2000


		Fire 280R


		Fire V210


		Fire V440 (except for the on-board NICs)


		Fire V880


		Netra 20/Netra T4





The stability of FreeBSD on these machines is en par with that on
pre-USIII-based sun4u-machines. Machines similar to the ones above like
for example Fire V240 should also just work with all essential on-board
devices, i.e. serial console, ATA/SCSI controller and NIC, being
supported. So far the intention is to MFC this code in time for FreeBSD
7.2.


Apart from serial devices, only cards supported by creator(4) are
currently usable as console, i.e. not even machfb(4) works in
sun4u-machines based on UltraSPARC III or beyond at this point (it will
trigger a RED state exception, which should not be that hard to fix
though), let alone XVR graphics cards.


A driver for the Sun Cassini/Cassini+ as well as National Semiconductor
DP83065 Saturn Gigabit NICs found on-board for example in Fire V440 and
as add-on cards is under development but still needs some work.


There is no driver for controlling the fans in machines based on the
Excalibur board, yet. This means that Blade 1000/2000 are not very
usable as workstations so far due to the noise caused by the fans
permanently running at full speed.


There is no support for host-to-PCI-Express or host-to-PCI-X bridges so
far, at least for the latter due to lack of access to such machines.
Adding support for the XMITS PCI-X bridges to the existing schizo(4)
should be rather straightforward, PCI-Express will require a new driver
and probably some additional tweaking though.


Network Stack Virtualization


Bjoern A. Zeeb bz@FreeBSD.org Marko Zec zec@FreeBSD.org Wiki VImage
overview page. FreeBSD Foundation funding.


The network stack virtualization project aims at extending the FreeBSD
kernel to maintain multiple independent instances of networking state.
This allows for networking independence between jail-like environments,
each maintaining its own private network interfaces, IPv4 and IPv6
network and port address space, routing tables, IPSec configuration,
firewalls, and more.


During BSDCan 2007 an initial commit plan had been worked out. The
Developer Summit at Cambridge in August brought the first parts of
VImage into the kernel. Marko gave a summary and outlook at EuroBSDCon
in Strasbourg. From autumn until December all but the last step had been
committed by Marko.


Druing December Bjoern was able to work full time on VImage because of
FreeBSD Foundation funding. In addition to helping with reviews,
summarizing things on the Wiki, a virtual cross-over Ethernet-like
interface pair was developed to be able to bring networking to an
instances without the mandatory need of netgraph.


The next steps will be to bring in the most important last step giving
us multiple network stacks. After that all developers will be able to
help to find (and fix) bugs. Further subsystems not yet addressed will
need to be virtualized then. In addition to this Jamie Gritton’s
management interface will be imported.


VuXML generator


Mark Foster mark@foster.cc


VuXML generator (“wizard”) is intended for end-users who want to
generate VuXML (XML) definitions. Users can just fill out an HTML form &
this removes some of the guesswork and the learning curve. The resulting
VuXML can be submitted via send-pr as-is for inclusion into the
portaudit database.


Option to submit generated XML into a “review” queue somewhere (thus
eliminate the need for users to run send-pr at all)


Option to generate OVAL definition in addition to VuXML


Option to generate ready-to-run pr (e.g send-pr -f <outputfile>)
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Introduction


This is a draft of the April–June 2015 status report. Please check
back after it is finalized, and an announcement email is sent to the
&os;-Announce mailing list.


This report covers &os;-related projects between April and June 2015.
This is the second of four reports planned for 2015.


The second quarter of 2015 was another productive quarter for the &os;
project and community. [...]


Thanks to all the reporters for the excellent work!


The deadline for submissions covering the period from July to September
2015 is October 1, 2015.


?>


team &os; Team Reports proj Projects kern Kernel arch Architectures bin
Userland Programs ports Ports doc Documentation misc Miscellaneous
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Introduction:


The FreeBSD Bi-monthly status reports are back! In this edition, we
catch up on seven highly productive months and look forward to the end
of 2003.


As always, the FreeBSD development crew has been hard at work. Support
for the AMD64 platform quickly sprang up and is nearly complete. KSE has
improved greatly since the 5.1 release and will soon become the default
threading package in FreeBSD. Many other projects are in the works to
improve performance, enhance the user experience, and expand FreeBSD
into new areas. Take a look below at the impressive summary of work!


Scott Long, Robert Watson


VideoBSD


John-Mark Gurney jmg@FreeBSD.org Documentation of VideoBSD


Still in the planning stage. Working on creating an extensible interface
that is usable for both userland and kernel implementations for device
drivers. Deciding on how to interface userland implemented device
drivers with applications.


KSE


Dan Eischen deischen@FreeBSD.org David Xu davidxu@FreeBSD.org


KSE seems to be working well on x86, amd64, and ia64. The alpha userland
bits are done, but a couple of functions are unimplemented in the
kernel. For sparc64, the necessary functions are implemented in the
kernel, but the userland context switching functions need more
attention.


Since 5.1, efficient scope system threads (no upcalls when they block)
have been implemented, and KSE based pthread library can have both POSIX
scope process threads and scope system threads. It is also possible that
KSE based pthread library can implement pthread both in 1:1 and M:N
mode, I know Dan has such Makefile file patch for libkse not yet
committed.


KSE program now can work under ULE scheduler, its efficient should be
improved under the new scheduler in future. BSD scheduler is still the
best scheduler for current KSE implement.


FreeBSD/ia64


Marcel Moolenaar marcel@FreeBSD.org Project home page.


Much has happened since the last bi-monthly report, which was more than
half a year ago. FreeBSD 5.0 and FreeBSD 5.1 have been released for
example. With FreeBSD 5.2 approaching quickly, we’re not going to look
back too far when it comes to our achievements. There’s too much ahead
of us...


Two milestones have been reached after FreeBSD 5.1. The first is the
ability to support both Intel and HP machines with sources in CVS. This
due to a whole new driver for serial ports, or UARTs. Unfortunately this
still implies that syscons is not configured. That’s another task for
another time, but keep an eye on KGI/FreeBSD... The second milestone is
the completion of KSE support. Both M:N and 1:1 threading is functional
on ia64 and the old libc_r library has been obsoleted. Testing has
shown that KSE (i.e. M:N) may well become the default threading model.
It’s looking good.


The ABI hasn’t changed after 5.1 and the expectation is that it won’t
change much. This means that we can think about becoming a tier 1
platform. This also means we need gdb(1) support. Work on it has been
started but the road is bumpy and long. Kernel stability also has
improved significantly and we typically have one kernel panic remaining:
VM fault on no fault entry. This will be addressed with the long awaited
PMAP overhaul (see below).


Most work for FreeBSD 5.2 will be “sharpening the saw”. Get those loose
ends tied. This is a slight change of plan made possible by a slip in
the release schedule. The 5.2 release is not going to be the start of
the -stable branch; it has been moved to 5.3. So, we use the extra time
to prepare the ground for 5.3.


The planned PMAP overhaul will probably be finished after 5.2. This
should address all known issues with SMP and fix those last panics. As a
side-effect, major performance improvements can be expected. More news
about this in the next status reports.


Disk I/O


Poul-Henning Kamp phk@FreeBSD.org


The following items are in progress in the Disk I/O area: Turn
scsi_cd.c into a GEOM driver. (Patch out for review). Turn atapi-cd.c
into a GEOM driver. Turn fd.c into a GEOM driver. Move softupdates and
snapshot processing from SPECFS to UFS/FFS. Move userland access to
device drivers out of vnodes.


Once these preliminaries are dealt with, scatter/gather and
mapped/unmapped support will be added to struct bio/GEOM.


Binary security updates for FreeBSD


Colin Percival cperciva@daemonology.net


FreeBSD Update is a system for tracking the FreeBSD release (security)
branches. In addition to being faster and more convenient than source
updates, FreeBSD Update also requires less bandwidth and is more secure
than source updates via CVSup. However, FreeBSD Update is limited; it
can only update files which were installed from an official RELEASE
image and not recompiled locally. Right now I’m publishing binary
updates for 4.7-RELEASE and 4.8-RELEASE; since my only available box
takes 3.5 hours to buildworld, I don’t have enough resources to do any
more than that.


In the near future, I’d like to: Find someone who is willing to donate a
faster buildbox; start building updates for other releases (at a
minimum, for all “supported” FreeBSD releases); add warnings if a file
would have been updated but can’t be updated because it was recompiled
locally; add code to compare the local system against a list of “valid”
MD5 hashes for intrusion detection purposes; and add support for
cross-signing, whereby several machines could build updates
independently to protect against buildbox compromise.


Porting OpenBSD’s pf


Max Laier max@love2party.net Pyun YongHyeon yongari@kt-is.co.kr
http://pf4freebsd.love2party.net PF homepage PF FAQ


The project started this spring and released version 1.0 with a port
installation (security/pf) in may 2003. Version 2.0 is on the doorstep
as OpenBSD 3.4 will be released. Due to the porting efforts we were able
to reveal some bugs in the OpenBSD code and provided locking for the
PFIL_HOOKS, which we utilize. Tarball installation of a loadable kernel
module for testing can be found on the project homepage, a patchset is
in the making.


PF was started at OpenBSD as a substitute for ipfilter and provides the
same function set. However, in the two years it exists now, it has
gained many superior features that no other packet filter has. For a
impression take a look at the pf FAQ.


We hope to be eventually integrated into the base system. Before that we
have to resolve some issues with tcpdump and kame.


Bluetooth stack for FreeBSD (Netgraph implementation)


Maksim Yevmenkin m_evmenkin@yahoo.com Latest snapshot Linux BlueZ stack
OpenOBEX


I’m very pleased to announce that another release is available for
download at
http://www.geocities.com/m_evmenkin/ngbt-fbsd-20030908.tar.gz. I have
also prepared patch for the FreeBSD source tree. The patch was submitted
for review to the committers.


Fixed few bugs in kernel modules. The ng_hci(4) and ng_l2cap(4)
modules were changed to fix issue with Netgraph timeouts. The ng_ubt(4)
module was changed to fix compilation issue on -current.


Improved user-space utilities. Implemented new libsdp(3). Added new
sdpcontrol(8) utility. The rfcomm_sppd(1), rfcomm_pppd(8) and
obexapp(1) were changed and now can obtain RFCOMM channel via SDP from
the server. The hccontorol(8) utility now has four new commands. The
hcsecd(8) daemon now saves link keys on the disk.


I’ve been recently contacted by few individuals who whould like to port
current FreeBSD Bluetooth code to other BSD systems (OpenBSD and
NetBSD). The work is slowly progressing towards un-Netgraph’ing current
code. In the mean time Netgraph version will be the primary supported
version of the code.


Rescue build infrastructure


Gordon Tetlow gordon@FreeBSD.org Tim Kientzle kientzle@FreeBSD.org


The rescue build infrastructure has been committed. There is one known
issue with make using both the ‘-s’ and ‘-j’ flags that appears to be a
bug in make. Anyone interested in tracking down should contact us.


Dynamically Linked Root Support


Gordon Tetlow gordon@FreeBSD.org


Support for a dynamically linked /bin and /sbin has been committed,
although it is not turned on by default. Adventurous users can try it
out by building /bin and /sbin using the WITH_DYNAMICROOT make flag.
More testing is needed to determine if this is going to be default for
5.2-RELEASE. If anyone would like to benchmark worldstones with and
without dynamically linked /bin and /sbin, please feel free to do so and
submit the results.


ACPI Status Report


Nate Lawson njl@FreeBSD.org


Work is continuing on updating ACPI with new features as well as
bugfixing. A new embedded controller driver was written in July with
support for the ACPI 2.0 ECDT as well as more robust polling support.
Also, a buffer overflow in the ACPICA resource list handling that caused
panics for some users was fixed. Marcel helped get acpidump(8) tested
and basically working on ia64.


Upcoming work includes integrating ACPI notifies with devd(8),
committing user-submitted drivers for ASUS and Toshiba hotkeys, Cx
processor sleep states (so my laptop doesn’t burn my lap), and power
resource support for intelligently powering down unused or idle devices.


Users who have problems with ACPI are encouraged to submit a PR and
email its number to acpi-jp@jp.FreeBSD.org. Bug reports of panics or
crashes have first priority and non-working features or missing devices
(except suspend/resume problems) second. Reports of failed
suspend/resume should NOT be submitted as PRs at this time due to most
of them being a result of incomplete device support that is being
addressed. However, feel free to mail them to the list as any
information is helpful.


uart(4)


Marcel Moolenaar marcel@FreeBSD.org


The uart(4) project was born out of the need to have a working serial
interface (i.e. an RS-232-C interface) in a legacy-free configuration
and after an unsuccessful attempt to convert sio(4). The biggest problem
with sio(4) is that it has been intertwined in many ugly ways into the
kernel’s core. Conversion could not happen without breaking something
that invariably affects some group of people negatively. With sio(4) as
a good bad example and a strong desire to solve multiple problems at
once, the idea of an UART (Universal Asynchronuous Receiver/Transmitter)
device that, given its generic name, could handle different flavors of
UART hardware started to settle firmly in the authors mind.


The biggest challenge was of course solving the problem of the low-level
console access prior to the initialization of the bus infrastructure and
still have a driver that uses the bus access exclusively. Along the way
the problem of having an UART function as the keyboard on sparc64 was
solved with the introduction of system devices, which also encapsulated
the console as a system device.


The uart(4) driver can be enhanced to support the various UART hardware
on pc98 and this is currently being worked on. Keyboard support on
sparc64 is underway as well. Plans exist for a rewrite of the remote gdb
support that uses a generic interface to allow various drivers,
including uart(4), to register itself as a communications channel. And
since uart(4) does not support multi- port cards by itself, we likely
need to either enhance puc(4) or otherwise introduce other umbrella
drivers


Compile FreeBSD with Intels C compiler (icc)


Alexander Leidinger netchild@FreeBSD.org Some patches.


Since I ported icc to FreeBSD I wanted to build FreeBSD with icc. Now
with icc 7.1 (and some patches) it is possible. There are still some
bugs, e.g. NFS doesn’t work with an icc compiled kernel, IP seems to be
fragile, and some advanced optimizations trigger an ICE (Intel is
working on it). At the moment I’m waiting for our admins to install icc
on the FreeBSD cluster (we got a commercial license from Intel, so we
are allowed to distribute binaries which are compiled with icc), after
that I will try to convince some people with more knowledge of the IP
and NFS parts of the kernel to debug the remaining problems. When the
icc compiled kernel seems to work mostly bugfree the userland will get
the porting focus. Interested people may try to do a build of the ports
tree with icc independently from the status of the porting of the
userland... if this happens at the FreeBSD cluster, we would also be
allowed to distribute the binaries.


Benefits include: another set of compiler errors (debugging help), more
portable source, and code which is better optimized for a P4 (gcc has
some drawbacks in this area)


KDE FreeBSD Project


KDE-FreeBSD Mailinglist kde@FreeBSD.org


The FreeBSD ports were updated to KDE 3.1.4, another bug- and
security-fixes release. With this update, the QT port was updated to
version 3.2. Both will be included in FreeBSD 4.9. Significant work was
spent to fix KDE on FreeBSD-CURRENT after the removal of the gcc
-pthread Option. Automatic package builds from KDE CVS continued to
ensure and improve the quality of the upcoming KDE 3.2 release.


Future: Work is in progress to setup a new server for hosting the
KDE-FreeBSD Website, Repository and another KDE CVS mirror. With help
from Marcel Moolenaar the project will try to make KDE compile and
working on the Intel IA64. And last but not least efforts are being made
to fix the currently broken kdesu program.


WifiBSD Status Report


Jon Disnard masta@wifibsd.org www.wifibsd.org


WifiBSD is a miniture version of FreeBSD for wireless applications.
Originally for the Soekris Net45xx line of main-boards, but is now
capable of being targeted to any hardware/architecture FreeBSD itself
supports. Although not feature complete, WifiBSD is expected to be ready
for 5.2-RELEASE. The design goal is to meet, or exceed, the
functionality of commercial/consumer 802.11 wireless gear. Features that
need attention (to name just a few) are: http interface, consol menu
interface, and installation. Volunters are welcome.


PowerPC Port


Peter Grehan grehan@FreeBSD.org


Work has restarted after a hiatus. Current focus is on getting loadable
modules working, NEWBUSing the NetBSD dbdma code, and completing the
BMAC ethernet driver.


There is a huge amount of work to do. Volunteers more than welcome!


AMD64 Porting


Peter Wemm peter@FreeBSD.org


The last known bug that prevented AMD64 machines completing a full
release has been fixed - one single character error that caused
ghostscript to crash during rendering diagrams. SMP work is nearing
completion and should be committed within the next few days. The SMP
code uses the ACPI MADT table based on John Baldwin’s work-in-progress
there for i386. We need to spend some time on low level optimization
because there are several suboptimal places that have been ignored for
simplicity, context switching in particular. MTRR support has been
committed and XFree86 can use it. cvsup now works but the ezm3 port has
not been updated yet. The default data segment size limit is 8GB instead
of 512M, and the (primitive) i386 binary emulation support knows how to
lower the rlimits for executing 32 bit binaries.


Notable things missing still: Hardware debug register support needs to
be written; gdb is still being done as an external set of patches
relative to the not-yet-released FSF gdb tree; DDB does not disassemble
properly; DDB cannot do stack traces without -fno-omit-frame-pointer - a
stack unwinder is needed; i386 and amd64 linux binary emulation is
needed, and the i386 FreeBSD binary emulation still needs work -
removing the stackgap code in particular.


The platform in general is very reliable although a couple of problems
have been reported over the last week. One appears to be a stuck
interrupt, but all that code has been redone for SMP support.


bsd.java.mk version 2.0


Ernst De Haan znerd@FreeBSD.org Herve Quiroz
herve.quiroz@esil.univ-mrs.fr Project homepage


The FreeBSD Java community has started an effort to improve the current
framework for Java-based ports. The main objective is the automation of
JDK/JRE build and run dependency checking.


The original version was aimed to ease the life of porters. Although it
has proved to be useful and reliable to a great extend, we are currently
working on a new version. We intend to reach a high degree of
flexibility to cope with the recent increase of available JDK/JRE
flavors. Furthermore, the new version will be easier to maintain, which
means improved reliability, and hopefully more frequent updates.


FreeBSD Java Project


Greg Lewis glewis@FreeBSD.org FreeBSD Java Project


The BSD Java Porting Team has recently reached an exciting milestone
with the release of the first “Diablo” JDK and JRE courtesy of the
FreeBSD Foundation. The release of Diablo Caffe and Diablo Latte 1.3.1
was the first binary release of a native FreeBSD JDK since 1.1.8 and
marks an important step forward in FreeBSD Java support.


The team is continuing development work, with a focus on achieving a
compliant JDK 1.4 release in the near future.


ATAPI/CAM Status Report


Thomas Quinot thomas@FreeBSD.org


With the introduction of ATAng, some users of ATAPI/CAM have experienced
various problems. These have been mostly tracked down to issues in the
new ATA code, as well as two long-standing problems in portions of the
CAM layer that are rarely exercised with “real” SCSI SIMs. This has also
been an occasion to cleanup ATAPI/CAM to make it more robust, and to
enable DMA for devices accessed through it, resulting in improved
performances.


jpman project


Kazuo Horikawa horikawa@FreeBSD.org jpman project package
ja-man-doc-5.1.tbz


We have released Japanese translation of 5.1-RELEASE online manual pages
on June 10.


FreeBSD ports monitoring system


Mark Linimon linimon_at_lonesome_dot_com FreeBSD ports monitoring
system


Several months ago, I took it upon myself to to try present the
information contained on the bento build
cluster [http://bento.FreeBSD.org] to be presented in a more
user-friendly fashion; that is, to be browsed by error type, by
maintainer, and so forth. An early addition was code to attempt to
classify ports PRs by either “existing port” (after assiging the most
likely category and portname); “new port”; “framework” (e.g. bsd.port.mk
changes); and “unknown”. Various columns about the ports PRs were added
to the reports.


The initial intent of this was to make life easier for ports
maintainers; however, the “general” reports are also useful to anyone
who just wants to, e.g., find out if a particular port is working on
their particular architecture and OS combination before downloading it.
Those with that general interest should start with the overview of one
port [http://lonesome.dyndns.org:4802/bento/errorlogs/portoverview.py].


kgi4BSD Status Report


Nicholas Souchu nsouch@FreeBSD.org Project URL


A lot of work done since last report: site reworked completely (see new
URL), console design with console message in text or graphic modes
implemented, implementation of a compatibility layer to compile Linux
fbdev drivers with more or less changes in the original driver
(experimental).


Except some memory allocation bugs, X (XGGI based on XFree 3.3.6) is now
working with the same driver as the console. A basic terminal has now to
be implemented.


Volunteers are welcome to the project...


Device_t locking


Warner Losh imp@FreeBSD.org


A number of races have been identified in locking device_t. Most of the
races have been identified in making device_t have to do with how
drivers are written. Efforts are underway to identify all the races, and
to contact the authors of subsystems that can help the drivers. Of
special concern is the need for the driver to ensure that all threads
are completely out of the driver code before detach() finishes. Of
additional concern is making sure that all sleepers are woken up before
certain routines are called so that other subsystems can ensure the last
condition and leave no dangling references. Locking device_t is
relatively straight forward apart from these issues. Towards the end of
proper locking, sample strawmen drivers are being used to work out what,
exactly proper is. Once these issues are all known and documented in the
code, efforts will be made to update relevant documentation in the tree.
There are many problems with driver locking that has been done to date,
but until we nail down how to write a driver in current, it will be
premature to contact specific driver writers with specific concerns.


Cryptographic Support


Sam Leffler sam@FreeBSD.org


Support for several new crypto devices was added. The SafeNet 1141 is a
medium performance part that is not yet available on retail products.
The Hifn 7955 and 7956 parts are starting to appear on retail products
that should be available by the end of the year. Both devices support
AES encryption. Support for public key operations for the SafeNet
devices was recently done for OpenBSD and will be backported. Public key
support for the Hifn parts is planned.


A paper about the performance work done on the cryptographic subsystem
was presented at the Usenix BSDCon 2003 conference and received the best
paper award.


NetBSD recently imported the cryptographic subsystem.


Release Engineering Status


Scott Long re@FreeBSD.org


The release of 4.9 is just around the corner and offers Physical Address
Extensions (PAE) for x86 along with the same world-class stability and
performance that is expected from the 4-STABLE series. As always, don’t
forget to purchase a copy of the CD set from your favorite FreeBSD
vendor.


FreeBSD 5.1 was released in June and offered vastly improved stability
over 5.0 along with a working implementation of Kernel Scheduled
Entities, allowing for true multithreading of applications across
multiple CPUs. FreeBSD 5.2 will be released by the end of 2003 and will
focus on improved network and overall performance.


Wireless Networking Support


Sam Leffler sam@FreeBSD.org


Numerous bugs have been fixed since the last status report (and of
course a few new ones added). Progress on improved security has been
slowed by other work. But new features and fixes are coming in from
other groups that are now sharing the code. In particular NetBSD
recently imported the revised 802.11 layer and the Linux-based MADWIFI
project is using it too (albeit in an older form). The MADWIFI users
have already contributed features such as fragmentation reassembly of
802.11 frames and improved signal monitoring. Power save polling and an
improved rate control algorothm are expected to come in from the NetBSD
folks. WPA support is still in the plans; the best estimate is that work
on that will start in January.


Network Subsystem Locking and Performance


Sam Leffler sam@FreeBSD.org


The purpose of this project is to improve performance of the network
subsystem. A major part of this work is to complete the locking of the
networking subsystem so that it no longer depends on the “Giant lock”
for proper operation. Removing the use of Giant will improve performance
and permit multiple instances of the network stack to operate
concurrently on multiprocessor systems.


This project started in August. The emphasis has been on locking the
“lower half” of the networking code so that packet forwarding through
the IPv4 path can operate without the Giant lock as part of the 5.2
release. To this end locking was added to several network interface
drivers and much of the “middleware” code in the network was locked
(e.g. ipfw, dummynet, then routing table, multicast routing support,
etc). Work towards this goal is still ongoing but should be ready for
5.2. A variety of test systems have been running for several months
without the Giant lock in the network drivers and IP layer.


Past the 5.2 release Giant will be removed from the “upper half” of the
network subsystem and the socket layer. Once this is done the plan is to
measure and improve performance (though some work of this sort is always
happening). The ultimate goal is a system that performs at least as well
as 4.x for normal use on uniprocessor systems. On multiprocessor systems
we expect to see significantly better performance than 4.x due to
greater concurrency and reduced latency.
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  Status Report Sample


John Smith test@FreeBSD.org Wunderteam team@FreeBSD.org Description
here.


Introduce your work. Do not assume that the person reading the report
knows about your project.


Show the importance of your work. Status reports are not just about
telling everyone that things were done, they also need to explain why
they were done.


What has happened since the last report? Let us know what is new in this
area.


Optional sponsor Another one


If help is needed, make this explicit!


List tasks, with enough detail that people know if they are likely to be
able to do them, and invite people to get in contact.
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  July-September 2006


Introduction


This report covers FreeBSD related projects between June and October
2006. This includes the conclusion of this year’s Google Summer of Code
with 13 successful students. Some of last year’s and the current SoC
participants have meanwhile joined the committer ranks, kept working on
their projects, and improving FreeBSD in general.


This year’s EuroBSDCon [http://www.eurobsdcon.org/] in Milan, Italy
has meanwhile published an exciting program. Many developers will be
there to discuss these current and future projects at the Developer
Summit prior the conference. Next year’s conference calendar has a new
entry - in addition to the now well established
BSDCan [http://www.bsdcan.org/] in Ottawa -
AsiaBSDCon [http://www.asiabsdcon.org/] will take place in Tokyo at
the beginning of March.


As we are closing in on FreeBSD 6.2 release many bugs are being fixed
and new features have been MFCed. On the other hand a lot of the
projects below already are focusing on FreeBSD 7.0 and promise a lot of
exciting news and features to come.


Thanks to all the reporters for the excellent work! We hope you enjoy
reading.


soc Google Summer of Code proj Projects team FreeBSD Team Reports net
Network Infrastructure kern Kernel docs Documentation bin Userland
Programs arch Architectures ports Ports misc Miscellaneous


OpenBSD dhclient


Brooks Davis brooks@FreeBSD.org


Most dhclient changes in HEAD have been merged to 6-STABLE for
6.2-RELEASE. The highlight of these changes is a fix for runaway
dhclient processes when packets are not 4 byte aligned. Further changes
including always sending client identifiers are scheduled for merge
before the release. Work is ongoing to improve dhclient’s interaction
with alternate methods of setting interface addresses.


FreeBSD/arm on Atmel AT91RM9200


Warner Losh imp@freebsd.org Olivier Houchard cognet@freebsd.org


The FreeBSD/arm port has grown support for the Atmel AT91RM9200. Boards
based on this machine are booting to multiuser off either NFS or an SD
card. The onboard serial ports, PIO, ethernet and SD/MMC card
controllers are well supported. Support for the SSC, IIC and SPI flash
parts in the kernel will be forthcoming shortly.


In addition to normal kernel support, the port includes a boot loader
that can initialize memory and boot off IIC eeprom, SPI DataFlash,
BOOTP/TFTP and SD memory cards.


The port will be included in forthcoming commercial products.


Add support for other members of the AT91 family of arm9 processors.


Finish support for AT45D* flash parts.


Finish support for USB ports


Write support for USB Device functionality


Summer of Code Summary


Murray Stokely murray@FreeBSD.org FreeBSD Summer of Code 2006 SoC 2006
Student wiki SoC 2006 Perforce trees


We had another successful summer taking part in the Google Summer of
Code. By all accounts, the FreeBSD participation in this program was an
unqualified success. We received over 150 applications for student
projects, amongst which 13 were selected for funding. All successful
students received the full $4,500.


These student projects included security research, improved installation
tools, new utilities, and more. Many of the students have continued
working on their FreeBSD projects even after the official close of the
program. At least 2 of our FreeBSD mentors will be meeting with Google
organizers in Mountain View this month to discuss the program at the
Mentor Summit.


Release Engineering


Release Engineering Team re@FreeBSD.org


The FreeBSD Release Engineering team is currently working on FreeBSD
6.2-RELEASE, which is scheduled for release in early November 2006. Some
notable features of this release include the debut of security event
auditing as an experimental feature, Xbox support, the FreeBSD Update
binary updating utility, and of course many fixes and updates for
existing programs. Pre-release images for all Tier-1 architectures are
available for testing now; feedback on these builds is greatly
appreciated. More information about release engineering activities can
be found at the links above.


IPv6 Stack Vulnerabilities


George Neville-Neil gnn@FreeBSD.org Clement Lecigne clem1@FreeBSD.org
SoC Student Wiki PCS Library


The focus of this project was to review past vulnerabilities, create
vulnerability testing tools and to discover new vulnerabilities in the
FreeBSD IPv6 stack which is derived from the KAME project code. During
the summer Clement took two libraries, the popular libnet, and his
mentor’s Packet Construction Set (PCS) and created tools to find
security problems in the IPv6 code. Several issues were found, bugs
filed, and patches created. At the moment Clement and George are editing
a 50 page paper that describes the project which will be submitted for
conference publication.


All of the code from the project, including the tools, is online and is
described in the paper.


By all measures, this was a successful project. Both student and mentor
gained valuable insight into a previously externally maintained set of
code. In addition to the new tools development in this effort, the
FreeBSD Project has gained a new developer to help work on the code.


Analyze and Improve the Interrupt Handling Infrastructure


Paolo Pisati pisati@FreeBSD.org John Baldwin jhb@FreeBSD.org SoC Student
Wiki


This project consisted in the improvement of the Interrupt Handling
System in FreeBSD: while retaining backward compatibility with the
previous models (FAST and ITHREAD), a new method called ‘Interrupt
filtering’ was added. With interrupt filtering, the interrupt handler is
divided into 2 parts: the filter (that checks if the actual interrupt
belong to this device) and the ithread (that is scheduled in case some
blocking work has to be done). The main benefits of interrupt filtering
are:



		Feedback from filters (the system finally knows if any handler has
serviced an interrupt or not, and can react consequently).


		Lower latency/overhead for shared interrupt line.


		Previous experiments with interrupt filtering showed an increase in
performance against the plain ithread model





Moreover, during the development of interrupt filtering, some MD
dependent code was converted into MI code, PPC was fixed to support
multiple FAST handlers per line and an interrupt stray storm detection
logic was added. While the framework is done, there are still machine
dependent bits to be written (the support for ppc, sparc64, arm and
itanium has to be written/reviewed) and a serious analysis of the
performance of this model against the previous one is a work-in-progress


Jail Resource Limits


Chris Jones cdjones@freebsd.org Kip Macy kmacy@freebsd.org SoC Student
Wiki


We now have support for limiting CPU and memory use in jails. This
allows fairer sharing of a systems’ resources between divergent uses by
preventing one jail from monopolizing the available memory and CPU time,
if other users and jails have processes to run.


The code is currently available as patches against RELENG_6, and Chris
is in the process of applying it to -CURRENT. More details can be found
at JailResourceLimits on the wiki.


Port patches against -CURRENT.


Bundled PXE Installer


Markus Boelter m@FreeBSD.org Paul Saab ps@FreeBSD.org SoC Student Wiki


For me, the Google Summer of Code was a new and very exciting
experience. I got actively involved in doing Open Source Software and
giving something back to the community. Facing some challenges within
the project forced me to look behind the scenery of FreeBSD. The result
was a better understanding of the overall project. Working with a lot of
developers directly also gave a very special spirit to the Google Summer
of Code.


I really enjoyed the time and will continue to work on the project after
the deadline. For me, it was a great chance to get involved in active
development and not just some scripts and hacks at home. Getting paid
for the work was just a small part of the overall feeling.


Thanks to the people at the FreeBSD Project and Google for the really,
really great time!


Nss-LDAP importing and nsswitch subsystem improvement


Michael Bushkov bushman@FreeBSD.org Hajimu UMEMOTO ume@FreeBSD.org SoC
Student Wiki Original Project Proposal Detailed Description of the
Completed Project


The Project consisted of five parts:



		Nsswitch modules and libc separation. The idea was to move the source
code for different nsswitch sources (such as “files”, “dns”, “nis”)
out of the libc into the separate shared libraries. This task was
successfully finished and the patch is available.


		Regression tests for nsswitch. A set of regression tests to test the
correctness of all nsswitch-related functions and the invariance of
their behavior between system upgrades. The task can be considered
successfully completed, the patch is available.


		Rewriting nss_ldap. Though, this task was not clearly mentioned in
the original proposal, during the SoC we found it would be easier,
not to simply import PADL’s nss_ldap, but to rewrite it from scratch
(licensing issues were among the basic reasons for this). The
resulting module behaves similarly to PADL’s module, but has a
different architecture that is more flexible. Though it’s basically
finished, several useful features from the PADL’s nss_ldap still
need to be implemented. Despite the lack of some features, this task
can be considered successfully completed. Missing features will be
implemented as soon as possible, hopefully during September.


		Importing nss_ldap into the Base System. The task was to prepare a
patch, that will allow users to use nss_ldap from the base system.
The task was successfully completed (the patch is available), but
required importing OpenLDAP into the base in order for nss_ldap to
work properly, and it had led to a long discussion in the mailing
list. This discussion, however, have concluded with mostly positive
opinions about nss_ldap and OpenLDAP importing.


		Cached performance optimization. The caching daemon performance needs
to be as high as possible in order for cached to be as close (in
terms of speed) to “files” nsswitch source as possible. Cached’s
performance analysis was made and nsswitch database pre-caching was
introduced as the optimization. This task was completed (the patch is
available). However there is room for improvement. More precise and
extensive performance analysis should be made and more optimizations
need to be introduces. This will be done in the near future.





Though none of the code was committed yet into the official FreeBSD
tree, my experience from the previous year makes me think that this
situation is normal. I hope, that the code will be reviewed and
committed in the coming months.


Porting the seref policy and setools to SEBSD


Dongmei Liu dongmei@freebsd.org Christian Peron csjp@FreeBSD.org SoC
Student Wiki


Dongmei Liu spent the summer working on the basic footwork required to
port the SEREF policy to SEBSD. This work has been submitted and can be
viewed in the soc2006/dongmei_sebsd Perforce branch. This work was
originated from the SEBSD branch: //depot/projects/trustedbsd/sebsd.
Additionally setools-2.3 was ported from Linux and can be found in
contrib/sebsd/setools directory. It is hoped that this work will be
merged into the main SEBSD development branch.


SCTP Integration


Randall Stewart randall@freebsd.org George Neville-Neil gnn@freebsd.org


There are currently patches available for testing. A planned integration
to HEAD is set to happen in October.


The code still needs plenty of testing. See patches on
sctp.org [http://www.sctp.org/] and in -CURRENT soon.


Embedded FreeBSD


George Neville-Neil gnn@freebsd.org


Moved the HTML pages into the project CVS tree.


Setup the web site to be served from projects CVS so that it can be
updated by others.


Complete the ARM port.


Work on the MIPS port.


Update the documentation to include common tasks for embedded engineers.


FAST_IPSEC Upgrade


George Neville-Neil gnn@freebsd.org Bjoern Zeeb bz@freebsd.org CURRENT
patch to enable FAST_IPSEC and IPv6


First working version of code. Does not pass all TAHI tests, but does
pass packets correctly and does not panic.


More testing of the patch needed.


USB


Hans Petter Sirevaag Selasky hselasky@freebsd.org Current USB files My
USB homepage


During the last three months I have finished reworking nearly all USB
device drivers found in FreeBSD-7-CURRENT. Only two USB drivers are left
and that is ubser(4) and slhci. Some still use Giant, but most have been
brought out of Giant. At the moment I am looking for testers that can
test the various USB device drivers. Some have already been tested, and
confirmed to work, while others have problems which need to be fixed. If
you want to test, checkout the USB perforce tree or download the SVN
version of the USB driver that is available on my homepage. At the
moment the tarballs are a little out of date.


Ideas and comments with regard to the new USB API are welcome at:
freebsd-usb@freebsd.org.


iSCSI Initiator


Damiel Braniss danny@cs.huji.ac.il


This iSCSI initiator kernel module and its companion control program are
still under development, but the main parts are working.


Network Disconnect Recovery.


Sysctl Interface and Instrumentation.


Rewrite the userland side of iscontrol.


GJournal


Pawel Jakub Dawidek pjd@FreeBSD.org Patches against HEAD. Patches
against RELENG_6.


GJournal seems to be finished. I fixed the last serious bug and it is
now stable and reliable in our tests. I’m planning to commit it really
soon now.


The work was sponsored by home.pl


AsiaBSDCon 2007


Hiroki Sato hrs@freebsd.org George Neville-Neil gnn@freebsd.org
secretary@asiabsdcon.org Conference Web Site


Web site is up and we’re soliciting papers and presentations. Some
tutorials are already scheduled. Email secretary@asiabsdcon.org if you
have questions or submissions.


Send in more papers!


Chinese (Simplified) Project


Xin LI delphij@FreeBSD.org Latest snapshot for translated website Latest
snapshot for translated documentation


In the previous quarter we primarily focused on overall quality of the
translation rather than just increasing the number of translations, and
we have strived to make sure that these translated stuff are up-to-date
with their English revisions. Also, we have merged the translated
website into the central repository.


In the next quarter we will focus on developing documentation that will
help to attract more developers.


Translate more development related documentation.


Review more of the currently translated documentation.


EuroBSDCon 2006


EuroBSDCon Organizing Committee info@eurobsdcon.org EuroBSDCon Home Page
Registration Page


EuroBSDCon 2006 is taking place in Milan (Italy), from the 10th to the
12th of November.


EuroBSDCon represents the biggest gathering for BSD developers from the
old continent, as well as users and passionates from around the World.
It is also a chance to share experiences, know-how, and cultures.


The program is rich in talks about FreeBSD, with topics ranging from
“How the FreeBSD ports collection works” to “Interrupt Filtering in
FreeBSD”. This means that both the novice and the hacker can enjoy the
conference.


Registration is open. The EuroBSDCon Organizing Committee hopes to see
you in Milan.


Hungarian translation of the webpages


Gábor Kövesdán gabor@FreeBSD.org Snapshot


Since the last status report, there has been a lot of progress. I
investigated a lot of charset issues and found out that HTML tidy breaks
some entities when using iso-8859-2, so HTML tidy had to be disabled for
Hungarian pages.


Translate 4 pages.


Review, fix typos and improve the wording where necessary.


FreeBSD Security Officer and Security Team


Security Officer security-officer@FreeBSD.org Security Team
security-team@FreeBSD.org


In the time since the last status report, six security advisories have
been issued concerning problems in the base system of FreeBSD; of these,
five problems were in “contributed” code, while one was in code
maintained within FreeBSD. The Vulnerabilities and Exposures Markup
Language (VuXML) document has continued to be updated by the Security
Team and Ports Committers documenting new vulnerabilities in the FreeBSD
Ports Collection; since the last status report, 57 new entries have been
added, bringing the total up to 814.


The following FreeBSD releases are supported by the FreeBSD Security
Team: FreeBSD 4.11, FreeBSD 5.3, FreeBSD 5.4, FreeBSD 5.5, FreeBSD 6.0,
and FreeBSD 6.1. The respective End of Life dates of supported releases
are listed on the web site; of particular note, FreeBSD 5.3 and FreeBSD
5.4 will cease to be supported at the end of October 2006, while FreeBSD
6.0 will cease to be supported at the end of November 2006 (or possibly
a short time thereafter in order to allow time for upgrades to the
upcoming FreeBSD 6.2).


Summer of FreeBSD security development


Colin Percival cperciva@FreeBSD.org


I spent the months of May through August working on improving Portsnap,
FreeBSD Update, and devoting more time to my (continuing) role as
Security Officer. FreeBSD Update is now part of the FreeBSD base system
and is fully supported by the FreeBSD Security Team; updates are
currently only being built for the i386 architecture, but AMD64 updates
will become available soon.


In an attempt to reduce the number of people running out of date (and
unsupported) FreeBSD releases, I wrote an automatic binary upgrade
script for upgrading systems from FreeBSD 6.0 to FreeBSD 6.1; I will be
releasing a new script for upgrading to FreeBSD 6.2-(RC*|RELEASE) soon
(possibly before this status report is published).


Further improvements to Portsnap are still ongoing.


Porting ZFS to FreeBSD


Pawel Jakub Dawidek pjd@FreeBSD.org Source code. ZFS porting site. ZFS
port announce.


My work is moving slowly forward. ZVOL is, I believe, fully functional
(I recently fixed snapshots and clones on zvols), which means you can
put UFS on top of RAID-Z volume, take a snapshot of the volume, clone it
if needed, etc. Very cool. The hardest part is the ZPL layer, I’m still
working on it. Most file system methods work, but probably need detailed
review and many fixes. Most of the time these days I’m spending on
implementing mmap(2) correctly. It works more or less in simple tests
but fails under fsx program. On the other hand, ‘fsx -RW’ works very
stable and reliable. Other test programs (those that don’t use mmap(2))
also work quite well. There is still a lot of work to do, mostly in ZPL
area, many clean-ups, etc. Some functionality (like ACLs) I haven’t even
tried to touch yet.


TSO - TCP Segmentation Offload committed


Andre Oppermann andre@freebsd.org TSO commit to tcp_output.c TSO em(4)
hardware support Enhanced em(4) TSO hw setup for IPv6 and future
protocols


TSO - TCP Segmentation Offload support has been committed to the network
stack of FreeBSD-current in September 2006. With TSO, TCP can send data
in the send socket buffer in bulk down to the network card which then
does the splitting into MTU sized packets. On bulk high speed sending
the performance is increased by 25% (normal writes) to 108% (sendfile).
Jack Vogel and Prafulla Deuskar of Intel committed the driver changes
for TSO hardware support of em(4) based network cards.


These changes are scheduled to be backported to FreeBSD 6-STABLE shortly
after FreeBSD 6.2-RELEASE is published to appear in upcoming FreeBSD 6.3
early next year.


This work was sponsored by the TCP/IP Optimization Fundraiser 2005.


Highly improved implementations of sendfile(2), sosend_*() and
soreceive_stream()


Andre Oppermann andre@freebsd.org sendfile(2) patch with detailed
performance figures sosend_*() patch with detailed performance figures
Combined sendfile(2), sosend_*() and soreceive_stream() patch


The addition of TSO (TCP Segmentation Offload) has highlighted some
shortcomings in the sendfile(2) and sosend_*() kernel implementations.


The current sendfile(2) code simply loops over the file, turns each 4K
page into an mbuf and sends it off. This has the effect that TSO can
only generate 2 packets per send instead of up to 44 at its maximum of
64K. kern_sendfile() has been rewritten to work in two loops, the inner
which turns as many pages into mbufs as it can – up to the free send
socket buffer space. The outer loop then drops the whole mbuf chain into
the send socket buffer, calls tcp_output() on it and then waits until
50% of the socket buffer are free again to repeat the cycle. This way
tcp_output() gets the full amount of data to work with and can issue up
to 64K sends for TSO to chop up in the network adapter without using any
CPU cycles. Thus it gets very efficient especially with the readahead
the VM and I/O system do.


Looking at the benchmarks we see some very nice improvements: 181%
faster with new sendfile vs. old sendfile (non-TSO), 570% faster with
new sendfile vs. old sendfile (TSO).


The current sosend_*() code uses a sosend_copyin() function that
loops over the supplied struct uio and does interleaved mbuf allocations
and uiomove() calls. m_getm() has been rewritten to be simpler and to
allocate PAGE_SIZE sized jumbo mbuf clusters (4k on most
architectures). m_uiotombuf() has been rewritten to use the new
m_getm() to obtain all mbuf space in one go. It then loops over it and
copies the data into the mbufs by using uiomove(). sosend_dgram() and
sosend_generic() have been changed to use m_uiotombuf() instead of
sosend_copyin().


Looking at the benchmarks we see some very nice improvements: 290%
faster with new sosend vs. old sosend (non-TSO), 280% faster with new
sosend vs. old sosend (TSO).


Newly written is a specific soreceive_stream() function for stream
protocols (primarily TCP) that does only one socket buffer lock per
socket read instead of one per data mbuf copied to userland. When doing
netperf tests with WITNESS (full lock tracking and validation enabled)
the receive performance increases from ~360Mbit/s to ~520Mbit/s. Without
WITNESS I could not measure any statistically significant improvement on
a otherwise unloaded machine. The reason is two-fold: 1) per packet we
do a wakeup and readv() is pretty much as many times as packets come it,
thus the general overhead dominates; 2) the packet input path has a
pretty high overhead too. On heavily loaded machines which do a lot of
high speed receives a performance increase should be measureable.


The patches are scheduled to be committed to FreeBSD-current at end of
October or early November 2006.


This work was sponsored by the TCP/IP Optimization Fundraiser 2005.


Porting Xen to FreeBSD


Jue Yuan yuanjue@FreeBSD.org Step-by-step tutorial for installing and
using FreeBSD as domU Wiki page for this project


As a participant of Google’s Summer of Code 2006, I am focusing on
porting Xen [http://www.cl.cam.ac.uk/Research/SRG/netos/xen/] to
FreeBSD these months. The result of this summer’s work include a domU
kernel that could be used for installation, a
guide [http://www.yuanjue.net/xen/howto.html] for getting started
with FreeBSD on Xen, and some other trivial improvements. But there are
still a lot of work needing to be done in this area, e.g, the
long-expeted dom0 support. So I will continue my work here and try to
keep up with the update of Xen itself.


dom0 support is the most urgent


Gvirstor


Ivan Voras ivoras@freebsd.org gvirstor home page


Gvirstor is a GEOM class providing virtual (“overcommit”) storage
devices larger than physical available storage, with possibility to add
physical storage on-line when the need arises. Current status is that
it’s done and waiting commit to HEAD, scheduled for some time after 6.2
is released.


The project is in need of testing! If you have the equipment and time,
please give it a try so possible bugs can be fixed before it goes into
-CURRENT.


Ports Collection


Mark Linimon linimon@FreeBSD.org The FreeBSD Ports Collection
Contributing to the FreeBSD Ports Collection FreeBSD ports unfetchable
distfile survey (Bill Fenner’s report) FreeBSD ports monitoring system
The FreeBSD Ports Management Team marcuscom tinderbox


The ports PRs surged (especially due to a large number of new port
submissions), but with some hard work we have been able to get back down
to around 900. We are rapidly approaching 16,000 ports.


Due to this acceleration in adding new ports, portmgr is now very
concerned that we are outstripping the capacity of both the build
infrastructure and our volunteers to keep up with build errors and port
updates. Accordingly, we’ve added a guideline (not a rule) that ports
should be of more than just theoretical use to be added to the Ports
Collection (e.g. we can’t support all of CPAN + all of Sourceforge +
everything else). Basically, use common sense as a guideline; certainly
no one wants to see any kind of “gateway” procedure to get incoming
ports approved.


Seven sets of changes have been added to the infrastructure, mostly
refactoring and bugfixing.


As part of a Summer of Code project, we have also incorporated some of
gabor@'s changes to incorporate better DESTDIR support. However, due to
some unanticipated side-effects, more work is going to be needed in this
area. gabor@ is continuing to work on the changes.


netchild@ and bsam@ have been doing a great deal of work to bring the
linux emulator ports closer to sanity, including bringing up a
regression-test suite.


The long-anticipated import of X.Org 7 has stalled due to developer
time, mostly to deal with documentation and upgrade instructions.
Hopefully this can get done in the early 6.3 development cycle. See the
wiki for more information.


As a part of that work, the decision has been made to move away from
using X11BASE and just put everything into LOCALBASE; /usr/X11R6 is
simply an artifact at this point. A plan for a transition process is
underway; a great deal of testing will need to be done, but in the end
the ports tree will be much cleaner. The GNOME team has already done the
work to move all of their ports over, and it will be incorporated after
the 6.2 release is shipped.


tmclaugh@ is looking for someone to take over the C# ports. He has
maintained them for over a year and wants more time to be able to work
on other projects.


Some work has been done to get rid of FreeBSD 2.X cruft in ports.
Further work is needed to get the 3.X cruft removed.


linimon@ did another pass through resetting inactive maintainers.
Another list is waiting in the wings.


linimon@ is also working on adding the ability for portsmon to analyze
successful packages (not just failed ones), so that queries such as
“show me packages that build on i386 but not amd64” and “show me why
dependent package foo was not built on bar”. This is currently in alpha
testing.


We have added 4 new committers since the last report.


We still need help getting back to our modern low of 500 PRs.


We have nearly 4400 unmaintained ports (see, for instance, the list on
portsmon ). Although there has been a welcome upsurge in new maintainers
recently which has dropped the percentage down below 28%, we still need
much more help.


A test run of gcc4.1 on the ports tree showed around 1000 new build
errors. Kris@ has posted some results so that people can start working
on the problems now. In particular, it seems that certain older versions
of GCC cannot be built with GCC 4.1, so ports that depend on those older
versions are going to have to be fixed as well. Although the import of
GCC 4.1 to -CURRENT is not imminent, the time to start planning is now.


The state of the packages on AMD64 and sparc64 significantly lags that
of i386. In many of these cases, packages are not attempted because
NOT_FOR_ARCH is used instead of more accurately only setting BROKEN
based on ARCH. (pointyhat can be forced to build packages that are
marked BROKEN, but not NOT_FOR_ARCH). NOT_FOR_ARCH is supposed to
denote only “will never work on this ARCH”. Although we have volunteers
who have expressed interest in sparc64 (and ia64), we need more people
who are running amd64 (especially as a desktop) to help us get more
packages working.


CScout on the FreeBSD Source Code Base


Diomidis Spinellis dds@FreeBSD.org The CScout project page on the
FreeBSD wiki.


CScout is a refactoring editor and source code browser for collections
of C code. The aim of the project is to make it easy for FreeBSD
developers to use CScout and to improve the FreeBSD source code quality
through CScout-based queries and refactorings.


CScout was first applied to the FreeBSD kernel in 2003. Its application
at that point involved substantial tinkering with the build system. The
version released in October 2006 makes the running of CScout on the
three Tier-1 architectures a fairly straightforward procedure. The
current version can also draw a number of call graphs; this might help
developers better understand foreign code.


Use CScout to locate problematic code areas (for example unused or too
liberaly visible objects).


Use CScout to globaly rename identifiers in a more consistent fashion.


Apply CScout to the userland code.


Identify CScout extensions that would help us improve the quality of our
code.


Arrange for the continuous availability of a live CScout kernel session
on the current version of the source code.


Libelf


Joseph Koshy jkoshy@FreeBSD.org Wiki page tracking LibELF Wiki page for
PmcTools PMC Tools Project


Libelf is a BSD-licensed library for ELF parsing & manipulation
implementing the SysV/SVR4 (g)ELF[3] API.


Current status: Implementation of the library is nearly complete. A
TET-based test suite for the API is being worked on.


Reviewers are needed for the code and the test suite. If you have
extensions to the stock SysV/SVR4 ELF(3) API that you would like to see
in -lelf, please send Joseph an email.


DTrace


John Birrell jb@freebsd.org


Progress this month has been limited due to my sea-change, moving house
to the country.


Sun’s OpenSolaris developers have followed through and released the
DTrace test suite as part of the OpenSolaris distribution.


jkoshy@'s work on libbsdelf is nearing feature completion for DTrace and
will make life easier in FreeBSD for DTrace, given that we have more
architectures to support than Sun has.


The FreeBSD project has made available a dual processor AMD64 machine
for DTrace porting.


I am currently working through the diffs between the DTrace project in
P4 and -current, committing files to -current if they are ready.


TrustedBSD Audit


Robert Watson rwatson@FreeBSD.org Christian Peron csjp@FreeBSD.org Wayne
Salamon wsalamon@FreeBSD.org TrustedBSD Audit Page OpenBSM Page


The TrustedBSD audit implementation provides fine-grained security event
logging throughout the FreeBSD operating system. The big news for the
last quarter is that the TrustedBSD audit implementation has been merged
into RELENG_6 branch, and appeared in 6.2-BETA2. Over the past few
months, work has also occurred in the following areas:



		OpenBSM 1.0 alpha 8 through alpha 12 have been released and merged
into FreeBSD CVS. Changes include significant numbers of bug fixes,
documentation improvements, and feature enhancements. These include
regular expression based matching for auditreduce, auditd management
of kernel audit policy (such as maximum trail file size),
improvements in printing support for a variety of tokens including
execve argument support.


		Significant enhancements to the FreeBSD Handbook chapter on Audit.


		Full audit support for execve events, including optional auditing of
command line arguments and environmental variables, as well as audit
support for a broad range of other additional kernel events.


		Kqueue support for audit pipes.


		Robustness improvements in the presence of low disk space conditions.


		Support for system call capture on additional platforms, such as ppc
and ia64.


		Improved support for very large audit record sizes (as required for
extensive execve support).


		id(1) now supports a -A argument to query audit state for the
process.


		An audit_warn(5) event for trail rotation, which can be used for
archiving, reduction, and other administrative activities.





Lots of testing as part of the 6.2-BETA cycle would be much appreciated.
Audit support will be considered an experimental feature in FreeBSD
6.2-RELEASE, but we hope that it will be a production feature in
6.3-RELEASE.


Continue expanding auditing of syscall arguments.


Continue expanding auditing of administrative tools.


More testing!


Continue to explore improvements of the administrative model for audit
trails, etc.


MMC/SD Support


Warner Losh imp@freebsd.org Bernd Walter tisco@freebsd.org


The MMC/SD stack got a significant boost this quarter. Warner Losh and
Bernd Walter have written a generic MMC/SD flash card stack for FreeBSD,
and have implemented a host controller for the AT91RM9200 embedded ARM
controller they are each using in separate projects.


The stack is presently experimental in quality. It is being used as the
root file system for these embedded projects. There’s been no work done
to support hot insertion and removal of cards (neither board wires up
the pins necessary, and besides, / disappearing is very bad). There are
still many rough edges.


This is a freshly written stack. It has been written using the SD 1.0
(and recently 2.0) simplified specification, with the SanDisk MMC
application notes supplementing. The Linux stack looks good, although
not entirely standards conforming (there’s work in progress that I’ve
not seen that is supposed to fix this) and it is contaminated with the
GPL. The OpenBSD stack also looks interesting, but Warner’s experience
porting NEWCARD over from NetBSD suggested that a fresh rewrite may be
faster, at least for the bus and driver level. Since MMC is fairly
simple, a port of the sdhci driver might be possible.


Please see the open tasks list.


Write sdhci driver, and integrate it into the current stack.


Add support for hot plugging of cards.


Add support for MMC cards (SD cards were the first target).


Expand SD support to include SDIO cards as well as the new SDHC standard
cards.


Export stats via sysctl for each of the cards that are found as a
debugging and usage monitoring aid.


Add support for reading/writing multiple blocks at a time to improve
performance.


Implement any other host controller.


Add proper support for timeouts.


Sun Niagara port


Kip Macy kmacy@FreeBSD.org


Support for the UltraSparc T1 (Niagara) continues to improve. The code
has recently been checked into public CVS under sys/sun4v.


It isn’t clear whether or not I will have time to implement full logical
domaining support before the APIs become publicly available. Testing
indicates that substantial work will be needed before FreeBSD can take
full advantage of all 32 threads.


Random testing and bug fixes.


Import and extend improved mutex profiling support.


Virtual network and virtual disk device drivers for logical domains.


Xen Port


Kip Macy kmacy@FreeBSD.org


Work on Xen support has slowly been continuing in perforce. The SOC
student fixed several bugs and is continuing to work on it. Someone is
needed who has the time to complete dom0 support and shepherd it
production level stability.


Sufficient interest has been expressed in it that it probably makes
sense to check it in to public CVS so that more people can try it out.
Time permitting, I will bring it up to date and check it in the next
month.


dom0 support.


General testing and bug fixing.


FreeSBIE


FreeSBIE Staff staff@FreeSBIE.org Matteo Riondato matteo@FreeBSD.org
FreeSBIE Website FreeSBIE ML Subscription Form FreeSBIE GMV Announcement


FreeSBIE is a FreeBSD based LiveCD.


On August 19th, Matteo Riondato, a member of the FreeSBIE staff,
released an unofficial ISO, codename FreeSBIE GMV, based on FreeBSD
-CURRENT (read the Announcement to download it). This is supposed to be
the first in a series of four ISOs that will end up with the release of
FreeSBIE 2.0. Matteo is now working on another ISO, codename FreeSBIE
LVC, which is scheduled to be released October 12th.


FreeSBIE 2.0 will be based on FreeBSD 6.2-RELEASE and will hopefully be
released at EuroBSDCon 2006 in Milan. It will be available for the i386
and AMD64 platforms.


Test the released ISO in preparation for the release.


Suggest software to include in the ISO.


Submit a simple and clear but complete fluxbox configuration.


Update of the Linux compatibility environment in the kernel


Alexander Leidinger netchild@FreeBSD.org Roman Divacky
rdivacky@FreeBSD.org Emulation Mailinglist emulation@FreeBSD.org Wiki
page about the linux compatibility environment.


Roman Divacky participated in the Google Summer of Code 2006 and
implemented a major part of the syscall compatibility to the 2.6.16
Linux kernel. The work has been committed to -CURRENT (the default
compatibility still being a 2.4.2 Linux kernel) and we are working on
fixing the remaining bugs as time permits.


“Intron” submitted an implementation for the linux aio syscalls. His
work has been committed to the Perforce repository.


We also started to consolidate a list of known bugs, open issues and
helpful stuff (e.g. regression tests and their status) in -CURRENT on a
page in the FreeBSD wiki (see the links-section). It also contains a
link to a more or less up-to-date patch with stuff we have in the
Perforce repository so that interested people can help with testing.
Thanks to the help of Marcin Cieslak we already fixed some bugs (some of
the fixes are already MFCed to -STABLE).


Thanks to the nice regression tests of the Linux Test Project (LTP) we
have a list of small (and not so small) things which need to be looked
at. This list makes up for a quick start into kernel hacking. So if you
have a little bit of knowledge about C programming, and if you want to
help us a little bit in improving FreeBSD, feel free to have a look at
the list and to try to fix a problem or two. Sometimes it is as easy as
“if (error condition) return Esomething;” (but you should coordinate
with the emulation mailinglist, so that nobody does some work someone
else just did too). Even if you do not know how to program, you can
help. Have a look at the wiki page and tell us about things which should
get mentioned there too. Or download the patch and test it.


Sound Subsystem Improvements


Ariff Abdullah ariff@FreeBSD.org Alexander Leidinger
netchild@FreeBSD.org Ryan Beasley ryanb@FreeBSD.org Multimedia
Mailinglist multimedia@FreeBSD.org Some patches. The FreeBSD Project
Ideas List. Wiki page about the sound system.


Since the last status report we added basic support for envy24ht chips,
imported the emu10kx driver into the base system and added support for
High Definition Audio (HDA) compatible chips.


Additionally the work of Ryan Beasley as part of his Google Summer of
Code 2006 participation is committed. It adds compatibility to the Open
Sound System (OSS) v4 API as far as this was possible. This allows for
more sophisticated programs to be written. For example it is now
possible to synchronize the start of multiple sound channels. It is also
possible for a driver to support more than the AC97 mixer devices, but
so far no driver has been extended to support this yet. More about it
can be found in the wiki and in the official OSS documentation.


The wiki page about the sound system was started to describe the current
status of the sound system and to provide some information about where
we are heading. But more work needs to be done to reach this goal. So
far we collected some information about the status of the most recent
work in the soundsystem. So if you have a look at it and you think that
something important is missing, just tell us about it. While fully
prepared content is very welcome, we are even happy about some ideas
what we should list on the wiki page.


Have a look at the sound related entries on the ideas list.


sndctl(1): tool to control non-mixer parts of the sound system (e.g.
spdif switching, virtual-3D effects) by an user (instead of the sysctl
approach in -current); pcmplay(1), pcmrec(1), pcmutil(1).


Plugable FEEDER infrastructure. For ease of debugging various feeder
stuff and/or as userland library and test suite.


Extend the wiki page.


Bridge Spanning Tree Protocol Improvements


Andrew Thompson thompsa@FreeBSD.org


Work is almost finished to implement the Rapid Spanning Tree Protocol
(RSTP) which supersedes Spanning Tree Protocol (STP). RSTP has a much
faster link failover time of around one second compared to 30-60 seconds
for STP, this is very important on modern networks. The code will be
posted shortly for testing and feedback.


OCaml language support in ports


Stanislav Sedov stas@FreeBSD.org Framework include file


There were a number of OCaml ports in our tree, and each of them was
doing the same work by maintaining OCaml ld.conf in the correct state,
installing/removing their files/entries etc. To simplify the task of
OCaml-language ports creation, the special framework (bsd.ocamk.mk) was
developed and most of the ports were converted to use this framework.
This allowed a lot of duplicate code to be removed. This new framework
handles all the things required to install an OCaml-language library and
properly register it. bsd.ocaml.mk also contains knobs to deal with
findlib-powered libraries, modify ld.conf in the proper way, etc. Also,
a lot of new Ocaml-related ports were added.


Enlightenment DR17 support in the ports tree


Stanislav Sedov stas@FreeBSD.org


Integration of the new innovative e17 window manager into the ports tree
is almost completed. A lot of new e17-related applications was ported,
all old ports were updated to the latest stable cvs snapshot. The
special framework (bsd.efl.mk) was created to support the whole thing
and simplify the creation of dependent ports. I’ll commit the changes in
the days before the ports freeze.


Thanks to Sergey Matveychuk (sem@) for providing a machine to place CVS
snapshots on. Without his help it will be impossible.


Port Entrance (xdm-like app, but very appealing).


Port Net and Wlan e17 module.


Develop FreeBSD-specific e17 apps/modules to use The Ports Collection,
system configs, etc.


CPU Microcode Update Software


Stanislav Sedov stas@FreeBSD.org


Last month I was working on a driver/module to update the microcode of
Intel or AMD CPUs that support having their microcode updated. As you
might know these processors are microcode-driven and this firmware can
be updated. Intel(R) often releases microcode updates, and AMD(R)
updates can be found in BIOS programs. The work is almost finished now,
I just need to find a bit of time to test it on AMD64 systems and
perform some code cleanup. The driver also provide a way for userland
programs to access the Machine Specific Registers (MSR) and CPUID info
for a certain cpu. This will allow some programs like x86info to provide
more accurate information about cpus in SMP systems and make assumptions
based on the contents of the MSR.


Thanks to John Baldwin, Kostik Belousov, John-Mark Gurney and Divacky
Roman for helping during development.


Perform testing on the AMD64-based systems.


Write manpage.


Code cleanup/checks.


Improving FreeBSD Ports Collection Infrastructure


Gábor Kövesdán gabor@FreeBSD.org Erwin Lansing erwin@FreeBSD.org Gábors
wiki page.


During the Google Summer of Code 2006, Gábor worked on several ideas to
improve the ports infrastructure:



		New handling for i386 binary ports.


		Cleanup: use ECHO_CMD and ECHO_MSG in bsd.port.mk properly.


		Add basic infrastructure support for debugging.


		Installing ports with different destination (DESTDIR macro).


		Cleanup: Move fetch shell scripts out of bsd.port.mk.


		Make ports respect CC and CFLAGS.


		Cross-compiling Ports.


		Plist generator tool.





The first three items have been completed and the next two items are
being worked on. The DESTDIR support was more complicated than presumed
and took more time than expected to complete. Gábor will continue
working to finish these tasks and other ports related tasks. FreeBSD is
happy to have interested him to keep working on ports and ports
infrastructure.


Gvinum improvements


Ulf Lilleengen lulf@pvv.ntnu.no


I thought that since I sent a status report the last time, I might as
well send one now.


Since the last status report I have done work on several of the
remaining commands as attach, detach, and finally the concat command to
be able to create concatenated volumes with one easy command. The mirror
and stripe commands are the next step after this.


The most important thing I’ve been working on is maybe the
implementation of drivegroups. I have posted a bit information on this
mailinglists, but basically, it’s a way to group drives with the same
configuration. This way, you can make many commands operate on groups
instead of drives, and the group-abstraction will handle how the
underlying subdisks are created on the drives. In the future one will be
able to move groups to different machines, etc.


I’ve created a patch of all my work that is not in HEAD yet here (this
is a snapshot of my development branch, so how thing’s are done might be
changed quite fast):
http://folk.ntnu.no/lulf/patches/freebsd/gvinum/gvinum_all_current.diff


Be aware that a there will probably be bugs in the code, so don’t use it
in production yet!


Thanks to Greg Lehey for offering to help me on getting this into CVS,
and all feedback on this has been good.


Remaining components, mirror, stripe and some info commands.


FreeBSD Multimedia Resources List


Edwin Groothuis edwin@FreeBSD.org RSS version


I have setup the FreeBSD Multimedia Resources List, a one-stop-shop for
FreeBSD related podcasts, vodcasts and audio/video resources. Hopefully
this list will make it easier for people to find and keep up to date
with these recordings. The overview is available as a normal HTML page
and as an XML/RSS feed.


The ultimate goal is to have this list to reside under the
www.FreeBSD.org umbrella.


SNMP monitoring (BSNMP)


Shteryana Shopova shteryana@FreeBSD.org Bjoern A. Zeeb bz@FreeBSD.org P4
workspace SNMP-related pages on FreeBSD Wiki A wiki page on
if_bridge(4) monitoring module bsnmptools port


A BRIDGE monitoring module for FreeBSD’s BSNMP daemon has been
implemented. In addition to RFC 4188 single bridge support and extending
the kernel to get access to all the information, a private MIB was
designed in order to be able to monitor multiple bridges supported by
FreeBSD. The kernel part has already been committed to -CURRENT (thanks
to thompsa@), for -STABLE a patch is available (see the wiki), code has
already been reviewed.


SoC 2005 work on SNMP client tools is now available too via port
(net-mgmt/bsnmptools), thanks to Andrew Pantyukhin for the port.


More testing is very welcome.


if_vlan(4) monitoring module.


jail(8) monitoring module.


BSDCan 2007


Dan Langille dan@langille.org


The dates for BSDCan 2007 [http://www.bsdcan.org/2007/] have been
set: 11-12 May 2007. As is usual, BSDCan will be held at University of
Ottawa, with two days of tutorials prior to the conference starting.


The call for papers [http://www.bsdcan.org/2007/papers.php] will go
out in mid December. Start thinking about your submissions now!


FreshPorts


Dan Langille dan@langille.org FreshPorts - The Place For Ports


The new 2U server mentioned in the last report now has a collection of
Raptor drives in a RAID-10 configuration. Thanks to very generous
donations from the community, I purchased eight of these drives at very
good prices. The server will be deployed in the next few weeks.


There has been quite a bit of work since the last report in June. Some
highlights include:



		New news feed formats [http://www.freshports.org/backend/],
including newsfeeds for your watch list.


		Better pages caching for faster response.


		Sanity Test Failures now available
online. [http://news.freshports.org/2006/10/11/sanity-test-failures/]


		Ability to search for all
commits [http://news.freshports.org/2006/10/15/all-commits-under-a-point-%20in-the-tree/]
(ports, doc, src, etc) under a given point in the tree.





For more detail, please review the FreshPorts
Blog [http://news.freshports.org/] .


The FreeBSD Foundation


Deb Goodkin deb@FreeBSD.org


The FreeBSD Foundation continued to support the FreeBSD project and
community through various activities. These activities include creating
strategies for fund development and actively seeking funding for the
FreeBSD community, coordinating a new IBM Bladeserver project, and
protecting the image and integrity of FreeBSD by governing the use of
the trademarks. We are pleased to be a sponsor of EuroBSDCon and will be
sponsoring a few developers to attend the conference through our travel
grant program. And finally, we have secured funds for a major project
that will be announced later this month.
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Introduction


After a long, exhausting, yet very productive third quarter of 2005
FreeBSD 6.0 has been released. Many activities were put into the
background in order to make this release the success it has become.


Nonetheless, we received a tremendous amount of reports covering various
projects that either found their way into FreeBSD 6.0 already or have
started to develop in, what is now known as 7-CURRENT. The EuroBSDCon
and the Developer Summit in Basel next week will be a good opportunity
to help some of the ideas herein to take off.


Last round we had the pleasure to introduce our accepted Google Summer
of Code projects. Now, that the summer is over, we are even more pleased
to include reports about the outcome of these projects. Some already
found their way into the tree or the general public otherwise - most
ocularly the new webdesign.


Unfortunately, this publication has been delayed for various reasons -
the before mentioned release of 6.0 being one of them. Thus, some of the
reports might no longer be as up to date as they were when we received
them and we encourage you - even more this time - to also visit the
weblinks to get more recent information.


Thanks again to everyone who submitted reports, and our sincere
apologies for running late this time.


soc Google summer of code proj Projects doc Documentation kern Kernel
net Network infrastructure arch Architectures ports Ports vendor Vendor
/ 3rd Party Software misc Miscellaneous


Cronyx/Asterisk


Roman Kurakin rik@FreeBSD.org Cronyx WAN Adapters rik’s Home Page


A new netgraph-to-zaptel module that allows to use E1(ISDN PRI) WAN
adapters as an interface card for open source PBX - Asterisk. All you
need is an adapter that able to work in raw phone mode (like Cronyx
Tau-PCI/2E1), eq. without HDLC-like framing and that has support of
Netgraph.


BSDCan


Dan Langille dan@langille.org BSDCan


We are in the process of recruiting new members for the program
committee. If you would like to volunteer before you are recruited,
please contact me.


The dates for 2006 have been announced: May 12-13, 2006. The venue will
be the same as previous events: University of Ottawa. The prices will
not increase from 2005.


Please start thinking about your papers. The call for papers will go out
soon.


Ports Collection


Mark Linimon linimon@FreeBSD.org The FreeBSD ports collection FreeBSD
ports unfetchable distfile survey (Bill Fenner’s report) FreeBSD ports
updated distfile survey (Edwin Groothius’ report) FreeBSD ports
monitoring system The FreeBSD Ports Management Team


A great deal of work has gone into the Ports Collection since the last
report in April, much of it behind-the-scenes.


As this report was being written, the 6.0 release was ongoing. Due to
the amount of time that it has taken to get 6.0 through the beta process
and into RC, we have been in ports freeze or slush for more than two
months. Unfortunately this has held back needed work on the ports
infrastructure.


The last major update to bsd.port.mk, in early May, was coordinated by
Kirill Ponomarew added a number of new features and closed 15 PRs.
Another similar set of changes has been tested and is ready for commit
after release.


portmgr welcomed two new members to its team: Erwin Lansing (who had
previously served as secretary, a role in which he is continuing) and
Clement Laforet. Clement is interested in speeding up the adoption of
new changes into the infrastructure, an item I’m sure that that everyone
can support. He promises to bring some fresh ideas to bear on this,
including the revitalization of devel/portmk as a testing ground for new
changes to bsd.port.mk in which the larger community can help test
changes.


The unfetchable distfile survey, which had been non-functional for quite
some time, was revitalized by Bill Fenner, with many new pages of
analysis added to it. Work is still ongoing. As a result of this
analysis, Bill and Mark Linimon eliminated nearly 100 lines of bogus or
outdated sites from bsd.sites.mk alone. They are continuing to work
through many other sites and ports as successive iterations of the
survey reveal more dimensions to the problem. We still need more help
from the larger community (see below).


Edwin Groothius has instituted a similar but slightly different survey.
His program attempts to visit each listed mastersite for each distfile
and determine whether or not a newer version might be available. The
results are stored in a database. This is helping to automate a function
that had been left up to individual maintainers to look through numerous
websites to try to find these updates. The survey has been hugely (if
not universally) popular. Already, dozens of port updates have been
committed as a direct result of this service.


In addition, portsmon, which had been down due to a machine change, was
moved to portsmon.FreeBSD.org and updated during this time. Many thanks
to Erwin Lansing for providing the loan of this machine, and Will
Andrews for having provided the loan of the previous incarnation.


Both of the above surveys are now generating periodic email to ports
maintainers advising them of problems. This is in addition to recurring
email from portsmon. The surveys allow individual maintainers to ask to
receive no further email. portsmon does not currently have this but it
needs to be added. Although we have no doubt the mail can in some cases
be annoying (especially given the fact that there will inevitably be
some false positives), the fact is that these emails have had a direct
impact on the quality on the ports. We ask for patience from the
community while each of us continues to fine-tune the algorithms
controlling what email is generated. (Because of the number of emails
these systems generate, it is impossible to go over every one
individually for a sanity check).


As a result of bounces from the above email, we have also been resetting
maintainers who have become unreachable.


Pav Lucistnik has done a great deal of work on the Porter’s Handbook,
including some much needed reshuffling and cleanup. Expanded sections
include Apache and PHP; Configure Scripts; Dealing With Shared
Libraries; Dealing With User Configuration Files; Handling Empty
Directories; Python; and Ruby. In addition, Edwin Groothius has
contributed a section on OPTIONS, and numerous other sections have been
improved by good suggestions from various other contributors.


A new article, “Maintaining and contributing to the FreeBSD Ports
Collection”, has been prepared by Sam Lawrance and has been reviewed and
is ready for commit. This document attempts to codify the rights and
responsibilities of ports maintainers, which until now had merely been
“community lore” as discussed on various mailing lists.


We continue to add new committers regularly, 8 since the last report.


The ports collection now contains over 13,500 ports. This is an increase
of over 750 since the last report in April.


portmgr would like to ask maintainers and committers alike to go through
the status of their ports on the two distfile surveys, both the one that
shows unfetchable current distfiles and the one that shows possibly
updated distfiles. This is an effective way to quickly help improve our
user’s perception of the state of the ports.


A great deal of progress has been made in cracking down on ports that
install files outside the approved directories and/or do not deinstall
cleanly (see “Extra files not listed in PLIST” on
pointyhat [http://pointyhat.freebsd.org/errorlogs/] ). These ports
are now a small minority thanks to the dedicated efforts of a large
number of individuals.


We still have a large number of PRs that have been assigned to
committers for some time (in fact, they constitute the majority).
portmgr members are now going through this list and asking each
committer to either commit them or release them to the general pool so
that someone else may work on them. In addition, the existing policies
for inactive maintainers (two weeks for maintainer- timeout on PRs;
three months for maintainer reset if no activity) are going to be much
more actively pursued than in the past, where the policies were more
honored in the breach than in the observance. The goal is to try to
bring the Ports Collection as up-to-date as possible. (While there has
been progress on many fronts, there are still areas where ports are
suffering from bit-rot.)


Improve Libalias


Paolo Pisati p.pisati@oltrelinux.com Wiki/Official project site


The project met all the scheduled goals, and following are the new
features implemented in libalias:



		integration with IPFW in kernel land


		support for 4.x and 5.x as kld


		converted from a monolithic to a modular architecture, added the
ability to load/unload at runtime support for new protocols (modules
work both in kernel and user land)


		added logging support in kernel land










Fell free to suggest other improvements.





Test and feedback are welcome


FreshPorts


Dan Langille dan@langille.org FreshPorts


I’m in the process of adding personalized newsfeeds to the website. For
each of your Watch Lists, you will also have a news feed just for that
watch list. Any commit to any port in your watch list will turn up on
your newsfeed. This fantastic new feature is available now for your RSS
pleasure at the BETA site [http://beta.freshports.org/] . I’ve also
been doing some work in the area of supporting multiple platforms and
architectures. This will allow FreshPorts to correctly report that a
port is broken, for example, on i386, but not the other platforms. This
feature will take note of BROKEN, FORBIDDEN, and IGNORE for the
following architectures:



		alpha


		amd64


		i386


		ia64


		sparc64





And the following OSVERSIONS (subject to upgrade as new releases come
along):



		492100


		504102


		600033


		700001





Upcoming changes, in addition to the above, include:



		NOT_FOR_ARCHS


		ONLY_FOR_ARCHS


		IS_INTERACTIVE





I’ve been getting useful help from those on IRC. Thanks.


Complete the above.


Fuse for FreeBSD


Csaba Henk soc-chenk@freebsd.org New home page FreeBSD wiki page
Download location


Fuse for FreeBSD is the outcome of my “ssh based networking filesystem
for FreeBSD” SoC project.


The kernel interface for the comprehensive userspace filesystem API
provided by the ( Fuse project [http://fuse.sourceforge.net] ) has
been implemented for FreeBSD (6.x and 7.x), under the BSD license. This
has the benefit of opening up the possibility of porting the rich
collection of Fuse based filesystems to FreeBSD.


Now it’s ready for consumption by a broader audience. The
sysutils/fusefs-kmod , sysutils/fusefs-libs ,
sysutils/fusefs-sshfs ports can be expected to be integrated into
the FreeBSD ports tree in the next few days (the ports were created and
are maintained by Anish Mistry, and Simon Barner’s careful review also
helps a lot).


Implement missing features like extended attributes and attribute/name
caching (with timeout).


Resolve problems with autotools and integrate userspace modifications
into the Fuse codebase.


Port Fuse based filesystems and language bindings to FreeBSD.


Create sysfs (Fuse based filesystem interface to sysctl).


Test, test, test among a broad variety of circumstances.


gvinum ‘move’, ‘rename’ support


Chris Jones soc-cjones@freebsd.org gvinum ‘move’, ‘rename’ wiki


Support for moving and renaming objects in gvinum was completed at the
end of August 2005. All gvinum objects (drives, subdisks, plexes, and
volumes) can be renamed, and subdisks can be moved from drive to drive.
Also, a man page for gvinum was created.


Update FreeBSD Handbook chapter on vinum to reflect gvinum. Slowly in
progress, but hopefully done by the end of the year, workload
permitting.


Integrated SNMP monitoring


Philip Paeps philip@FreeBSD.org Shteryana Shopova
soc-shteryana@FreeBSD.org


This summer, we’ve had the pleasure of having two Google Summer of Code
students hacking on our SNMP monitoring machinery. Victor worked on
implementing the Host Resources, TCP and UDP MIBs in bsnmpd while
Shteryana started on client-side SNMP tools.


With these modules and tools, a FreeBSD installation can be monitored
without having to install any (heavy!) third-party tools.


While the modules and the tools currently in Perforce are generally
functional, they still need some tidying up (style(9)) and testing
before they can be committed to CVS.


At the time of this writing, the Hostres MIB is pretty much commit-ready
in Perforce (//depot/user/philip/bsnmp/...), the other modules and tools
live in //depot/projects/soc2005/bsnmp/... They’ll be branched for
tidying up and committing “Real Soon Now”[tm]


Testers are very welcome. :-) Please let us know about any bugs!


Interface Cleanup


Anders Persson soc-anders@freebsd.org SoC Proposal


The dependencies to kernel-only datastructures in netstat (ifnet, etc.)
have been removed almost completely (AppleTalk and IPX still needs
work). In order to remove the dependencies, the debugging features of
netstat had to be removed. However, a project to create a generic,
modular ‘data structure’ examination tool is ongoing, and the debugging
features factor out of netstat have been migrated to this tool.


Refactoring of the netstat code, create a modular version in the spirit
of ifconfig.


Data structure examination tool needs to be completed, current state is
more that of a prototype.


UFS Journaling


Brian Wilson polytopes@gmail.com Scott Long scottl@FreeBSD.org


Scott has been working on inserting journalling hooks into the ufs and
ffs filesystem code. Brian has been balancing school and redesigning
various things that were deemed necessary to update during the end of
the actual SoC project.


Finish the redesign of the internal block management code.


Integration and test of the ffs/ufs hooks and the journaling code.


Updating userland tools to be aware of and use the journal.


Journal buffer management wiring to VM subsystem a la XFS.


pfSense


Scott Ullrich sullrich@gmail.com


pfSense is a m0n0wall derived operating system platform with radically
different goals such as using Packet Filter, FreeBSD 6, ALTQ for
excellent packet queueing and finally an integrated package management
system for extending the environment with new features.


Work continues to stabilize pfSense in preparation for the FreeBSD 6
release. Once FreeBSD 6 is released pfSense will enter the final beta
and release candidate phases in preparation for the 1.0 release.


Stabilize installer (cannot load kernel errors after install)


Finish outgoing load balancing monitoring


Fix last minute bugs that turn up


launchd(8) for FreeBSD



		Tyler Ballance tyler@tamu.edu Project Wiki





In short, launchd can run perfectly fine on FreeBSD, and combined with
launchctl, it can be used to manage daemons through the launchctl(1)
interface. Jobs can be added and managed two ways as of yet from
launchctl(1). Using zarzycki@'s experimental “submit” command within
launchctl(1) or by using my lame/rudimentary/etc “launcher” format
(launchd/launchers/*.launch) which uses property(3) to parse out three
simple, and important details. The program label, path, and any program
flags. Using the “load” command, one can load the data into launchctl(1)
and then start the processes with the...”start” command. Jobs can be
removed/stopped with the “remove” command. The “limit” command still
throws launchctl(1) into an infinite loop, and yes, I plan on fixing
this.


There are some things that need to be fixed, first off, some sort of
boot time integration, whether as an init-replacement (i.e. PID 1, a la
Mac OS X) or as the first thing started from init, that kicks all rcng
things off. Along with, more importantly, a plist parser, so we can have
full compatibility with Mac OS X’s launchd via Core Foundation.


I’m also trying to get launchd(8) relicensed with the BSD license, as
opposed to the APSL, anybody with tips, or methods for achieving this
goal, contact me at tyler@tamu.edu


Writing a light-weight plist (non-XML) parser with lex and yacc.


Porting FreeBSD to the Xbox


Rink Springer rink@rink.nu Ed Schouten ed@fxq.nl


As of 26th July 2005, it is possible to run FreeBSD on your Xbox with
minor patching effort. The framebuffer has initial support; The USB
ports, IDE- and audio controllers are fully supported; the only part
severely lacking now is the lack of support for the NForce Ethernet
controller.


Currently, efforts are focussing on eliminating the XBOX kernel option
and make the port self-detecting; this means the x86 and xbox kernels
will be identical. The goal is to provide native xbox support in
7-CURRENT.


Furthermore, a porting effort is planned from Linux’ GPL-ed forcedeth.c;
not only the Xbox port will benefit from this but also all NForce
motherboard owners. The resulting driver could be kldload-ed to keep the
kernel GPL-free.


The xbox framebuffer driver should be merged in the VESA framework, so
it can use syscons(4). Assistance on this would be very welcome!


ggtrace


Ivan Voras ivoras@yahoo.com


Ggtrace is “GEOM gate tracer”, utility to track I/O requests on a
storage device on FreeBSD. It uses the ggate facility of FreeBSD to
attach to a file or device and produces a device that can be used for
any I/O, including hosting filesystems.


I/O requests are presented in the form of a moving histogram that can be
used to discern which parts of the storage device are used most often.
One use of ggtrace is to analyze how filesystems arrange and access data
on storage devices.


The project is working and usable only on the RELENG_6 branch.


gjournal


Ivan Voras ivoras@yahoo.com gjournal wiki page


Gjournal provides GEOM-level journaling and COW capabilities to storage
devices. Unfortunately, it cannot be used as a substitute for filesystem
journaling (fsck is still needed when gjournal device is used to host
filesystems). Development has slowed down, and the existing code needs
much more testing. If there is continued interest in it, I’ll probably
split the functionalities into two projects, one handling COW and one
handling the journaling, in order to make the code cleaner.


More testing is needed.


TCP & IP Routing Optimization Fundraise


Andre Oppermann andre@freebsd.org


The fundraise has been very successful and I want to thank everyone who
has pledged their support and tipped the jar. The full amount plus a
little bit more has been raised in a very short timeframe. More
information on the exact amounts and their sponsors can be found at the
first link.


Due to the extended (and unexpected long) code freeze for the release
process of FreeBSD 6.0 (which is very high quality btw.) I’ve decided to
push back on working full time until the freeze is lifted. So far I’ve
done some work in the mbuf handling area and some other netinet cleanups
in my local repository.


Once FreeBSD 6.0 is released I resume my work on this project and many
changes and optimizations, as described in the first and second link,
will go into into FreeBSD-current.


TODO list for volunteers


Alexander Leidinger netchild@FreeBSD.org


The TODO list for volunteers (see the last report for more) is now under
review by some doc@ people.


bridge.c retired


Max Laier mlaier@freebsd.org Andrew Thompson thompsa@freebsd.org


As of September 27, the old bridge(4) implementation has been removed
from HEAD and will not be part of FreeBSD 7 and later. FreeBSD 6 will
serve as transition period. The full functional replacement
if_bridge(4) is now available in FreeBSD 5 (not yet part of 5.4
however), FreeBSD 6 and -CURRENT. Any problems should be reported to
Andrew Thompson, who is maintaining if_bridge in FreeBSD.


Document the change in the handbook and other reference material.


Problem Report Database


Mark Linimon bugmeister_at_freebsd_dot_org GNATS


Due to some good recent commit and cleanup work by both Alexander
Leidinger and Craig Rodrigues, the number of base-system PRs has
stabilized somewhat. The number of incoming ports PRs continues to
accelerate but except during freezes the ports committers have been
battling to commit them as quickly as they come in. (The graphs very
clearly show where the freezes are.) The net result is that we are
holding our own but it takes a great deal of (mostly unheralded) effort
to do so. Thanks are due to a large number of individuals who are doing
this ongoing work.


There is ongoing work to ask committers who have had PRs assigned to
them for a significant period of time, whether they are still interested
in pursuing them or whether they should instead be reassigned to the
pool. This is being done to try to get as many PRs ‘unstuck’ as possible
to try to help improve our users’ perceptions of the project.


As an experiment, Mark Linimon has been adding ‘tags’ to many of the
kern and bin PRs, including such things as ‘[nfs]’, ‘[if_em]’, and so
forth. The idea is to try allow searching and browsing based on these
terms so that committers will find it easier to work with our current PR
database. At the moment this is in the experimental stage, although it
is possible for committers to work with them from the command line on
systems with a database installed via query-pr(1).


Removable interface improvements


Brooks Davis brooks@FreeBSD.org


This project is an attempt to clean up handling of network interfaces in
order to allow interfaces to be removed reliably. Current problems
include panics if Dummynet is delaying packets to an interface when it
is removed.


I have removed struct ifnet’s and layer two common structures from
device driver structures. This will eventually allow them to be managed
properly upon device removal. This code has been committed and will
appear in 6.0. Popular drivers continue to be fixed. jhb’s locking work
has identified and corrected many issues. rwatson has also committed
cleanups to the multicast code which fixed some issues in this area.


OpenBSD dhclient import


Brooks Davis brooks@FreeBSD.org Sam Leffler sam@FreeBSD.org


The OpenBSD rewrite of dhclient has been imported, replacing the ISC
dhclient. The OpenBSD client provides better support for roaming on
wireless networks and a simpler model of operation. Instead of a single
dhclient process per system, there is one per network interface. This
instance automatically goes away in the even of link loss and is
restarted via devd when link is reacquired. To support this change, many
aspects of the network interface configuration process were overhauled.


The current code works well in most circumstances, but more testing and
polishing is needed. A few bugs are being tracked, but most of them are
edge cases.


Work on further interface configuration enhancements is underway for
FreeBSD 7.0.


EuroBSDCon 2005 - Basel


Information info@eurobsdcon.org


The fourth European BSD conference in Basel, Switzerland is a great
opportunity to present new ideas to the community and to meet some of
the developers behind the different BSDs.


The two day conference program (Nov 26 and 27) will be complemented by a
tutorial day preceding the conference (Nov 25).


The FreeBSD developers will hold a DevSummit on Nov 24 and 25, so
several developers will be at the conference.


The program is available for
Saturday [http://www.eurobsdcon.org/conference-schedule-saturday.php]
and
Sunday [http://www.eurobsdcon.org/conference-schedule-sunday.php]
providing very interesting FreeBSD talks and topics.


Today more than 160 people from 25 countries have registered for the
conference.


FreeBSD GNOME Project


Joe Marcus Clarke marcus@FreeBSD.org FreeBSD GNOME Team
gnome@FreeBSD.org FreeBSD GNOME Project Homepage


Since our last status report, we have added a new member to the team:
Jean-Yves Lefort (jylefort). We have even spiced up our contact
page [http://www.FreeBSD.org/gnome/contact.html] with pictures of
ourselves and in some cases, a cute hippo. And our very own Adam
Weinberger (adamw) has been made a GNOME Project committer heading up
the Canadian English translation project.


We have finished the port GNOME 2.12 to FreeBSD. However, due to the
ports slush in preparation for 6.0-RELEASE, the update has not been
merged into the official ports tree. If people are eager to try out
GNOME 2.12 while waiting for the ports tree to fully thaw, we have
instructions [http://www.FreeBSD.org/gnome/docs/develfaq.html] on
our website. GNOME 2.12 will be the first FreeBSD GNOME release not to
include support for FreeBSD 4.X. While 4.X is still a very viable
release for servers, it lacks many of the features needed for a Desktop
Environment such as GNOME. We do plan to continue support of the GNOME
development platform on 4.X, however. This includes Glib, GTK+,
libgnome, etc. A new porting component will be introduced with GNOME
2.12 called, ``ltverhack’‘. This will help with future upgrades by
keeping shared library versions from needlessly changing.


The FreeBSD GNOME Project is also committed to providing our users with
a solid package experience. To that end, we have extended our
Tinderbox [http://www.freebsd.org/gnome/docs/faq2.html#q21] to build
amd64 packages for all supported versions of FreeBSD for both the
production and development releases of the GNOME Desktop. The
development packages are even built with debugging symbols to better
help with reporting problems.


FreeBSD needs a HAL [http://www.freedesktop.org/wiki/Software_2fhal]
port. HAL will be vital for both GNOME and KDE in providing FreeBSD
users with a smooth, elegant desktop experience. Once GNOME 2.12 has
been merged into the ports tree, work will begin on making HAL on
FreeBSD a reality. Contact gnome@FreeBSD.org if you are interested in
helping.


We need help with project documentation. In particular, we need help
auditing the FAQ [http://www.FreeBSD.org/gnome/docs/faq.html] to
make sure the content is still relevant, and we are not missing any key
items. If you’re interested, please contact gnome@FreeBSD.org .


PowerPC Port


Peter Grehan grehan@freebsd.org FreeBSD/PPC Platform page.


The project has been following the 6.0 release schedule by producing
BETA-* builds and is now up to the RC1 build.


Dario Freni successfully built a FreeSBIE/ppc iso for his Summer-of-code
project.


iSCSI Initiator


Daniel Braniss danny@cs.huji.ac.il


This iSCSI kernel module and its companion control program, are still
under development, but the main parts seem to be working. A second round
of public tests has started.


login chap authentication


digest


network disconnect recovery


The Kernel Stress Test Suite


Peter Holm pho@freebsd.org


The current version of the test suite took form in the beginning of the
year after discussions with Jeff Roberson, during a long period of
testing Jeff’s VFS SMP work.


At that time, Daniel Seuffert donated a Thunder 7500 motherboard
complete with CPUs, RAM and coolers. This allowed me to do some serious
SMP testing.


Mid July Murray Stokely suggested adding a link from the 6.0 todo web
page to the Stress Test Status Page. At that time there were a few
reoccurring panics that made it hard to test the kernel for other
problems. Numerous people put a lot of hard work in fixing the panics
and livelocks found during the next months. At the same time others
stepped in and ran the test suite on their own hardware, thus increasing
the focus on kernel stability.


As of 6.0, the kernel stress test suite cannot panic the kernel.


Nsswitch / Caching daemon


Michael Bushkov


The nsswitch / caching daemon project was developed within the Google’s
Summer Of Code program. Almost all goals of the project were achieved.
Thanks to Brooks Davis and Jacques Vidrine, who were my mentors and
greatly helped me.


Nsswitch subsystem was extended to support new sources (services,
protocols, rpc, openssh and GT4). The testing of the Globus Grid Toolkit
4 patch (which adds support for nsswitch to GT4) is still to be done.
For nsswitch to support caching, the caching daemon was implemented on
top of the caching library, which was also developed during the SoC. The
current version of the daemon uses simple nscd-like configuration file
and seems to be stable. To complete the SoC project, the experimental
version of libc with in-process caching enabled was made. It’s
benchmarking will be done in the nearest future.


There were some requests for caching daemon to be able to act like NSCD
(to perform the actual nsswitch lookups by itself), so it was modified
to support this feature. But current implementation has some
restrictions and requires a lot of testing. Right now the final
polishing is being made to the project’s sources, so that they could be
added to the CURRENT


Extend caching daemon to support NSCD functionality


Test Globus Grid Toolkit 4 patch


Add support for MAC and audit related configuration files to the
nsswitch


FreeBSD Web Site Redesign


Emily Boyd soc-emily@FreeBSD.org Murray Stokely murray@FreeBSD.org Web
Team freebsd-www@FreeBSD.org Archived copy of old site.


The new website has gone live! Thanks to Emily Boyd for all her hard
work. We still have a lot of work to do to integrate suggestions that
have been made by users since we went live. The new CSS design makes it
much easier to rapidly change the look and feel of the site, so it is
easy to experiment. We’re still looking for more HTML/CSS designers to
help us improve the site.


NEWCARD


Warner Losh imp@freebsd.org


Due to an email snafu, the June report was not submitted, so this report
covers since the last 6 months.


Summary: The 16-bit part of NEWCARD has been greatly enhanced. In
addition, power control has become interrupt driven. Some drivers make
use of the new functionality.


The pccard layer now exports the CIS for each device that is present,
even if there’s no driver for the card or parts of the card.


The power up and reset sequence is now interrupt driven. This has
eliminated many of the long pauses that the system used to experience
after a card insertion. We can not play glitch-free audio while
inserting or removing a card.


A number of additional cards are recognized by PC Card. In addition,
drivers now can read the CIS for more information about the card.
Drivers have been enhanced to read the CIS for MAC addresses and the
like where appropriate.


The ed driver now attaches the mii bus of the AX88190 and AX88790 fast
ethernet PC Card chips. This allows better status reporting and
increased functionality for PHY chips that need some help. The ed driver
also supports the Tamarack TC5299J chipset (including attaching its MII
bus) now, the only open source OS that does so (TC5299J cards will work
with other open source OS, but they won’t report their status or attach
a mii bus).


A number of bugs have been fixed in the pccard or cardbus drivers. Most
of these changes have been merged into the forthcoming 6.0. Others will
be merged after the release.


ExpressCard laptops have arrived with ExpressCard/54 and ExpressCard/34
slots. It is unknown the extent of the work necessary to support them.


The ISA attachment of cbb needs work to make it fully functional.


A CIS parser in userland needs to be written. The pccardc based CIS
parser is OK, but it doesn’t handle MFC cards too well. Ideally the
parser would produce output that is compatible with the linux tool.


A mechanism for CIS override is needed. We need a tool that will take an
ascii representation of the CIS and produce a binary. We need a tool
that will install the binary into the kernel and kernel modifications to
switch from the CIS that’s in the card to the faked up CIS.


We need a mechanism for creating pseudo multi-function cards. Initially,
it seems that all we really need is the ability for an arbitrary driver
to add a sio companion, since that covers all the cases I’m aware of.
Resources would need to be ‘donated’ from the creating driver to the sio
card.


It would be nice if we could move to a more common CIS parsing and
dispatch. The CardBus side is wide open at the moment since none of the
pci drivers use the CIS information outside of a few that get their MAC
address via a standard interface.


The ep driver needs work to make the newer ep cards that have mii bus on
them actually probe and attach it. It needs to gain media support for
the non-mii based cards. The 3C1 still needs work.


The sn driver needs work to support many of the SMC91Cxxx PC Card
devices. These are typically combination cards that need special,
non-standard initialization.


Power savings for 16-bit cards can be realized if we power them up at
3.3V rather than at 5.0V. Not all cards can support this, but many can
and indicate this support in the CIS. Windows tries the 3.3V
configuration entries before the 5.0V ones. We should do the same.


Most of the changes that have been made to the pccard and cardbus layers
can be merged back into RELENG_5.


OpenBSD packet filter - pf


Max Laier mlaier@freebsd.org


Further improvements have been made to pfsync to make it behave well in
SMP scenarios. All bug fixes have been MFCed to RELENG_5 where
applicable. A couple of bugfixes and feature improvements have been
imported via OpenBSD (originally suggested by FreeBSD users).


As described in the last report, FreeBSD 6.0 and future RELENG_6
releases will be based on OpenBSD 3.7. Newer code will be imported as
soon as 6.0 has settled down a bit.


BSD Installer


Andrew Turner soc-andrew@FreeBSD.org


By the end of August I managed to modify the release building process to
build a live CD that loads the front and backends. It could install all
the distfiles, install the ports tree and had minimal support to install
and uninstall packages.


Since the end of the Summer of Code I have worked to integrate the new
Lua backend. This has been successful, with it now past the point of the
BSDINSTALLER-BETA-1 release. It can install the distfiles but not the
ports tree or packages yet.


Low-overhead performance monitoring for FreeBSD


Joseph Koshy jkoshy@FreeBSD.org Project home page


This projects implements a kernel module (hwpmc(4)), an application
programming interface (pmc(3)) and a few simple applications (pmcstat(8)
and pmccontrol(8)) for measuring system performance using event
monitoring hardware in modern CPUs.


The last three months have been spent in bug fixing and in tweaking the
code. A few more minor features and loose ends remain to be taken care
of. Once these are done, I hope to get started on a graphical
performance analyser.


Realtime POSIX signal


David Xu davidxu@FreeBSD.org


The FreeBSD kernel is powerful, but it still lacks some realtime POSIX
facilities, for example, sigqueue. Most of the code is ready, and I am
testing it.


POSIX timer, timer_xxx syscalls


SNMP Monitoring


Harti Brandt harti@freebsd.org Philip Paeps philip@freebsd.org Victor
Cruceru soc-victor@freebsd.org FreeBSD wiki


New MIBs are implmented for the BSNMP agent:



		HOST-RESOURCES-MIB ( http://www.ietf.org/rfc/rfc2790.txt ).
Philip is going to submit the code into the CVS repository.


		TCP-MIB with combined IPv4 & IPv6 support (
http://www.ietf.org/rfc/rfc4022.txt ). This new TCP-MIB is 100%
backward compatible with the old one (v4 only). It adds a clear
distinction between active and passive tcp endpoints and for each
endpoint info about the process it belongs to.


		UDP-MIB with combined IPv4 & IPv6 support (
http://www.ietf.org/rfc/rfc4113.txt ). This new UDP-MIB is 100%
backward compatible with the old one (v4 only) and it adds multiple
instances support for the UDP endpoints and for each endpoint info
about the processes using it.





For HOST-RESOURCES-MIB we are going to add support for more detailed
memory stats based of libmemstat(3)


The rest of the IPv6 MIBs.


FreeBSD enterprise MIBs for supporting SNMP configuration (via SNMP
SETs) for FreeBSD.


csup: cvs mode support


Christoph Mathys cmathys@bluewin.ch The wikipage with details about my
SoC-project csup project page


During the “Summer of Code” I worked on csup (a rewrite of CVSup in C).
It already supported checkout-mode, so my task was to implement support
for cvs-mode. The biggest part of the project was to implement support
for rcs-files. As “byproducts” I also wrote the necessary code to create
nodes/hardlinks and to update files using the rsync-algorithm. For what
I know, the code works fine, but errorhandling is practically
inexistent.


Errors should be properly handled


Support to get fixups


The hard part to support rcs file updates is done, but there is no
checksum, some options are not honored and the performance could be
improved


Sound subsystem improvements


Multimedia Mailinglist multimedia@FreeBSD.org Ariff Abdullah
skywizard@MyBSD.org.my Alexander Leidinger netchild@FreeBSD.org


Recently a lot of fixes, specially in handling format / rate conversion
and general stability was committed to -current. This include fixes for
most LOR’s and new features (software volume handling for soundcards
without volume handling in hardware and the possibility to switch to
spdif).


A lot of effort was expended by Ariff (and other people) to come up with
those improvements. For this reason Ariff was “punished” with a commit
bit, so he is able to commit further improvements on his own.


This work is not integrated into 6.0-RELEASE because of some lose ends
(see ‘sndctl’ below).


You can help by looking at sound related PR’s in
GNATS [http://www.freebsd.org/cgi/query-pr-summary.cgi?category=&severity=&priority=&class=&state=&sort=none&text=sound&responsible=&multitext=&originator=&release=]
and making follow-up’s which tell us if a problem still persists or if a
PR can be closed because the bug is fixed. Also feel free to submit
patches for anything on the TODO list below.


Update manual pages to reflect new features.


Fix driver specific issues (via, t4dwave, maestro).


Make all drivers MPSAFE.


Rewrite some parts (e.g. a new mixer subsystem with OSS compatibility).


sndctl(1): tool to control non-mixer parts of the sound system (e.g.
spdif switching, virtual-3D effects) by an user (instead of the sysctl
approach in -current); pcmplay(1), pcmrec(1), pcmutil(1).


Plugable FEEDER infrastructure. For ease of debugging various feeder
stuff and/or as userland library and test suite.


Support for new hardware (envy24, Intel HDA).


Performance enhancement (via ‘slave’-channels, changes are under
review)?


Closer compatibility with OSS, especially for the upcoming OSS v4.


Close a lot of PR’s.


Document the sound system in the FreeBSD Architecture
Handbook [http://www.freebsd.org/doc/en_US.ISO8859-1/books/arch-handbook/index.html]
.


Ports Tinderbox


Joe Marcus Clarke marcus@FreeBSD.org Tinderbox List
tinderbox-list@marcuscom.com Tinderbox Homepage


The Ports Tinderbox is a packaged system for building FreeBSD ports in a
clean environment. It can be used to test new ports, updates to existing
ports, or simply as a package building engine. Tinderbox uses the same
underlying code that the official FreeBSD package build cluster,
pointyhat, uses. So if a port builds under Tinderbox, it is guaranteed
to build on pointyhat.


More and more FreeBSD committers and ports maintainers are starting to
use Tinderbox. We just released version 2.1.0 which added much-requested
PostgreSQL support as well as fixed many bugs. We expect a 2.1.1 release
soon with some additional bug fixes.


With the 2.1.0 release of Tinderbox, we have branched the code base so
that we can focus on larger features in our HEAD branch while still
producing stable releases on a more frequent basis. The biggest new
feature planned for Tinderbox 3.0 is clustering support which is being
spearheaded by Ade Lovett (ade).


At this point, we really need help with documentation. Work has begun on
creating man pages for the various Tinderbox commands, but we need help
to churn them out at as faster rate. If you have strong mdoc fu, and
interested in helping us out, please contact marcus@marcuscom.com .
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Introduction


This is a draft of the July-September 2014 status report. Please check
back after it is finalized, and an announcement email is sent to the
&os;-Announce mailing list.


?>


This report covers &os;-related projects between July and September
2014. This is the third of four reports planned for 2014.


The third quarter of 2014 was another productive quarter for the &os;
project. A lot of work has been done on various ARM platforms, with the
goal of bringing them to Tier 1 status in &os; 11. The various ports
teams have also worked hard to improve the state of &os; as a desktop
operating system. As usual, performance improvements feature in several
places in this report and many of these can benefit from user
benchmarking to validate our results.


Thanks to all the reporters for the excellent work!


The deadline for submissions covering the period from October to
December 2014 is January 7th, 2015.


team &os; Team Reports proj Projects kern Kernel arch Architectures bin
Userland Programs ports Ports doc Documentation misc Miscellaneous


New Automounter


Edward Tomasz Napierała trasz@FreeBSD.org


Limitations of the current automounter, amd(8), are a recurring
problem reported by many &os; users. A new automounter is being
developed to address these concerns.


The automounter is a cleanroom implementation of functionality available
in most other Unix systems, using proper kernel support implemented via
an autofs filesystem. The automounter supports a standard map format,
and will integrate with the Lightweight Directory Access Protocol (LDAP)
service.


The &os; Foundation worked with enterprise and university users to test
the new automounter in existing LDAP-based environments, including some
with thousands of map entries.


The code is now ready to use. It has been committed to 11-CURRENT and
10-STABLE, and will ship as part of 10.1-RELEASE. There is ongoing work
on improving performance and fixing possible bugs.


The &os; Foundation


Chelsio iSCSI Offload Support


Sreenivasa Honnur shonnur@chelsio.com Edward Tomasz Napierała
trasz@FreeBSD.org


Building on the new in-kernel iSCSI target and initiator stack released
in &os; 10.0, Chelsio Communications has begun developing an offload
interface to take advantage of the hardware offload capabilities of
Chelsio T4 and T5 10 and 40 gigabit Ethernet adapters.


The code implements hardware PDU offload for both target and initiator.
The iSCSI stack has been modified to provide a hardware-independent
offload API, allowing offload drivers to be loaded as kernel modules,
and to provide mechanisms for the system administrator to configure this
feature. The project is entering a testing phase. The code will be
released under the BSD license and is expected to be completed later in
the year and ship in &os; 10.2-RELEASE.


Chelsio Communications The &os; Foundation


Complete testing


Michael Lucas Books


Michael Lucas mwlucas@michaelwlucas.com book announcement pre-pub
availability announcement in-progress draft


Lucas is working on a series of small &os; books. The first one, FreeBSD
Mastery: Storage Essentials, is underway, and covers GEOM, gpart, MBR,
UFS, GELI, GBDE, disk sector alignment, and more. You can pre-order the
book at a discount from his web site, or wait for it to hit print and
all major ebook retailers.


Get status updates on his blog, or check @mwlauthor on Twitter.


Lucas needs to write faster.


Xfce


&os; Xfce Team xfce@FreeBSD.org devel repo Video showing significant
changes


Xfce is a free software desktop environment for Unix and Unix-like
platforms including &os;. It aims to be fast and lightweight while still
being visually appealing and easy to use.


The Xfce team continues to keep each piece of the Xfce Desktop up to
date. That is why we are working on the next stable release (no date
scheduled). There were no major updates in the ports tree except for
cosmetic changes this quarter.


Major upcoming changes include:



		Switch to the USES framework


		Support both GTK2 and GTK3, with GTK2 being the default.


		A GNOME-like default icons theme


		Enhanced documentation (handbooks, FAQ)





Below is a list of current ports in the devel repository (see link).



		deskutils/xfce4-xkb-plugin 0.7.0


		devel/xfce4-dev-tools 4.11.0


		misc/xfce4-appfinder 4.11.0


		multimedia/xfce4-parole 0.6.1 and 0.7.0


		sysutils/garcon 0.3.0


		sysutils/xfce4-settings 4.11.3


		x11/libxfce4menu 4.11.1


		x11/libxfce4util 4.11.0


		x11-wm/xfce4-desktop 4.11.8


		x11-wm/xfce4-panel 4.11.1


		x11-wm/xfce4-session 4.11.0





There are also two new ports



		deskutils/xfce4-volumed-pulse 0.2.0


		x11/xfce4-dashboard 0.2.3 and 0.3.2





For more details, please see our wiki page in the Links section.


Finish patching the ACPI helper (xfce4-power-manager).


Continue to work on documentation, especially the Porter’s Handbook, and
creata a FAQ).


ZFS Chapter of the Handbook


Allan Jude allanjude@FreeBSD.org Benedict Reuschling bcr@FreeBSD.org
Warren Block wblock@FreeBSD.org ZFS Section of the FreeBSD Handbook


ZFS is one of the premier features of &os;, and the quality of the
documentation should match that of other important features. Much of the
original documentation from Sun and Oracle has disappeared, moved, or is
about the proprietary version of ZFS. The OpenZFS project does not
provide much documentation and instead provides users with a few links,
including the &os; Handbook. New users have many questions about ZFS and
yet there exists a great deal more bad advice about ZFS than proper
documentation.


After over a year of work, a new ZFS chapter has been added to the &os;
Handbook. Over 20,000 words describe the basics of creating, managing,
and maintaining a ZFS pool. Advanced features like compression,
deduplication, and delegation are covered. The chapter also contains a
glossary of terms, explaining a number of the concepts unique to ZFS,
and documents some of the many sysctl variables that can be used for
tuning.


The remaining work to be done is in the FAQ section, which aims to help
users address the most common questions or problems they might face with
ZFS. We would like to hear experiences, questions, misconceptions,
gotchas, stumbling blocks and suggestions for the FAQ section from other
users. A use cases section that highlights some of the cases where ZFS
provides advantages over traditional file systems is also planned.


Please send suggestions to the docs mailing list.


ScaleEngine Inc.


Technical review by Matt Ahrens (co-creator of ZFS)


Improve the delegation section


Improve the tuning section, and cover recently added sysctls


Add a section on jails and the jailed property


Add an FAQ section


Add a Use Cases section


General editing and review


Jenkins Continuous Integration for &os;


Craig Rodrigues rodrigc@FreeBSD.org Jenkins Administrators
jenkins-admin@FreeBSD.org &os; Testing freebsd-testing@FreeBSD.org
Jenkins CI server in &os; cluster Jenkins working group at DevSummit
Jenkins presentation at BSDCan clang static analyzer FreeBSD static
analysis results BSD Now episode 44 livirt and bhyve” Kyua testing
framework Issue to update Jenkins to JNA 4.1.0 for FreeBSD Pull request
#1 to upgrade JNA in Jenkins Pull request #2 to upgrade JNA in Jenkins
Jenkins job for testing pkg yacc bug found by kyua IPv6 multicast join()
problem found by Jenkins Kyua Quickstart Guide


In May, &a.rodrigc; led a working group Continuous Integration and
Testing with Jenkins for &os; at the &os; Devsummit in Ottawa.
&a.rodrigc; also gave a Jenkins presentation at BSDCan.


At BSDCan, &a.rodrigc; had some discussions with &a.jmmv; about how to
better integrate &os; testing efforts with Jenkins and kyua. As a result
of this discussion, &a.jmmv; enhanced the kyua testing framework
with a kyua report-junit command. This command takes kyua test
results and outputs a test report in JUnit XML format. Jenkins can
directly import JUnit XML test results and display them nicely.


In June, &a.rodrigc; was interviewed for episode 44 of BSD Now. The
interview covered Jenkins and Continuous Integration in the &os;
project.


In July, &a.rodrigc; gave a presentation to the Bay Area &os; Users
Group (BAFUG), Libvirt and bhyve, based on experience he had with
those technologies when used with Jenkins.


&a.lwhsu; set up a Jenkins job to run the LLVM scan-build tool to
perform static analysis of the &os; code, and make the results
availalble at scan.freebsd.org.


&a.swills; modified the Jenkins job which builds pkg(8) to use the
kyua report-junit command to integrate pkg(8) test results in
Jenkins.


Anthony Williams reported that the version of the Java Native Access
(JNA) library bundled with Jenkins has problems on &os;. This causes
problems with Jenkins using libpam and other plugins that use JNA. Craig
filed JENKINS-24521 against Jenkins. Craig submitted patches to Jenkins
to update Jenkins to use JNA 4.1.0, which has fixes for &os;.


&a.rodrigc; worked on automatically running the tests in the &os;
/usr/tests directory under Jenkins using the kyua test
framework. &a.rodrigc; provided feedback to &a.jmmv; about kyua and
&a.jmmv; incorporated some of the feedback as bugfixes and feature
enhancements to kyua. &a.rodrigc; committed some fixes to &os; to
eliminate some test failures. One of the tests still results in a crash
in byacc. This is being tracked in PR 193499. Thomas E. Dickey (byacc
maintainer) submitted a patch to fix the problem, and this has been
committed to &os;.


&a.rodrigc; analyzed the cause of some startup errors in Jenkins when
opening a multicast socket. He had some discussion with &a.bms; captured
in PR 193246. The Java JDK depends on functionality in Solaris where it
is possible to open an IPv4 multicast socket, but with an IPv4 multicast
address mapped to an IPv6 address. On Linux, there are modifications to
the JDK itself to work around this. &a.bms; said that the work to make
the &os; IPv6 stack behave like Solaris would require some work.


&a.rodrigc; started writing a Kyua Quickstart Guide. This guide is meant
to help new kyua users who want to write tests and run them under kyua.
&a.rodrigc; is seeking feedback to help improve this guide.


Upstream more fixes to Jenkins for &os;, such as JNA fixes.


Automate the build of /usr/tests.


Set up more builds based on examples from the existing &os; Tinderbox.


Get feedback for improving the Kyua Quickstart Guide.


We need more people to join us on freebsd-testing@FreeBSD.org and help
out. We especially need people with devops and scripting experience to
help us set up more builds and tests. We would also like to integrate
with other parts of the project, such as Phabricator.


LLVM Address Sanitizer (Asan)


Viktor Kuzutov vkutuzov@accesssoftek.com Buildbot


The LLVM address sanitizer (Asan) is a fast memory error detector that
can detect use-after-free errors and buffer overflows. It has been
ported to &os;. The mainline version of LLVM is known to pass all of the
tests in the LLVM and Asan test suites without unexpected failures on
&os; 10.0.


A buildbot running sanitizer tests under &os; stable/10 has been
established. See the Links section.


To make it possible to run programs with sanitizer checks enabled on
&os;, a new sysctl named kern.proc_vmmap_skip_resident_count has
been added. See the Links section. Running the address sanitizer checks
on stable/10 requires this sysctl to be set to 1.


A similar work is in progress to add &os; support to the thread
sanitizer (Tsan), which detects data races in parallel programs.


&os; Preseed Installation (PXE)


Kamil Czekirda kczekirda@FreeBSD.org


This is a Google Summer of code project to provide a noninteractive &os;
installation process from the network. In the first part, an
implementation was added for scripted bsdinstall(8). It supports
variables such as KEYMAP, HOSTNAME, MIRROR, RELEASE, TIMEZONE, DAEMONS,
ROOTPWHASH, and USERS. Network configuration, ZFS options, and others
are also included.


The second part of the project is about booting the fai (Fully
Automatic Installer) from the network by PXE. An installer distro was
created based on mfsBSD. After boot, fai looks for the
“bootfile-name” parameter from the DHCP server. This parameter tells
fai where the bsdinstall script is located. fai supports
MAC-based configuration, or a default if a MAC-based configuration file
does not exist.


Google Summer of Code 2014


Documentation, including a HOWTO and handbook


More tests in different configurations


Support for more than one network interface is planned


GNOME/&os;


&os; GNOME Team gnome@FreeBSD.org


GNOME is a desktop environment and graphical user interface that runs on
top of a computer operating system. GNOME is part of the GNU Project and
can be used with various Unix-like operating systems, including &os;.


MATE is a fork of GNOME 2. The MATE ports were updated to the 1.8
versions.


Cairo, the vector graphics library used by GNOME, has been updated to
1.12. This allowed the merge of GNOME 3 to begin. We are currently doing
test builds to find ports broken by the update and pruning ports that do
not build any more because of incompatible updates.


Gustau Perez started preliminary work on the next development version of
GNOME in MC, to be ready for GNOME 3.15. We will skip 3.14 entirely.


Finish the GNOME 3.12 merge, and start tracking GNOME 3.15 (development
series).


The Graphics Stack on &os;


&os; Graphics team x11@FreeBSD.org Graphics stack roadmap and supported
hardware matrix Graphics stack ports-related development repository
Removal of legacy X.Org announcement XDC 2014


The newest graphics stack (that is, the set of ports conditional on the
WITH_NEW_XORG knob) was enabled on all architectures. The only
regression is for users of Intel GPUs and &os; 8.X or 9.0. Those
releases lack the required kernel driver and therefore
xf86-video-intel will not work (the last UMS-aware version does not
work with xserver 1.12). Users can still use xf86-video-vesa if they
cannot or do not want to update their &os; workstation. Owners of Radeon
GPUs can use xf86-video-ati-ums 6.14.6 with xserver 1.12 if the
KMS driver is not available (that is, before &os; 9.3).


The old graphics stack will be removed with the next update to these
ports. See the announcement in the Links section.


Hardware context support was added to the i915 driver in both HEAD and
10.1-RELEASE. This will allow us to update libglapi, libGL, dri, libEGL
and libglesv2 ports to a newer version of Mesa. The latest version is
already available from our development ports tree (see the links
section).


Cairo was updated to 1.12. This will allow the &os; GNOME team to
upgrade pango and Gtk+ 3. Unfortunately, the update also revealed that
xf86-video-intel 2.7.1 was in a much worse state than previously
assumed.


We will attend XDC 2014 (X.Org Developer’s Conference) from October 8th
through 10th in Bordeaux, France. The goal is to reconnect with graphics
stack developers, who are mostly working with Linux these days. We will
give a presentation on the current state of this stack on &os;. See the
XDC website in the Links section for the program and live streaming.


See the “Graphics” wiki page for up-to-date information.


ZFSguru


Jason Edwards sub.mesa@gmail.com


ZFSguru is a multifunctional server appliance with a strong emphasis on
storage. ZFSguru began as simple web-interface frontend to ZFS, but has
since grown into a &os; derivative with its own infrastructure. The
scope of the project has also grown with the inclusion of add-on
packages that add functionality beyond the traditional NAS functionality
found in similar product like FreeNAS and NAS4Free. ZFSguru aims to be a
true multifunctional server appliance that is extremely easy to set up
and can unite both novice and more experienced users in a single user
interface. The modular nature of the project combats the danger of
bloat, whilst still allowing extended functionality to be easily
deployed.


The development work in Q3 focused heavily on the new build
infrastructure. This allows the ZFSguru project to release new system
images together with addon services at much higher frequency and with
much less manual intervention. This should free up a lot of development
time to be spent on the core of the project: the web interface.


Furthermore, a new website and forum is being worked on, replacing the
old-fashioned website that offers only limited functionality. The new
website will be linked to the server database, providing real-time
updates about the project.


In addition, a new platform for collaborated development is in the
works. A service addon has been created for the GitLab project, which is
a drop-in replacement of the popular GitHub website. The choice was made
to host our own solution and not rely on GitHub itself. In retrospect
this appears to have been a good decision. The recent development where
GitHub removed projects after DCMA-takedowns being sent is incompatible
with the philosophy of free-flow-of-information, of which the ZFSguru
project is a strong proponent. By hosting our own solution, we have
avoided any dependency on third party projects.


The next task will be to introduce a new remote database structure,
dubbed GuruDB. This will speed up the web-interface as well as introduce
Service Bulletins which address important notifications to our users, as
well as announce new releases.


After GuruDB, the Migration Manager is one of the last remaining
features still missing in the web-interface. This functionality provides
an easy way to upgrade the current system by performing a new clean
installation, but migrate all relevant configuration to the new
installation. It also allows users to ‘backup’ all system configuration
in a single file to be stored on a different machine should things go
awry.


A longer version of the 2014 development progress of the ZFSguru project
and information specific to the newly-released 10.1-002 system image can
be found in the Links section.


&os; Python Ports


&os; Python Team python@FreeBSD.org The FreeBSD Python Team Page IRC
channel


The &os; Python team continued to improve the overall experience with
Python-based software on &os;.


During the last quarter, the bsd.python.mk bits of the ports
infrastructure were converted to the more modern USES format.
Several options, such as support for easy_install, were deprecated
or removed to make the infrastructure easier to maintain and less
complex for port maintainers.


The Python ports were refactored and simplified to improve
maintainability and to get rid of long-standing issues due to the
previously complex and error-prone build process.


The Python 2 branch was updated to Python 2.7.8 and setuptools to
5.5.1.


With the availability of pkg 1.3, installing Python packages and modules
for different Python versions is now supported in the package management
infrastructure. This allows us to remove the previously required port
duplicates for Python 2 and Python 3.


Retire the Python 3 specific port duplicates


Convert ports to the new USES syntax


More tasks can be found on the team’s wiki page (see Links).


To get involved, interested people can say hello on IRC and let us know
their areas of interest!


Updating OpenCrypto


John-Mark Gurney jmg@FreeBSD.org Source in Perforce FreeBSD Foundation
announces IPsec Enhancement Project


The project adds support for the AES-GCM and AES-CTR cryptography modes
to the OpenCrypto framework. Both software and AES-NI accelerated
versions are now functional and working. Ermal LuÃ§i (eri@) is working
on adding support for these additional modes to IPsec.


The &os; Foundation Netgate


Create a test suite for the most common modes.


&os; on Newer ARM Boards


Ganbold Tsagaankhuu ganbold@FreeBSD.org Some preliminary code for
Snapdragon board IFC6410


Work on initial support of the IFC6410 board, which was stopped due to a
bricked bootloader, has been started again. This board has the Qualcomm
Snapdragon S4 SoC, featuring the Krait CPU. This CPU is considered a
“platform” for use in smartphones, tablets, and smartbook devices. Krait
has many similarities with the ARM Cortex-A15 CPU and is also based on
the ARMv7 instruction set. These peripherals are working:



		Qualcomm High Speed UART driver for MSM 7000/8000 series chips
(included in src tree)


		Krait Timer





Get the MMC driver working. May need more help from experts.


The &os; Core Team


&os; Core Team core@FreeBSD.org


The &os; Core Team constitutes the project’s “Board of Directors”,
responsible for deciding the project’s overall goals and direction as
well as managing specific areas of the &os; project landscape.


The third quarter of this year was a relatively quiet time in terms of
Core Team activity. No major policy changes were decided, but the
criterea for awarding commit bits were reviewed and the existing
requirements were clarified and documented at
http://www.freebsd.org/internal/proposing-committers.html.


Other items dealt with by core during this period:



		Confirmed with Microsoft that it is permissible to include DCTCP in
&os;.


		Promoted git-beta.freebsd.org out of beta-test to an official
service, consequently renaming it to git.freebsd.org.


		Mediated between groups of contributors and committers adopting
different positions on the on-going work to introduce ASLR and
associated technologies.


		Worked with the &os; Foundation to obtain a license for XenForo, and
with the forum administrators on plans to migrate the &os; forums
onto the &os; cluster and to switch to XenForo.





During this period, three commit bits were granted, and two commit bits
were taken in for safe keeping.


SSE Variants of libc Routines for amd64


John Baldwin jhb@FreeBSD.org


I have written SSE/AVX-optimized versions of a few libc routines for
amd64. So far the list includes memcpy, memset, and strlen.
For each routine I have written a simple regression test as well as
performed some simple microbenchmarks on various AMD and Intel CPUs.


The simplest routine is strlen which appears to be a general win in
microbenchmarks. memcpy and memset have proven trickier as
different variants can behave quite differently on different CPUs.


At present, I do not yet have a patch relative to libc. Once I do,
this will be suitable for more testing. I would like to see some
real-world benchmarks that show measurable improvement before pushing
any of this up into the tree.


Create a branch that holds a modified libc and is suitable for
testing


Ports Collection


Frederic Culot portmgr-secretary@FreeBSD.org Port Management Team
portmgr@FreeBSD.org


As of the end of Q3, the ports tree holds a bit more than 24,000 ports,
and the PR count is below 1,400. Despite the summer holidays the tree
saw sustained activity with more than 9,000 commits and almost 2,000
ports PRs closed!


In Q3, five new developers were granted a ports commit bit. None were
taken in for safekeeping.


On the management side, tabthorpe@ decided to step down from his portmgr
duties in July. No other changes were made to the team during Q3.


This quarter also saw the release of the third quarterly branch, namely
2014Q3.


On the QA side, 34 exp-runs were performed to validate sensitive updates
or cleanups.


Last, the 20th anniversary of the ports tree was commemorated during Q3
and a video was published for this event.


Tremendous work was done on the PR front in Q3 and we would be very
pleased to see committers dedicate themselves to closing as many as
possible in Q4 as well.


SDIO Driver


Ilya Bakulin ilya@bakulin.de SDIO project page on FreeBSD wiki Source
code Patch for review


SDIO is an interface designed as an extension of the existing SD card
standard, allowing the connection of different peripherals to a host
with a standard SD controller. Peripherals currently sold in the general
market include WLAN/BT modules, cameras, fingerprint readers, and
barcode scanners. SDIO is also used to connect some peripherals in
products like Chromebooks and Wandboard.


The current main focus of the project is to reimplement the existing
MMC/SD stack using the CAM framework. This will allow utilizing the
well-tested CAM locking model and debug features.


The first version of the code was uploaded on Phabricator for review.
The new stack is able to attach to the SD card and bring it to an
operational state. The only supported SD controller driver is
ti_sdhci which is used by the BeagleBone Black. Modifying other
SDHCI-compliant drivers should not be a hard task.


At this point, feedback from kernel developers is really needed. This
may be done in the form of code review. If the chosen way of
implementing the CAM-aware MMC stack is considered correct, then adding
code for interacting with SD cards (for example, setting the optimal
transfer rates) will be the next task.


Write a CAM peripheral driver that implements an interface to the &os;
disk(9). It will send MMC I/O commands using the MMC XPT layer.


Extending camcontrol(8) to make it possible to send MMC-specific
commands directly to the MMC/SD card using pass(4) will greatly assist
in developing new features for the stack.


Modify the sdhci(4) driver to work with the new stack. This is
required to work on the new stack using PC hardware, not only the
BeagleBone Black.


QEMU bsd-user-Enabled Ports Building


Sean Bruno sbruno@FreeBSD.org Juergen Lock nox@FreeBSD.org Stacey Son
sson@FreeBSD.org Generic Explanation of QEMU bsd-user Current ARMv6
Packages Github repo of development source


&os; packages for the Tier-1 i386 and amd64 CPU architectures are built
by a single very high-performance machine. Other architectures lack
equivalent hardware, and we began experimenting with QEMU’s user-mode
emulation to cross-build packages from an amd64 builder.


We have moved from just being able to produce packages to providing a
stable repo of packages for ARMv6.


ports-mgmt/poudriere-devel is still the current method for building
packages. See the previous status report for explanations and details on
methods.


bhyve


Peter Grehan grehan@FreeBSD.org Neel Natu neel@FreeBSD.org John Baldwin
jhb@FreeBSD.org Tycho Nightingale tychon@FreeBSD.org Allan Jude
freebsd@allanjude.com bhyve FAQ and talks bhyve past, present, future


bhyve is a hypervisor that runs on the FreeBSD/amd64 platform. At
present, it runs &os; (8.x or later), Linux i386/x64, OpenBSD
i386/amd64, and NetBSD/amd64 guests. Current development is focused on
enabling additional guest operating systems and implementing features
found in other hypervisors.


A significant amount of progress has been made since the last status
report. Most importantly, all of this work has been MFCed to the
10-STABLE branch and will be included in the 10.1 release.


Support for AMD processors is being developed in the bhyve_svm SVN
project branch. The branch is almost at feature-parity with mainline
Intel VT-x support, and will be committed into -CURRENT in the near
future.


New features added this quarter:



		Guest support for recent Linux i386/x64, OpenBSD i386/amd64, and
NetBSD amd64.


		Force guest reset and poweroff with bhyvectl


		Allow the SMBIOS UUID to be set from the command line


		PCI MMIO extended config space access


		Improved AHCI error handling, legacy interrupt mode


		Additional instruction emulation required by a number of guests


		Legacy x86 task switching to support double-faults in FreeBSD/i386


		Legacy PCI interrupts, operation without an APIC (OpenBSD install)


		Guest memory not included by default in core dumps


		Allow guest vCPUs to be pinned to individual host CPUs


		Virtio RNG device emulation


		Chapter about bhyve added to &os; Handbook





Improve documentation


CSM BIOS boot support for non UEFI-aware guests


Add support for virtio-scsi


Improve virtio-net, add offload features, support multiple queues


Implement Intel 82580 and e1000 NIC emulation


Netmap support


Flexible networking backend: wanproxy, vhost-net


Move to a single process model, instead of bhyveload and bhyve


Support running bhyve as non-root


Add filters for popular VM file formats (VMDK, VHD, QCOW2)


Implement an abstraction layer for video (no X11 or SDL in base system)


Support for VNC as a video output


Suspend/resume support


Live Migration


Nested VT-x support (bhyve in bhyve)


Support for other architectures (ARM, MIPS, PPC)


KDE on &os;


KDE on &os; team kde@FreeBSD.org PortScout


The KDE on &os; team focuses on packaging and making sure the experience
of KDE and Qt on &os; is as good as possible.


First of all, we are happy to announce that Alonso Schaich, longtime
contributor to our experimental area51 repositories, has become a ports
committer, mentored by KDE on &os; members Raphael Kubo da Costa
(rakuco@) and Max Brazhnikov (makc@).


During this quarter, the team has kept most of the KDE and Qt ports
up-to-date, working on the following releases:



		CMake 3.0.1 and 3.0.2


		PyQt 4.11.1, SIP 4.16.2, QScintilla 2.8.3


		DigiKam 4.2.0 (in area51)


		KDE 4.13.3, 4.14.0 and 4.14.1 (in area51)


		KDE Telepathy 0.8.0 (in area51)





Additionally, work on updating the Qt5 ports to the 5.3 series has
begun, and we intend to commit the updated ports in our experimental
area51 repository to the ports tree in Q4.


Updating out-of-date ports, see the Links Portscout entry for a list.


Committing all the updated ports we have been accumulating in our
experimental repositories into the ports tree.


FreeBSD/arm64


Andrew Turner andrew@FreeBSD.org


Until recently, all ARM CPU designs were 32-bit only. With the
introduction of the ARMv8 architecture, ARM has added a new 64-bit mode.
This new mode has been named AArch64. Arm64 is the name of the
in-progress port of &os; to ARMv8 CPUs when in AArch64 mode.


Since the last status report, &os; has started to execute userland
instructions. This includes implementing more of the needed kernel
functions to handle creation of processes. Using clang to compile
userland has found a few issues with the version in the base system.
These issues are expected to be resolved when clang 3.5 is imported.


Initial support for device drivers has been added. This includes the
start of the bus_space functions and interrupt handling. This
allowed the existing timer and interrupt controller drivers from armv6
to be used as these devices are similar. The FDT data is now being
passed from the loader to the kernel using the standard mechanism.


The pmap implementation has been changed to be based on the amd64 code.
This fixes a number of issues with the old implementation.


Boot to multi-user mode


Get dynamic libraries working


Test on real hardware


UEFI Boot


Ed Maste emaste@FreeBSD.org Nathan Whitehorn nwhitehorn@FreeBSD.org &os;
UEFI wiki page &os; snapshots


The Unified Extensible Firmware Interface, or UEFI, provides boot- and
run-time services for x86 and other computers. For the x86 architecture
it replaces the legacy BIOS. This project will adapt the &os; loader and
kernel boot process for compatibility with UEFI firmware, found on
contemporary servers, desktops, and laptops.


Over the last three months Ed and others refined the existing UEFI
support and merged it to the stable/10 branch for the upcoming &os; 10.1
release.


To avoid the risk of a regression, the standard &os; 10.1 install images
continue to use the existing partitioning scheme and support only legacy
BIOS boot. Separate UEFI-enabled installer images will be included with
10.1.


The &os; Foundation


Document manual installation, including dual-boot configurations.


Implement boot1.efi for ZFS file systems.


Add support for UEFI variables stored in non-volatile memory (NVRAM).


Debug boot failures with certain UEFI firmware implementations.


Support secure boot.


LLDB Debugger Port


Ed Maste emaste@FreeBSD.org


LLDB is the debugger project associated with Clang/LLVM. It supports the
Mac OS X, Linux, and &os; platforms, with Windows support under
development. It builds on existing components in the larger LLVM
project, for example using Clang’s expression parser and LLVM’s
disassembler.


Work over the last three months consisted mainly of maintenance,
ensuring that the upstream &os; port continues to build and that
testsuite failures are promptly addressed.


I plan to import a new LLDB snapshot after the base system Clang is
updated to 3.5. Some upstream improvements that will be in that import
include:



		Ability to specify a count to thread step-* operations.


		Ongoing AArch64 development.


		Significant progress on the lldb-gdbserver debug stub.


		I/O handling improvements.


		A much faster C++ name demangler for most symbols.





A proof-of-concept implementation of kernel debugging support for amd64
was completed as part of Google Summer of Code. It is not ready to be
committed, but will form the basis for upcoming kernel debugging
support.


DARPA/AFRL SRI International University of Cambridge


Port remote debug stub (lldb-gdbserver) from Linux to &os;.


Add support for local and core file kernel debugging.


Implement, fix or test support on all non-amd64 architectures.


Verify cross-debugging.


Investigate and fix test suite failures.


Package LLDB as a port.


Enable by default in the base system for working architectures.


Updated vt(4) System Console


Aleksandr Rybalko ray@FreeBSD.org Ed Maste emaste@FreeBSD.org Ed
Schouten ed@FreeBSD.org Jean-Sébastien Pédron dumbbell@FreeBSD.org
Warren Block wblock@FreeBSD.org Project wiki page


The vt(4) (aka Newcons) project provides a replacement for the
legacy syscons system console. It brings a number of improvements,
including better integration with graphics modes and broader character
set support.


A large number of improvements were committed to vt(4) over the last
three months. Jean-Sébastien Pédron fixed significant performance
regressions observed with vt_vga, particularly noticeable on virtual
machines. Stefan Esser converted and cleaned up all of the keyboard map
files for use with vt(4).


The EFI framebuffer driver and the ofwfb driver now work with the
xf86-video-scfb X11 video driver, supporting native-resolution (albeit
unaccelerated) X.


The fixes and improvements have all been merged and will be available in
the upcoming &os; 10.1 release.


Implement the remaining features supported by vidcontrol(1).


Write manual pages for vt(4) drivers and kernel interfaces.


Support direct handling of keyboards by the kbd device (without
kbdmux(4)).


CJK fonts. This is in progress.


Switch to vt(4) by default.


Implement compatibility mode to be able to use single-byte
charsets/key-codes in vt(4).


Intel GPU Driver Update


Konstantin Belousov kib@FreeBSD.org Email thread with patch updates and
regression test reports.


The project to update the Intel graphics chipset driver (i915kms) to a
recent snapshot of the Linux upstream code continues. A patch with a
large chunk of updates has been made available to test for regressions
against current functionality, but is not yet expected to provide
working new functions. The GEM I/O ioctl code path has been modified to
more closely resemble the Linux code structure (easing future imports).


&os; Foundation


Fix any bugs reported against the latest versions of the patch.


Make Haswell graphics work with Mesa.


Debian GNU/kFreeBSD


Debian GNU/kFreeBSD Maintainers debian-bsd@lists.debian.org Debian
GNU/kFreeBSD on the Debian Wiki


Debian GNU/kFreeBSD is a software distribution produced by Debian, based
on the kernel of &os; (instead of Linux) and GNU libc. Around 90% of
Debian’s software archive has now been ported to it, for amd64 and i386
architectures. It was first released with Debian “squeeze” as a
development preview in 2011, featured again in the “wheezy” release, and
hopes to be part of the official Debian “jessie” release in early 2015.


In 2003 there were several attempts to bootstrap a minimal Debian system
upon &os; or NetBSD kernels, some also trying to use the native BSD
libc. The most successful and longest-lived of these was a “GNU/FreeBSD”
chroot bootstrapped by Robert Millan with the GNU libc that most of
Debian’s core packages were designed to work with. The “k” was later
added to the name to reflect that it takes just the kernel from &os;,
with most everything else from the Debian archive. We do also package
some &os; utilities as needed to boot it and take advantage of certain
features.


&os; support within GNU libc is now mostly maintained by Petr Salinger,
who recently converted it from an older threading implementation based
on LinuxThreads to NPTL, which is much more compatible with the software
we run. We have the GNU compiler toolchain as well as Clang 3.4; Perl,
Python and Ruby; and OpenJDK 7, based the on work done in &os;’s own
ports collection. We use linprocfs for /proc because much of Debian
GNU software expects this. The Linuxulator is not needed at all, but
could make for interesting future uses. Porting work mostly focuses now
on individual packages’ build systems, on preprocessor #ifdefs that do
not clearly distinguish between kernel and libc, or fixing testsuites’
presumptions of Linux-specific behaviour. In the course of this, we even
found the odd &os; kernel bug, including EN-14:06 / CVE-2014-3880.


GNU/kFreeBSD has already seen production use, mostly on webservers,
email servers and file servers; one such machine has 475 days’ uptime
receiving around 10,000 emails per day. It has become increasingly
practical for desktop/laptop uses thanks largely to new features coming
in from &os; 10.1.


KMS graphics mean that 3D gaming and high-definition video playback
perform brilliantly. We have great support for Intel graphics chipsets,
but only an older nvidia Xorg driver. For radeonkms, Robert Millan was
able to add firmware-loading support so that non-free binary blobs can
be packaged separately, outside of Debian’s main archive. Proprietary
drivers are not useful to us as they would need to be rebuilt from
source to port them.


vt(4) was necessary for KMS to not break VT switching. But it has
also improved the console’s handling of non-ASCII character sets and we
do look forward to having console fonts for non-Latin scripts.


We have supported ZFS for some time, even as a root/boot filesystem
(using GRUB 2; Robert Millan added the ZFS support which now &os; itself
is able to benefit from). Enhancements coming from OpenZFS, especially
LZ4 compression, in combination with better memory management and GEOM
improvements, mean that “jessie” should see a noticeable performance
boost.


debian-installer already allows for pre-seeded, unattended installs and
there are PXE-bootable install images available.


virtio drivers are new to the “jessie” release, enabling support for
some public clouds. We are now compiling Xen domU and PVHVM support into
our standard kernel builds.


We already have userland tools to configure the PF firewall. As an
experiment, we are compiling in IPSEC support by default for the
upcoming release, and would like to see it put to good use against
present-day privacy and security threats.


We try to support the use of Debian GNU/kFreeBSD inside a jail on a &os;
host system, and hopefully vice-versa. Some of the jail utilities are
not yet packaged, but we have documentation on the Debian Wiki on how to
set up jails on “wheezy”, which are fully functional.


The init system we currently use is a parallel System V-style init,
although Debian GNU/Linux will be switching away from that to systemd.
For the next release we may switch to OpenRC, which is mostly ported
already.


Not having systemd or udev means that we will be unable to support GNOME
3.14 in the upcoming release. We have very good support for XFCE, also
have KDE, LXDE and the recently-packaged MATE desktop environment. The
Debian software archive provides many alternative window managers for
Xorg such as IceWM, dozens of terminal emulators, and so on.


As we approach the freeze of the Debian “jessie” release, we would love
for anyone to test GNU/kFreeBSD, try to use it for whatever would be
useful to you, and let us know what issues you run into. Ask for help on
our project mailing list or IRC channel, and let us know of any bugs you
find. We still have time to fix problems before release, and we would be
happy to improve our documentation at any time.


VMWare VAAI and Microsoft ODX Acceleration in CTL


Alexander Motin mav@FreeBSD.org


The CAM Target Layer (CTL), used as base for the kernel iSCSI server,
got support for VMWare VAAI and Microsoft ODX storage acceleration. It
permits avoiding network bottlenecks and improves storage efficiency on
sets of large operations, such as virtual machine (or large file)
creation, initialization to zeros, copy, delete, etc..


VMWare VAAI includes support for these primitives/SCSI commands: Atomic
Test and Set (ATS) — COMPARE AND WRITE command; Extended Copy (Clone) —
SPC-3 subset of XCOPY commands; Write Same (Zero) — set of WRITE SAME
commands; and Dead Space Reclamation (Delete) — UNMAP command.


Microsoft ODX includes support for these SCSI commands: POPULATE
TOKEN/WRITE USING TOKEN (SPC-4 extensions of XCOPY), WRITE SAME and
UNMAP.


All XCOPY operations are currently limited to one storage host. ODX
operations are currently limited only to iSCSI disks. Accelerated
inter-host copying or copying to/from files on Samba shares is not
implemented and is handled by initiators in the legacy way.


The code is committed to &os; head and stable/10 branches, and will be
present in &os; 10.1 and FreeNAS 9.2.1.8 / 9.3 releases.


iXsystems, Inc.


Full support for thin provisioning, including capacity usage reporting
and threshold notifications.


Inter-host XCOPY operations.


amd64 Xen Paravirtualization


Cherry Mathew cherry@FreeBSD.org FreeBSD/Xen paravirtualised kernel
support.


This project aims to add support to the &os; kernel for running in Xen
Paravirtualised mode on amd64 systems. This project has finally reached
a “Proof of Concept” stage on the branch projects/amd64_xen_pv.


Testing and bug reports on various configurations is encouraged! The
author is also seeking bounties to help complete the effort and assess
potential interest. Please send email if interested.


PV kernels are still supported by most cloud providers for a range of
configurations, although they are expected to be phased out in the
future.


Spectralogic Corporation (2012-2013)


Large page support


SMP support


Debug and cleanup


Security vetting


Performance tweaks


Address Space Layout Randomization (ASLR)


Shawn Webb shawn.webb@hardenedbsd.org Oliver Pinter
oliver.pinter@hardenedbsd.org The HardenedBSD Project ASLR review on
Phabricator EXP-RUN test results EuroBSDCon 2014 Devsummit page on ASLR
FreeBSD wiki page on ASLR


Address Space Layout Randomization (ASLR) is a computer security
technique that aids in mitigating low-level vulnerabilities such as
buffer overflows. ASLR randomizes the memory layout of running
applications, to prevent an attacker from knowing where a given
exploitable vulnerability lies in memory.


A lot has happened in the last few months. Shawn Webb gave presentations
at both BSDCan 2014 and EuroBSDCon 2014. The presentations were met with
a lot of support and backing. At the end of EuroBSDCon Ilya Bakulin
fixed the known bug with ASLR on ARM systems. Shawn Webb and Oliver
Pinter have submitted our patch to the Phabricator code review system.
Shawn Webb added an API for allowing a debugger to disable ASLR to
support deterministic debugging. Oliver Pinter enhanced the performance
of our ASLR implementation. A package building exp-run was ran and came
out favorably in terms of performance. Shawn Webb bumped up the maximum
number of bits allowed to be randomized to 20 and set the default to 14.


Shawn Webb and Oliver Pinter founded The HardenedBSD project to serve as
a staging area for their work on security-related projects for &os;.


SoldierX


Get more people testing and reviewing our patch


Run more performance tests


Figure out why the two ports failed in the EXP-RUN. Involve the port
maintainers.


Test on different architectures (we need help with this)


Handbook ezjail Section


Warren Block wblock@FreeBSD.org Managing Jails with ezjail


ezjail is a very popular jails management utility, but was only
mentioned in passing in the Handbook. This new section describes basic
setup and usage. An in-depth example shows how to create and configure a
jail. It also serves as an example of how to run a simple caching-only
BIND in a jail.


&os; Release Engineering Team


&os; Release Engineering Team re@FreeBSD.org &os; 10.1-RELEASE schedule
&os; development snapshots


The &os; Release Engineering Team is responsible for setting and
publishing release schedules for official project releases of &os;,
announcing code freezes and maintaining the respective branches, among
other things.


In mid-July, &os; 9.3-RELEASE was released without delay in release
cycle.


In late August, the &os; 10.1-RELEASE cycle began, and as of this
writing, is expected to stay on schedule.


Work to produce virtual machine images as part of the release cycle has
continued, supporting various cloud services such as Microsoft Azure,
Amazon EC2, and Google Compute Engine.


The &os; Foundation


The &os; Foundation


Deb Goodkin deb@FreeBSDFoundation.org &os; Journal


The &os; Foundation is a 501(c)(3) non-profit organization dedicated to
supporting and promoting the &os; Project and community worldwide. Most
of the funding is used to support &os; development projects,
conferences, and developer summits, purchase equipment to grow and
improve the &os; infrastructure, and provide legal support for the
Project.


We published our fourth issue of the FreeBSD Journal. We have over 4500
subscriptions to date. Work continued on adding support for the Dynamic
Edition which will be available soon. The fifth issue is also due out
soon.


Foundation staff member Konstantin Belousov wrapped up the PostgreSQL
performance investigation project. Kostik reran the benchmarks as a
configuration error may have affected earlier results. Improvements
arising from the investigation are merged to the &os; 10 development
branch and will be in the 10.1 release. Kostik also committed a variety
of virtual memory and file system bug fixes and improvements.


Over the quarter, Foundation staff member Edward NapieraÅ‚a refined the
new autofs-based automounter and incorporated feedback from testers in
enterprise and university contexts. The automounter is available in the
development branch of FreeBSD and will be included in FreeBSD 10.1.
Edward also supported engineers at Chelsio in preparing iSCSI offload
support for Chelsio’s 10- and 40-gigabit per second Ethernet adapters.


Ed Maste, our project manager, tested and integrated UEFI system boot
and new vt(4) console work into the release branch for the upcoming
FreeBSD 10.1 release. He committed a number of small toolchain and build
infrastructure improvements. He also wrote an article on LLDB for the
FreeBSD Journal and presented the LLDB work at EuroBSDCon.


&os; Foundation Systems Administrator and Release Engineer Glen Barber
continued work on finalizing the 9.3-RELEASE process, followed by
starting the 10.1-RELEASE process.


Work has continued on producing regularly-updated &os; development
snapshot builds for the various supported architectures, which include
amd64, i386, ia64, powerpc, powerpc64, sparc64, and arm.


In addition, work has been committed to a project branch which allows
&os; virtual machine disk images to be produced by default as part of
the release process.


A plan has been put together for the upcoming Secure Boot work.


More hardware has been purchased to support &os; infrastructure at NYI
and Sentex.


We announced a collaboration between the Foundation and Cavium to
deliver a &os; ARMv8 based implementation.


We signed a license agreement with Oracle to get access to the TCKs for
Java 7 and 8.


Robert Watson ran and organized the Cambridge Developer Summit. We
provided a travel grant to a Google Summer of Code student to attend the
summit.


We provided a travel grant to a developer who organized and ran BSDDay
in Argentina.


We were a Gold Sponsor for EuroBSDCon 2014 and sponsored the Developer
Summit. We provided 4 travel grants to assist &os; contributors with
their travel expenses to attend the conference. We also had 6
board/staff members attend the conference and some gave talks,
tutorials, and chaired some sessions. We held our Fall Fundraising
campaign there and raised over $2,000 in donations from attendees.


We organized the Silicon Valley Vendor/Developer Summit that is
happening November 3 and 4.


Kirk McKusick, Robert Watson, and George Neville-Neil published the
second edition of “The Design and Implementation of the FreeBSD
Operating System.”


Kirk McKusick presented a 2-day tutorial on the &os; kernel and gave a
talk on the implementation of ZFS at EuroBSDCon.


Dru Lavigne attended Fossetcon: September 11-13 (fossetcon.org).


We created new recruiting fliers for upcoming events, including the
Grace Hopper conference.


We started sending out Foundation monthly update emails to keep the &os;
community informed on some of the activities we did the previous month
to support &os;.


&os; Cluster Administration Team


&os; Cluster Administration Team clusteradm@


The &os; Cluster Administration Team consists of the people responsible
for administering the machines that the project relies on for its
distributed work and communications to be synchronised. In this quarter,
the team has worked on:



		Implemented a central, &os; cluster-specific package building node
using ports-mgmt/poudriere-devel, providing a single consistent
set of third-party binary packages throughout the &os; cluster from a
common, known-working configuration.


		Converted all machines running in the &os; cluster from individual
(and sometimes different) userland and kernel configurations to a
single configuration for the base system. This enabled the
implementation of a &os;.org-specific binary update mechanism
currently deployed throughout the cluster.





The &os; Foundation
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The form above will allow you to search for ports on this site. A
completed search will take you to a more complete search
page.


However, if you already have the Ports Collection installed on your
machine, you may also search by changing to the /usr/ports directory
and performing make search name=string. See
bsd.port.subdir.mk [http://svnweb.FreeBSD.org/ports/head/Mk/bsd.port.subdir.mk?view=log]
for all the options.


Another option is to visit
FreshPorts.org [http://www.FreshPorts.org] and either browse the
site or subscribe to the lists hosted there.
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                                 RELEASE NOTES
                             FreeBSD 4.1.1-RELEASE

Any installation failures or crashes should be reported by using the
send-pr command (those preferring a Web-based interface can also see
http://www.FreeBSD.org/send-pr.html).

For information about FreeBSD and the layout of the 4.1.1-RELEASE
directory (especially if you're installing from floppies!), see
ABOUT.TXT.  For installation instructions, see the INSTALL.TXT and
HARDWARE.TXT files.

For the latest of these 4.1.1-stable snapshots, you should always see:

        ftp://releng4.FreeBSD.org/pub/FreeBSD
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1. What's new since 4.1-RELEASE
--------------------------------------

1.1. KERNEL CHANGES
-------------------

The tap driver, a virtual Ethernet device driver for bridged
configurations, has been added.

accept_filters, a kernel feature to reduce overheads when accepting
and reading new connections on listening sockets, has been added.

POSIX.1b Shared Memory Objects are now supported.  The implementation
uses regular files, but automatically enables the MAP_NOSYNC flag
when they are mmap(2)ed.

The ata(4) driver now has support for ATA100 controllers.

The ti(4) driver now supports the Alteon AceNIC 1000baseT Gigabit
Ethernet and Netgear GA620T 1000baseT Gigabit Ethernet cards.

The ng_bridge(4) node type has been added to the netgraph subsystem.
Miscellaneous bug fixes and enhancements have also been made.


1.2. SECURITY FIXES
-------------------

1.3. USERLAND CHANGES
---------------------

GDB now supports hardware watchpoints.

sendmail upgraded from version 8.9.3 to version 8.11.0.  Important changes
include: new default file locations (see
/usr/src/contrib/sendmail/cf/README); newaliases is limited to root and
trusted users; and the MSA port (587) is turned on by default.  See
/usr/src/contrib/sendmail/RELEASE_NOTES for more information.

routed(8) has been updated to version 2.22.

The truncate(1) utility, which truncates or extends the length
of files, has been added.

syslogd(8) can take a -n option to disable DNS queries for every
request.

kenv(1), a command to dump the kernel environment, has been added.

The behavior of periodic(8) is now controlled by /etc/defaults/periodic.conf
and /etc/periodic.conf.

logger(1) can now send messages directly to a remote syslog.

OpenSSL has been upgraded to 0.9.5a, which includes numerous bugfixes
and enhancements.

finger(1) now has the ability to support fingering aliases, via the
finger.conf(5) file.

RSA Security has waived all patent rights to the RSA algorithm (two
weeks before the patent was due to expire).  As a result, the native
OpenSSL implementation of the RSA algorithm is now activated by
default, and the rsaref port and librsaUSA are no longer
required for USA residents.

sshd now enabled by default on new installs.

The xl(4) driver now supports the 3Com 3C556 and 3C556B MiniPCI
adapters used on some laptops.

killall(1) is now a C program, rather than a Perl script.  As a
result, killall's -m option now uses the regular expression syntax of
regex(3), rather than that of perl(1).

boot98cfg(8), a PC-98 boot manager installation and configuration
utility, has been added.

Binutils have been upgraded to 2.10.0.

libreadline has been upgraded to 4.1.

The ifconfig(8) command can set the link-layer address of an interface.

bktr(4) driver update to 2.1.5.  New tuner types have been added,
and improvememts to the KLD module and to memory allocation have been
made.


2. Supported Configurations
---------------------------
FreeBSD currently runs on a wide variety of ISA, VLB, EISA, MCA and PCI
bus based PC's, ranging from 386sx to Pentium class machines (though the
386sx is not recommended).  Support for generic IDE or ESDI drive
configurations, various SCSI controller, network and serial cards is
also provided.

What follows is a list of all peripherals currently known to work with
FreeBSD.  Other configurations may also work, we have simply not as yet
received confirmation of this.


2.1. Disk Controllers
---------------------
WD1003 (any generic MFM/RLL)
WD1007 (any generic IDE/ESDI)
IDE
ATA

Adaptec 1535 ISA SCSI controllers
Adaptec 154x series ISA SCSI controllers
Adaptec 164x series MCA SCSI controllers
Adaptec 174x series EISA SCSI controller in standard and enhanced mode.
Adaptec 274X/284X/2920C/294x/2950/3940/3950 (Narrow/Wide/Twin) series
EISA/VLB/PCI SCSI controllers.
Adaptec AIC7850, AIC7860, AIC7880, AIC789x, on-board SCSI controllers.
Adaptec 1510 series ISA SCSI controllers (not for bootable devices)
Adaptec 152x series ISA SCSI controllers
Adaptec AIC-6260 and AIC-6360 based boards, which includes the AHA-152x
and SoundBlaster SCSI cards.

AdvanSys SCSI controllers (all models).

BusLogic MultiMaster controllers:

[ Please note that BusLogic/Mylex "Flashpoint" adapters are NOT yet supported ]

BusLogic MultiMaster "W" Series Host Adapters:
    BT-948, BT-958, BT-958D
BusLogic MultiMaster "C" Series Host Adapters:
    BT-946C, BT-956C, BT-956CD, BT-445C, BT-747C, BT-757C, BT-757CD, BT-545C,
    BT-540CF
BusLogic MultiMaster "S" Series Host Adapters:
    BT-445S, BT-747S, BT-747D, BT-757S, BT-757D, BT-545S, BT-542D, BT-742A,
    BT-542B
BusLogic MultiMaster "A" Series Host Adapters:
    BT-742A, BT-542B

AMI FastDisk controllers that are true BusLogic MultiMaster clones are also
supported.

The Buslogic/Bustek BT-640 and Storage Dimensions SDC3211B and SDC3211F
Microchannel (MCA) bus adapters are also supported.

DPT SmartCACHE Plus, SmartCACHE III, SmartRAID III, SmartCACHE IV and
SmartRAID IV SCSI/RAID controllers are supported.

DPT SmartRAID V/VI and Adaptec SCSI RAID 2100, 3200, and 3400 cards are
supported.

AMI MegaRAID Express and Enterprise family RAID controllers:
    MegaRAID 418
    MegaRAID Enterprise 1200 (428)
    MegaRAID Enterprise 1300
    MegaRAID Enterprise 1400
    MegaRAID Enterprise 1500
    MegaRAID Elite 1500
    MegaRAID Express 200
    MegaRAID Express 300
    Dell PERC
    Dell PERC 2/SC
    Dell PERC 2/DC
Some HP NetRAID controllers are OEM versions of AMI designs, and
these are also supported.  Booting from these controllers is supported.

Mylex DAC960 and DAC1100 RAID controllers with 2.x, 3.x, 4.x and 5.x
firmware:
    DAC960P
    DAC960PD
    DAC960PDU
    DAC960PL
    DAC960PJ
    DAC960PG
    AcceleRAID 150
    AcceleRAID 250
    eXtremeRAID 1100
Booting from these controllers is supported. EISA adapters are not
supported.

3ware Escalade ATA RAID controllers.  All members of the 5000 and
6000 series are supported.

SymBios (formerly NCR) 53C810, 53C810a, 53C815, 53C820, 53C825a,
53C860, 53C875, 53C875j, 53C885, 53C895 and 53C896 PCI SCSI controllers:
        ASUS SC-200
        Data Technology DTC3130 (all variants)
    Diamond FirePort (all)
        NCR cards (all)
        Symbios cards (all)
        Tekram DC390W, 390U and 390F
        Tyan S1365


QLogic 1020, 1040, 1040B, 1080 and 1240 SCSI Host Adapters.
QLogic 2100 Fibre Channel Adapters (private loop only).

DTC 3290 EISA SCSI controller in 1542 emulation mode.

With all supported SCSI controllers, full support is provided for
SCSI-I & SCSI-II peripherals, including hard disks, optical disks,
tape drives (including DAT and 8mm Exabyte), medium changers, processor
target devices and CDROM drives.  WORM devices that support CDROM commands
are supported for read-only access by the CDROM driver.  WORM/CD-R/CD-RW
writing support is provided by cdrecord, which is in the ports tree.

The following CD-ROM type systems are supported at this time:
(cd)    SCSI interface (also includes ProAudio Spectrum and
        SoundBlaster SCSI)
(matcd) Matsushita/Panasonic (Creative SoundBlaster) proprietary
        interface (562/563 models)
(scd)   Sony proprietary interface (all models)
(acd)   ATAPI IDE interface

The following drivers were supported under the old SCSI subsystem, but are
NOT YET supported under the new CAM SCSI subsystem:

  NCR5380/NCR53400 ("ProAudio Spectrum") SCSI controller.

  UltraStor 14F, 24F and 34F SCSI controllers.

  Seagate ST01/02 SCSI controllers.

  Future Domain 8xx/950 series SCSI controllers.

  WD7000 SCSI controller.

  [ Note:  There is work-in-progress to port the UltraStor driver to
    the new CAM SCSI framework, but no estimates on when or if it will
    be completed. ]

Unmaintained drivers, they might or might not work for your hardware:

  (mcd)   Mitsumi proprietary CD-ROM interface (all models)


2.2. Ethernet cards
-------------------

Adaptec Duralink PCI Fast Ethernet adapters based on the Adaptec
AIC-6915 Fast Ethernet controller chip, including the following:
  ANA-62011 64-bit single port 10/100baseTX adapter
  ANA-62022 64-bit dual port 10/100baseTX adapter
  ANA-62044 64-bit quad port 10/100baseTX adapter
  ANA-69011 32-bit single port 10/100baseTX adapter
  ANA-62020 64-bit single port 100baseFX adapter

Allied-Telesis AT1700 and RE2000 cards

Alteon Networks PCI Gigabit Ethernet NICs based on the Tigon 1 and Tigon 2
chipsets, including the following:
  3Com 3c985-SX (Tigon 1 and 2)
  Alteon AceNIC 1000baseSX (Tigon 1 and 2)
  Alteon AceNIC 1000baseT (Tigon 2)
  DEC/Compaq EtherWORKS 1000
  Farallon PN9000SX
  NEC Gigabit Ethernet
  Netgear GA620 (Tigon 2)
  Netgear GA620T (Tigon 2, 1000baseT)
  Silicon Graphics Gigabit Ethernet

AMD PCnet/PCI (79c970 & 53c974 or 79c974)

SMC Elite 16 WD8013 Ethernet interface, and most other WD8003E,
WD8003EBT, WD8003W, WD8013W, WD8003S, WD8003SBT and WD8013EBT
based clones.  SMC Elite Ultra.  SMC Etherpower II.

RealTek 8129/8139 Fast Ethernet NICs including the following:
  Allied Telesyn AT2550
  Allied Telesyn AT2500TX
  Genius GF100TXR (RTL8139)
  NDC Communications NE100TX-E
  OvisLink LEF-8129TX
  OvisLink LEF-8139TX
  Netronix Inc. EA-1210 NetEther 10/100
  KTX-9130TX 10/100 Fast Ethernet
  Accton "Cheetah" EN1027D (MPX 5030/5038; RealTek 8139 clone?)
  SMC EZ Card 10/100 PCI 1211-TX

Lite-On 82c168/82c169 PNIC Fast Ethernet NICs including the following:
  LinkSys EtherFast LNE100TX
  NetGear FA310-TX Rev. D1
  Matrox FastNIC 10/100
  Kingston KNE110TX

Macronix 98713, 98713A, 98715, 98715A and 98725 Fast Ethernet NICs
  NDC Communications SFA100A (98713A)
  CNet Pro120A (98713 or 98713A)
  CNet Pro120B (98715)
  SVEC PN102TX (98713)

Macronix/Lite-On PNIC II LC82C115 Fast Ethernet NICs including the following:
  LinkSys EtherFast LNE100TX Version 2

Winbond W89C840F Fast Ethernet NICs including the following:
  Trendware TE100-PCIE

VIA Technologies VT3043 "Rhine I" and VT86C100A "Rhine II" Fast Ethernet
NICs including the following:
  Hawking Technologies PN102TX
  D-Link DFE-530TX
  AOpen/Acer ALN-320

Silicon Integrated Systems SiS 900 and SiS 7016 PCI Fast Ethernet NICs

Sundance Technologies ST201 PCI Fast Ethernet NICs including
the following:
  D-Link DFE-550TX

SysKonnect SK-984x PCI Gigabit Ethernet cards including the following:
  SK-9841 1000baseLX single mode fiber, single port
  SK-9842 1000baseSX multimode fiber, single port
  SK-9843 1000baseLX single mode fiber, dual port
  SK-9844 1000baseSX multimode fiber, dual port

Texas Instruments ThunderLAN PCI NICs, including the following:
  Compaq Netelligent 10, 10/100, 10/100 Proliant, 10/100 Dual-Port
  Compaq Netelligent 10/100 TX Embedded UTP, 10 T PCI UTP/Coax, 10/100 TX UTP
  Compaq NetFlex 3P, 3P Integrated, 3P w/ BNC
  Olicom OC-2135/2138, OC-2325, OC-2326 10/100 TX UTP
  Racore 8165 10/100baseTX
  Racore 8148 10baseT/100baseTX/100baseFX multi-personality

ADMtek Inc. AL981-based PCI Fast Ethernet NICs
ADMtek Inc. AN985-based PCI Fast Ethernet NICs
ADMtek Inc. AN986-based USB Ethernet NICs including the following:
  LinkSys USB100TX
  Billionton USB100
  Melco Inc. LU-ATX
  D-Link DSB-650TX
  SMC 2202USB

CATC USB-EL1210A-based USB Ethernet NICs including the following:
  CATC Netmate
  CATC Netmate II
  Belkin F5U111

Kawasaki LSI KU5KUSB101B-based USB Ethernet NICs including
the following:
  LinkSys USB10T
  Entrega NET-USB-E45
  Peracom USB Ethernet Adapter
  3Com 3c19250
  ADS Technologies USB-10BT
  ATen UC10T
  Netgear EA101
  D-Link DSB-650
  SMC 2102USB
  SMC 2104USB
  Corega USB-T

ASIX Electronics AX88140A PCI NICs, including the following:
  Alfa Inc. GFC2204
  CNet Pro110B

DEC EtherWORKS III NICs (DE203, DE204, and DE205)
DEC EtherWORKS II NICs (DE200, DE201, DE202, and DE422)
DEC DC21040, DC21041, or DC21140 based NICs (SMC Etherpower 8432T, DE245, etc)

Davicom DM9100 and DM9102 PCI Fast Ethernet NICs, including the
following:
  Jaton Corporation XpressNet

Fujitsu MB86960A/MB86965A

HP PC Lan+ cards (model numbers: 27247B and 27252A).

Intel EtherExpress 16
Intel EtherExpress Pro/10
Intel EtherExpress Pro/100B PCI Fast Ethernet
Intel InBusiness 10/100 PCI Network Adapter
Intel PRO/100+ Management Adapter

Isolan AT 4141-0 (16 bit)
Isolink 4110     (8 bit)

Novell NE1000, NE2000, and NE2100 Ethernet interface.

PCI network cards emulating the NE2000: RealTek 8029, NetVin 5000,
Winbond W89C940, Surecom NE-34, VIA VT86C926.

3Com 3C501 cards

3Com 3C503 Etherlink II

3Com 3c505 Etherlink/+

3Com 3C507 Etherlink 16/TP

3Com 3C509, 3C529 (MCA), 3C579,
3C589/589B/589C/589D/589E/XE589ET/574TX/574B (PC-card/PCMCIA),
3C590/592/595/900/905/905B/905C PCI,
3C556/556B MiniPCI,
and EISA (Fast) Etherlink III / (Fast) Etherlink XL

3Com 3c980/3c980B Fast Etherlink XL server adapter

3Com 3cSOHO100-TX OfficeConnect adapter

Toshiba Ethernet cards

Crystal Semiconductor CS89x0-based NICs, including:
  IBM Etherjet ISA

NE2000 compatible PC-Card (PCMCIA) Ethernet/FastEthernet cards,
including the following:
  AR-P500 Ethernet card
  Accton EN2212/EN2216/UE2216(OEM)
  Allied Telesis CentreCOM LA100-PCM_V2
  AmbiCom 10BaseT card
  BayNetworks NETGEAR FA410TXC Fast Ethernet
  CNet BC40 adapter
  COREGA Ether PCC-T/EtherII PCC-T
  Compex Net-A adapter
  CyQ've ELA-010
  D-Link DE-650/660
  Danpex EN-6200P2
  IO DATA PCLATE
  IBM Creditcard Ethernet I/II
  IC-CARD Ethernet/IC-CARD+ Ethernet
  Linksys EC2T/PCMPC100
  Melco LPC-T
  NDC Ethernet Instant-Link
  National Semiconductor InfoMover NE4100
  Network Everywhere Ethernet 10BaseT PC Card
  Planex FNW-3600-T
  Socket LP-E
  Surecom EtherPerfect EP-427
  Telecom Device SuperSocket RE450T

Megahertz X-Jack Ethernet PC-Card CC-10BT

2.3. FDDI
---------

DEC FDDI (DEFPA/DEFEA) NICs


2.4. ATM
--------

   o ATM Host Interfaces
        - FORE Systems, Inc. PCA-200E ATM PCI Adapters
        - Efficient Networks, Inc. ENI-155p ATM PCI Adapters

   o ATM Signalling Protocols
        - The ATM Forum UNI 3.1 signalling protocol
        - The ATM Forum UNI 3.0 signalling protocol
        - The ATM Forum ILMI address registration
        - FORE Systems's proprietary SPANS signalling protocol
        - Permanent Virtual Channels (PVCs)

   o IETF "Classical IP and ARP over ATM" model
        - RFC 1483, "Multiprotocol Encapsulation over ATM Adaptation Layer 5"
        - RFC 1577, "Classical IP and ARP over ATM"
        - RFC 1626, "Default IP MTU for use over ATM AAL5"
        - RFC 1755, "ATM Signaling Support for IP over ATM"
        - RFC 2225, "Classical IP and ARP over ATM"
        - RFC 2334, "Server Cache Synchronization Protocol (SCSP)"
        - Internet Draft draft-ietf-ion-scsp-atmarp-00.txt,
                "A Distributed ATMARP Service Using SCSP"

   o ATM Sockets interface


2.5. Misc
---------

AST 4 port serial card using shared IRQ.

ARNET 8 port serial card using shared IRQ.
ARNET (now Digiboard) Sync 570/i high-speed serial.

Boca BB1004 4-Port serial card (Modems NOT supported)
Boca IOAT66 6-Port serial card (Modems supported)
Boca BB1008 8-Port serial card (Modems NOT supported)
Boca BB2016 16-Port serial card (Modems supported)

Comtrol Rocketport card.

Cyclades Cyclom-y Serial Board.

STB 4 port card using shared IRQ.

SDL Communications Riscom/8 Serial Board.
SDL Communications RISCom/N2 and N2pci high-speed sync serial boards.

Stallion multiport serial boards: EasyIO, EasyConnection 8/32 & 8/64,
ONboard 4/16 and Brumby.

Specialix SI/XIO/SX ISA, EISA and PCI serial expansion cards/modules.

Adlib, SoundBlaster, SoundBlaster Pro, ProAudioSpectrum, Gravis UltraSound
and Roland MPU-401 sound cards. (snd driver)

Most ISA audio codecs manufactured by Crystal Semiconductors, OPTi, Creative
Labs, Avance, Yamaha and ENSONIQ. (pcm driver)

Connectix QuickCam
Matrox Meteor Video frame grabber
Creative Labs Video Spigot frame grabber
Cortex1 frame grabber
Hauppauge Wincast/TV boards (PCI)
STB TV PCI
Intel Smart Video Recorder III
Various Frame grabbers based on Brooktree Bt848 / Bt878 chip.

HP4020, HP6020, Philips CDD2000/CDD2660 and Plasmon CD-R drives.

PS/2 mice

Standard PC Joystick

X-10 power controllers

GPIB and Transputer drivers.

Genius and Mustek hand scanners.

Xilinx XC6200 based reconfigurable hardware cards compatible with
the HOT1 from Virtual Computers (www.vcc.com)

Support for Dave Mills experimental Loran-C receiver.

Lucent Technologies WaveLAN/IEEE 802.11 PCMCIA and ISA standard speed
(2Mbps) and turbo speed (6Mbps) wireless network adapters and workalikes
(NCR WaveLAN/IEEE 802.11, Cabletron RoamAbout 802.11 DS, and Melco
Airconnect). Note: the ISA versions of these adapters are actually PCMCIA
cards combined with an ISA to PCMCIA bridge card, so both kinds of
devices work with the same driver.

Aironet 4500/4800 series 802.11 wireless adapters. The PCMCIA,
PCI and ISA adapters are all supported.


3. Obtaining FreeBSD
--------------------

You may obtain FreeBSD in a variety of ways:


3.1. FTP/Mail
-------------

You can ftp FreeBSD and any or all of its optional packages from
`ftp.FreeBSD.org' - the official FreeBSD release site.

For other locations that mirror the FreeBSD software see the file
MIRROR.SITES.  Please ftp the distribution from the site closest (in
networking terms) to you.  Additional mirror sites are always welcome!
Contact freebsd-admin@FreeBSD.org for more details if you'd like to
become an official mirror site.

If you do not have access to the Internet and electronic mail is your
only recourse, then you may still fetch the files by sending mail to
`ftpmail@ftpmail.vix.com' - putting the keyword "help" in your message
to get more information on how to fetch files using this mechanism.
Please do note, however, that this will end up sending many *tens of
megabytes* through the mail and should only be employed as an absolute
LAST resort!


4. Upgrading from previous releases of FreeBSD
----------------------------------------------

If you're upgrading from a previous release of FreeBSD, most likely
it's 3.0 and there may be some issues affecting you, depending
of course on your chosen method of upgrading.  There are two popular
ways of upgrading FreeBSD distributions:

        o Using sources, via /usr/src
        o Using sysinstall's (binary) upgrade option.

Please read the UPGRADE.TXT file for more information, preferably
before beginning an upgrade.


5. Reporting problems, making suggestions, submitting code.
-----------------------------------------------------------
Your suggestions, bug reports and contributions of code are always
valued - please do not hesitate to report any problems you may find
(preferably with a fix attached, if you can!).

The preferred method to submit bug reports from a machine with
Internet mail connectivity is to use the send-pr command or use the CGI
script at http://www.FreeBSD.org/send-pr.html.  Bug reports
will be dutifully filed by our faithful bugfiler program and you can
be sure that we'll do our best to respond to all reported bugs as soon
as possible.  Bugs filed in this way are also visible on our WEB site
in the support section and are therefore valuable both as bug reports
and as "signposts" for other users concerning potential problems to
watch out for.

If, for some reason, you are unable to use the send-pr command to
submit a bug report, you can try to send it to:

                freebsd-bugs@FreeBSD.org

Note that send-pr itself is a shell script that should be easy to move
even onto a totally different system.  We much prefer if you could use
this interface, since it make it easier to keep track of the problem
reports.  However, before submitting, please try to make sure whether
the problem might have already been fixed since.


Otherwise, for any questions or tech support issues, please send mail to:

                freebsd-questions@FreeBSD.org


If you're tracking the -stable development efforts, you should
definitely join the -stable mailing list, in order to keep abreast
of recent developments and changes that may affect the way you
use and maintain the system:

        freebsd-stable@FreeBSD.org


Additionally, being a volunteer effort, we are always happy to have
extra hands willing to help - there are already far more desired
enhancements than we'll ever be able to manage by ourselves!  To
contact us on technical matters, or with offers of help, please send
mail to:

                freebsd-hackers@FreeBSD.org


Please note that these mailing lists can experience *significant*
amounts of traffic and if you have slow or expensive mail access and
are only interested in keeping up with significant FreeBSD events, you
may find it preferable to subscribe instead to:

                freebsd-announce@FreeBSD.org


All of the mailing lists can be freely joined by anyone wishing
to do so.  Send mail to MajorDomo@FreeBSD.org and include the keyword
`help' on a line by itself somewhere in the body of the message.  This
will give you more information on joining the various lists, accessing
archives, etc.  There are a number of mailing lists targeted at
special interest groups not mentioned here, so send mail to majordomo
and ask about them!
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The &os; installer programs allow the Ports Collection to be installed
at the same time as the operating system. See
`bsdinstall <&base;/cgi/man.cgi?query=bsdinstall>`__ for &os; 9.X
and later versions, or
`sysinstall <&base;/cgi/man.cgi?query=sysinstall>`__ for &os; 8.X
and earlier versions.


If the Ports Collection is not initially installed, it can be added with
`portsnap <&base;/doc/en_US.ISO8859-1/books/handbook/ports-using.html>`__
or Subversion.


A gzipped tarball of the Ports
Collection [ftp://ftp.FreeBSD.org/pub/FreeBSD/ports/ports/ports.tar.gz]
can also be downloaded. The current size of the file is &ports.size;.
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To start learning more about ports and packages, see Installing
Applications: Packages and
Ports, a
section of the FreeBSD
Handbook.


The Porter’s
Handbook
is the master reference for both creating new ports and maintaining
existing ports, including a section on Keeping
Up.
It also contains more detail about the topics below, as well as more
references for further study.


You may also find the following to be useful:



		The archives of the FreeBSD ports mailing
list [https://docs.FreeBSD.org/mail/current/freebsd-ports.html].


		The article Contributing to the FreeBSD Ports
Collection.


		FreshPorts.org [http://www.FreshPorts.org] is a valuable tool for
further information about individual ports, such as current version,
last checkin, and many other useful statistics. You may subscribe to
a mailing list to get the latest information about your favorite
ports.


		The manual pages for `ftp <&base;/cgi/man.cgi?query=ftp>`__,
`pkg <&base;/cgi/man.cgi?query=pkg&sektion=8>`__, and
`ports <&base;/cgi/man.cgi?query=ports>`__.


		The Ports Management Team (portmgr) pages.


		The Web Interface to the Source
Repository [https://svnweb.FreeBSD.org/ports] allows you to browse
the files in the source repository. Changes that affect the entire
port system are now documented in the
CHANGES [https://svnweb.FreeBSD.org/ports/head/CHANGES?view=markup]
file. Changes that affect individual ports are now documented in the
UPDATING [https://svnweb.FreeBSD.org/ports/head/UPDATING?view=markup]
file. However, the definitive answer to any question is undoubtedly
to read the source code of
bsd.port.mk [https://svnweb.FreeBSD.org/ports/head/Mk/bsd.port.mk?view=markup],
and associated files.
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Introduction


The release engineering team utilizes a code freeze to maintain
stability in the period immediately preceding a release. The developers
below have been given explicit approval by re@ to continue conservative
work in a narrowly defined area until the expiration dates below. All
other developers are required to get approval for each individual change
from re@ before committing to the release branch.


General discussions about the release engineering process or quality
assurance issues should be sent to the public
freebsd-qa mailing list.
MFC
requests should be sent to re@FreeBSD.org.





Approval List


Committer


Area


Expiration


No approval granted yet.





Additional Information



		FreeBSD &local.rel; developer todo list.


		FreeBSD Release Engineering website.
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The fifth FreeBSD Developer Summit was held on September 13, 2003, at
Vicor’s offices in Richmond, CA, immediately following BSDCon 2003 in
San Mateo, CA. The FreeBSD Developer Summit was sponsored by DARPA, NAI
Labs, and Vicor. Notes were taken by Bruce Mah and were edited by Murray
Stokely.


Meeting began at 10:00am, ended at 5:00pm.



Agenda



		Introduction / Summary of FreeBSD BoF / Growth of
Project


		Release Engineering, RELENG_4


		Release Engineering, HEAD








Attending:


In person:



		Doug Barton


		David O’Brien


		Matthew Dillon


		Julian Elischer


		Poul-Henning Kamp


		Greg Lehey


		Scott Long


		Warner Losh


		Bruce Mah


		Jun Kuriyama


		Jonathon Mini


		Masafumi Nakane


		Jeff Roberson


		Hiroki Sato


		Gregory Shapiro


		Murray Stokely


		Jacques Vidrine


		Robert Watson





On The Phone:


The meeting followed a format where each section was led by an
individual and then a discussion ensued.




Opening Remarks - Robert Watson


Welcome to the fifth FreeBSD Developer Summit at BSDCon 2003. This event
is sponsored by:



		Defense Advanced Research Projects Agency (DARPA)


		NAI Labs, the Security Research Division of Network Associates


		Vicor





The sponsors covered the cost of the room, food, telephone access, etc.


Growth of the Project (from BoF)


Positive Netcraft numbers


HEAD activity maintained even when RELENG_3 came out.


As soon as RELENG_4 came out, RELENG_3 activity dropped
dramatically.


Large spike in commits just before RELENG_5_0_0_RELEASE.


About half the number of committers are working on RELENG_4 compared to
the HEAD. Implies that most commits to RELENG_4 really do go through
HEAD first.


Slightly less than half of commits go into sys/


Perforce submission rates are about half that of rate in the main
src/ CVS branch.


“RaidFrame fell victim to a disk error.” –scottl


(Tentative schedule reviewed)




Release Engineering, RELENG_4 - Murray Stokely


Complaints about PAE stability. Definitely need to tweak 4.9 schedule.
Need to get people access to hardware to check stability under high
load. Really need stability for non-PAE case.


Seems like a 2-week delay. sam is holding changes for MFC, waiting for
things to settle down. dg wants the PAE stuff ripped out. phk thinks
we’re going to delay more like 6 weeks before we have confidence in
this.


Discussion


PHK : Could we put this in P4?


IMP : Problem is that non-PAE users (who are having problems) won’t
have motivation to use it if it’s not in CVS.


rwatson : What’s minimalist backout patch? We need to get more info.
Are PAE developers going to have time to work on this? If not, we have
to kick it out.


Two-week timeline to get more information for fixing it. Need to be able
to reproduce it in a developer environment...need information on
workload.


peter : Things that he and ps would run into this problem pretty
quickly. (Want to get silby in touch with him.)


“I’ll just tell Paul that the next snapshot he makes has an unknown bug
causing instability and he’ll just go crazy trying to fix it.” –peter.






Release Engineering, HEAD - Scott Long


“Somebody get him some tissues so he can cry without shorting out his
laptop.” –peter.


scottl : amd64 ia64 sparc64 support.


Discussion


marcel : New uart(4) driver supports serial console on the HP boxes
in the cluster. HP boxes with no ISA bus emulation now supported from
CVS. Should now be able to release for all ia64 boxes from CVS.


imp : uart(4) driver encapsulates lots of different UART chips.
puc(4) driver is for aggregating many things at one attachment point.


Could we replace sio(4) with uart(4)? sio(4) is more about squeezing out
performance, uart(4) is more about flexibility. Low-end performance
would suck, but that’s probably not the target platform for 6.0.


phk wants minimum hardware specs for releases. grog says that the people
in this room are not typical users. Much debate about this. rwatson:
Defer this for 6.0 session.


5.X efforts need to concentrate on stability and performance.


imp : Need to tie up loose ends in supported hardware, etc.
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Date: Wed, 27 Feb 2008 17:19:52 -0500


From: Ken Smith <kensmith@FreeBSD.org>

To: freebsd-announce@FreeBSD.org

Subject: [FreeBSD-Announce] FreeBSD 7.0-RELEASE Available





The FreeBSD Release Engineering Team is pleased to announce the
availability of FreeBSD 7.0-RELEASE. This is the first release from the
7-STABLE branch which introduces many new features along with many
improvements to functionality present in the earlier branches. Some of
the highlights:



		Dramatic improvements in performance and SMP scalability shown by
various database and other benchmarks, in some cases showing peak
performance improvements as high as 350% over FreeBSD 6.X under
normal loads and 1500% at high loads. When compared with the best
performing Linux kernel (2.6.22 or 2.6.24) performance is 15% better.
Results are from benchmarks used to analyze and improve system
performance, results with your specific work load may vary. Some of
the changes that contribute to this improvement are:



		The 1:1 libthr threading model is now the default.


		Finer-grained IPC, networking, and scheduler locking.


		A major focus on optimizing the SMP architecture that was put in
place during the 5.x and 6.x branches.





Some benchmarks show linear scaling up to 8 CPUs. Many workloads see
a significant performance improvement with multicore systems.





		The ULE scheduler is vastly improved, providing improved performance
and interactive response (the 4BSD scheduler is still the default for
7.0 but ULE may become the default for 7.1).





		Experimental support for Sun’s ZFS filesystem.





		gjournal can be used to set up journaled filesystems, gvirstor can be
used as a virtualized storage provider.





		Read-only support for the XFS filesystem.





		The unionfs filesystem has been fixed.





		iSCSI initiator.





		TSO and LRO support for some network drivers.





		Experimental SCTP (Stream Control Transmission Protocol) support
(FreeBSD’s being the reference implementation).





		Much improved wireless (802.11) support.





		Network link aggregation/trunking (lagg(4)) imported from OpenBSD.





		JIT compilation to turn BPF into native code, improving packet
capture performance.





		Much improved support for embedded system development for boards
based on the ARM architecture.





		jemalloc, a new and highly scalable user-level memory allocator.





		freebsd-update(8) provides officially supported binary upgrades to
new releases in addition to security fixes and errata patches.





		X.Org 7.3, KDE 3.5.8, GNOME 2.20.2.





		GNU C compiler 4.2.1.





		BIND 9.4.2.








For a complete list of new features and known problems, please see the
online release notes and errata list, available at:



http://www.FreeBSD.org/releases/7.0R/relnotes.html


http://www.FreeBSD.org/releases/7.0R/errata.html





For more information about FreeBSD release engineering activities,
please see:


http://www.FreeBSD.org/releng/



Availability


FreeBSD 7.0-RELEASE is now available for the amd64, i386, ia64, pc98,
and powerpc architectures. The version for the sparc64 architecture will
become available in a few days. Some of the package builds are still in
progress.


FreeBSD 7.0 can be installed from bootable ISO images or over the
network; the required files can be downloaded via FTP or BitTorrent as
described in the sections below. While some of the smaller FTP mirrors
may not carry all architectures, they will all generally contain the
more common ones, such as i386 and amd64.


MD5 and SHA256 hashes for the release ISO images are included at the
bottom of this message.


The contents of the ISO images provided as part of the release has
changed for most of the architectures. Using the i386 architecture as an
example, there are ISO images named ``bootonly’‘, ``disc1’‘,
``disc2’‘, ``disc3’‘, ``livefs’‘, and ``docs’‘. The
``bootonly’’ image is suitable for booting a machine to do a network
based installation using FTP or NFS. The ``disc1’‘, ``disc2’‘, and
``disc3’’ images are used to do a full installation that includes a
basic set of packages and does not require network access to an FTP or
NFS server during the installation. To boot into a ``live CD-based
filesystem’’ and system rescue mode ``disc1’’ and ``livefs’’ are
needed. The ``docs’’ image has all of the documentation for all
supported languages. Most people will find that ``disc1’‘, ``disc2’’
and ``disc3’’ are all that are needed if you want to install some
packages during the initial install, and just ``disc1’’ if you prefer
to install packages after the initial install is completed.


FreeBSD 7.0-RELEASE can also be purchased on CD-ROM from several
vendors. One of the vendors that will be offering FreeBSD 7.0-based
products is:



		FreeBSD Mall, Inc. http://www.freebsdmall.com/








Bittorrent


7.0-RELEASE ISOs are available via BitTorrent. A collection of torrent
files to download the images is available at:


http://torrents.freebsd.org:8080/





FTP


The primary mirror site is:


ftp://ftp.freebsd.org/pub/FreeBSD/


However, before trying the central FTP site, please check your regional
mirror(s) first by going to:


ftp://ftp.<yourdomain>.FreeBSD.org/pub/FreeBSD


Any additional mirror sites will be labeled ftp2, ftp3 and so on.


More information about FreeBSD mirror sites can be found at:


http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/mirrors-ftp.html


For instructions on installing FreeBSD, please see Chapter 2 of The
FreeBSD Handbook. It provides a complete installation walk-through for
users new to FreeBSD, and can be found online at:


http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/install.html





Updating Existing Systems


An upgrade of any existing system to FreeBSD 7.0-RELEASE constitutes a
major version upgrade, so no matter which method you use to update an
older system you should reinstall any ports you have installed on the
machine. This will avoid binaries becoming linked to inconsistent sets
of libraries when future port upgrades rebuild one port but not others
that link to it. This can be done with:


# portupgrade -faP


after updating your system. Note some of the tools to help with this or
the instructions below for FreeBSD Update are not installed by default
(e.g. portupgrade, gpg, or similar tools like portmaster).



Updates from Source


The procedure for doing a source code based update is described in the
FreeBSD Handbook:


`http://www.freebsd.org/doc/en_US.ISO8859-1/books/handbook/synching.html <http://www.freebsd.org/doc/en_US.ISO8859-1/books/handbook/synching.html>`__


`http://www.freebsd.org/doc/en_US.ISO8859-1/books/handbook/makeworld.html <http://www.freebsd.org/doc/en_US.ISO8859-1/books/handbook/makeworld.html>`__


The branch tag to use for updating the source is RELENG_7_0.





FreeBSD Update


Starting with FreeBSD 6.3, the freebsd-update(8) utility supports binary
upgrades of i386 and amd64 systems systems running earlier FreeBSD
releases, release candidates, and betas. Users upgrading to FreeBSD 7.0
from older releases (in particular, older than 7.0-RC1) will need to
download an updated version of freebsd-update(8) that supports upgrading
to a new release.


# fetch http://people.freebsd.org/~cperciva/freebsd-update-upgrade.tgz


Downloading and verifying the digital signature for the tarball (signed
by the FreeBSD Security Officer’s PGP key) is highly recommended.


# fetch http://people.freebsd.org/~cperciva/freebsd-update-upgrade.tgz.asc


# gpg --verify freebsd-update-upgrade.tgz.asc freebsd-update-upgrade.tgz


The new freebsd-update(8) can then be extracted and run as follows:


# tar -xf freebsd-update-upgrade.tgz


# sh freebsd-update.sh -f freebsd-update.conf -r 7.0-RELEASE upgrade


# sh freebsd-update.sh -f freebsd-update.conf install


The system must be rebooted with the newly installed kernel before
continuing.


# shutdown -r now


Next, freebsd-update.sh needs to be run again to install the new
userland components, after which all ports should be recompiled to link
to new libraries:


# sh freebsd-update.sh -f freebsd-update.conf install


# portupgrade -faP


Finally, freebsd-update.sh needs to be run one last time to remove old
system libraries, after which the system should be rebooted in order
that the updated userland and ports will be running:


# sh freebsd-update.sh -f freebsd-update.conf install


# shutdown -r now


For more information, see:


http://www.daemonology.net/blog/2007-11-11-freebsd-major-version-upgrade.html







Support


The FreeBSD Security Team currently plans to support FreeBSD 7.0 until
February 28th, 2009. For more information on the Security Team and their
support of the various FreeBSD branches see:


`http://www.freebsd.org/security/ <http://www.freebsd.org/security/>`__
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The FreeBSD Ports and Packages Collection offers a simple way for users
and administrators to install applications. There are currently
&ports.count; ports available.


The Ports Collection supports the latest release on the
FreeBSD-CURRENT
and
FreeBSD-STABLE
branches. Older releases are not supported and may or may not work
correctly with an up-to-date ports collection. Over time, changes to the
ports collection may rely on features that are not present in older
releases. Wherever convenient, we try not to gratuitously break support
for recent releases, but it is sometimes unavoidable. When this occurs,
patches contributed by the user community to maintain support for older
releases will usually be committed.


Each “port” listed here contains any patches necessary to make the
original application source code compile and run on FreeBSD. Installing
an application is as simple as typing make install in the port
directory. If you download the framework for the entire list of ports by
installing the ports
hierarchy,
you can have thousands of applications right at your fingertips.


Each port’s Makefile automatically fetches the application source
code, either from a local disk, CD-ROM or via
`ftp <&base;/cgi/man.cgi?query=ftp>`__, unpacks it on your system,
applies the patches, and compiles. If all went well, a simple
make install will install the application and register it with the
package system.


For most ports, a precompiled package also exists, saving the user
the work and time of having to compile anything at all. Use
`pkg install <&base;/cgi/man.cgi?query=pkg-install>`__ to securely
download and install the precompiled version of a port. For more
information see Using pkg for Binary Package
Management
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Introduction


This is a specific schedule for the release of FreeBSD &local.rel;. For
more general information about the release engineering process, please
see the Release Engineering section of
the web site.


General discussions about the release engineering process or quality
assurance issues should be sent to the public
freebsd-qa mailing list.
MFC
requests should be sent to re@FreeBSD.org.





Schedule


Action


Expected


Actual


Description


Reminder announcement


TBD


15 Oct 2007


Release Engineers send announcement email to developers with a rough
schedule for the FreeBSD &local.rel; release.


Announce the Ports Freeze


23 Oct 2007


23 Oct 2007


Someone from portmgr@ should email freebsd-ports@ to set a date
for the week long ports freeze and tagging of the ports tree.


Code freeze begins


18 June 2007


19 June 2007


After this date, all commits to HEAD must be approved by re@FreeBSD.org.
Certain highly active documentation committers are exempt from this rule
for routine man page / release note updates. Heads-up emails should be
sent to the developers, as well as stable@ and qa@ lists.


Announce doc/ tree slush


TBD


19 Nov 2007


Notification of the impending doc/ tree slush should be sent to
doc@.


Ports tree frozen


30 Oct 2007


30 Oct 2007


Only approved commits will be permitted to the ports/ tree during
the freeze.


doc/ tree slush


25 Nov 2007


25 Nov 2007


Non-essential commits to the en_US.ISO8859-1/ subtree should be
delayed from this point until after the doc/ tree tagging, to give
translation teams time to synchronize their work.


doc/ tree tagged.


5 Dec 2007


5 Dec 2007


Version number bumps for doc/ subtree. RELEASE_&local.rel.tag;_0
tag for doc/. doc/ slush ends at this time.


RELENG_7 branch


–


11 Oct 2007


The new major version branch is created. Update newvers.sh and
release.ent on various branches involved.


BETA1 builds


17 Oct 2007


19 Oct 2007


Begin BETA1 builds.


BETA2 builds


31 Oct 2007


31 Oct 2007


Begin BETA2 builds.


BETA3 builds


14 Nov 2007


16 Nov 2007


Begin BETA3 builds.


BETA4 builds


28 Nov 2007


2 Dec 2007


Begin BETA4 builds.


RELENG_7_0 branch


12 Dec 2007


22 Dec 2007


The new release branch is created. Update newvers.sh and
release.ent on various branches involved.


RC1 builds


12 Dec 2007


22 Dec 2007


Begin RC1 builds.


RC2 builds


28 Jan 2008


7 Feb 2008


Begin RC2 builds.


Ports tree tagged


14 Dec 2007


11 Dec 2007


RELEASE_&local.rel.tag;_0 tag for ports/.


Ports tree unfrozen


14 Dec 2007


11 Dec 2007


After the ports/ tree is tagged, the ports/ tree will be
re-opened for commits, but commits made after tagging will not go in
&local.rel;-RELEASE.


Final package build starts


14 Dec 2007


12 Dec 2007


The ports cluster and pointyhat [http://pointyhat.FreeBSD.org] build
final packages.


RELEASE builds


11 Feb 2008


23 Feb 2008


Begin RELEASE builds.


Announcement


26 Feb 2008


27 Feb 2008


Announcement sent out after a majority of the mirrors have received the
bits.


Turn over to the secteam


TBD


5 Mar 2008


RELENG_&local.rel.tag; branch is handed over to the FreeBSD Security
Officer Team in one or two weeks after the announcement.





Additional Information



		FreeBSD &local.rel; developer todo list.


		FreeBSD &local.rel; Code Freeze Commit Approval
List.


		FreeBSD Release Engineering website.
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The second FreeBSD Developer Summit was held on February 15, 2002, at
the Cathedral Hills Hotel in San Francisco, CA, immediately following
the USENIX 2002 BSD Conference at the same location. The FreeBSD
Developer Summit was sponsored by DARPA and NAI Labs, and hosted by NAI
Labs. Notes were taken by George Neville-Neil and edited by Robert
Watson. Markup by Murray Stokely.


Meeting began at 09:30am, ended at 5:00pm.



Agenda



		Inheritance added to Kobj


		Architectures


		Toolchain


		GEOM framework


		Networking


		TrustedBSD


		Lunch


		KSE


		SMPng


		Devd/Devfsd


		Release Engineering


		Conclusion








Attending:


In person:



		John Baldwin


		Doug Barton


		Jake Burkholder


		David O’Brien


		Chad David


		Jason DiCioccio


		Matthew Dillon


		Julian Elischer


		Brian Feldman


		Justin Gibbs


		Jeffrey Hsu


		Poul-Henning Kamp


		Greg Lehey


		Jonathan Lemon


		Terry Lambert


		Scott Long


		Warner Losh


		Michael Lucas


		Eric Melville


		Kenneth Merry


		Jonathon Mini


		Mark Murray


		Alfred Perlstein


		Andrew Reiter


		Ken Merry


		Jeff Rhyason


		Paul Richards


		Benno Rice


		Luigi Rizzo


		Jeff Roberson


		Nick Sayer


		Gregory Shapiro


		Brian Somers


		Murray Stokely


		George Neville-Neil


		Chris Vance


		Jacques Vidrine


		Robert Watson


		Kelly Yancey


		Jennifer Yang





On The Phone:



		Chris Costello


		Brooks Davis


		Josef Karthauser


		Bosko Milekic


		Thomas Moestl





Via webcast:


Joe Karthauser is recording the call and is web casting.


The meeting followed a format where each section was led by an
individual and then a discussion ensued. Not all of the discussion was
caught but I have tried to make those sections understandable.




Opening Remarks - Robert Watson


Welcome to the second FreeBSD Developer Summit at BSDCon 2002. This
event is sponsored by:



		Defense Advanced Research Projects Agency (DARPA)


		NAI Labs, the Security Research Division of Network Associates





The sponsors covered the cost of the room, food, telephone access, etc.
In addition, Joe Karthauser is providing webcast access, and Yahoo! is
providing bandwidth for that using the FreeBSD.org cluster.


This is actually the second FreeBSD Developer Summit – the first was at
the USENIX Annual Technical Conference in Boston last summer.


The goals are to provide the opportunity for insight into on-going work,
and to solicit comments, design input, and help on parts of the work.


There are rules of engagement. Presenters should attempt to remember to
check for questions on the phone, respect people asking questions, keep
moving, and if told to stop, stop, as well as provide notes on the
presentations later. Others should do the same, especially with regards
to stopping when asked to stop.


(Tentative schedule reviewed)


People will be on their own for lunch.


Let’s go around the room, please give your name, and say something about
what you do or why you’re here.





Inheritance Added to KOBJ - Justin Gibbs


Inheritance models have been put into newbus to reduce code duplication.
This was done because he was trying to get cardbus to work. Code did not
adhere with the spec. There were conflicts with copying from PCI.
Cardbus is just an extension to PCI.


If you look at the current cardbus under BSD it’s just all of PCI with
symbols renamed. Newbus is an OO type framework was and was half way
there. KOBJ and Newbus work today with a table of methods. To invoke a
method an indirection is done to a lookup. This makes it so that the
invoker doest not need to know where the invoked method is.


The extension that was added is that instead of a single table it’s a
list of interfaces. Every interface can inherit from a parent. In
cardbus there is a list. One method is the device interface for
probe/attach. Then there is an interface for the bus. The third is a sys
parsing interface that can be shared with pccardd.


Inside this the interfaces inherit from PCI and then he overrides a few
methods.


The amount of code to support cardbus drops from 1000s of lines to a few
hundred.


The system is implemented through the indirection already in newbus.
When a class is registered the way you declare it is a list of
interfaces. Each interface can declare a parent. The compiler walks the
list to find the correct function. This allows you to call your
superclass.


The only thing that gets a little ugly is that some of the ways you
specify your class or invoke a superclass. You can generate a macro
wrapper but you have to know which interface is yours.


Another upshot is that the way most drivers are implemented today if
they need a generic method they have to explicitly put that into their
method table. If they don’t need it then they don’t. With the
inheritance model you just create a null interface.


Diffs on his web site.


Whole method tables collapse to one or two entries.


Open issues:



		Interface versioning. - What he’s been looking at is to munge the
interface name to deal with versions. It’s hard to hide this and work
with it.


Linux does this by modifying the .o





		Multipathing - The reason for an interest in multi-pathing is
that systems today already have to do this, i.e. SCSI systems. Many
NUMA systems have CPUs with private I/O to a SAN. When you do I/O you
use the local device. This introduces locking issues for access.


Another case is that there can be more than one way to enumerate a
device in the system. I.e. PCI vs. ACPI


The basic idea that he has requires a different invocation method in
newbus. If you have to go up your bus chain there is a problem. What
he proposes is to pass a path object and a cursor that points to
where you are in the path. Then anyone along the path can see above
or below etc. A path is an array of deviceD pointers and a cursor is
a deviceC.


To implement this you have to modify all of these interfaces. This is
very mechanical. He’s got ACPI, SIO, ATA, WaveLAN working now. Each
of these drivers takes about 5 minutes. If you care to take more
thought then you can collapse the drivers. The simplification he has
now only covers certain parts of cardbus or pccard.








His question is what release should this go into and how do we manage
the transition if we decide to do this?


How do we design the versioning? Run time? Link time? In the
multipathing case is an array of dev_t sufficient?


Discussion


Anon : I hesitate to throw this out. The way you do version
verification in Solaris is that an init gets called which passes a
version to the api to check it. Another thing you get from init.


In the Solaris case there is a single number. How do I automate that
versioning check with more interfaces?


Paul : I don’t think we should over engineer the problem. We only
bump per release in libraries.


Justin : When you bump the version is one part of it.


Julian : Do you want more than one version at once?


Justin : Assuming we use name munging you could have.


Gnn : Have you looked at COM?


Warner : I have a few comments. There are several problems in one
here. I like the multiple inheritance. The versioning seems orthogonal.
The multipath is orthogonal. We should break this apart.


Justin : I have 14K lines of diffs just to make multiple-inheritance
work on my laptop.


Julian : The other drivers will still work.


Justin : No they will not, they’ll die early in init. I could turn
those into fatal errors.


PoulHK : If the change is so significant then the first thing we
want to do is versioning.


Justin : Its almost as if you want a version of newbus.


PoulHK : A change of this scale is not very easy to get all right.
Particular because we can’t change all drivers.


Justin : The only saving grace is that the transition can be
mechanical.


PoulHK : Why not a compatibility layer while doing conversion?


Justin : Sure and then you could use Perl to change the whole tree.
I hesitate because in 90% of my own changes led to code reduction and we
should do that.


PoulHK : I think we’ll have the human eyes.


David O : How long to get your basic framework working?


Justin : Right now my stuff is done, the rest of the tree is a
man/week. I’d like to get versioning done now.


Mark M : Does that include the script?


Justin : No manually.


Julian : The problem is the requirement where you can’t break
things. Perhaps we should have official breakage. For instance for a
week.


Nick : If you’re going to do that then lay down a tag before the
breakage.


PoulHK : Development model discussion. Lets limit this discussion.


Robert : Lets assume the discussion of how it gets into the tree is
not relevant. Do you want the versioning before then?


PoulHK : Two questions we should figure out first. 1) Any
objections?


Warner : One last point. It seems like we’re spending a lot of
effort re-inventing the object wheel. We should just shoot KOBJ and
consider using a subset of C++ to do this. Then we can leverage the
language.


Justin : One problem is that C++ does not allow this easily. If you
do eC++ then there is multiple-inheritance.


Warner : I mean C++ with no exceptions but not eC++.


Justin : Then people say they want exceptions.


Julian : I wouldn’t mind having our own pre-processors.


Robert : Let’s move on.


Nectar : COM does work its in Mozilla we can use this kind of
technology. We don’t need C++ to do those things.


Justin : One last thing is the problem in this inheritance model is
how you deal with IVARS. The problem is that those name spaces are not
unique. What I’m thinking of doing is passing the interface object
along. This gives you a further


Brian : C++ won’t help us solve versioning. Although COM would solve
some of these problems it should not be in the fast path.


Robert : Lets not go there.


Warner : The other issue is the softc issue. Only one can own it.


Justin : You can use ivars for that.


Warner : There are issues with bridges.


Justin : You use a method to get to your ivars which hang off of the
softc.


PoulHK : Half of us have no idea because we have no docs.


Robert : Lets go to the phone.


Robert : No technical questions on the phone.






New Architectures


PowerPC - Benno Rice


Has now committed the page map code with something more sane. Has also
got the system to the point where it tries to mount root. Turning on
invariants blows it up. Hoping to get to single user in a month or so on
the simulator. With some luck we may get to multi-user by 5.0. Needs
some more help. Possibly on real hardware. That’s about it.


Discussion:


Robert : This relates to release engineering later.


David : Is everything in CVS?


Benno : Not everything yet, but things have to be cleaned up. Some
time in the next week after the invariants problem is fixed.


PoulHK : What hardware?


Benno : Right now on pSim which is in ports. Once that’s working the
first hardware will be new world apple hardware. Some old world apple
hardware and then a Motorola board.


Justin : What are the prospects for using this in embedded?


Benno : Depends on whether you’ve got open firmware or not.


David : Targeting embedded is very difficult. Pick a reference
platform then move on. Wind River has 20+ boards etc.


Benno : What I’m hoping to do is to make this as easy as possible.


David : Given a reference platform its easier to build from there.


Benno : The other note that I will make is that I’m only targeting
PowerPC similar to 700.


Warner : I was going to comment that NetBSD has done well with
little tiny ports to different boards.


Justin : How different are these?


Gnn : Very different.


Anon : Have you had any help from Apple or hardware vendors?


Benno : I have a bit of help from them. In terms of hardware support
I’ve had none except for the Motorola board.



IA64 - David O’Brien


Kind of hosed now due to toolchain issues. It will take significant
effort to bootstrap this. It may take a month to get to multi-user.


When Peter arrives later, he may have more to add.


x86-64 - David O’Brien


We have a toolchain that works and is mostly in the tree. There is a
simulator issue. I need a new simulator from AMD but they’re not
responsive. Hardware not available yet but we’re not in a rush.


Questions


Justin : During the NetBSD there was some talk about PAE coming for
free. Is that true and will it affect us?


David : Peter is already adding this stuff.


Justin : Peter is looking at the stuff that was presented here.


Warner : Isn’t part of this meaning that ethernet drivers have to
use DMA.


Justin : It’s not as bad as it looks because all the devices don’t
need bounce buffers.



Sparc64 - Jake Burk Burkholder


Basic status is we boot multi-user on real hardware. Looking at
targeting Ultra 2, 5, 10 and Blade 100. Something for 5.0 but it may be
a very manual install procedure. Toolchain is native but we haven’t
tested it much. It is a hosted tool chain. Runs on Sparc64, generates
Sparc64 binaries, but it’s not the full usual thing. gcc3.1 and binutils
2.12


Discussion


Anon : What is the bootstrapping?


Jake : TFTP.


Robert : Bootloader?


Jake : We can mount Solaris disks.


Robert : How likely that all of world will be self hosting by 5.0?


Jake : Right now we’re having problems with Perl.


David : There is polishing to be done but even if you’re not a
hacker it’s fine.


Jake : Still finding endianness problems.


Terry : If someone wanted to use that for 32 bit how tough would it
be?


Jake : You’d need to rewrite the kernel.


Terry : Do you document that?


Jake : It’s mostly pmap.


Anon : SBUS support?


Jake : Ultra 2 has sbus support.


Benno : Have you got the gem ethernet driver working?


Jake : Yes.


Robert : Any questions on the phone?



StrongArm


Robert : We did have a slot for ARM related ports.


David : On StrongARM we can get to copyright messages etc. This is a
bunch of code off to the side. What path do we want to take on this?
Wait until it works? Check it in now?


Justin : Who has been working on this?


David : Someone in Canada.


Robert : Is the person who’s doing this work willing to go all the
way to maintain it etc.


David : The basic idea is the iPAQ. The idea is more of a reference
port.


Warner : MIPS port is unchanged. Some people have this and are just
deciding whether to contribute it. Chicken and an egg problem.


Justin : Interesting embedded platform.


David : If it’s on a DECStation then it’s not embedded.


Warner : This is on current MIPS technology for a router company.






Toolchain - David O’Brien


Questions:


John : What are the plans 5.0?


David : Interest is in new ports. For instance C++ will lag. Like
you say we need gcc3.1 and binutils. Will commit to get kernel and
interesting parts of user land working. Very soon there will be
something that those who want to play with it can download. It’s
debatable who will clean this up for new hardware.


Robert : We’ll discuss the release engineering later. There is a
notion of supported vs. non-supported and toolchains will have to
follow.


Julian : There are some thread fixes that went in. Patches to gdb?


David : I’m trying to get them out of someone. If I get a patch I’ll
put it in. I need paperwork from the FSF to commit it.


Julian : I’m going to need help to beat up gdb for KSE.


David : Talk to John, DFR and yourself on this.


Nick : How much change goes in to gcc for a FreeBSD release?


David : The issue is the dual a.out/elf stuff, that’s the problem.






Architectural Issues (General Discussions)


PoulHK : I have 3 issues. One is endianess in the on disk
filesystem. Do we want to be able to move a disk from Sparc64 to x86. I
also need to collect the various disk label formats. What do we do about
“you broke world on foobar architecture” issue?


Warner : I’ll address the last question first. We need to build up a
set of machines or build up cross building.


David : I don’t know if anyone set up an environment.


Warner : NetBSD has done some things to deal with this.


Robert : Supported release? The same thing can be done in the cross
platform build. If a particular arch is going to be supported then we
must have a build cluster.


Benno : On the subject of PPC I’d be willing to offer them.


Nik C : The NetBSD folks are talking about having a tinderbox
environment. We might talk to them about sharing.


PoulHK : On the subject of tinderbox. About 2 years ago I set up a
machine to test this kind of thing but got a lot of negative feedback.
If we want to do a tinderbox like system it will require buy in by the
committers.


Nik C : I think the Mozilla team do it more with a web page status.


David : The gcc group does a tinderbox and it knows who did the
commit.


Action item : This could be farmed out to sysadmins who want to
contribute.


Justin : From my standpoint, if I could cross build the Sparc64 that
would help.


Robert : If we’re going to commit to having multiple platforms we
need to solve this.


Nik C : There are also issues of regression testing.


David : I don’t know what could be done with it.


PoulHK : This is a purely organizational question. What does it take
to do this. Do we discuss this on developer?


Greg : I really do think we should try to find a way to be endian
clean.


PoulHK : We’re not going to take suggestions. There will be a UFS2
and it will be 64bit. As part of that we’re still not sure if we will
have to fork the UFS tree. One of the things I was considering doing was
at a slight performance hit doing big or little endianness on any disk.
Is that the way to do it?


Alfred : NetBSD has this and it’s fast.


Justin : I would think of it terms of having two modules, one for
each endian.


Benno : It would be nice to be able to do this when bringing up new
big endian systems.


PoulHK : The performance is an issue but not as big as the code
intrusion. Should we do it as two separate filesystems or should we put
this functionality directly into UFS2?


Matt : Two comments on the FS stuff. One just from the point of view
of fixing bugs, I would prefer a single copy. You could also do this via
a conversion program.


PoulHK : It’s not just a question about sticking in macros. Soft
updates makes this much more complex.


Jake : On big endian machines I just use NFS.


Greg : Conversion does not make any sense.


Justin : The other thing I want to say is that you can just have two
modules.


Robert : Before we go too much further we should look at NetBSD.


PoulHK : Is there interest?


Gnn : Removable media is reason enough to do it.


Warner : When I’ve talked to NetBSD about this they consider it a
feature they don’t want to give up.


Robert : Any questions on the phone for architectures.


None.






GEOM - Poul-Henning Kamp


This changes the semantics of how we handle disks. There also may be a
slight performance hit.


The way it works is that there are methods that do transformation on the
data on the disk. Simple translations move data, complex transformations
include encryption.


A method exposes one or more logical providers. It exposes an interface
where you can read/write a given size.


Other methods connect to the providers (consumers). All providers have a
dev method which allows it to show up in devfs. There is a locking
mechanism so you don’t get parallel write problems.


The system is autoconfiguring.


The locking method. When you open a device somewhere there are three
counters associated with it, read, write, and exclusive. Exclusive bit
prevents anyone else from opening it for write.


The intent is that the modules that recognize the on disk format will be
endianness aware. We hope that types will be explicit. I need support
from people to collect information on disk label formats.


Some current drivers do RAID etc. but I’d like to get that out of the
drivers, again this requires information about the on disk format. This
would allow us to come up single user with a mirrored root.


I’d like input on :


I/O Statistics (What to collect?)


Greg : Read/Writes/Data transfered etc. A way of finding the % busy
time of each device.


PoulHK : With tagged queuing that is kind of useless.


Anon : The dev stack does keep track of how long a device has been
busy (transaction outstanding).


PoulHK : One of the things there is an explicit cloning of the
struct bio. So you have one for each edge in the graph. One of the
things I want to be able to do is put in a transparent node. This allows
the moving of filesystems.


Anon : You have to have per transaction storage for this to work.


Justin : You want to have something to make it so that softupdates
does not need to do the sleep/nice trick.


Matt : The real problem with fsck is that when you’re skipping
around the disk the 3ms seek can hurt other things.


Justin : You were saying that if I open ad0s1 read only then ad0
inherits that.


PoulHK : It depends on where you are in the tree etc.


Nick C : From the work you’ve done so far, do you have performance
numbers?


PoulHK : No, because I’m in the simulator. It does cost copying two
struct bios.


Alfred : To modify the on disk disk label when its mounted read only
can you modify it?


PoulHK : The BSD module decides that. You cannot go down to the raw
disk and do that.


Alfred : What if I want to expand the root filesystem?


PoulHK : Making a partition larger while its open is fine, making it
smaller will be problematic.


Alfred : I think this locking is a bad idea.


PoulHK : The only thing that’s going to be magic is having the root
partition in single user. I’m not going make an escape hatch for this.


Robert : Are there any other issues?


Justin : What is the name space?


PoulHK : The control will be sysctl. I want to remove the ioctls
from these. I haven’t really decided on the name space. I want to make
sure that /dev does not change.


Julian : Have you considered using the earlier discussed methods and
inheritance so that this all works together?


PoulHK : I discounted them for performance reasons. I discounted
newbus because it has a one way tree. The one thing we’re having a lot
of problems now is something going away. That does not work today.


Julian : How do you handle the case when the device rips out at the
bottom when you’ve got a downwards going command?


PoulHK : There’s two things to it. A struct bio traveling down will
either be in the consumer or the provider and that’s where the lock is.
Modules can also be shut off safely.


Alfred : Couldn’t you just provide a generic callback?


PoulHK : I can do that because they’re all sitting in the module. I
need to negotiate with the device driver writers about that.


Nik C : Is this an implementation based on new research work or
wholly new?


PoulHK : I’ve read what I could find but most current systems have a
fixed hierarchy.


Robert : Will this give us a chance to retrofit the system with 64
bits?


PoulHK : struct bio will have 64 bit numbers.






Network Stack - Luigi Rizzo


Recent work has been on performance. Removal of unnecessary copies.
Using clusters etc. There is the polling code but it’s only on a few
devices. Need to add support for more devices.


Do people like polling?


PoulHK : I worry about interactions with the rest of the system. We
should probably spend some time looking at that.


Luigi : The next thing to do is add mixed mode operation.



Jonathan has something to say about how network interrupts are
dispatched.


Some minor fixes to the stack. FIFO buffers on UDP


I have a version of PGM (reliable multicast). I plan to commit to
current and stable if people ask.


The ICSI folks have changes to multicast API which will help with
IGMPv3.


Some of this code I do for myself. How do we do kernel patches?


Questions


Alfred : There’s two things. With 256byte MBUFS and clusters for DMA
people are seeing really bad utilization of memory for networking
packets. Certain application servers with small packets have problems.


Luigi : I’ve talked to Peter Wemm about this stuff.


Julian : First, I have some times worried about the flexibility of
polling regarding different networking types. For instance the number of
packets on Gigabit vs. PPP. I’m worried about the extremes.


Luigi : This will become completely irrelevant when I implement
mixed mode.


Julian : Second is to do with the TCP stack trying to remove copies.
Have you got any intention of evaluating the recent SACK implementation?


Luigi : That broke standard TCP.


Alfred : Actually SACK is out of style now. One other thing on
performance is that the drivers do a mget/mclget at once.


Julian : Third question is the ability to add meta data to packets
using m_aux?


Luigi : My major concern is that a generic system is very slow
because of scanning for data.


Robert : I think that that’s worth doing. Julian will you own that?


Julian : Yes.


Anon : Impact of polling scheme on SMP?


Luigi : They don’t compile together. Right now I only have one
polling loop. With a giant lock around the stack what’s the point?


PoulHK : To what extent do we want to use the netgraph code? How do
we deal with the multiple ATM stacks.


Warner : Lets lose the ones that don’t work.


PoulHK : None of them work now.


Greg : Just losing them could get us into a bounce. Maybe we should
try to encourage using it.


PoulHK : Is ATM interesting to FreeBSD at all?


Gnn : ATM is necessary for DSL


Justin : What about DAFS? That uses ATM.


Julian : Since our end user community does not use 5.0 that’s part
of the problem.


PoulHK : It’s a perfectly valid point. Who’s going to fix it?


Anon : The ATM list is somewhat active.


PoulHK : There are two stacks one that is used by the Japanese and
one that does a bunch of weird stuff that no one uses.


Robert : Action item is to query the atm list to see what’s up with
this.


Action Item : Query the ATM list about which stack they want/use.


Julian : We want to be careful about ripping it out if people are
using it with DSL cards.


Warner : One of the weaknesses in the current network stack is
dealing with removable devices.


Peter : You have to eject a button on M$. Laughter.


Robert : Part of the problem is the ifnet pointers from mbufs etc.
We do need a long term solution. If you ifconfig down that doesn’t fix
it.


Luigi : You could try to keep the ifnet structure alive. Dummynet
can scan all the mbufs whenever you delete a pipe. It’s expensive but
you could do it on eject.


Alfred : The drivers have to be more robust.


Julian : I actually did some work on adding reference counts to all
consumers of ifnet structures. It reference counted everything but it
didn’t cause a performance issue.


Luigi : This becomes an issue only at higher speeds.


Robert : We may want to defer this to SMPng.


Gnn : You could have a two level hierarchy of device drivers.


Terry : Virtual interfaces.


PoulHK : This ties into another issue about how we look at our
interfaces. No one notices when I unplug my device.


Peter Wemm : The problem isn’t deleting the routes its adding more
routing messages.


Nick S : Also includes dhclient.


Gnn : Need new routing messages.


Paul Richards : Wants activities brought up to userland for devd.


Anon : At BEOS we had the user list all the potential interfaces.


Robert : I think we still need a routing socket event.


All : Discuss on mailing list.


Jonathan L : If we’re talking about doing this with cables this
works with MII but it’s only in kevent and not in routing sockets.


Matt : Having a carrier loss flag an existing route is the right
answer.


PoulHK : Re raise netgraph issue. What is the future of netgraph in
the tree right now. We have very few users now.


Julian : What parts are not done?


PoulHK : Configuration etc.


Alfred : Netgraph is extremely useful. It needs to be documented and
a bit more bolted down.


Julian : It is bolted down. For 5.0 only one API changed. There’s
plenty of documentation.


Peter W : Originally when it first came up it was not meant for high
speed.


Julian : I was being cautious. We could switch over all of PPP to
use it etc.


Nick S : I’d like to see the mpd netgraph configuration files become
more /usr/sbin/ppp.


Julian : Brian has been toying with having ppp take over mpd.


Gnn : Can we use netgraph for SMP?


Peter W : I’m a refugee from a streams based system. It’s scary. Be
a little bit careful.


Terry : I think it would be very hard to for example take the Rice
work and make it work in the context of netgraph where you’re processing
interrupts to completion. The advantage of going to completion.


Luigi : I think I’m doing the same thing .


Jonathan L : I have code that does that. I’ve replaced all the
queuing calls with a single call.


Robert : Bring this to an end.







LUNCH




TrustedBSD - Robert Watson


DARPA funding has accelerated work.


Goal is to introduce security features for new consumers.


Most basic component is ACL work (fine grained ACLs). We needed extended
attributes, so those are in too. Currently low performance and low
reliability. Userland still needs new utilities.


The more interesting work is in the Mandatory Access Control. Goal is to
enforce new restrictions in the kernel. Multi-level security uses this.


Part of the work is to port SE Linux stuff to BSD.


This stuff interacts with other subsystems including the network.


Mandatory policies. Discretionary rights are you protecting your own
data. This is very hard to manage. MAC addresses this by defining
policies for users in the system. Where you have many users on the same
machine. There are a couple of traditional systems that are in military
systems and trusted systems.


MLS is a confidentiality policy. Who can read/write things based on
clearance. Doing things based on the “need to know.”


BIBA integrity system is the other. Secure levels are somewhat like this
but are not comprehensive.


Type Enforcement. Flexible MAC based on administrator rules.


You can plug different models into the framework.


MAC requires pervasive enforcement. Current system can restrict access
to interfaces. Can mark packets for security. Can control sockets.


What the framework does is provide a single framework to plug these
into.


The framework provides APIs. You put these throughout the code. They are
ifdef’d. If you don’t compile with “options mac” you don’t get this.


What happens with the framework a module can declare at boot time or you
can do an LKM on it.


Right now these API calls are in a perforce branch. They are pervasive.
They don’t touch every part of the system, only the parts that NAI use.


There isn’t a generic label structure. To add new labels you must
recompile the kernel. Real key is to keep the costs low.


We don’t allow for garbage collection on labels. Binary block that gets
carried around.


This is not really integrated into userland.


Reduced the number of total security checks in the kernel by unifying on
this i/f.


PoulHK : Does this flexibility include removing the existing checks?


Robert : No. You can only extend checks.


Directions are flexibility , add more hooks in to the MAC for the
kernel, integrate other work like LOMAC. Need to teach userland
something.


Alfred : Are you moving to per operation?


Robert : Right now we only do at open() time. We want to do
read/write and send/recv.


Robert : Once we have read and write we’ll be able to revoke access.


We’d like to commit this before 5.0. It’s available in PerForce.
PerForce now exports through cvsup.


We have not done any micro-benchmarks. Once we know then we can make a
decision to leave it on or not.


Alfred : What about active mode tripwire like system?


Robert : You can do a number of things like that with the current
framework.


PoulHK : One of the other things I would like to do is a best effort
MD5 on files. This would make tripwire and mtree checks faster.


Robert : The problem with that is you don’t get the data during
these operations.


Right now the struct mbuf is extended but it would be nice to have a
better system.


Alfred : m_aux


Robert : sounds expensive because of the list stuff


Terry : You said something about the NSA linux code. Independent?
Licensing?


Robert : Interesting issue. All TrustedBSD work is under BSD
license. The NSA stuff will not be under a BSD license but will be a
module.


Terry : By compiled do you mean a loaded module? Binaries?


Robert : Not binary, you could imagine a package.


Anon : My understanding was that any project done by the gov’t was
PD. But that doesn’t seem to be OK.


Robert : I can’t say. Part of our contract was to release as open
source.


Alfred : About compatibility. How compatible are we with others?


Robert : We’ve tried to follow the specs.


Alfred : Perhaps support NFS extended attribute stuff?


Robert : Right now everyone does RPCs for ACLs and they’re
incompatible. Not in Posix 1e. We tried to work with others but some are
not tracking (Linux).






Capabilities - Brian Feldman


Largely complete and stable. Unknown performance hit.





KSE - Julian Elischer


Very quick status report. It’s an attempt to produce support for high
quality threading within the kernel. Threading is outside the kernel,
the support is inside. Taking advantage of work by Anderson (Scheduler
Activations). NetBSD is sticking closer to the paper. We’re doing a
variant based on discussions with a lot of people. The basic concept is
the same.


The threading comes with the ability to make async syscalls. Any syscall
you do from the point of the view of the thread looks like its stopped
but this does not stop the whole process. A new thread is produced on
the fly. We’ve extended this to produce multiple upcall points, 1 per
CPU. This is so you can run multiple upcalls on different CPUs. The
upcalls occur to different stack contexts.


Status Report


There are a set of patches available on Julian’s website. Gets us as far
as pthread. Kernel supported, single CPU, threads. All syscalls are
async, but only on one CPU at a time.


This was shown in the WIP.


Up next is to do multi-processor.


Next stage is to make it complete or even safe. What I’ve got works but
I’ve broken ptrace so we can’t debug processes. What I have checked in
are a number of changes that were part of this change. This reduces the
amount of diffs vs. the patch. It’s not a terribly huge diff at the
moment.


Next is to get gdb working again.


The next change would be to make the changes for multiple CPUs.


Need a more complete version of the API. Just have thread creation and
thread kill right now.


I’m expecting that I’ll have the current stuff checked in within the
month. Depends on issues with gdb. I’m hoping June or July for the full
multi-processor version.


I hope to check in soon so that user land folks can work with it.


Questions


Julian : Does anyone think this is a bad idea?


Greg : We never finished our discussion on Tuesday. 3 layers is too
many.


Julian : There are 4 layers but 2 are basically null.


John : We talked about this, it is the right thing.


PoulHK : Sounds like a blue print paper.


Alfred : What do you plan on implementing in the upcall?


Julian : It’s not an explicit call to allocate and deallocate
threads. You do a call which says “I’m going to go into this mode” and
when something blocks come back to me as an Nth or an N+1.


Alfred : OK.


Peter W : It works just like fork except instead of retuning just
once in the parent/child it returns over and over again.


Matt : What I would like you to do is to provide us how much this
simplifies the user land thread library.


Julian : Just to get basic threads on normal code (reads, writes,
anything that could block) there is a set of code (~5000 lines of C)
that has to keep track of this. The entire user land thread scheduler is
10 lines.


Peter W : The user level thread scheduler only works for networking
but dies on disk stuff.


Robert : You get disk I/O parallelism.


Alfred : I’d like to still be able to use user land threading for
networking.


Julian : There is no point in not using. All we’re allocating for
you is a stack.


Matt : There is a partitioning here. In I/O reading there is a
problem, but in writing there is not. Only 1% of writes now block. If
you’re reading 1000s of sockets there is an issue.


Robert : KSEs are very general. Doing the basic stuff is the right
answer.


Julian : My theory is in fact that we’ll keep the current code and
provide a new library. I don’t want to be responsible for the entire
threading system.


Matt : We can always change the default.


Julian : Just as an aside. As part of this work I had to rearrange
the way in which threads are done. We now have a pool of free threads.
It turns out that I now have a cache of threads. Thread reapers go in
wait() (called by exit()).


Nick S : Corner case. Simple app that you register KSE callback
thing and then it makes a call into a blocking syscall and blocks.


Julian : That thread is blocked.


Nick S : What happens when there is nothing to do?


Julian : It calls yield() and gets discarded. There is a mailbox
between that could be used to tell the kernel “never call me” when the
process knows that its blocked.


Greg : What are the performance implications?


Julian : None.


Peter W : For disk performance it will be great.


Julian : For a non-threaded process on a non-KSE kernel I can’t see
any difference.


Robert : Questions on the phone?


Phone : At what level does user land thread scheduler operate?


Julian : It’s a library that you link with.


Phone : What about other languages?


Julian : You need to write the library. It’s all very short.


Warner : Does this mean it breaks the one application that we have
that’s not written in C?


Peter W: cvsup will work.






SMPng - John Baldwin


I actually attempted to set up a BOF on this at the conference. The
biggest topic of discussion was “how much do we expect of have done by
5.0?” A very conservative viewpoint is:


Overhaul process cred stuff.


Finish ktrace to work in an async kthread


Networking stack because its part of the target market and is a big net
gain.


Much of the discussion centered around sockets.


Another suggestion was to trace down VOP read and write path and push
down giant into that.


The last thing would be to make the kernel fully preemptable.


Greg : Where is the architectural overview?


John : I’m working on that.


Greg : What about light weight interrupts?


John : No real need.


Greg : I think we’re going to fail unless we have a good theoretical
base.


David : You’ve told us 3 things you’ve wanted for 5.0. These are
micro-goals. What is the big picture?


John : The direction is a “fine grained locked kernel”.


PoulHK : I’m sure we can come up with an architectural paper. Very
little of 4BSD ever made it in either. I don’t believe that can we make
a full map.


Greg : I think we can.


PoulHK : We’re talking about redoing sections of code.


John : What key milestones?


Greg : Light weight threads.


Peter/John : Already done.


Justin : Having been at the SMPng meeting the general consensus was
to come up with a framework. LWT is an optimization. Maybe only to 2
CPUs at 5.0


David : What is it that you’ve accomplished from a high level?


John : Almost all the work is infrastructure. When BSD/OS did SMP
they added mutexes and are using lock manager locks.


Bosko : LWI for x86 we just switch contexts it has a very minimal
impact. The code is available


We don’t generate code on the fly.


John : Current Status cont. We’ve taken more time to get it right.
We’ve added common things like semaphores, reader writer locks. I’ve
been making the kernel fully pre-emptible. I’ve committed half of this
to current now. The ktrace is another infrastructural issue so its
feasible.


David : Then general framework will be done by 5.0. Second to test
the infrastructure you’ve been locking the proc structure. For 5.0 we’re
still not talking about super strong, fine grained SMP.


John : That’s why we want to do the network stuff.


PoulHK : Geom and devfs can do this now. We don’t need to wait. We
have various pieces of code in the tree that can be taken out from under
giant.


Matt : Just an example of what we’ll probably be able to do fairly
soon are the fsops in the file. For things like pipes, /dev/null/,
/dev/zero. The i/o paths we have to concentrate on the most are
read/write for vfsops. If we can’t fine grain the others in 5.0 oh well.


Anon : What specifically are you planning in terms of performance
gains before the release? Do we have any more firm of a schedule?


John : 2nd question (schedule) is for later discussion. 1st is “no
more than 5% loss.” I want to run some real benchmarks.


Warner : What benchmark are you going to use?


Luigi : What if we totally miss the numbers?


John : We’ll have to revisit the whole release.


Peter : Turning spls into mutexs doesn’t help us.


John : spls as mutexes still don’t get us out from giant.


PoulHK : I need documentation.


Anon : I will be happy to help you with words.


Warner : I signed up to do locking for newbus.


Paul Richards : I’ll help on documentation. We still need a roadmap.


Robert : The one thing on the must lock list is the network.


PoulHK : We can just put one lock around the network.


Nick S : On a uniprocessor the locks are just null right?


John : Yes on spin locks.


Nick S : Nevermind.


Luigi : Do we care about performance on uniprocessors on 5.0?


John : One thing that SMPng may help buy is that if you have two
network interfaces then you can handle more stuff.


Luigi : Do we care or not about uniprocessor on 5.0.


John : Yes


Julian : In the uniprocessor case KSE degrades down to forkeed
processors.


Peter W : Need a graph of the locking the subsystems.





Break


5.0 Release Engineering - Murray Stokely


There are a number changes to the team. Murray, Robert, John, Bruce Mah.
Change review committee. Documented the process.


We think its pretty important to take a more active role. Want to do
developer previews (polished snapshot). April 1 will be preview 1. Goals
are:



		2 week feature freeze to current and then branch


		Going to do 4.6 in June, 4.7 in October, and 4.8 in Feb 2003.


		Developer preview 2 in June around Usenix.


		For architectures we hope to do Sparc64 on April 1.





Got a bit of a feature list for 5.0 final. SMPng is broken down into
several sections. UFS2. KSE. PAM overhaul. TrustedBSD etc.


I’d like some feedback on this.


Discussion


Warner : Are we doing to try to have the developer release 2 done so
we can hand out CDs at Usenix?


John : That might be pushing it.


Anon : Can we push Usenix back a bit? (Laughter)


David : Feature freeze is a code slush. Will I as a committer see a
freeze?


Murray : You will not have to worry about bug fixes but you must act
rationally.


Paul R : Do we really need multiple release branches?


Robert : Good to have around.


Alfred : Could we reach a consensus on what sort of debugging will
be in 5.0?


Robert : We want to get this to early access people.


Murray : This is an opt in thing anyway.


Alfred : We need a list of the debug options etc.


Warner : The cardbus will ship with debugging turned on but its
tunable.


PoulHK : We need to know if we’re going to turn off the a/j options
on malloc3().


Doug : I don’t know how tied you are to the release schedule. If you
want to spend all of October polishing. If we go backwards from October
we can do Release 1 on May 15. April 1st is too soon and puts you in
weird categories relative to Usenix.


Murray : The way we have it set up now... (Graphic)


   April 1 (DP 1)

    June 9-14 (Usenix)

    June 25 (DP2)

    October 1st is Feature Freeze

    October 20th is Code Freeze

    Nov 20th 5.0 Release

ALTERNATE

    May 15 DP 1

    July DP 2






Murray : The number of people running current is too small.


Paul Richards : Not much point in doing DP 1 if DP2 is totally
different.


Murray : But that means that other non SMP stuff is still not in.


David : People are talking about what they’re planning for 5.0
Perhaps you might to poll the people who have balls in the air. Is there
anything that April 1 is going to give us?


Murray : Wide spread testing.


Alfred : I think the sooner the better.


Justin : Why do we think that just because we put together a shrink
wrap that people will use it?


Murray : Because its a discipline on all of us to get this stuff in
there. If we’re moving towards a goal we need to do that.


Justin : This is not about the final release but about what is in
the tree today. Therefore the first preview is not an interesting
release.


Murray : Its concrete steps towards 5.0 release.


Justin : I don’t know that it’s necessary.


Doug : We’re going to have people generating bug reports against
things that are spurious problem reports.


Warner : Cardbus vs. PCI interrupt routing is an example of this.


Justin : I guess the way I look at this is that we force
productization is to force the date. Why is it that on a daily basis
that things suck so bad?


David : Why does it suck so bad?


Justin : Because people don’t get shat on for breaking things.


Robert : Why does it suck?


Justin : I put it on my server and its slow. Instead of fixing PCI
interrupts.


PoulHK : I’d like to point out that we have substantial historical
experience with all .0 releases. It is indisputable that a snapshot
CDROM makes people run it. Getting something out there is crucial to the
testing of CURRENT. If we simply call this current snapshot that will be
best. Set your date and roll your CD.


Gnn : These are different issues.


Justin : The people that used to complain about it but don’t
anymore.


Alfred : We have 4 more platforms, it’s more difficult now.


Murray : We have build machines etc.


Justin : When I first joined people were in it because they had to
do stuff incorrectly because they had to do things on time. If we’re
going to engineer a real product then yeah, it’s difficult but that’s
the reason why this is a cool project. So just giving up and saying it
is hard is BS.


Gnn : Process, process, process...


Julian : Breaking the build is not as bad as breaking the kernel.
What’s harder is committing a subsystem that affects another subsystem.
In terms of the process I’d like to see a best practices document. On
how people develop patches etc. A list of things you should do etc.


David : You can do that from freefall.


Julian : As soon as I find out its broken I’ll fix it.


David : I have posted them many times.


Justin : One other thing I would suggest is that instead of becoming
active only during release you should be doing this full time. If people
start putting stuff in the tree today that’s not going in to 5.0 then
slap their hands. Make a window so that people...


Peter : The Mozilla tackled the build problems with tinderbox. This
will solve a lot of problems.


while (1)
 {
       build
       if (break)
      send mail to those who committed most recently
       else
          clear list of recent committers
 }






Nick S : The suggestion that tangential features should be barred
until after 5.0 bugs me.


Justin : It should not be your arbitrary decision. It should be
whatever body is empowered to make that decision.


Robert : We’re using the Usenix to November window.


Paul Richards : This is a volunteer project. In our volunteer time
we wanted to what we couldn’t do in our normal jobs. Volunteers will do
things by rules.


PoulHK : This project was started by people for fun. Every time you
use the word enforce you get fun–. It is much better to inspire than to
enforce. You should not let people get away with things. I hate to say
this but some times you need to slap fingers. Many times people will
thank you for it. We see it again that people go off and need to be
brought back.


Robert : We have 10 minutes left. Let’s wrap up.


Paul Richards : Can we take Justin’s proposal?


Peter : Going from chaos to clamp down. This can push a code fork.


Doug : One is that in regards to PoulHK said in addition to the
potential cost of disciplining a committer you have to measure the cost
against the others who want that person gone. How many more people could
we attract if that stress wasn’t present.


Justin : You either have a good manager or a bad manager. Good
managers trust you. Are the people in the release engineering team going
to be good managers?


Peter : The MFC process seems to work nicely but going further may
not be the best idea.


Robert : Do you think the schedule is going too far?


Julian : Usenix may not be such a large audience to worry about.
People there are technical enough. On how many snapshots we have. I’ve
been wondering whether we should have 5.0 on the disc but 5.0 and the
cvs tree and cvsup so people can easily upgrade. Bootstrap CDs.


Murray : Any issues with the name?


PoulHK : Why not snapshot?


Warner : I think the dates look good but I would pick a different.






Concluding Remarks - Robert Watson


Robert : Should we do another of these at Usenix?


All : Yes.


John : 2 days?


Robert : What could we do better?


Sundry : parking validation, connectivity, projector, catered lunch,
...


PoulHK : I would like to propose we make a formal hour every month
to talk about on irc?
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This is a list of open issues that need to be resolved for FreeBSD
&local.rel;. If you have any updates for this list, please e-mail
re@FreeBSD.org.



		Major issues


		Minor issues


		Testing foci


		Problems Discovered by Kernel Stress Test Suite






Major issues for &local.rel;-RELEASE










		Issue
		Status
		Responsible
		Description





		routed not working
		&status.done;
		&a.rwatson;
		Routed should have been updated because of updates made to the underlying network infrastructure. The old interface was added back in but marked as depreciated.



		TCP accept race condition
		&status.done;
		&a.glebius;, &a.rwatson;
		A race in TCP will lead to very occasional returning of 0.0.0.0:0 rather than the correct IP address via the socket address returned by accept(). A patch has been merged to HEAD, RELENG_7 and RELENG_7_0.



		sleepq race condition
		&status.done;
		&a.jhb;
		Races in the sleepq implementation will occasionally result in sleeps with timeouts failing to wake up, as well as other symptoms. A patch has been merged to HEAD, RELENG_7, and RELENG_7_0.



		pty race condition
		&status.done;
		&a.kib;
		Multiple race conditions in the tty/pty code have lead to occasional panics. One set of problems has been fixed, but others are still being explored It is aniticipated that the remaining problems will be fixed for 7.0RC2.



		amd64 minidump race condition
		&status.done;
		&a.ru;
		A race condition during minidump generation on SMP amd64 could lead trashed file systems due to writing outside of the swap area. A patch has been merged to HEAD, RELENG_7, and RELENG_7_0.



		libkse fork process wedge
		&status.done;
		&a.julian;, &a.deischen;
		A bug in libkse could lead the processes hanging after fork if they fork while running multiple threads. A patch has been committed to HEAD that properly reinitializes internal thread library locks after fork; it has been merged to RELENG_7 and RELENG_7_0.










Minor issues for &local.rel;-RELEASE










		Issue
		Status
		Responsible
		Description





		sparc64 has a problem building OpenSP so it can’t finish a release build with docs
		&status.done;
		&a.marius;
		Fixed.










Testing foci for &local.rel;-RELEASE










		Issue
		Status
		Responsible
		Description





		TCP timers
		&status.untested;
		&a.silby;
		 



		MAC Framework
		 
		&a.rwatson;
		A code sync with
Mac OS X Leopard
for the MAC
framework was
committed.



		TCP issues
		&status.done;
		&a.silby;
		Turned out to not
be TCP issues
after all,
problems with
signal handling in
mountd.










Stress Test Panics


The system is continuously being subjected to Peter Holm’s Kernel
Stress Test Suite [http://www.holm.cc/stress/]. The following issues
have recently been discovered from this test suite.


&stresstest;
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The third FreeBSD Developer Summit was held on June 11-12, 2002, at the
Monterey Marriott in Monterey, CA, immediately prior to the USENIX
Annual Technical Conference at the same location. The FreeBSD Developer
Summit was sponsored by DARPA, the FreeBSD
Foundation [http://www.freebsdfoundation.org], FreeBSD
Mall [http://www.freebsdmall.com/], Network Associates Laboratories,
and AT&T. Notes were taken by George Neville-Neil, Bruce
Mah [http://people.FreeBSD.org/~bmah], and Robert
Watson [http://www.FreeBSD.org/~rwatson]. Markup by Murray
Stokely [http://www.FreeBSD.org/~murray].


These notes cover day 2, which began at 9:30am, and ended at 5:00pm.



Agenda



		Opening Comments


		KSE


		Break


		SMPng


		PGP key signing


		New Hardware Architectures


		Lunch


		TrustedBSD


		Release Engineering


		Break


		RCng


		Open Discussion





NOTE: As usual I missed some names, please add those I missed.





Attending:


Committers in person:



		Robert Watson (rwatson)


		Julian Elischer (julian)


		John Baldwin (jhb)


		Matt Dillon (dillon)


		David O’Brien (obrien)


		Jeffrey Hsu (hsu)


		Jennifer Yang (jennifer)


		Bosko Milekic (bmilekic)


		Alfred Perlstein (alfred)


		Doug Rabson (dfr)


		Paul Saab (ps)


		Brooks Davis (brooks)


		Murray Stokely (murray)


		Jonathan Mini (mini)


		Takanori Watanabe (takawata)


		Gordon Tetlow (gordon)


		Gregory Shapiro (gshapiro)


		Sam Leffler (sam)


		Bruce Mah (bmah)


		David Malone (dwmalone)


		Ian Dowse (iedowse)





Also in person:



		George Neville-Neil (gnn)





On The Phone:



		Alan Cox (alc)


		Warner Losh (warner)





Via webcast:


Many people listened into the webcast and discussed the topics on IRC.


The meeting followed a format where each section was led by an
individual and then a discussion ensued. Not all of the discussion was
caught but we have tried to make those sections understandable.




09:30 Opening Remarks





KSE - Julian Elischer


KSE has not changed much since the last summit (Feb). The major change
is that upcalls works more like signals instead of like fork(). That is
to say that you give the system a function pointer to call instead of
having the “return twice” semantics so that it supports all
architectures.


The names in the system are deliberately different from other threading
packages. This was to reduce confusion during development.


The process structure has been broken into 4 parts. This is in -CURRENT
at the moment. It’s still “really” one structure but is being accessed
as 4 different ones.


Looking for more people to run the code.


Right now we’re rewriting to clean up how the functions work.


Other architectures can be stubbed out as well.


Right now there is no support for Sparc or IA64 but he would like to
commit now. Not committing now means that it has to come out of perforce
and people have to patch it.


Discussion


rwatson : What about userland?


julian : It can run different threads in userland. The primitives
are all there it just needs a bit more help. I would like to put an idea
out. Is it a good idea to be able to have non-threaded programs linking
with threaded libraries?


rwatson : Putting async I/O into such a thing would make sense.


julian : The library would not care who was accessing it.


rwatson : For instance libc could be threaded or not.


julian : That would be interesting. I don’t know if the two
interfaces are incompatible.


jhb : X does this.


dillon : It is very doable but you have to make it non-preemptive.
If you’re switching non-preemptively you can use library routines which
are non threaded.


julian : If I do what I’m thinking of doing then each lib will have
its own KSE group.


dillon : stdio does not have to be thread aware if you don’t
schedule preemptively. It all matters where it blocks.


julian : Since you’re a non-threaded program you don’t know that.


rwatson : If you’re going to support that, libc has to support
threads.


rwatson : It sounds like some complexity goes away. Can we use 1
libc with has threading?


julian : Do we want to go down this path?


rwatson : Now or later?


julian : What do I design now to do this?


jhb : For example libc_r does not work with rfork.


julian : The answer is that yes we should move forward. Tricky
issues, signals...


warner : Have people talked about pthread programs and cancellation
points?


julian : The pthreads library does not assume that you’re only going
to change threads at yield() points. We are going to have cancellation
points. There is an unimplemented call which will be able to send a
thread targeted signal even into the kernel.


julian : When a thread is scheduled onto a KSE there is a mailbox
that the userland thread scheduler updates.


julian : Is there anyone else who has some time or test it? How many
people should test this before I check it in? There is a patch that’s
continuously updated on my web site to be able to patch it to -CURRENT.
There is a CVSUP target from cvsup 10 which will bring down the sources.
If you go to my web page on freefal there is a pointer there to a web
page that explains how to CVSUP from source.


rwatson : What about SMP locking for this?


julian : Handled by the proc locking. Has not been tried on SMP
machines yet.


obrien : What about on Sparc?


julian : You may need to stub things out.


jhb : Is the paper on the web site?


julian : The updated copy has disappeared.


unknown : What’s the different between NetBSD and FreeBSD on this?


julian : Logically not a tremendous difference but Net follows the
paper closely and Free takes the idea and makes it into a production
system. There were some tough battles on -arch about this. The tricky
point is that the proc structure has to be broken into 4 instead of 2.
If you want to be able to do POSIX you need to be able to treated as
different processes but in other systems you need to group the threads.
You wind up with two classes of threads. You need another structure to
do the aggregation. In the end we ended up breaking up the proc
structure into 4 pieces to not overwhelm the CPU when scheduling
threads. This is the major difference.


julian : I greatly admire the NetBSD way which is to take an idea
and not dilute it.


julian : Net is also putting a Solaris compatible threads package on
top of their scheduler activations in the Solaris ABI.






SMPng - John Baldwin


jhb : Yesterday we talked about SMP related things so I’ll give a
summary and then give a list of things for 5.0.


jhb : The big thing for 5.0 is to get the network stack out from
under Giant.


jhb : Jeffrey Hsu and Jennifer Yang were here to talk about this.
They have the PCBs checked in now.


jennifer : Interface Queues and SynCache might be done.



The remaining chunks of the network code are:



		Routing Table Locking


		Socket Buffers


		ifa structures


		struct ifnet


		locking ipfw and dummynet


		other (non IPv4) protocols


		Netgraph





jhb : Aside from network the newbus locking needs to be done (Warner
Losh) and also CAM stuff. No known status on CAM. Perhaps CAM is not
needed for 5.0


jhb : Disk drive interrupts? Would help performance. Going to talk
to Poul Henning-Kamp


jhb : Alan Cox is working on the VM system. Working based on the old
Mach stuff. Objective for 5.0 is to get zero fill and execute on write
to work without Giant. In future he wants to look at locking down pmap()
functions.


jhb : Still some stability issues. UMA breaks some assumptions. For
instance sockets assume that once memory is a socket its a socket
forever, this is no longer true.


jhb : Talked to Mike Smith about 5.0 and have decided to stop adding
features so that we can start clean up 5.0 and make it a real release.
This might require hacks.


rwatson : For example in the UMA case there could be a flag to just
say “don’t reclaim this zone” – this would help with issues such as the
socket code assuming memory is type stable.


Over to Alan Cox on the VM system.


alc : Nothing to say.


bmilekic : As much as I might get hated for this. Will preemption
stuff go in by 5.0?


jhb :No, that’s a 6.0 thing. There are things to do first.


unknown : Could this come in in the life time of 5.? 5.1?


rwatson : This is a release issue really.


jhb : Yes, the kernel is pre-emptive.


rwatson : Perhaps we should talk about is performance goals? What
are the comparisons to make? Perhaps head of 4 with head of 5. We’ll see
a mix.


jhb : I need to run benchmarks.


rwatson : In terms of SMP features when will VM be ready to be
measured? I can’t put a date on it.


alc : I think I told John was in time for release. I’m already doing
performance testing so we’ve already started.


rwatson : We’ll pick a date to start doing measurements. Perhaps 2
or 3 weeks from now.


alc : My guess is the the locking pmap is going to take some time to
shake out. On the other hand the next major module we should be working
on is machine dependent level. Last we should try approaching the
vmobject level. I’ll start worrying about performance in the near term.


rwatson : Will threading improve latency or throughput for
networking?


bmilekic : I would like if we could actually start before.


rwatson : Do you have a timeline for the interrupt threading stuff?


bmilekic : I finished some things last night but there are still
issues. In a couple of weeks it should be ready for first commit.


rwatson : Informally beginning to measure performance now. What are
the right sets of tests? Need to discuss on -arch.


alc : It would be nice to have that committed to the tools
directory.


jhb : The statistics analysis package are we using.


bmilekic : I have some good success with netpipe for overall
measurement.


rwatson : Need to be using consistent compilers because of the
compiler change. Also all our debugging stuff will slow down the
benchmarking.



Benchmark Ideas



		chroot of 4.6 area for testing


		buildworld


		build X11R4 w/gcc 2.95


		netpipe on loopback


		end to end testing on on gigE cards (throughput,connections/sec)


		thread stuff like mySQL


		Kirk’s FS benchmarks


		NFS Tests (nfsstone)


		Sleepycat DB tests?





Tests to be run on:



		4.6-RELEASE


		5.0-DP1


		5.0-DP2


		5-CURRENT


		4-STABLE





Targets:



		alpha, i386


		UP, 2/4-way SMP, SMP with one processor


		low/high memory


		slow/fast CPU





dillon : Debug stuff on 5.0. I think it might be reasonable then to
take the space hit and always have the debugging in but turn it on and
off with sysctl.


rwatson : We should commit an optimized kernel configuration and
benchmarking guidelines to the tree as well.



&break;


rwatson : I think we should continue the performance discussion. We
want to accomplish a couple of things. One is stability measurement.
What are the things we need to be measuring? What is our definition of
useful?


hsu : End to end measurement with gigabit cards. For latency test
connections per second. Can use ttcp or netbench in ports.


gnn : need to make sure we run against all of 4.6


julian : Need to really have 3 tests. 4.6 (forever) 4.x (following
updates) and -CURRENT.


rwatson : There are other dimensions. Degree of parallelism for
instance. We might see degradation in uni but get good stuff in multi
case.


julian : Test for impact of KSE complications as well.


alfred : I think as the results come through people should not be
too worried about it. Perhaps we should benchmark database type stuff as
well. Need to do something comprehensive.


obrien : What does the test matrix look like? Different
architectures and different numbers of processors.


rwatson : Can we make a multi-processor run uni-processor.


alfred : Run queue and scheduler stuff?


julian : Will talk to Alfred.


rwatson : Is scalability testing important?


obrienM : NFS testing.


rwatson : What about UI testing?


hsu : x11perf is the way to do that.


dillon : Currently we have a directory for regression tests, should
we do one for performance tests?


gnn : talk to sleepycat for DB tests, see if they have some


alfred : Really nice to tests DB applications that are heavily
thread dependent.


hsu :Apache 2 has threads.


rwatson : What about commercial folks? What do you do.


ps : Normally what we end up doing is using the snapshot on some
machines and see if the bugs are out. There is no performance testing
really.


rwatson : Again, what about performance?


ps : We’ve really never had one. It’s more just bugs. We’ve just
never found the performance to be a problem.


rwatson : We need to create a forum for talking about performance.
We need reproducible test cases.


ps : There’s also other things. We’ve been doing lots of looking at
this. FreeBSD gets kicked down by attacks for instance. We have a lot of
tools to get to the project though.


rwatson : I will set up the mailing list.






New Hardware Architectures


Alpha


jhb : Questions about alpha?


rwatson : KSE on alpha?


julian : We have patches so it compiles and runs non-KSE programs.
You can have the patched version of the alpha kernel up and running
though.


rwatson : Is the task owned of making this work on Alpha?



IA64


dfr : It works as far as I get to use it. It’s not used in
production right now.


ps : Intel shipped me a quad processor IA64 board. (McKinley is the
name of the board).


rwatson : What does it need for 5.0?


dfr : It works, it works for SMP. Self hosts, build worlds.
sysinstall compiles but needs more kicking to work.


ps : Intel wants us to ship a CD.


dfr : There is no thread support right now (threading library needs
to move to get/setcontext rather than longjmp).


dfr : Need to move every driver to use BUS DMA for large memory
machines to get bounce buffers.


jhb : PHK is working on using a new libwhisk so that sysinstall et
al work on all systems.



Sparc64


jake : Take control of KSE stuff on Sparc 64.


rwatson : Do we have a Sparc 64 in the cluster?


jake : It’s not in the cluster yet. It’s a serial cluster issue.


rwatson : Package building on S64?


jake : Perhaps a bunch of Ultra 60s for a package build.


obrien : 1500 build right now?


jake : Yes, but a lot of the same bug in packages are broken.


jhb : Timeline for X?


jake : Not really.


rwatson : In terms of 5.0 how comfortable are you?


jake : sysinstall is the only problem.



PowerPC


benno : I got it up to execing a fake init in the simulator and
printing “hello world”. Trying to work with real hardware. I now have
some semblance of busdma and am working on other stuff. GEM on iMac is
in an embryonic state. Should get to NFS mount in a few weeks.


rwatson : How do you feel about your timeline?


benno : I’m not sure we’ll have something fully workable for 5.0.


rwatson : You’re not at the point yet on working on KSE are you?


benno : No, need a useful system first.



AMD64


rwatson : I know that we’re having simulator problems.


obrien : The issues are about legal and NDA. AMD decided on FreeBSD
Mall [http://www.freebsdmall.com] as the NDA person. I have not had a
working simulator since September.


ps : I can make that happen, as well as real hardware.


obrien :I’ve got a cross tool chain in the tree. I have some
untested pmap stuff. Hardware has been available for a month or so. We
could boot FreeBSD 4.6 today if only we had hardware.


rwatson : What do you think about 5.0? Should we discuss that at
another date?



MIPs


unknown :Juniper offered.


obrien : But we have no hardware.


unknown :Juniper thinks it’s OK but doesn’t want to have it rot in
the tree.


brooks : I have a line on a company that does compact PCI with R6Ks.


rwatson : We’re waiting for someone to turn up.






LUNCH






Trusted BSD


rwatson : Malc framework is what is of interest today.


See Slides from Robert


julian : Are the labels the same on all structures?


rwatson : You can modify this but there are issues with memory: is
the space needed for a label too large to add to an mbuf header, for
example? The label is small, but there area lot of them?


bmilekic : When you’re freeing the mbuf do you write the label data?


rwatson : We blank it when we free it.


bmilekic : I do not think the 36 bytes in the mbuf header is a
problem.


julian : I’m more interested in the “why” than the how.


rwatson : A lot of people are interested in this. Some of the things
that do interest a lot of people are things like doing on the fly
security for a web server.


julian : Is there a black hatted TLA interested?


rwatson : Yes and several gov’ts. As well as plenty of financial
folks.


rwatson : There’s a lot of userland stuff that’s not done yet.






Release Engineering


murray : Shows a slide of releases. 4.6 is ready to go but having
issues with ISO images. DP1, a lot of goals were met. 1000 packages were
building on -CURRENT to get DP1 out. Polished 4.2. We need to start
making decisions on 5.0. November is still the date we’re shooting for.
We’re going to do a 4.7 and a 4.8. DP3?


***GET SLIDE FROM MURRAY***


murray : Release engineering area of the web site
www.FreeBSD.org/releng. For DP2 question about p4 or CVS? Will probably
use p4 for DP2 as well. USB subsystem? Perl removal? KSE?


julian : KSE should be able to run simple tests.


obrien : Is whatever you have committed by DP2 be the same as the
release.


julian : It will be a subset.


murray : What will the status be of KSE in userland for 5.0?


julian : Can’t answer that right now. We’re not removing the old
libraries. The userland work will happen between DP2 and release. The
next step is MP as well as UP.


obrien : Are we heading for a release?


murray : yes.


obrien : Then we have to stop having major commits.


murray : Yes, the discussion today is what are the major must have
features.


rwatson : We need to decide if there are major upcoming problems and
reduce risk on things like KSE.


julian : That’s why I want to get milestone 3 in now.


rwatson : Do you think that KSE related changes from later
milestones are going to be isolated to KSE or pervasive?


julian : Hard to say. My guess is that milestone 4 stuff should be
less pervasive.


rwatson : What happens if KSE just doesn’t work?


julian : Well it does work, the patches work, it’s a question of
risk. We need to check on new things, like locking two threads in the
same process.


dillon : KSEs only become fragile when pthread uses them. That’s the
turning point.


obrien : I’d like the rules for the rest of the summer, I hope we’ll
talk about that.


murray : Earlier is better.


mini : I think the cutoff point for KSE might be milestone 3.


rwatson : It’s the kind of thing where if we need to back out we
can.


julian : If you’re not going to run KSEs then you’re OK.


rwatson : I think it’s low risk. Let’s avoid the risk is the
message.


julian : The next DP2 (where we’d like milestone 4).


alfred : We really need KSE so all this concern about stuff that no
one really uses is not a big deal. People just need to play catch up. We
have performance problems and we need to solve those.


obrien : We quickly need to figure out our policy on multiple archs.


rwatson : I briefly want to respond to Alfred. We have asserted that
KSE will be experimental. It will be in and 5.0 will go out but there
might be issues.


jhb : Realistically for the network stack is that IPv4 sockets will
not be giant. But this is only in the network stack world. Several
people are working on it.


rwatson : The GEOM stuff will be enabled by default in 5.0. Sparc
depends on it. I do not know what the impediments are to that though.


julian : The kernel stuff is there but the user space is not. It
can’t become the default until everything is there.


warner : What level of control are you going to exercise over the
tree in the coming months?


murray : You’re going to see more level of control but we expect the
requests to be reasonable. It’s a very open process.


jhb : How are we going to address the 5/6 split?


murray : Carefully is all I can say.


rwatson : For 5. 0 we need to have a more informed decision. The
release engineers will be trying to reduce the number of large code
changes more as time goes by. We don’t have to wait for 5.x to be
perfectly stable before we branch.


murray : Let’s move it to more general discussion of DP2? Specific
technologies.


bmilekic : Is there a strategy to lock other protocols that are not
locked down onw?


obrien : How much more do we need to do before 5.0?


jhb : Bug fixing is what we’re doing.


rwatson : The answer on the network stack. We need to choose a
strategy on how to handle the other protocols.


obrien : The crux is that socket locking must be in 5.0.


rwatson : There are 2 or 3 problems. Routing code is a problem. See
earlier discussions.


dfr : RCng is essentially done. What it needs is testers.


alfred : What about libh (I think libh is wrong but this is what I
heard)?


jhb : It’s very far along but not a 5.0 thing.


warner : Problems with interrupt routing in ACPI?


takawata : Cannot handle PCI<->PCI interrupt routing. Many 802.11x
have this problem.


julian : Is it a problem from Intel?


takawata : This is not an Intel problem but a problem on our side.
PCI<->PCI routing code should be added. New code is necessary.


Whiteboard

UFS2        rcNG        KSE M3          CAM SMPng

GEOM        TrustedBSD Malc BusDMA          Newbus SMPng

C++     Cardbus     libwhisk/sysinstall KOBJ? (no!)
                sparc64

Perl Removal    ACPI        Alpha SMP Stability Pkgs for
                            sparc64, IA64

devd        PCI intr route  document hints      release docs
                            for new
                            platform






unknown : Firewire?


rwatson : What hardware shipping on IA64?


dfr : Intel stuff


rwatson : What about on Sparc64?


obrien : Very limited (hme...)


rwatson : KOBJ extensions discussed at BSDCon?


warner : Not sure, probably not for 5.0. Pervasive, so no.


rwatson : How broken is C++?


obrien : Only on sparc64. Don’t really know yet, but it’s probably a
library issue. The compiler is a pre-release snapshot. The diffs are now
getting large from May 5 to now. We should attempt to be as far along
this gcc branch as possible come release.




&break;




rc.d



gordon : Talking about rc.d stuff. Import from NetBSD. Right now we
have patches out there that are translated from the current boot order.
It’s in perforce. After the conference it will go into the mainline.
Single toggle for booting.


rwatson : How in sync are the bits in the new stuff with the old
stuff.


gordon : Last patch is from June 3rd, but it’s tracking closely.


rwatson : What is the schedule for committing to the main tree.


gordon : We have large patches so we’re going to re-import from
NetBSD.


rwatson : How about you have it done by July 1?


gordon : We could probably do that. Definitely want to be in DP2.


gshapiro : How long will we keep the old stuff for?


gordon : We’ll keep them both in for a while. Not more than 1.5
months though.


julian : Have you had a look at all at the Mac OS/X startup code?


gordon : No.


julian : Do you deal with dependencies?


gordon : There is meta data in each script that says what needs
what. There is a program that orders everything correctly.


unknown : How does this effect the rc script for ports install?


gordon : We could make this available to ports but won’t on the
first version.


alfred : Can I recommend that you recommend this to ports?


gordon : Yes, the problem is that we have so many ports.


rwatson : The reason for this is for rebundlers of FreeBSD in their
environments. We don’t have to have it for DP2 but it should be an
ultimate goal. We might need to have a policy statement on this. That at
date X all ports must use the new system.





Other Issues



sam : I’ve been working on hardware crypto. I’m looking for
consensus on getting hardware crypto in the kernel. This will not happen
in 5.0.


Syscall vector change for 64bits


dillon : Two ways to go. Need to create a new syscall vector. The
other is to do a 1 off replacement. Prefer the former.


rwatson : Perhaps we need to create a FreeBSD 5 syscall vector.
Could be a new ABI.


julian : Aren’t there enough other numbers?


rwatson : That’s one way to look at it and other platforms have done
that? Is that too heavy weight?


julian : It sounds that way to me. You end up having to replicate
the old ones into the new one.


dillon : The issue is about pollution.


dfr : Seems like too much work for 5.x


julian : It’s more work. There are now two places. Why not talk to
OpenBSD?


rwatson : Should there be a BSD alfredI? Tough to do across
projects.


obrien : Who here is going to see that through? We have not talked
to NetBSD about even SMP.


alfred : Does changing the syscall table allow us to do clean up?


rwatson : We could do that without doing 64bit syscall table.


5.x ABI stability


rwatson : There are new functions in 5.x. At what point do we stop
changing?


dfr : When people start really using it.


rwatson : How do we tell? How did Solaris do it?


Everyone : No one knows.


dfr : It’s too hard to add a syscall vector. Library issues are a
problem.


obrien : We can use ELF to handle that.


dfr : Let’s just add 20 new syscalls instead of adding new work that
we don’t really really need.


rwatson : Punt on lack of time to do this.


dillon : I see obrien’s point with the libraries but I have done
this with time_t at 64 bits.


devd


rwatson : The devd stuff was to integrate cardbus, newbus, etc.


julian : To monitor requests to mount or create new devices.


rwatson : Is this a 5.0 requirement? Is there anyone to do this?


gordon (from IRC) : PHK has patches that make having devd
unnecessary.


brooks : Need something that does what pccardd did.


julian : Need to be able to do this through a file.


warner : (from IRC): That’s a 6.0 feature.


julian : It would not be a large step to put something in the middle
to handle this.


julian : Sometime in the 5 lifetime we need this.


warner : There is no way to monitor events in newbus but it would be
easy to add.


julian : I’m not sure I understood you correctly.


warner : What happens now in a PCI is that it makes a call to
pci_get_devid() and the driver would say “yes I am ” or “no I’m not”
so you’d have to change each of the busses to do this but that’s not too
tough because we have a small # of busses.


jhb : Mike Smith gave us an informal tour of OS/X. OS/X uses XML to
do this. They have the DEVID in XML.


brooks : I looked at some PCI drivers and some work that way but
some don’t.


julian : It seems to me we need to not have to modify every single
driver. If you’ve got a device that’s not supported you ask all drivers.
At the point when you run out you make an outcall. The outcall returns
does a substitution.


rwatson : Time up, time to wrap up.









          

      

      

    


    
        © Copyright 2015, The FreeBSD Project.
      Created using Sphinx 1.3.1.
    

  

htdocs/releases/5.5R/approvals.html


    
      Navigation


      
        		
          index


        		FreeBSD 10.1 documentation »

 
      


    


    
      
          
            
  
&title;


]>



Introduction


The release engineering team utilizes a code freeze to maintain
stability in the period immediately preceding a release. The developers
below have been given explicit approval by re@ to continue conservative
work in a narrowly defined area until the expiration dates below. All
other developers are required to get approval for each individual change
from re@ before committing to the release branch.


General discussions about the release engineering process or quality
assurance issues should be sent to the public
freebsd-qa mailing list.
MFC
requests should be sent to re@FreeBSD.org.





Approval List









		Committer
		Area
		Expiration





		 
		 
		 










Additional Information



		FreeBSD &local.rel; developer todo list.


		FreeBSD Release Engineering website.
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These are the specific policies that the Ports Management Team has
adopted regarding commits to the ports tree.



Changes to bsd.port.mk


portmgr acts as sole committer for bsd.port.mk at all times.
Proposed changes must be submitted as PRs and assigned to portmgr.





Changes when the tree is open


Open to everything that would not require a regression
test.





Changes when the tree is frozen


All changes must be approved by portmgr. In general, only the following
will be accepted:



		fixes that would prevent a port from installing, deinstalling or
running properly for the upcoming release.


		security problems. If sufficiently severe, these may imply the need
to create a slipped tag.


		licensing issues. These require a slipped tag.








Changes when the tree is thawed


No sweeping changes. This is
to prevent possibly having to rebuild all the release packages.
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Date: Thu, 25 May 2006 14:00:13 -0400


From: Ken Smith <kensmith@FreeBSD.org>

To: freebsd-announce@FreeBSD.org

Subject: [FreeBSD-Announce] FreeBSD 5.5 Released





It is my great pleasure and privilege to announce the availability of
FreeBSD 5.5-RELEASE. Work done between the 5.4-RELEASE and this release
has mostly been bugfixes. Some ``vendor supplied’’ software has also
been updated, mostly due to security concerns (specifically BIND and
sendmail).


This is the last planned release on the 5-STABLE branch. The FreeBSD
development community is currently focusing its efforts on the 6-STABLE
and CURRENT codelines. No new major features are planned for the
5-STABLE branch, although minor updates and bugfixes may be merged at
the discretion of individual developers. The FreeBSD security team will
support the FreeBSD 5.5-RELEASE-based security branch with advisories
and security patches until the end-of-life date documented at
`http://security.freebsd.org/ <http://security.freebsd.org/>`__ (as
of this writing, May 31, 2008).


For a complete list of new features and known problems, please see the
online release notes and errata list, available at:


`http://www.FreeBSD.org/releases/5.5R/relnotes.html <http://www.FreeBSD.org/releases/5.5R/relnotes.html>`__


`http://www.FreeBSD.org/releases/5.5R/errata.html <http://www.FreeBSD.org/releases/5.5R/errata.html>`__


For more information about FreeBSD release engineering activities,
please see:


`http://www.FreeBSD.org/releng/ <http://www.FreeBSD.org/releng/>`__



Availability


FreeBSD 5.5-RELEASE supports the amd64, i386, pc98, alpha, and sparc64
architectures and can be installed directly over the net using bootable
media or copied to a local NFS/FTP server. Distributions for all
architectures are available now.


Please continue to support the FreeBSD Project by purchasing media from
one of our supporting vendors. The following companies will be offering
FreeBSD 5.5 based products:



		FreeBSD Mall, Inc. http://www.freebsdmall.com/


		Daemonnews, Inc. http://www.bsdmall.com/freebsd1.html





If you can’t afford FreeBSD on media, are impatient, or just want to use
it for evangelism purposes, then by all means download the ISO images.
We can’t promise that all the mirror sites will carry the larger ISO
images, but they will at least be available from the following sites.
MD5 and SHA256 checksums for the release images are included at the
bottom of this message.





BitTorrent


5.5-RELEASE ISOs are not available via BitTorrent at this time. They may
be made available in the future on an on-demand basis.





FTP


At the time of this announcement the following FTP sites have FreeBSD
5.5-RELEASE available.



		ftp://ftp.FreeBSD.org/pub/FreeBSD/


		ftp://ftp3.FreeBSD.org/pub/FreeBSD/


		ftp://ftp5.FreeBSD.org/pub/FreeBSD/


		ftp://ftp7.FreeBSD.org/pub/FreeBSD/


		ftp://ftp.at.FreeBSD.org/pub/FreeBSD/


		ftp://ftp2.ch.FreeBSD.org/pub/FreeBSD/


		ftp://ftp.cz.FreeBSD.org/pub/FreeBSD/


		ftp://ftp.ee.FreeBSD.org/pub/FreeBSD/


		ftp://ftp.fi.FreeBSD.org/pub/FreeBSD/


		ftp://ftp.fr.FreeBSD.org/pub/FreeBSD/


		ftp://ftp2.ie.FreeBSD.org/pub/FreeBSD/


		ftp://ftp.is.FreeBSD.org/pub/FreeBSD/


		ftp://ftp1.ru.FreeBSD.org/pub/FreeBSD/


		ftp://ftp.se.FreeBSD.org/pub/FreeBSD/


		ftp://ftp.si.FreeBSD.org/pub/FreeBSD/


		ftp://ftp1.tw.FreeBSD.org/pub/FreeBSD/


		ftp://ftp2.uk.FreeBSD.org/pub/FreeBSD/


		ftp://ftp5.us.FreeBSD.org/pub/FreeBSD/


		ftp://ftp9.us.FreeBSD.org/pub/FreeBSD/





FreeBSD is also available via anonymous FTP from mirror sites in the
following countries and territories: Argentina, Australia, Brazil,
Bulgaria, Canada, China, Czech Republic, Denmark, Estonia, Finland,
France, Germany, Hong Kong, Hungary, Iceland, Ireland, Israel, Japan,
Korea, Latvia, Lithuania, the Netherlands, New Zealand, Poland,
Portugal, Romania, Russia, Saudi Arabia, South Africa, Slovak Republic,
Slovenia, Spain, Sweden, Taiwan, Thailand, Ukraine, and the United
Kingdom.


Before trying the central FTP site, please check your regional mirror(s)
first by going to:


ftp://ftp.<yourdomain>.FreeBSD.org/pub/FreeBSD


Any additional mirror sites will be labeled ftp2, ftp3 and so on.


More information about FreeBSD mirror sites can be found at:


`http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/mirrors-ftp.html <http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/mirrors-ftp.html>`__


For instructions on installing FreeBSD, please see Chapter 2 of The
FreeBSD Handbook. It provides a complete installation walk-through for
users new to FreeBSD, and can be found online at:


`http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/install.html <http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/install.html>`__
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SHA256 (5.5-RELEASE-amd64-disc1.iso) = f71eedf18ab24d973c938b473ca127018eb87ab1d1b4c96a5d8d1e9cd8f261d3
SHA256 (5.5-RELEASE-amd64-disc2.iso) = 60daae915430e60a02d577ad0f409de6f011d4ac102ea6f2c332e2c24fad9340

SHA256 (5.5-RELEASE-i386-bootonly.iso) = b9f052d2f0d2f3a9924354c0ad16c3ffda286562dbe29a28ce74a75c7b4c710c
SHA256 (5.5-RELEASE-i386-disc1.iso) = 40d41ec7b567e7952d0f85729f340d409911368808256dae123ff1b97155c1ae
SHA256 (5.5-RELEASE-i386-disc2.iso) = f561695f7c6bf673a1b84d0f8480d181aa3eac73cd2a14ce3d99d51f580eb42e

SHA256 (5.5-RELEASE-pc98-disc1.iso) = 44526391702a21332bb5844ef2d6cf85b08447eec00dde62f930b032ee29b42d

SHA256 (5.5-RELEASE-sparc64-bootonly.iso) = 7157e8ad27d8c285addf784589ed69043c4c10bff808f7a7ce6a81073c89c37f
SHA256 (5.5-RELEASE-sparc64-disc1.iso) = 4d14d0547fc2bdf92c5def07f81351693c85039e5b4b05a5da89d1ca73cb577a
SHA256 (5.5-RELEASE-sparc64-disc2.iso) = d4d3322d333d439e2f87cfc6476af45d8869ec9d2b5bc377bd8c89e7d43b2b4c
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Support of FreeBSD releases by ports and the ports infrastructure
matches the policies set out by the FreeBSD Security
Officer. Once a major branch X reaches its EOL
date, the “last known good” ports tree will be tagged with the
RELEASE_X_EOL tag as a convenience to those remaining users who
intend to self-support their installations. This tag is not supported in
any way and security fixes will not be applied. Usage is therefore
highly discouraged and should only be used as a last resort.


For all supported major src branches, all ports will be included in an
automated quality assurance procedure which will build, install,
package, and deinstall each port on all Tier 1
platforms.
Maintainers and committers are notified of failures detected during
testing. Ports that are known not to build or run on a given supported
branch or platform will be marked as such.


Prebuilt binary packages will also be provided for all major branches
and Tier 1 platforms and will be made available via anonymous FTP from
a worldwide set of mirror
sites.
Package builds will use the oldest supported minor release within each
major branch to ensure ABI and KBI backwards compatibility within each
major branch, and support all minor versions of each major branch,
including -RELEASE and -STABLE.


The current package sets and estimated lifetimes of the currently
supported branches are given below. The Estimated EoL (end-of-life)
column gives the earliest date on which that branch is likely to be
dropped.











		Branch
		Release
		Package Branch
		Package Set
		Estimated EoL





		RELENG_8
		n/a
		RELENG_8_3
		packages-8-stable
		last release + 2 years



		RELENG_8_4
		8.4-RELEASE
		RELENG_8_4
		packages-8-stable
		June 30, 2015



		RELENG_9
		n/a
		RELENG_9_1
		packages-9-stable
		last release + 2 years



		RELENG_9_1
		9.1-RELEASE
		RELENG_9_1
		packages-9-stable
		December 31, 2014



		HEAD
		n/a
		HEAD
		packages-10-current
		Best Effort







Older releases are not maintained, ports and packages may not be able to
install or run. Users are strongly encouraged to upgrade to one of the
supported releases mentioned above.
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The installation notes for FreeBSD are customized for different
platforms, as the procedures for installing FreeBSD are highly dependent
on the hardware platform.


Installation notes for FreeBSD 5.5-RELEASE are available for the
following platforms:



		alpha


		amd64


		i386


		pc98


		sparc64





A list of all platforms currently under development can be found on the
Supported Platforms page.
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The hardware notes for FreeBSD are customized for different platforms,
as many devices are only supported on (or are only relevant for)
specific processors or architectures.


Hardware notes for FreeBSD 5.5-RELEASE are available for the following
platforms:



		alpha


		amd64


		i386


		pc98


		sparc64





A list of all platforms currently under development can be found on the
Supported Platforms page.
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In accordance with its Charter, the Ports Management
Team has adopted certain policies to try to meet each of its goals.


EOL Policies of Ports and Ports Intrastructure



Assure The Integrity Of The Ports Collection


To help assure the integrity of the Ports Collection, portmgr acts as
sole committer for certain files that are integral to it, such as
bsd.port.mk. Since the ports tree is not branched (unlike some of
the other BSD projects), any fatal error in these files will be quickly
picked up by the many users who run automated updates of their ports.


portmgr also runs periodic builds of proposed large changes to the Ports
Collection on a dedicated area of the automated ports building
cluster [http://pointyhat.FreeBSD.org]. Examples of changes that
should be tested here before committing include:



		changes to bsd.port.mk


		changes to packages with many dependencies, including X11 servers,
GNOME, KDE, autotools, and so forth


		changes that change the “accepted best practice” for ports Makefiles,
such as definitions or usage of common make variables (or
Makevars). (e.g. consolidation of various implementations of
USE_*, WITH_*, and so forth)


		large repocopies (such as when an existing port category is divided
up)





Again, since the ports tree is not branched, any large-scale failures
that might be caused by any of the above need to be caught first before
a large number of user installations are affected.


At other times, especially during the preparations for a new release,
there are other restrictions on when commits are
allowed.


portmgr reserves the right to act as final arbiter of other commits in
certain unusual cases, such as: commits that in their opinion
destabilize the Ports Collection; violate the Principle Of Least
Astonishment for FreeBSD’s users; or in cases of inter-committer
disputes that can not be solved among the committers themselves.





Maintain The Automated Ports Building Cluster [http://pointyhat.FreeBSD.org]


portmgr maintains a set of machines that automatically build packages on
combinations of FreeBSD source tree versus CPU architecture (in our
terminology, build environments or buildenvs). Where license
distribution permits, the resulting packages are regularly uploaded to
the main FTP mirror as the “new latest package” so that they are
available for download by FreeBSD users. Port build failures are
reported to the responsible maintainers and/or committers for the
appropriate corrective action.


In some cases ports may become broken by changes to the FreeBSD base
system (src/ tree). In such a case, the Ports Management Team expects
the responsible Source Committer to develop fixes to the affected ports,
in consultation with the relevant port maintainers.





Work With The FreeBSD Security Team





Work with FreeBSD Ports and Documentation Committers


portmgr will attempt to help keep the FreeBSD Porter’s
Handbook
up to date with what it believes to be the “best practices” for
individual ports.


(The intent is not just to lay down ‘rules’ but to say ‘here is why
something that we advocate as The Right Thing in the ports Makefiles is
done.’ In particular, there are a number of “edge cases” that
bsd.*.mk has some very convoluted code to handle – such as ensuring
that ports can be installed from CD-ROM, over NFS, and so forth – and
failing to understand these issues can lead to maintainers using
shortcuts that will not work in these edge cases.)


portmgr is not the sole owner of the Porter’s Handbook, as it is
actually in the doc/ tree. We welcome PR submitters and doc
committers to work on it to add documentation that helps to clarify
existing practice. However, we would like to request, as a courtesy, the
right to review any changes that would seem to change existing practice.


In addition, there has been recent discussion about creating a “Rights
And Responsibilities of FreeBSD Ports Maintainers and Committers”
document. portmgr supports this effort and looks forward to being able
to review any drafts.


portmgr also is responsible for certain other documentation such as the
ports-specific portions of the Committer’s
Guide
and the Contributing to the FreeBSD Ports
Collection
article.





Respect The Legal Rights Of Authors Whose Works Are Installed Via The Ports Collection


To the extent possible with a volunteer project, portmgr will work to
ensure that the legal rights of authors whose works are installed via
the Ports Collection are respected. This includes making sure that the
appropriate entries are made to ports/LEGAL and to the makevars
that control package building and thus automated distribution of
binaries.


In rare cases this may also require removing a port and all distfiles
and binaries if the original author demands it.


portmgr asks our volunteer committers to carefully consider authors’
licensing restrictions when committing new ports, since it is infeasible
for the members of portmgr to do so themselves due to the huge number of
ports.





Act As Arbiter Of First Resort For Disputes Between FreeBSD Community Members Such As Maintainers And Committers


portmgr encourages members of the FreeBSD community to work together in
accordance with the principles set out in the Committer’s Guide. In case
of disputes, it reserves the right to abitrate, subject to review by the
Core Team.





Manage Commit Access To The Ports Tree


The FreeBSD Core Team has delegated the responsibility to manage commit
access to the ports/ tree to portmgr. Core reviews granting and
revocation of commit bits and has final authority over all the entire
FreeBSD repositories.


New Ports Committers are proposed by an existing Ports Committer who
wishes to act as a mentor. The proposals should include a brief summary
of the history of contributions made by the proposed new committer such
as number of PRs submitted, number of ports currently maintained, and
existing commit bits in other trees, if any.


In its votes the team will consider that history as well as any other
relevant factors. The results of the votes are made available to the
FreeBSD developer community.


In accordance with practice elsewhere in the project, inactive Ports
Committers are periodically
contacted to enquire
about their status and interest in continuing to work with the ports
tree. Committers who do not respond to such email, or who respond in the
negative, have their commit bits reclaimed for safekeeping. Currrently,
this period is one year.


In unusual cases it may become necessary to remove Ports Committers for
other reasons. This will only be done after serious deliberation, and is
subject to review by Core.





Establish Guidelines And Policies Governing The Rights And Responsibilities Of Ports Committers And Maintainers


portmgr has the responsibility to establish guidelines and policies
governing the rights and responsibilities of Ports Committers and
maintainers, such as expected standards of maintainership, conditions
under which maintainers may be overridden or removed, and other
policies.


To ensure that ports Problem Reports are handled in a timely manner,
portmgr has established a guideline about how long a PR assigned to a
committer may remain open before being eligible for being committed by
another committer via a “maintainer
timeout”. This time period
applies to such things as updates that do not require a regression run;
for other updates, please contact portmgr directly. The time period does
not count ports freezes and generally recognized holidays.


In addition, to ensure that ports are maintained in a timely fashion,
portmgr has established a guideline about how long a port maintainer may
be inactive before forfeiting
maintainership.
“inactive” is not interpreted strictly, but is intended to encompass
such things as unresolved open PRs, commits made by others via
maintainer timeouts, and unresolved build problems.


The intent of these policies is not to assign punishment or blame, but
to reflect the fact that the software installed by the Ports Collection
undergoes rapid development that is outside FreeBSD’s control. Part of
the responsibility that a ports maintainer accepts is to try to keep a
port working and as up-to-date as feasible. It is unfair to our users to
let unfixed problems languish and stale versions remain. However, we
also recognize that all of our maintainers and committers are volunteers
just as we are, and that as with any volunteer project, it is easy to
overcommit, or lose interest in a particular port.


Maintainers and committers who feel overcommitted or have lost interest
in any particular port should feel free to ask for new volunteers and/or
reassignment of the port back to the general pool. Not only will this
help keep the Ports Collection current, but hopefully will help prevent
volunteer burnout.





Help Prioritize Future Directions For The Overall Ports Collection


portmgr recognizes that the development and evolution of the Ports
Collection is primarily driven by the work of community members.
However, due to the unbranched nature of the Ports Collection, it is
sometimes necessary to coordinate, or even choose among, any proposed
changes.


To some extent this involves choosing which patches are adopted for
testing on the build cluster, but it also involves such issues as
working to build consensus over architectural decisions, creating lists
of “interesting projects”, and so forth.
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If you read no other documentation before installing this
version of FreeBSD, you should at least by all means *READ
THE ERRATA* for this release so that you don't stumble over
problems which have already been found and fixed.  This ERRATA.TXT
file is obviously already out of date by definition, but other
copies are kept updated on the net and should be consulted as
the "current errata" for your release.  These other copies of
the errata are located at:

  1. http://www.FreeBSD.org/releases/

  2. ftp://ftp.FreeBSD.org/pub/FreeBSD/releases/<your-release>/ERRATA.TXT
     (and any sites which keep up-to-date mirrors of this location).

Any changes to this file are also automatically emailed to:

    freebsd-current@FreeBSD.org

For all FreeBSD security advisories, see:

    http://www.FreeBSD.org/security/

for the latest security incident information.

---- Security Advisories:

Current active security advisories: None

---- System Update Information:






Release Home
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Date: Wed, 27 Sep 2000 00:07:50 -070


From: “Jordan K. Hubbard” <jkh@zippy.osd.bsdi.com>

To: announce@FreeBSD.org

Subject: 4.1.1-RELEASE now available from ftp.freebsd.org





As always, I’m pleased to announce the availability of FreeBSD
4.1.1-RELEASE, a point release update for 4.1-RELEASE and, of course,
the very latest in 4.x-STABLE branch technology.


Since 4.1-RELEASE was produced in August 2000, RSA released their code
into the public domain and a number of other security enhancements were
made possible through the FreeBSD project’s permission to export
cryptographic code from the United States. These changes are fully
reflected in 4.1.1-RELEASE, making it one of the most secure “out of the
box” releases of FreeBSD we’ve ever done.


We also took the opportunity to include support for new features like
IDE ATA100 support, drivers for additional Gigabit ethernet cards and
hardware watchpoints in gdb. Please see the release notes for more
information.


The 4.1.1-RELEASE is available right now for the
i386 [ftp://ftp.freebsd.org/pub/FreeBSD/releases/i386/4.1.1-RELEASE]
architecture (alpha to follow in several days) in “FTP installable” and
ISO image form. For the appropriate bits, please see:



ftp://ftp.freebsd.org/pub/FreeBSD/releases/i386/4.1.1-RELEASE/

ftp://ftp.freebsd.org/pub/FreeBSD/releases/i386/ISO-IMAGES/4.1.1-install.iso



When the Alpha release follows in several days, it will be available
from:



ftp://ftp.freebsd.org/pub/FreeBSD/releases/alpha/4.1.1-RELEASE/

ftp://ftp.freebsd.org/pub/FreeBSD/releases/alpha/ISO-IMAGES/4.1.1-install.iso



Please watch the alpha@freebsd.org
mailing list for an announcement.


IMPORTANT NOTE: This is a network only point release and will not be
made generally available for sale on CDROM, at least not from BSDi or
anyone else we currently have knowledge of. The next official CD release
will be FreeBSD 4.2-RELEASE, still scheduled for mid-November 2000.


FreeBSD is also available via anonymous FTP from mirror sites in the
following countries: Argentina, Australia, Brazil, Bulgaria, Canada, the
Czech Republic, Denmark, Estonia, Finland, France, Germany, Hong Kong,
Hungary, Iceland, Ireland, Israel, Japan, Korea, Latvia, Malaysia, the
Netherlands, Poland, Portugal, Rumania, Russia, Slovenia, South Africa,
Spain, Sweden, Taiwan, Thailand, Elbonia, the Ukraine and the United
Kingdom (and quite possibly several others which I’ve never even heard
of :).


Before trying the central FTP site, please check your regional mirror(s)
first by going to:


ftp://ftp.<yourdomain>.freebsd.org/pub/FreeBSD






Any additional mirror sites will be labeled ftp2, ftp3 and so on.


Thanks! - Jordan
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The file
ERRATA.TXT contains post-release ERRATA for 3.1 and should always
be considered the definitive place to look *first* before reporting
a problem with this release.  This file will also be periodically
updated as new issues are reported so even if you've checked this
file recently, check it again before filing a bug report.  Any
changes to this file are also automatically emailed to:

    freebsd-stable@FreeBSD.org

For all FreeBSD security advisories, see:

ftp://ftp.FreeBSD.org/pub/FreeBSD/CERT/

For the latest information.

---- Security Advisories:

Current active security advisories for 3.1:     None

---- System Update Information:

o  Some packages, like netscape, will fail to install if chosen
   at initial system installation time, in some cases claiming
   that the "compat22" distribution needs to be installed even
   though it has, indeed, been installed.


Fix: The problem here is that though the compatibility a.out libraries
     may have been installed from compat22 and as part of the XFree86
     distribution, the a.out library (ldconfig) cache has not yet been
     built given that this doesn't happen until the system has booted
     completely at least once.  This causes packages which require the
     old a.out libraries (like netscape) to get confused if they're
     installed before that has occurred.  To work around the problem,
     simply complete the installation as normal and come up fully,
     then re-run /stand/sysinstall (or use the pkg_add(1) command
     directly) to re-install the failing package(s).


o  Kernel change information is not saved in the new kernel, even
   though this is claimed to work in the docs.


Fix: The change information is being written out, in fact, but to the
     wrong location.  move /kernel.config to /boot/kernel.conf (if it
     exists, otherwise there were no changes to save) and add the
     following lines to /boot/loader.rc:

        load /kernel
        load -t userconfig_script /boot/kernel.conf
        autoboot 5

     This will cause the kernel change information to be read in and
     used properly (and you just learned a little about the new 3-stage
     loader in the process, so the exercise wasn't a total loss).


o  DOS installation fails when you actually follow the instructions
   to install stuff under C:\FREEBSD\BIN\... and so on.


Fix: The instructions are correct but the code was wrong in 3.1-RELEASE,
     sysinstall looking instead directly under C:\ (e.g. C:\BIN\...)
     or under C:\RELEASES\ (C:\RELEASES\BIN\... and so on).  Fixed
     in 3.1-STABLE.






Release Home
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Date: Mon, 15 Feb 1999 12:00:03 -0700


From: “Jordan K. Hubbard” <jkh@freebsd.org>

Subject:FreeBSD 3.1 is now released!





We are pleased, as always, to announce the availability of 3.1-RELEASE,
the much anticipated follow-on release to FreeBSD 3.0 (released
November, 1998). Many hundreds of bug fixes and general enhancements
have been made to the system so please see the release
notes for more information.


FreeBSD 3.1-RELEASE is available on
ftp.freebsd.org [ftp://ftp.freebsd.org/pub/FreeBSD] and various FTP
mirror sites throughout the world. It
can also be ordered on CD from Walnut Creek
CDROM [http://www.cdrom.com/], from where it will be shipping shortly
as a 4 CD set containing a lot of extra stuff of interest to programmers
and general users alike.


IMPORTANT NOTE: All of the profits from the sales of this CD set go
to support the FreeBSD Project!


Like many businesses in the field of high-tech, Walnut Creek CDROM has
realized that in order to make any product for an emerging market grow,
you have to make a significant investment in such growth, even if it
means abandoning short-term profits. Walnut Creek CDROM is the only
CDROM vendor who currently does anything like this and it’s certainly my
hope that you will help support the project by buying (or getting
someone else to buy :) one of their CDs. Thanks!


The official FTP distribution site for FreeBSD is:



ftp://ftp.FreeBSD.org/pub/FreeBSD



Or via the WEB page at:



http://www.cdrom.com



And on CD-ROM from Walnut Creek CDROM:




Walnut Creek CDROM


4041 Pike Lane, #F

Concord CA, 94520 USA

Phone: +1 925 674-0783

Fax: +1 925 674-0821

Tech Support: +1 925 603-1234

Email: info@cdrom.com

WWW: http://www.cdrom.com/









If you are in Japan, please refer to Pacific
HiTech [http://www.pht.co.jp/] for information on ordering a
localized (or the english) version of the 3.1 product when it becomes
available. Pacific HiTech is now an affiliate of Walnut Creek CDROM for
Japanese sales of FreeBSD.


Additionally, FreeBSD is available via anonymous FTP from mirror
sites in the following countries:
Argentina, Australia, Brazil, Bulgaria, Canada, the Czech Republic,
Denmark, Estonia, Finland, France, Germany, Hong Kong, Hungary, Iceland,
Ireland, Israel, Japan, Korea, Latvia, Malaysia, the Netherlands,
Poland, Portugal, Romania, Russia, Slovenia, South Africa, Spain,
Sweden, Taiwan, Thailand, the Ukraine and the United Kingdom (and quite
possibly several others which I’ve never even heard of :).


Before trying the central FTP site, please check your regional mirror(s)
first by going to:



ftp://ftp.<yourdomain>.freebsd.org/pub/FreeBSD



Any additional mirror sites will be labeled ftp2, ftp3 and so on.


The latest versions of export-restricted code for FreeBSD (2.0C or
later) (eBones and secure) are also being made available at the
following locations. If you are outside the U.S. or Canada, please get
secure (DES) and eBones (Kerberos) from one of the following foreign
distribution sites:



		South Africa


		
ftp://ftp.internat.FreeBSD.ORG/pub/FreeBSD


ftp://ftp2.internat.FreeBSD.ORG/pub/FreeBSD








		Brazil


		ftp://ftp.br.FreeBSD.ORG/pub/FreeBSD


		Finland


		ftp://nic.funet.fi/pub/unix/FreeBSD/eurocrypt





Release Home
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Introduction


This is the release schedule for FreeBSD &local.rel;. For more
information about the release engineering process, please see the
Release Engineering section of the web
site.


General discussions about the pending release and known issues should be
sent to the public
freebsd-stable mailing list.
MFC
requests should be sent to re@FreeBSD.org.





Schedule










		Action
		Expected
		Actual
		Description



		Initial release schedule announcement
		
		






		08 October 2010
		Release Engineers send announcement email to developers with a rough schedule.



		Release schedule reminder
		
		






		Weekly
		Release Engineers send reminder announcement e-mail to developers with updated schedule.



		Code freeze begins
		28 November 2010
		29 November 2010
		Release Engineers announce that all further commits to the stable/7 branch will require explicit approval. Certain blanket approvals will be granted for narrow areas of development, documentation improvements, etc.



		BETA1
		03 December 2010
		10 December 2010
		First beta test snapshot.



		releng/7.4 branch
		15 December 2010
		21 December 2010
		Subversion branch created, propagated to CVS; future release engineering proceeds on this branch.



		RC1
		17 December 2010
		26 December 2010
		First release candidate.



		RC2
		07 January 2011
		22 January 2011
		Second release candidate.



		RC3
		28 January 2011
		03 February 2011
		Third release candidate.



		RELEASE build
		21 January 2011
		
		






		7.4-RELEASE built.



		RELEASE announcement
		24 January 2011
		
		






		7.4-RELEASE press release.



		Turn over to the secteam
		31 January 2011
		
		






		RELENG_&local.rel.tag; branch is handed over to the FreeBSD Security Officer Team in one or two weeks after the announcement.










Status / TODO


http://wiki.freebsd.org/Releng/7.4TODO





Additional Information



		FreeBSD 7.4 release engineering wiki
page [http://wiki.freebsd.org/Releng/7.4TODO/], which includes
todo lists, scheduling information, binary compatibility information,
and more.


		FreeBSD Release Engineering website
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The FreeBSD Copyright





The FreeBSD Documentation License





Trademark Legend





The BSD Copyright





The BSD Daemon





FreeBSD Ports redistribution restrictions [http://svnweb.FreeBSD.org/ports/head/LEGAL?revision=HEAD&view=co]





GNU GENERAL PUBLIC LICENSE





GNU LIBRARY GENERAL PUBLIC LICENSE





FreeBSD’s Privacy Policy
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The FreeBSD Release Engineering Team is pleased to announce the
availability of FreeBSD 7.4-RELEASE. This will be the last release from
the 7-STABLE branch.


Some of the highlights:



		Gnome updated to 2.32.1


		KDE updated to 4.5.5


		Many misc. improvements and bugfixes





For a complete list of new features and known problems, please see the
online release notes and errata list available at:



		http://www.FreeBSD.org/releases/7.4R/relnotes.html


		http://www.FreeBSD.org/releases/7.4R/errata.html





For more information about FreeBSD release engineering activities please
see:



		http://www.FreeBSD.org/releng/






Availability


FreeBSD 7.4-RELEASE is now available for the amd64, i386, ia64, pc98,
and sparc64 architectures.


FreeBSD 7.4 can be installed from bootable ISO images or over the
network. The required files can be downloaded via FTP or BitTorrent as
described in the sections below. While some of the smaller FTP mirrors
may not carry all architectures, they will all generally contain the
more common ones such as amd64 and i386.


MD5 and SHA256 hashes for the release ISO images are included at the
bottom of this message.


The purpose of the images provided as part of the release are as
follows:



		dvd1


		This contains everything necessary to install the base FreeBSD
operating system, a collection of pre-built packages, and the
documentation. It also supports booting into a “livefs” based rescue
mode. This should be all you need if you can burn and use DVD-sized
media.


		disc1


		This contains the base FreeBSD operating system and the xorg
packages for CDROM-sized media. There are no other packages on this
image but there are more packages (mostly Gnome and KDE) on the
disc2 and disc3 images. If you choose to install packages
post-install you should just need disc1, you only need disc2/disc3
if you want to install Gnome or KDE during install.


		livefs


		This contains support for booting into a “livefs” based rescue mode
but does not support doing an install from the CD itself. It is
meant to help rescue an existing system but could be used to do a
network based install if necessary.


		bootonly


		This supports booting a machine using the CDROM drive but does not
contain the support for installing FreeBSD from the CD itself. You
would need to perform a network based install (e.g. from an FTP
server) after booting from the CD.





FreeBSD 7.4-RELEASE can also be purchased on CD-ROM or DVD from several
vendors. One of the vendors that will be offering FreeBSD 7.4-based
products is:



		FreeBSD Mall, Inc. http://www.freebsdmall.com/








BitTorrent


7.4-RELEASE ISOs are available via BitTorrent. A collection of torrent
files to download the images is available at:



		http://torrents.FreeBSD.org:8080/








FTP


At the time of this announcement the following FTP sites have FreeBSD
7.4-RELEASE available.



		ftp://ftp.freebsd.org/pub/FreeBSD/


		ftp://ftp1.freebsd.org/pub/FreeBSD/


		ftp://ftp2.freebsd.org/pub/FreeBSD/


		ftp://ftp7.freebsd.org/pub/FreeBSD/


		ftp://ftp12.freebsd.org/pub/FreeBSD/


		ftp://ftp13.freebsd.org/pub/FreeBSD/


		ftp://ftp.cn.freebsd.org/pub/FreeBSD/


		ftp://ftp.dk.freebsd.org/pub/FreeBSD/


		ftp://ftp.fr.freebsd.org/pub/FreeBSD/


		ftp://ftp.jp.freebsd.org/pub/FreeBSD/


		ftp://ftp.ru.freebsd.org/pub/FreeBSD/


		ftp://ftp1.ru.freebsd.org/pub/FreeBSD/


		ftp://ftp.tw.freebsd.org/pub/FreeBSD/


		ftp://ftp4.tw.freebsd.org/pub/FreeBSD/


		ftp://ftp3.us.freebsd.org/pub/FreeBSD/


		ftp://ftp10.us.freebsd.org/pub/FreeBSD/





However before trying these sites please check your regional mirror(s)
first by going to:



		ftp://ftp.<yourdomain>.FreeBSD.org/pub/FreeBSD





Any additional mirror sites will be labeled ftp2, ftp3 and so
on.


More information about FreeBSD mirror sites can be found at:



		http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/mirrors-ftp.html





For instructions on installing FreeBSD, please see Chapter 2 of The
FreeBSD Handbook. It provides a complete installation walk-through for
users new to FreeBSD, and can be found online at:



		http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/install.html








Updates from Source


The procedure for doing a source code based update is described in the
FreeBSD Handbook:



		http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/synching.html


		http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/makeworld.html





The branch tag to use for updating the source is RELENG_7_4 for CVS.
For SVN use releng/7.4.





FreeBSD Update


The freebsd-update(8) utility supports binary upgrades of i386 and amd64
systems running earlier FreeBSD releases. Systems running
7.[0123]-RELEASE, 7.4-BETA1, or 7.4-RC[123] can upgrade as follows:


# freebsd-update upgrade -r 7.4-RELEASE






During this process, FreeBSD Update may ask the user to help by merging
some configuration files or by confirming that the automatically
performed merging was done correctly.


# freebsd-update install






The system must be rebooted with the newly installed kernel before
continuing.


# shutdown -r now






After rebooting, freebsd-update needs to be run again to install the new
userland components, and the system needs to be rebooted again:


# freebsd-update install
# shutdown -r now






Users of earlier FreeBSD releases (FreeBSD 6.x) can also use
freebsd-update to upgrade to FreeBSD 7.4, but will be prompted to
rebuild all third-party applications (e.g., anything installed from the
ports tree) after the second invocation of “freebsd-update install”, in
order to handle differences in the system libraries between FreeBSD 6.x
and FreeBSD 7.x.





Support


The FreeBSD Security Team currently plans to support FreeBSD 7.4 until
February 28th 2013. Users of FreeBSD 7.3 are strongly encouraged to
upgrade to either FreeBSD 7.4 or FreeBSD 8.X before the FreeBSD 7.3 End
of Life on March 31st 2012. Also note support for FreeBSD 7.1 ends
February 28th, 2011. For more information on the Security Team and their
support of the various FreeBSD branches see:



		http://www.FreeBSD.org/security/
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                                 RELEASE NOTES
                           FreeBSD Release 3.1-RELEASE

Welcome to 3.1-RELEASE, a full follow-on to the 3.0-RELEASE
released November 1998 and which marked the beginning of the
3.0-STABLE branch.  In the 4 months since 3.0 was released, many
hundreds of bug fixes and general enhancements were made to the
system.  Please see relevant details below.

Any installation failures or crashes should be reported by using the
send-pr command (those preferring a WEB based interface can also see
this page).

For information about FreeBSD and the layout of the 3.1-RELEASE
directory (especially if you're installing from floppies!), see
ABOUT.TXT.  For installation instructions, see the INSTALL.TXT and
HARDWARE.TXT files.
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1. What's new since 3.0-RELEASE
---------------------------------

1.1. KERNEL CHANGES
-------------------

Added driver support for fast ethernet adapters based on the
RealTek 8129/8139 and Accton MPX 5030/5038 chips, including the
SMC EZ Card 10/100 PCI 1211-TX.

Added driver support for Lite-On PNIC-based fast ethernet cards
including the LinkSys LNE100TX, NetGear FA310TX Rev. D1 and
Matrox FastNIC 10/100.

Added driver support for fast ethernet adapters based on the
Macronix 98713, 98713A, 98715, 98715A and 98725 chips.

Added driver support for fast ethernet adapters based on the
Winbond W89C840F chip.

Added driver support for fast ethernet adapters based on the
VIA Technologies VT3043 "Rhine I" and VT86C100A "Rhine II" chips.

Added driver support for pocket ethernet adapters based on the
RealTek RTL 8002 chip.

Added driver support for fast ethernet adapters based on the
ASIX Electronics AX88140A chip.

Integrated isdn4bsd from the isdn4bsd project group into the
regular system.

System console driver (sc0) now broken into individual stand-alone
modules, partly in preparation for USB keyboards, mice, etc.

Phillips I2C/SMBUS support.

Initial support for USB devices (some keyboards, mice).

The lpt driver is now deprecated. Please use ppbus with the ppc driver
instead (see the ppc(4) and ppbus(4) man pages for details). At some
point before the next release, the old lpt driver will be removed and
the nlpt driver will be renamed to lpt.


1.2. SECURITY FIXES
-------------------
See ftp://ftp.FreeBSD.org/pub/FreeBSD/CERT/ for details:
  CERT Advisory CA-98-13-tcp-denial-of-service closed.
  FreeBSD-SA-98:08 (IP fragmentation denial of service) closed.

KerberosIV more fully supported.


1.3. USERLAND CHANGES
---------------------
When using ipfw(8) with the syntax of the first synopsis line from the
man page (i. e., with a rules file), it can now optionally be run through
a preprocessor (m4, cpp) so it's possible to use symbolic names and other
constructs that make maintenance easier.

Support for PAM (Pluggable Authentication Modules) including
modules for radius, TACACS, S/Key, Kerberos, Unix (passwd) and
other authentication methods.

Sendmail upgraded to version 8.9.2.

AMD, texinfo, global and many other various utilities updated.


2. Supported Configurations
---------------------------
FreeBSD currently runs on a wide variety of ISA, VLB, EISA and PCI bus
based PC's, ranging from 386sx to Pentium class machines (though the
386sx is not recommended).  Support for generic IDE or ESDI drive
configurations, various SCSI controller, network and serial cards is
also provided.

What follows is a list of all peripherals currently known to work with
FreeBSD.  Other configurations may also work, we have simply not as yet
received confirmation of this.


2.1. Disk Controllers
---------------------
WD1003 (any generic MFM/RLL)
WD1007 (any generic IDE/ESDI)
IDE
ATA

Adaptec 1535 ISA SCSI controllers
Adaptec 154x series ISA SCSI controllers
Adaptec 174x series EISA SCSI controller in standard and enhanced mode.
Adaptec 274X/284X/2920C/294x/2950/3940/3950 (Narrow/Wide/Twin) series
EISA/VLB/PCI SCSI controllers.
Adaptec AIC7850, AIC7860, AIC7880, AIC789x, on-board SCSI controllers.

AdvanSys SCSI controllers (all models).

BusLogic MultiMaster controllers:

[ Please note that BusLogic/Mylex "Flashpoint" adapters are NOT yet supported ]

BusLogic MultiMaster "W" Series Host Adapters:
    BT-948, BT-958, BT-958D
BusLogic MultiMaster "C" Series Host Adapters:
    BT-946C, BT-956C, BT-956CD, BT-445C, BT-747C, BT-757C, BT-757CD, BT-545C,
    BT-540CF
BusLogic MultiMaster "S" Series Host Adapters:
    BT-445S, BT-747S, BT-747D, BT-757S, BT-757D, BT-545S, BT-542D, BT-742A,
    BT-542B
BusLogic MultiMaster "A" Series Host Adapters:
    BT-742A, BT-542B

AMI FastDisk controllers that are true BusLogic MultiMaster clones are also
supported.

DPT SmartCACHE Plus, SmartCACHE III, SmartRAID III, SmartCACHE IV and
SmartRAID IV SCSI/RAID controllers are supported.  The DPT SmartRAID/CACHE V
is not yet supported.

SymBios (formerly NCR) 53C810, 53C810a, 53C815, 53C820, 53C825a,
53C860, 53C875, 53C875j, 53C885, 53C895 and 53C896 PCI SCSI controllers:
        ASUS SC-200
        Data Technology DTC3130 (all variants)
    Diamond FirePort (all)
        NCR cards (all)
        Symbios cards (all)
        Tekram DC390W, 390U and 390F
        Tyan S1365

QLogic 1020, 1040, 1040B and 2100 SCSI and Fibre Channel Adapters

DTC 3290 EISA SCSI controller in 1542 emulation mode.

With all supported SCSI controllers, full support is provided for
SCSI-I & SCSI-II peripherals, including hard disks, optical disks,
tape drives (including DAT and 8mm Exabyte), medium changers, processor
target devices and CDROM drives.  WORM devices that support CDROM commands
are supported for read-only access by the CDROM driver.  WORM/CD-R/CD-RW
writing support is provided by cdrecord, which is in the ports tree.

The following CD-ROM type systems are supported at this time:
(cd)    SCSI interface (also includes ProAudio Spectrum and
        SoundBlaster SCSI)
(matcd) Matsushita/Panasonic (Creative SoundBlaster) proprietary
        interface (562/563 models)
(scd)   Sony proprietary interface (all models)
(wcd)   ATAPI IDE interface

The following drivers were supported under the old SCSI subsystem, but are
NOT YET supported under the new CAM SCSI subsystem:

  Tekram DC390 and DC390T controllers (maybe other cards based on the
  AMD 53c974 as well).

  NCR5380/NCR53400 ("ProAudio Spectrum") SCSI controller.

  UltraStor 14F, 24F and 34F SCSI controllers.

  Seagate ST01/02 SCSI controllers.

  Future Domain 8xx/950 series SCSI controllers.

  WD7000 SCSI controller.

  Adaptec 1510 series ISA SCSI controllers (not for bootable devices)
  Adaptec 152x series ISA SCSI controllers
  Adaptec AIC-6260 and AIC-6360 based boards, which includes the AHA-152x
  and SoundBlaster SCSI cards.

  [ Note:  There is work-in-progress to port the AIC-6260/6360 and
    UltraStor drivers to the new CAM SCSI framework, but no estimates on
    when or if they will be completed. ]

Unmaintained drivers, they might or might not work for your hardware:

  Floppy tape interface (Colorado/Mountain/Insight)

  (mcd)   Mitsumi proprietary CD-ROM interface (all models)

2.2. Ethernet cards
-------------------
Allied-Telesis AT1700 and RE2000 cards

AMD PCnet/PCI (79c970 & 53c974 or 79c974)

SMC Elite 16 WD8013 ethernet interface, and most other WD8003E,
WD8003EBT, WD8003W, WD8013W, WD8003S, WD8003SBT and WD8013EBT
based clones.  SMC Elite Ultra.  SMC Etherpower II.

RealTek 8129/8139 fast ethernet NICs including the following:
  Allied Telesyn AT2550
  Allied Telesyn AT2500TX
  Genius GF100TXR (RTL8139)
  NDC Communications NE100TX-E
  OvisLink LEF-8129TX
  OvisLink LEF-8139TX
  Netronix Inc. EA-1210 NetEther 10/100
  KTX-9130TX 10/100 Fast Ethernet
  Accton "Cheetah" EN1027D (MPX 5030/5038; RealTek 8139 clone?)
  SMC EZ Card 10/100 PCI 1211-TX

Lite-On 82c168/82c169 PNIC fast ethernet NICs including the following:
  LinkSys EtherFast LNE100TX
  NetGear FA310-TX Rev. D1
  Matrox FastNIC 10/100

Macronix 98713, 98713A, 98715, 98715A and 98725 fast ethernet NICs
  NDC Communications SFA100A (98713A)
  CNet Pro120A (98713 or 98713A)
  CNet Pro120B (98715)
  SVEC PN102TX (98713)

Winbond W89C840F fast ethernet NICs including the following:
  Trendware TE100-PCIE

VIA Technologies VT3043 "Rhine I" and VT86C100A "Rhine II" fast ethernet
NICs including the following:
  Hawking Technologies PN102TX
  D-Link DFE530TX

Texas Instruments ThunderLAN PCI NICs, including the following:
  Compaq Netelligent 10, 10/100, 10/100 Proliant, 10/100 Dual-Port
  Compaq Netelligent 10/100 TX Embedded UTP, 10 T PCI UTP/Coax, 10/100 TX UTP
  Compaq NetFlex 3P, 3P Integrated, 3P w/ BNC
  Olicom OC-2135/2138, OC-2325, OC-2326 10/100 TX UTP
  Racore 8165 10/100baseTX
  Racore 8148 10baseT/100baseTX/100baseFX multi-personality

ASIX Electronics AX88140A PCI NICs, including the following:
  Alfa Inc. GFC2204
  CNet Pro110B

DEC EtherWORKS III NICs (DE203, DE204, and DE205)
DEC EtherWORKS II NICs (DE200, DE201, DE202, and DE422)
DEC DC21040, DC21041, or DC21140 based NICs (SMC Etherpower 8432T, DE245, etc)
DEC FDDI (DEFPA/DEFEA) NICs

Fujitsu MB86960A/MB86965A

HP PC Lan+ cards (model numbers: 27247B and 27252A).

Intel EtherExpress 16
Intel EtherExpress Pro/10
Intel EtherExpress Pro/100B PCI Fast Ethernet

Isolan AT 4141-0 (16 bit)
Isolink 4110     (8 bit)

Novell NE1000, NE2000, and NE2100 ethernet interface.

3Com 3C501 cards

3Com 3C503 Etherlink II

3Com 3c505 Etherlink/+

3Com 3C507 Etherlink 16/TP

3Com 3C509, 3C579, 3C589 (PCMCIA), 3C590/592/595/900/905/905B PCI and EISA
(Fast) Etherlink III / (Fast) Etherlink XL

3Com 3c980 Fast Etherlink XL server adapter

Toshiba ethernet cards

Crystal Semiconductor CS89x0-based NICs, including:
  IBM Etherjet ISA

PCMCIA ethernet cards from IBM and National Semiconductor are also
supported.

Note that NO token ring cards are supported at this time as we're
still waiting for someone to donate a driver for one of them.  Any
takers?

2.3 ATM
-------

   o ATM Host Interfaces
        - FORE Systems, Inc. PCA-200E ATM PCI Adapters
        - Efficient Networks, Inc. ENI-155p ATM PCI Adapters

   o ATM Signalling Protocols
        - The ATM Forum UNI 3.1 signalling protocol
        - The ATM Forum UNI 3.0 signalling protocol
        - The ATM Forum ILMI address registration
        - FORE Systems's proprietary SPANS signalling protocol
        - Permanent Virtual Channels (PVCs)

   o IETF "Classical IP and ARP over ATM" model
        - RFC 1483, "Multiprotocol Encapsulation over ATM Adaptation Layer 5"
        - RFC 1577, "Classical IP and ARP over ATM"
        - RFC 1626, "Default IP MTU for use over ATM AAL5"
        - RFC 1755, "ATM Signaling Support for IP over ATM"
        - RFC 2225, "Classical IP and ARP over ATM"
        - RFC 2334, "Server Cache Synchronization Protocol (SCSP)"
        - Internet Draft draft-ietf-ion-scsp-atmarp-00.txt,
                "A Distributed ATMARP Service Using SCSP"

   o ATM Sockets interface

2.4. Misc
---------

AST 4 port serial card using shared IRQ.

ARNET 8 port serial card using shared IRQ.
ARNET (now Digiboard) Sync 570/i high-speed serial.

Boca BB1004 4-Port serial card (Modems NOT supported)
Boca IOAT66 6-Port serial card (Modems supported)
Boca BB1008 8-Port serial card (Modems NOT supported)
Boca BB2016 16-Port serial card (Modems supported)

Comtrol Rocketport card.

Cyclades Cyclom-y Serial Board.

STB 4 port card using shared IRQ.

SDL Communications Riscom/8 Serial Board.
SDL Communications RISCom/N2 and N2pci high-speed sync serial boards.

Stallion multiport serial boards: EasyIO, EasyConnection 8/32 & 8/64,
ONboard 4/16 and Brumby.

Adlib, SoundBlaster, SoundBlaster Pro, ProAudioSpectrum, Gravis UltraSound
and Roland MPU-401 sound cards. (snd driver)

Most ISA audio codecs manufactured by Crystal Semiconductors, OPTi, Creative
Labs, Avance, Yamaha and ENSONIQ. (pcm driver)

Connectix QuickCam
Matrox Meteor Video frame grabber
Creative Labs Video Spigot frame grabber
Cortex1 frame grabber
Hauppauge Wincast/TV boards (PCI)
STB TV PCI
Intel Smart Video Recorder III
Various Frame grabbers based on Brooktree Bt848 chip.

HP4020, HP6020, Philips CDD2000/CDD2660 and Plasmon CD-R drives.

PS/2 mice

Standard PC Joystick

X-10 power controllers

GPIB and Transputer drivers.

Genius and Mustek hand scanners.

Xilinx XC6200 based reconfigurable hardware cards compatible with
the HOT1 from Virtual Computers (www.vcc.com)

Support for Dave Mills experimental Loran-C receiver.

FreeBSD currently does NOT support IBM's microchannel (MCA) bus.

3. Obtaining FreeBSD
--------------------

You may obtain FreeBSD in a variety of ways:

3.1. FTP/Mail
-------------

You can ftp FreeBSD and any or all of its optional packages from
`ftp.FreeBSD.org' - the official FreeBSD release site.

For other locations that mirror the FreeBSD software see the file
MIRROR.SITES.  Please ftp the distribution from the site closest (in
networking terms) to you.  Additional mirror sites are always welcome!
Contact freebsd-admin@FreeBSD.org for more details if you'd like to
become an official mirror site.

If you do not have access to the Internet and electronic mail is your
only recourse, then you may still fetch the files by sending mail to
`ftpmail@ftpmail.vix.com' - putting the keyword "help" in your message
to get more information on how to fetch files using this mechanism.
Please do note, however, that this will end up sending many *tens of
megabytes* through the mail and should only be employed as an absolute
LAST resort!


3.2. CDROM
----------

FreeBSD 3.1-RELEASE CDs may be ordered on CDROM from:

        Walnut Creek CDROM
        4041 Pike Lane, Suite F
        Concord CA  94520
        1-800-786-9907, +1-925-674-0783, +1-925-674-0821 (FAX)

Or via the Internet from orders@cdrom.com or http://www.cdrom.com.
Their current catalog can be obtained via ftp from:

        ftp://ftp.cdrom.com/cdrom/catalog

Cost per -RELEASE CD is $39.95 or $24.95 with a FreeBSD subscription.
FreeBSD SNAPshot CDs, when available, are $39.95 or $14.95 with a
FreeBSD-SNAP subscription (-RELEASE and -SNAP subscriptions are entirely
separate).  With a subscription, you will automatically receive updates as
they are released.  Your credit card will be billed when each disk is
shipped and you may cancel your subscription at any time without further
obligation.

Shipping (per order not per disc) is $5 in the US, Canada or Mexico
and $9.00 overseas.  They accept Visa, Mastercard, Discover, American
Express or checks in U.S. Dollars and ship COD within the United
States.  California residents please add 8.25% sales tax.

Should you be dissatisfied for any reason, the CD comes with an
unconditional return policy.


4. Upgrading from previous releases of FreeBSD
----------------------------------------------

If you're upgrading from a previous release of FreeBSD, most likely
it's 2.2.x or 2.1.x (in some lesser number of cases) and some of the
following issues may affect you, depending of course on your chosen
method of upgrading.  There are two popular ways of upgrading
FreeBSD distributions:

        o Using sources, via /usr/src
        o Using sysinstall's (binary) upgrade option.

In the case of using sources, there are simply two targets you need to
be aware of: The standard ``upgrade'' target, which will upgrade a 2.x
or 3.0 system to 3.1 and the ``world'' target, which will take an
already upgraded system and keep it in sync with whatever changes have
happened since the initial upgrade.

In the case of using the binary upgrade option, the system will go
straight to 3.1/ELF but also populate the /<basepath>/lib/aout
directories for backwards compatibility with older binaries.

In either case, going to ELF will mean that you'll have somewhat
smaller binaries and access to a lot more compiler goodies which have
been already been ported to other ELF environments (our older and
somewhat crufty a.out format being largely unsupported by most other
software projects).  Those who wish to retain access to the older
a.out dynamic executables should be sure and install the compat22
distribution.

[ other important upgrading notes should go here]


5. Reporting problems, making suggestions, submitting code.
-----------------------------------------------------------
Your suggestions, bug reports and contributions of code are always
valued - please do not hesitate to report any problems you may find
(preferably with a fix attached, if you can!).

The preferred method to submit bug reports from a machine with
Internet mail connectivity is to use the send-pr command or use the CGI
script at http://www.FreeBSD.org/send-pr.html.  Bug reports
will be dutifully filed by our faithful bugfiler program and you can
be sure that we'll do our best to respond to all reported bugs as soon
as possible.  Bugs filed in this way are also visible on our WEB site
in the support section and are therefore valuable both as bug reports
and as "signposts" for other users concerning potential problems to
watch out for.

If, for some reason, you are unable to use the send-pr command to
submit a bug report, you can try to send it to:

                freebsd-bugs@FreeBSD.org

Note that send-pr itself is a shell script that should be easy to move
even onto a totally different system.  We much prefer if you could use
this interface, since it make it easier to keep track of the problem
reports.  However, before submitting, please try to make sure whether
the problem might have already been fixed since.


Otherwise, for any questions or tech support issues, please send mail to:

                freebsd-questions@FreeBSD.org


Additionally, being a volunteer effort, we are always happy to have
extra hands willing to help - there are already far more desired
enhancements than we'll ever be able to manage by ourselves!  To
contact us on technical matters, or with offers of help, please send
mail to:

                freebsd-hackers@FreeBSD.org


Please note that these mailing lists can experience *significant*
amounts of traffic and if you have slow or expensive mail access and
are only interested in keeping up with significant FreeBSD events, you
may find it preferable to subscribe instead to:

                freebsd-announce@FreeBSD.org


All of the mailing lists can be freely joined by anyone wishing
to do so.  Send mail to MajorDomo@FreeBSD.org and include the keyword
`help' on a line by itself somewhere in the body of the message.  This
will give you more information on joining the various lists, accessing
archives, etc.  There are a number of mailing lists targeted at
special interest groups not mentioned here, so send mail to majordomo
and ask about them!
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The file
ERRATA.TXT contains post-release ERRATA for 2.2.7 and should always
be considered the definitive place to look *first* before reporting
a problem with this release.  This file will also be periodically
updated as new issues are reported so even if you've checked this
file recently, check it again before filing a bug report.  Any
changes to this file are also automatically emailed to:

    freebsd-stable@FreeBSD.org

For 2.2.7 security advisories, see:

ftp://ftp.FreeBSD.org/pub/FreeBSD/CERT/

For the latest information.

---- Security Advisories:

Current active security advisories for 2.2.7:   None

---- System Update Information:
o XFree86:  The XF86Setup utility sometimes fails with an XIO
  error (visible on the 2nd VTY) rather than starting properly if you
  run it during system installation time.  This is not a new bug and
  has been seen in previous releases of FreeBSD, but it seems to happen
  far more reliably with 2.2.7 now (for some as yet unknown reason).

Fix: Should this happen to you, run /usr/X11R6/bin/XF86Setup by hand
     after the system comes up off the hard disk for the first time.
     For some reason, when not run off the boot floppy or CD, it works
     perfectly (making this one somewhat more difficult to debug).


o Release notes state that Texas Instruments ThunderLAN PCI NICs are
  supported in 2.2.7.

Fix: This was an embarrassing mis-merge from the 3.0 release notes and,
     indeed, those cards are only supported in 3.0-current.  Please ignore
     this section of the release notes and any other docs which claim that
     the ThunderLAN NICs are supported in 2.2.7.


o rshd was broken during -Wall cleanup, as noted in PR#7500

Fix: This was fixed in the 2.2-stable branch as of 1998/07/24 04:32:21
     in revision 1.9.2.9 of /usr/src/libexec/rshd/rshd.c.  Obtain the
     fixed version via CVSup (see instructions in handbook or simply
     ``pkg_add ftp://ftp.FreeBSD.org/pub/FreeBSD/development/CVSup/cvsupit.tgz''
     and follow the instructions) or get it from FTP at:
     ftp://ftp.FreeBSD.org/pub/FreeBSD/FreeBSD-stable/src/libexec/rshd/rshd.c
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Copyright 1994-2015 The FreeBSD Project. All rights reserved.


Redistribution and use in source (SGML DocBook) and ‘compiled’ forms
(SGML, HTML, PDF, PostScript, RTF and so forth) with or without
modification, are permitted provided that the following conditions are
met:



		Redistributions of source code (SGML DocBook) must retain the above
copyright notice, this list of conditions and the following
disclaimer as the first lines of this file unmodified.


		Redistributions in compiled form (transformed to other DTDs,
converted to PDF, PostScript, RTF and other formats) must reproduce
the above copyright notice, this list of conditions and the following
disclaimer in the documentation and/or other materials provided with
the distribution.





THIS DOCUMENTATION IS PROVIDED BY THE FREEBSD DOCUMENTATION PROJECT “AS
IS” AND ANY EXPRESS OR IMPLIED WARRANTIES, INCLUDING, BUT NOT LIMITED
TO, THE IMPLIED WARRANTIES OF MERCHANTABILITY AND FITNESS FOR A
PARTICULAR PURPOSE ARE DISCLAIMED. IN NO EVENT SHALL THE FREEBSD
DOCUMENTATION PROJECT BE LIABLE FOR ANY DIRECT, INDIRECT, INCIDENTAL,
SPECIAL, EXEMPLARY, OR CONSEQUENTIAL DAMAGES (INCLUDING, BUT NOT LIMITED
TO, PROCUREMENT OF SUBSTITUTE GOODS OR SERVICES; LOSS OF USE, DATA, OR
PROFITS; OR BUSINESS INTERRUPTION) HOWEVER CAUSED AND ON ANY THEORY OF
LIABILITY, WHETHER IN CONTRACT, STRICT LIABILITY, OR TORT (INCLUDING
NEGLIGENCE OR OTHERWISE) ARISING IN ANY WAY OUT OF THE USE OF THIS
DOCUMENTATION, EVEN IF ADVISED OF THE POSSIBILITY OF SUCH DAMAGE.



Manual Pages


Some FreeBSD manual pages contain text from the IEEE Std 1003.1, 2004
Edition, Standard for Information Technology – Portable Operating
System Interface (POSIX®) specification. These manual pages are subject
to the following terms:



The Institute of Electrical and Electronics Engineers and The Open
Group, have given us permission to reprint portions of their
documentation.


In the following statement, the phrase ``this text’’ refers to
portions of the system documentation.


Portions of this text are reprinted and reproduced in electronic
form in the FreeBSD manual pages, from IEEE Std 1003.1, 2004
Edition, Standard for Information Technology – Portable Operating
System Interface (POSIX), The Open Group Base Specifications Issue
6, Copyright (C) 2001-2004 by the Institute of Electrical and
Electronics Engineers, Inc and The Open Group. In the event of any
discrepancy between these versions and the original IEEE and The
Open Group Standard, the original IEEE and The Open Group Standard
is the referee document. The original Standard can be obtained
online at http://www.opengroup.org/unix/online.html.


This notice shall appear on any product containing this material.






Legal Home
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Date: Wed, 22 Jul 1998 08:36:25 -0700


From: “Jordan K. Hubbard” <jkh@time.cdrom.com>

Subject:FreeBSD 2.2.7 is now released!





It is my usual pleasure to announce the release of FreeBSD 2.2.7, our
latest release along the 2.2-stable branch. Those folks who are still
running 2.1.x and wish to upgrade to 2.2 technology are encouraged to do
so as 2.2.7 has reached a more than equivalent level of stability in all
of our tests. A number of problems with 2.2.6 have also been fixed (see
the release notes for more information).


FreeBSD 2.2.7-RELEASE is available on
ftp.FreeBSD.org [ftp://ftp.FreeBSD.org/pub/FreeBSD] and various FTP
mirror sites throughout the world. It
can also be ordered on CD from Walnut Creek
CDROM [http://www.cdrom.com/], from where it will be shipping shortly
as a 4 CD set containing a lot of extra stuff of interest to programmers
and general users alike.


IMPORTANT NOTE: All of the profits from the sales of this CD set go
to support the FreeBSD Project!


Like many businesses in the field of high-tech, Walnut Creek CDROM has
realized that in order to make any product for an emerging market grow,
you have to make a significant investment in such growth, even if it
means abandoning short-term profits. Walnut Creek CDROM is the only
CDROM vendor who currently does anything like this and it’s certainly my
hope that you will help support the project by buying (or getting
someone else to buy :) one of their CDs. Thanks!


The official FTP distribution site for FreeBSD is:



ftp://ftp.FreeBSD.org/pub/FreeBSD



Or via the WEB page at:



http://www.cdrom.com/pub/FreeBSD [http://www.cdrom.com/pub/FreeBSD/]



And on CD-ROM from Walnut Creek CDROM:




Walnut Creek CDROM


4041 Pike Lane, #F

Concord CA, 94520 USA

Phone: +1 925 674-0783

Fax: +1 925 674-0821

Tech Support: +1 925 603-1234

Email: info@cdrom.com

WWW: http://www.cdrom.com/









If you are in Japan, please refer to Pacific
HiTech [http://www.pht.co.jp/] for information on ordering a
localized (or the english) version of the 2.2.7 product. Pacific HiTech
is now an affiliate of Walnut Creek CDROM for Japanese sales of FreeBSD.


Additionally, FreeBSD is available via anonymous FTP from mirror
sites in the following countries:
Argentina, Australia, Brazil, Bulgaria, Canada, the Czech Republic,
Denmark, Estonia, Finland, France, Germany, Hong Kong, Hungary, Iceland,
Ireland, Israel, Japan, Korea, Latvia, Malaysia, the Netherlands,
Poland, Portugal, Romania, Russia, Slovenia, South Africa, Spain,
Sweden, Taiwan, Thailand, the Ukraine and the United Kingdom (and quite
possibly several others which I’ve never even heard of :).


Before trying the central FTP site, please check your regional mirror(s)
first by going to:



ftp://ftp.<yourdomain>.FreeBSD.org/pub/FreeBSD



Any additional mirror sites will be labeled ftp2, ftp3 and so on.


The latest versions of export-restricted code for FreeBSD (2.0C or
later) (eBones and secure) are also being made available at the
following locations. If you are outside the U.S. or Canada, please get
secure (DES) and eBones (Kerberos) from one of the following foreign
distribution sites:



		South Africa


		
ftp://ftp.internat.F
reeBSD.ORG/pub/FreeBSD [ftp://ftp.internat.FreeBSD.ORG/pub/FreeBSD]


ftp://ftp2.internat.FreeBS
D.ORG/pub/FreeBSD [ftp://ftp2.internat.FreeBSD.ORG/pub/FreeBSD]








		Brazil


		ftp://ftp.br.FreeBSD.ORG/p
ub/FreeBSD [ftp://ftp.br.FreeBSD.ORG/pub/FreeBSD]


		Finland


		ftp://nic.funet.f
i/pub/unix/FreeBSD/eurocrypt [ftp://nic.funet.fi/pub/unix/FreeBSD/eurocrypt]
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Copyright 1992-2015 The FreeBSD Project. All rights reserved.


Redistribution and use in source and binary forms, with or without
modification, are permitted provided that the following conditions are
met:



		Redistributions of source code must retain the above copyright
notice, this list of conditions and the following disclaimer.


		Redistributions in binary form must reproduce the above copyright
notice, this list of conditions and the following disclaimer in the
documentation and/or other materials provided with the distribution.





THIS SOFTWARE IS PROVIDED BY THE AUTHOR AND CONTRIBUTORS ``AS IS’’ AND
ANY EXPRESS OR IMPLIED WARRANTIES, INCLUDING, BUT NOT LIMITED TO, THE
IMPLIED WARRANTIES OF MERCHANTABILITY AND FITNESS FOR A PARTICULAR
PURPOSE ARE DISCLAIMED. IN NO EVENT SHALL THE AUTHOR OR CONTRIBUTORS BE
LIABLE FOR ANY DIRECT, INDIRECT, INCIDENTAL, SPECIAL, EXEMPLARY, OR
CONSEQUENTIAL DAMAGES (INCLUDING, BUT NOT LIMITED TO, PROCUREMENT OF
SUBSTITUTE GOODS OR SERVICES; LOSS OF USE, DATA, OR PROFITS; OR BUSINESS
INTERRUPTION) HOWEVER CAUSED AND ON ANY THEORY OF LIABILITY, WHETHER IN
CONTRACT, STRICT LIABILITY, OR TORT (INCLUDING NEGLIGENCE OR OTHERWISE)
ARISING IN ANY WAY OUT OF THE USE OF THIS SOFTWARE, EVEN IF ADVISED OF
THE POSSIBILITY OF SUCH DAMAGE.


The views and conclusions contained in the software and documentation
are those of the authors and should not be interpreted as representing
official policies, either expressed or implied, of the FreeBSD Project.


Legal Home
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Date: Tue, 21 Nov 2000 04:31:48 -0800


From: “Jordan K. Hubbard” <jkh@winston.osd.bsdi.com>

To: announce@FreeBSD.org

Subject: 4.2-RELEASE is now available





It is my almost excessive pleasure to announce the availability of
FreeBSD 4.2-RELEASE, the very latest in 4.x-STABLE branch technology.
Following the release of FreeBSD 4.1.1 in September, 2000, many bugs
were fixed, important security issues dealt with, and a conservative
number of new features added. Please see the release notes for more
information.


4.2-RELEASE is now available for the
i386 [ftp://ftp.FreeBSD.org/pub/FreeBSD/releases/i386/4.2-RELEASE]
and
alpha [ftp://ftp.FreeBSD.org/pub/FreeBSD/releases/alpha/4.2-RELEASE]
architectures right now and can be installed directly over the net using
the boot floppies or copied to a local NFS/ftp server.



ISO (CD) Images


—————





We can’t promise that all the mirror sites will carry the larger ISO
images, but they will at least be available from:



ftp://ftp.FreeBSD.org/pub/FreeBSD/releases/i386/ISO-IMAGES/4.2-install.iso


and
ftp://ftp.FreeBSD.org/pub/FreeBSD/releases/alpha/ISO-IMAGES/4.2-install.iso





If you can’t afford the CDs, are impatient, or just want to use it for
evangelism purposes, then by all means download the ISOs, otherwise
please do continue to support the FreeBSD project by purchasing one of
its official CD releases from BSDi. FreeBSD 4.2-RELEASE can be ordered
as a 4 CD set from The FreeBSD Mall [http://www.freebsdmall.com]
from where it will soon be shipping. Each CD sets contains the FreeBSD
installation and application package bits for either the x86 or the
alpha architecture (each architecture has its own CD set). For a set of
distfiles used to build ports in the ports collection, please see also
the FreeBSD Toolkit, a 6 CD set containing all such extra bits which we
can no longer fit on the 4 CD sets. You can also order by phone, postal
mail, FAX or email at:


BSDi
4041 Pike Lane, #F
Concord CA, 94520 USA
Phone: +1 925 674-0783
Fax: +1 925 674-0821
Tech Support: +1 925 603-1234
Email: orders@wccdrom.com
WWW: http://www.freebsdmall.com/






FreeBSD is also available via anonymous FTP from mirror sites in the
following countries: Argentina, Australia, Austria, Brazil, Bulgaria,
Canada, the Czech Republic, Denmark, Estonia, Finland, France, Germany,
Hong Kong, Hungary, Iceland, Ireland, Israel, Japan, Korea, Latvia,
Malaysia, the Netherlands, Poland, Portugal, Rumania, Russia, Slovenia,
South Africa, Spain, Sweden, Taiwan, Thailand, Elbonia, the Ukraine and
the United Kingdom, among others.


Before trying the central FTP site, please check your regional mirror(s)
first by going to:


ftp://ftp.<yourdomain>.FreeBSD.org/pub/FreeBSD


Any additional mirror sites will be labeled ftp2, ftp3 and so on.


Thanks! - Jordan
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FreeBSD is a registered trademark of The FreeBSD Foundation.


The FreeBSD Logo is a trademark of The FreeBSD Foundation.


See The FreeBSD Foundation’s [http://www.freebsdfoundation.org/]
Trademark Usage Terms and
Conditions [http://www.freebsdfoundation.org/documents/Guidelines.shtml]
page for information on use of the FreeBSD marks.


Adobe, Acrobat, Acrobat Reader, and PostScript are either registered
trademarks or trademarks of Adobe Systems Incorporated in the United
States and/or other countries.


AMD, Am486, Am5X86, AMD Athlon, AMD Duron, AMD Opteron, AMD-K6, Athlon,
Élan, Opteron, and PCnet are trademarks of Advanced Micro Devices, Inc.


Apple, FireWire, Mac, Macintosh, Mac OS, Quicktime, and TrueType are
trademarks of Apple Computer, Inc., registered in the United States and
other countries.


CVSup is a registered trademark of John D. Polstra.


IBM and PowerPC are trademarks of International Business Machines
Corporation in the United States, other countries, or both.


IEEE, POSIX, and 802 are registered trademarks of The Institute of
Electrical and Electronics Engineers, Inc.


Intel, Celeron, EtherExpress, i386, i486, Itanium, Pentium, and Xeon are
trademarks or registered trademarks of Intel Corporation or its
subsidiaries in the United States and other countries.


Linux is a registered trademark of Linus Torvalds in the United States.


Motif, OSF/1, and UNIX are registered trademarks and IT DialTone and The
Open Group are trademarks of The Open Group in the United States and
other countries.


MySQL is a registered trademark of MySQL AB in the United States, the
European Union and other countries.


Silicon Graphics, SGI, and OpenGL are registered trademarks of Silicon
Graphics, Inc., in the United States and/or other countries worldwide.


Sparc, Sparc64, SPARCEngine, and UltraSPARC are trademarks of SPARC
International, Inc in the United States and other countries. Products
bearing SPARC trademarks are based upon architecture developed by Sun
Microsystems, Inc.


Sun, Sun Microsystems, SunOS, Solaris, and Java are trademarks or
registered trademarks of Sun Microsystems, Inc. in the United States and
other countries.


Many of the designations used by manufacturers and sellers to
distinguish their products are claimed as trademarks. Where those
designations appear on this website, and the FreeBSD Project was aware
of the trademark claim, the designations have been followed by the ‘™’
or the ‘®’ symbol.
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================================================================
                         RELEASE NOTES
                 FreeBSD 2.2.7-RELEASE VERSION
================================================================

1. What's new since 2.2.6
-------------------------

Kernel features:
----------------
o DPT SCSI RAID controller updated (including support for EISA cards)
  and is now enabled by default.

o MSDOS FAT32 (Win95 long filename) support.

o Various bugs in the SCSI changer code fixed.

o New support for Crystal Semiconductor CS8920 based ethernet cards.

o Dead LFS code removed.

o New updated Specialix SI/XIO/SX driver.

o dmesg (history buffer) now user-sizeable.  See MSGBUF_SIZE
  option in /sys/i386/conf/LINT.

o Various bugfixes for the Adaptec aic7870/aic7880 chipsets.

o Identify Pentium II processors properly at startup now.

o pcm audio driver updated to support Avance Logic ALS100 card and
  basically improve audio support all around.

o Various fixes to NFS credential checking.

o Many updates for the NEC PC98 platform.


Userland features:
------------------
o inetd(8) now allows rate-limiting for services.

o ppp(8) utility significantly updated.  See man page for details.

o Many (MANY!) man pages and other docs updated and cleaned up.

o libc_r (part of POSIX pthread support) is now part of the system by
  default and incorporates numerous bug fixes.

o ls(1) has grown a number of new flags - man ls for details.

o cvs(1) updated to version 1.9.26

o Various parts of /etc updated with selected features from 3.0.

o as(1) now understands fildll/fistpll opcodes.

o Various improvements to the installation procedure.

o Various minor curses(3) positioning errors fixed.

o Several bugs in dump(8) and restore(8) fixed.

o Various enhancements made to the login class mechanism and
  default limits raised for workstation users.

o ftpd disables Nagle on the control channel for better response.


Security issues:
----------------
o XFree86 updated to 3.3.2.3 - an important security release containing
  changes from The Open Group which close several possible root-exploits
  from local users.

o Crypto repository updated from 3.0 branch.

o popper and imap upgraded in ports collection to close some nasty security
  holes (see Bugtrax).

o Various buffer overflows in utilities like rcp(1) and more(1) (just to
  name a few) have been closed.

o Bounds-checking added to numerous "attackable" locations in BIND and
  much of BIND significantly updated.


2. Supported Configurations
---------------------------

FreeBSD currently runs on a wide variety of ISA, VLB, EISA and PCI bus
based PC's, ranging from 386sx to Pentium class machines (though the
386sx is not recommended).  Support for generic IDE or ESDI drive
configurations, various SCSI controller, network and serial cards is
also provided.

What follows is a list of all peripherals currently known to work with
FreeBSD.  Other configurations may also work, we have simply not as yet
received confirmation of this.


2.1. Disk Controllers
---------------------

WD1003 (any generic MFM/RLL)
WD1007 (any generic IDE/ESDI)
IDE
ATA

Adaptec 1535 ISA SCSI controllers
Adaptec 154x series ISA SCSI controllers
Adaptec 174x series EISA SCSI controller in standard and enhanced mode.
Adaptec 274X/284X/2940/3940 (Narrow/Wide/Twin) series ISA/EISA/PCI SCSI
controllers.
Adaptec AIC7850 on-board SCSI controllers.

** Note: You cannot boot from the SoundBlaster cards as they have no
   on-board BIOS, such being necessary for mapping the boot device into the
   system BIOS I/O vectors.  They're perfectly usable for external tapes,
   CDROMs, etc, however.  The same goes for any other AIC-6x60 based card
   without a boot ROM.  Some systems DO have a boot ROM, which is generally
   indicated by some sort of message when the system is first powered up
   or reset, and in such cases you *will* also be able to boot from them.
   Check your system/board documentation for more details.

Buslogic 545S & 545c
Buslogic 445S/445c VLB SCSI controller
Buslogic 742A, 747S, 747c EISA SCSI controller.
Buslogic 946c PCI SCSI controller
Buslogic 956c PCI SCSI controller

SymBios (formerly NCR) 53C810, 53C825, 53c860 and 53c875 PCI SCSI
controllers:
    ASUS SC-200
    Data Technology DTC3130 (all variants)
    NCR cards (all)
    Symbios cards (all)
    Tekram DC390W, 390U and 390F
    Tyan S1365

Tekram DC390 and DC390T controllers (maybe other cards based on the
AMD 53c974 as well).

NCR5380/NCR53400 ("ProAudio Spectrum") SCSI controller.

DTC 3290 EISA SCSI controller in 1542 emulation mode.

UltraStor 14F, 24F and 34F SCSI controllers.

Seagate ST01/02 SCSI controllers.

Future Domain 8xx/950 series SCSI controllers.

WD7000 SCSI controller.

With all supported SCSI controllers, full support is provided for
SCSI-I & SCSI-II peripherals, including Disks, tape drives (including
DAT and 8mm Exabyte) and CD ROM drives.

The following CD-ROM type systems are supported at this time:
(cd)    SCSI interface (also includes ProAudio Spectrum and
        SoundBlaster SCSI)
(matcd) Matsushita/Panasonic (Creative SoundBlaster) proprietary
        interface (562/563 models)
(scd)   Sony proprietary interface (all models)
(wcd)   ATAPI IDE interface


Unmaintained drivers, they might or might not work for your hardware:

  Adaptec 1510 series ISA SCSI controllers (not for bootable devices)
  Adaptec 152x series ISA SCSI controllers
  Adaptec AIC-6260 and AIC-6360 based boards, which includes the AHA-152x
  and SoundBlaster SCSI cards.

  Floppy tape interface (Colorado/Mountain/Insight)

  (mcd)   Mitsumi proprietary CD-ROM interface (all models)

2.2. Ethernet cards
-------------------

Allied-Telesis AT1700 and RE2000 cards

AMD PCnet/PCI (79c970 & 53c974 or 79c974)

SMC Elite 16 WD8013 ethernet interface, and most other WD8003E,
WD8003EBT, WD8003W, WD8013W, WD8003S, WD8003SBT and WD8013EBT
based clones.  SMC Elite Ultra.  SMC Etherpower II.

Texas Instruments ThunderLAN PCI NICs, including the following:
Compaq Netelligent 10, 10/100, 10/100 Proliant, 10/100 Dual-Port
Compaq Netelligent 10/100 TX Embedded UTP, 10 T PCI UTP/Coax, 10/100 TX UTP
Compaq NetFlex 3P, 3P Integrated, 3P w/ BNC
Olicom OC-2135/2138, OC-2325, OC-2326 10/100 TX UTP

DEC EtherWORKS III NICs (DE203, DE204, and DE205)
DEC EtherWORKS II NICs (DE200, DE201, DE202, and DE422)
DEC DC21040, DC21041, or DC21140 based NICs (SMC Etherpower 8432T, DE245, etc)
DEC FDDI (DEFPA/DEFEA) NICs

Fujitsu MB86960A/MB86965A

HP PC Lan+ cards (model numbers: 27247B and 27252A).

Intel EtherExpress (not recommended due to driver instability)
Intel EtherExpress Pro/10
Intel EtherExpress Pro/100B PCI Fast Ethernet

Isolan AT 4141-0 (16 bit)
Isolink 4110     (8 bit)

Novell NE1000, NE2000, and NE2100 ethernet interface.

3Com 3C501 cards

3Com 3C503 Etherlink II

3Com 3c505 Etherlink/+

3Com 3C507 Etherlink 16/TP

3Com 3C509, 3C579, 3C589 (PCMCIA), 3C590/592/595/900/905 PCI and EISA
(Fast) Etherlink III / (Fast) Etherlink XL

Toshiba ethernet cards

PCMCIA ethernet cards from IBM and National Semiconductor are also
supported.

Note that NO token ring cards are supported at this time as we're
still waiting for someone to donate a driver for one of them.  Any
takers?


2.3. Misc
---------

AST 4 port serial card using shared IRQ.

ARNET 8 port serial card using shared IRQ.
ARNET (now Digiboard) Sync 570/i high-speed serial.

Boca BB1004 4-Port serial card (Modems NOT supported)
Boca IOAT66 6-Port serial card (Modems supported)
Boca BB1008 8-Port serial card (Modems NOT supported)
Boca BB2016 16-Port serial card (Modems supported)

Comtrol Rocketport card.

Cyclades Cyclom-y Serial Board.

STB 4 port card using shared IRQ.

SDL Communications Riscom/8 Serial Board.
SDL Communications RISCom/N2 and N2pci high-speed sync serial boards.

Stallion multiport serial boards: EasyIO, EasyConnection 8/32 & 8/64,
ONboard 4/16 and Brumby.

Adlib, SoundBlaster, SoundBlaster Pro, ProAudioSpectrum, Gravis UltraSound
and Roland MPU-401 sound cards.

Connectix QuickCam
Matrox Meteor Video frame grabber
Creative Labs Video Spigot frame grabber
Cortex1 frame grabber
Hauppauge Wincast/TV boards (PCI)
STB TV PCI
Intel Smart Video Recorder III
Various Frame grabbers based on Brooktree Bt848 chip.

HP4020, HP6020, Philips CDD2000/CDD2660 and Plasmon CD-R drives.

PS/2 mice

Standard PC Joystick

X-10 power controllers

GPIB and Transputer drivers.

Genius and Mustek hand scanners.


FreeBSD currently does NOT support IBM's microchannel (MCA) bus.


3. Obtaining FreeBSD
--------------------

You may obtain FreeBSD in a variety of ways:

3.1. FTP/Mail
-------------

You can ftp FreeBSD and any or all of its optional packages from
`ftp.FreeBSD.org' - the official FreeBSD release site.

For other locations that mirror the FreeBSD software see the file
MIRROR.SITES.  Please ftp the distribution from the site closest (in
networking terms) to you.  Additional mirror sites are always welcome!
Contact freebsd-admin@FreeBSD.org for more details if you'd like to
become an official mirror site.

If you do not have access to the Internet and electronic mail is your
only recourse, then you may still fetch the files by sending mail to
`ftpmail@ftpmail.vix.com' - putting the keyword "help" in your message
to get more information on how to fetch files using this mechanism.
Please do note, however, that this will end up sending many *tens of
megabytes* through the mail and should only be employed as an absolute
LAST resort!


3.2. CDROM
----------

FreeBSD 3.0-SNAP and 2.2.x-RELEASE CDs may be ordered on CDROM from:

        Walnut Creek CDROM
        4041 Pike Lane, Suite D
        Concord CA  94520
        1-800-786-9907, +1-925-674-0783, +1-925-674-0821 (FAX)

Or via the Internet from orders@cdrom.com or http://www.cdrom.com.
Their current catalog can be obtained via ftp from:

        ftp://ftp.cdrom.com/cdrom/catalog

Cost per -RELEASE CD is $39.95 or $24.95 with a FreeBSD subscription.
FreeBSD 3.0-SNAP CDs are $39.95 or $14.95 with a FreeBSD-SNAP subscription
(-RELEASE and -SNAP subscriptions are entirely separate).  With a
subscription, you will automatically receive updates as they are released.
Your credit card will be billed when each disk is shipped and you may cancel
your subscription at any time without further obligation.

Shipping (per order not per disc) is $5 in the US, Canada or Mexico
and $9.00 overseas.  They accept Visa, Mastercard, Discover, American
Express or checks in U.S. Dollars and ship COD within the United
States.  California residents please add 8.25% sales tax.

Should you be dissatisfied for any reason, the CD comes with an
unconditional return policy.


4. Reporting problems, making suggestions, submitting code.
-----------------------------------------------------------

Your suggestions, bug reports and contributions of code are always
valued - please do not hesitate to report any problems you may find
(preferably with a fix attached, if you can!).

The preferred method to submit bug reports from a machine with
Internet mail connectivity is to use the send-pr command or use the CGI
script at http://www.FreeBSD.org/send-pr.html.  Bug reports
will be dutifully filed by our faithful bugfiler program and you can
be sure that we'll do our best to respond to all reported bugs as soon
as possible.  Bugs filed in this way are also visible on our WEB site
in the support section and are therefore valuable both as bug reports
and as "signposts" for other users concerning potential problems to
watch out for.

If, for some reason, you are unable to use the send-pr command to
submit a bug report, you can try to send it to:

               freebsd-bugs@FreeBSD.org

Note that send-pr itself is a shell script that should be easy to move
even onto a totally different system.  We much prefer if you could use
this interface, since it make it easier to keep track of the problem
reports.  However, before submitting, please try to make sure whether
the problem might have already been fixed since.

Otherwise, for any questions or tech support issues, please send mail to:

               freebsd-questions@FreeBSD.org

Additionally, being a volunteer effort, we are always happy to have
extra hands willing to help - there are already far more desired
enhancements than we'll ever be able to manage by ourselves!  To
contact us on technical matters, or with offers of help, please send
mail to:

               freebsd-hackers@FreeBSD.org

Please note that these mailing lists can experience *significant*
amounts of traffic and if you have slow or expensive mail access and
are only interested in keeping up with significant FreeBSD events, you
may find it preferable to subscribe instead to:

               freebsd-announce@FreeBSD.org

All of the mailing lists can be freely joined by anyone wishing
to do so.  Send mail to MajorDomo@FreeBSD.org and include the keyword
`help' on a line by itself somewhere in the body of the message.  This
will give you more information on joining the various lists, accessing
archives, etc.  There are a number of mailing lists targeted at
special interest groups not mentioned here, so send mail to majordomo
and ask about them!
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All of the documentation and software included in the 4.4BSD and
4.4BSD-Lite Releases is copyrighted by The Regents of the University of
California.


Copyright 1979, 1980, 1983, 1986, 1988, 1989, 1991, 1992, 1993, 1994 The
Regents of the University of California. All rights reserved.


Redistribution and use in source and binary forms, with or without
modification, are permitted provided that the following conditions are
met:



		Redistributions of source code must retain the above copyright
notice, this list of conditions and the following disclaimer.





		Redistributions in binary form must reproduce the above copyright
notice, this list of conditions and the following disclaimer in the
documentation and/or other materials provided with the distribution.





		All advertising materials mentioning features or use of this software
must display the following acknowledgement:



This product includes software developed by the University of
California, Berkeley and its contributors.









		Neither the name of the University nor the names of its contributors
may be used to endorse or promote products derived from this software
without specific prior written permission.








THIS SOFTWARE IS PROVIDED BY THE REGENTS AND CONTRIBUTORS ``AS IS’’
AND ANY EXPRESS OR IMPLIED WARRANTIES, INCLUDING, BUT NOT LIMITED TO,
THE IMPLIED WARRANTIES OF MERCHANTABILITY AND FITNESS FOR A PARTICULAR
PURPOSE ARE DISCLAIMED. IN NO EVENT SHALL THE REGENTS OR CONTRIBUTORS BE
LIABLE FOR ANY DIRECT, INDIRECT, INCIDENTAL, SPECIAL, EXEMPLARY, OR
CONSEQUENTIAL DAMAGES (INCLUDING, BUT NOT LIMITED TO, PROCUREMENT OF
SUBSTITUTE GOODS OR SERVICES; LOSS OF USE, DATA, OR PROFITS; OR BUSINESS
INTERRUPTION) HOWEVER CAUSED AND ON ANY THEORY OF LIABILITY, WHETHER IN
CONTRACT, STRICT LIABILITY, OR TORT (INCLUDING NEGLIGENCE OR OTHERWISE)
ARISING IN ANY WAY OUT OF THE USE OF THIS SOFTWARE, EVEN IF ADVISED OF
THE POSSIBILITY OF SUCH DAMAGE.


The Institute of Electrical and Electronics Engineers and the American
National Standards Committee X3, on Information Processing Systems have
given us permission to reprint portions of their documentation.


In the following statement, the phrase ``this text’’ refers to
portions of the system documentation.


Portions of this text are reprinted and reproduced in electronic form in
the second BSD Networking Software Release, from IEEE Std 1003.1-1988,
IEEE Standard Portable Operating System Interface for Computer
Environments (POSIX), copyright C 1988 by the Institute of Electrical
and Electronics Engineers, Inc. In the event of any discrepancy between
these versions and the original IEEE Standard, the original IEEE
Standard is the referee document.


In the following statement, the phrase ``This material’’ refers to
portions of the system documentation.


This material is reproduced with permission from American National
Standards Committee X3, on Information Processing Systems. Computer and
Business Equipment Manufacturers Association (CBEMA), 311 First St., NW,
Suite 500, Washington, DC 20001-2178. The developmental work of
Programming Language C was completed by the X3J11 Technical Committee.


The views and conclusions contained in the software and documentation
are those of the authors and should not be interpreted as representing
official policies, either expressed or implied, of the Regents of the
University of California.








NOTE: The copyright of UC Berkeley’s Berkeley Software Distribution
(“BSD”) source has been updated. The copyright addendum may be found at
ftp://ftp.cs.berkeley.edu/pub/4bsd/README.Impt.License.Change and is
included below.



July 22, 1999


To All Licensees, Distributors of Any Version of BSD:


As you know, certain of the Berkeley Software Distribution (“BSD”)
source code files require that further distributions of products
containing all or portions of the software, acknowledge within their
advertising materials that such products contain software developed
by UC Berkeley and its contributors.


Specifically, the provision reads:


"     * 3. All advertising materials mentioning features or use of this software
      *    must display the following acknowledgement:
      *    This product includes software developed by the University of
      *    California, Berkeley and its contributors."






Effective immediately, licensees and distributors are no longer
required to include the acknowledgement within advertising
materials. Accordingly, the foregoing paragraph of those BSD Unix
files containing it is hereby deleted in its entirety.



William Hoskins


Director, Office of Technology Licensing

University of California, Berkeley
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                                 RELEASE NOTES
                              FreeBSD 4.2-RELEASE

Any installation failures or crashes should be reported by using the
send-pr command (those preferring a Web-based interface can also see
http://www.FreeBSD.org/send-pr.html).

For information about FreeBSD and the layout of the 4.2-RELEASE directory
(especially if you're installing from floppies!), see ABOUT.TXT.  For
installation instructions, see the INSTALL.TXT and HARDWARE.TXT files.

For the latest 4-stable snapshots, you should always see:

        ftp://releng4.FreeBSD.org/pub/FreeBSD

Table of contents:
------------------
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   2.1 Disk Controllers
   2.2 Ethernet cards
   2.3 FDDI
   2.4 ATM
   2.5 Misc

3. Obtaining FreeBSD
   3.1 FTP/Mail
   3.2 CDROM

4. Upgrading from previous releases of FreeBSD

5. Reporting problems, making suggestions, submitting code

6. Acknowledgements


1. What's new since 4.1-RELEASE
--------------------------------------
Changes which were also present in the 4.1.1 point release will be
marked [4.1.1].

1.1. KERNEL CHANGES
-------------------
The tap driver, a virtual Ethernet device driver for bridged
configurations, has been added. [4.1.1]

accept_filters, a kernel feature to reduce overheads when accepting
and reading new connections on listening sockets, has been added. [4.1.1]

POSIX.1b Shared Memory Objects are now supported.  The implementation
uses regular files, but automatically enables the MAP_NOSYNC flag
when they are mmap(2)ed. [4.1.1]

The ata(4) driver now has support for ATA100 controllers. [4.1.1]

The ata(4) driver now has support for tagged queueing, which is
enabled by the ATA_ENABLE_TAGS option.  It also supports the
ServerWorks ROSB4 ATA33 chipset, the CMD 648 ATA66 and CMD 649 ATA100
chipsets, and the Cyrix 5530.  It also has support for ATA "pseudo"
RAID controllers, including the Promise Fasttrak and HighPoint HPT370
controllers.

The ti(4) driver now supports the Alteon AceNIC 1000baseT Gigabit
Ethernet and Netgear GA620T 1000baseT Gigabit Ethernet cards. [4.1.1]

The ng_bridge(4) node type has been added to the netgraph subsystem.
Miscellaneous bug fixes and enhancements have also been made. [4.1.1]

Support for Fujitsu MB86960A/MB86965A based Ethernet PC-Cards is back.
[4.1.1]

The asr(4) driver, which provides support for the Adaptec SCSI RAID
controller family, as well as the DPT SmartRAID V and VI families, has
been added. [4.1.1]

The i386 boot loader now has support for a "nullconsole" console type,
for use on systems with neither a video console nor a serial
port. [4.1.1]

The pcn(4) driver, which supports the AMD PCnet/FAST, PCnet/FAST+,
PCnet/FAST III, PCnet/PRO, PCnet/Home, and HomePNA adapters, has been
added.  Although these cards are already supported by the lnc(4)
driver, the pcn driver runs these chips in 32-bit mode and uses the RX
alignment feature to achieve zero-copy receive.  This driver is also
machine-independent, so it will work on both the i386 and alpha
platforms.  The lnc driver is still needed to support non-PCI cards.

The pcm(4) driver now supports the ESS Solo 1, Maestro-1, Maestro-2,
and Maestro-2e; Forte Media fm801, ESS Maestro-2e, and VIA Technologies
VT82C686A sound card/chipsets, and has received some other updates.

Replace the PQ_*CACHE options with a single PQ_CACHESIZE option to be
set to the cache size in kilobytes.  The old options are still
supported for backwards compatibility.

The NCPU, NAPIC, NBUS, and NINTR kernel configuration options,
for configuring SMP kernels, have been removed.  NCPU is now set to a
maximum of 16, and the other, aforementioned options are now dynamic.

The ahc(4) driver has been updated.

The amr(4) driver has been updated with support for new AMI
MegaRAID models.

The snc(4) driver for the National Semiconductor DP8393X (SONIC)
Ethernet controller.  Curently, this driver is only used on the PC-98
architecture.

The ich(4) driver for the Intel 82801AA (ICH) SMBus controller and
compatibles has been added.

bktr(4) driver has been updated to 2.15.  New tuner types have been
added, and improvememts to the KLD module and to memory allocation
have been made. [4.1.1]  This driver subsequently was updated to 2.17,
which fixes bugs in devfs when unloading and reloading, and syncs with
some NetBSD changes.

Default the PC Card Interface Controller(pcic) to polling mode(irq 0).

The ncv(4), nsp(4), and stg(4) drivers have been ported from
NetBSD/pc98.  They supports NCR 53C50 / Workbit Ninja SCSI-3 / TMC
18C30, 18C50 based PC-Card/ISA SCSI controllers.

The mly(4) driver, for Mylex PCI to SCSI AccelRAID and eXtremeRAID
controllers with firmware 6.x and later, has been added.

The twe(4) driver for 3ware controllers has been updated, with
improved queueing, error handling and reporting, and user interface
for the 3ware-supplied '3dm' monitoring tool.

The uscanner(4) driver, which provides basic USB scanner support using
SANE, has been added.  (See the SANE home page for supported
scanners.)  The HP ScanJet 4100C, 5200C and 6300C are known to be
working.

The umodem(4) driver for USB modems has been added; it currently
supports the 3Com 5605 USB modem.


1.2. SECURITY FIXES
-------------------

sysinstall(8) now allows the user to select one of three "security
profiles" at install-time.  These profiles enable different levels of
system security by enabling or disabling various system services in
rc.conf(5) on new installs. [4.1.1]

Many string-handling library calls were fixed to reduce the
possibility of buffer overflow-related exploits.

A security hole in Linux emulation was fixed (see security advisory
FreeBSD-SA-00:42).  [4.1.1]

TCP now uses stronger randomness in choosing its initial sequence
numbers (see security advisory FreeBSD-SA-00:52).

A bug in finger(1) that could allow remote users to view
world-readable files has been closed (see security advisory
FreeBSD-SA-00:54).

rlogind(8), rshd(8), and fingerd(8) are now disabled by default in
/etc/inetd.conf.  This change only affects new installations.

Several buffer overflows in tcpdump(1) were corrected (see security
advisory FreeBSD-SA-00:61).

A security hole in top(1) was corrected (see security advisory
FreeBSD-SA-00:62).

A potential security hole caused by an off-by-one-error in
gethostbyname(3) has been fixed (see security advisory
FreeBSD-SA-00:63).

A potential buffer overflow in the ncurses(3X) library, which could
cause arbitrary code to be run from within systat(1), has been corrected
(see security advisory FreeBSD-SA-00:68).

A vulnerability in telnetd(8) that could cause it to consume large
amounts of server resources has been fixed (see security advisory
FreeBSD-SA-00:69).

The "nat deny_incoming" command in ppp(8) now works correctly (see
security advisory FreeBSD-SA-00:70).


1.3. USERLAND CHANGES
---------------------

RSA Security has waived all patent rights to the RSA algorithm (two
weeks before the patent was due to expire).  As a result, the native
OpenSSL implementation of the RSA algorithm is now activated by
default, and the rsaref port and librsaUSA are no longer required for
USA residents. [4.1.1]

sshd is now enabled by default on new installs. [4.1.1]

Version numbers of installed packages have a new (backward-compatible)
syntax, which supports the "PORTREVISION" and "PORTEPOCH" variables in
ports collection makefiles.  These changes help keep track of changes
in the ports collection entries such as security patches or
FreeBSD-specific updates, which aren't reflected in the original,
third-party software distributions.  pkg_version(1) can now compare
these new-style version numbers. [4.1.1]

sendmail upgraded from version 8.9.3 to version 8.11.1.  Important changes
include: new default file locations (see /usr/src/contrib/sendmail/cf/README);
newaliases is limited to root and trusted users; STARTTLS encryption; and
the MSA port (587) is turned on by default.  See
/usr/src/contrib/sendmail/RELEASE_NOTES for more information.

mail.local(8) is no longer installed as a set-user-id binary.  If you
are using a /etc/mail/sendmail.cf from the default sendmail.cf
included with FreeBSD any time after 3.1.0, you are fine.  If you are
using a hand-configured sendmail.cf and mail.local for delivery, check
to make sure the F="S" flag is set on the Mlocal line.  Those with .mc
files who need to add the flag can do so by adding the following line
to their your .mc file and regenerating the sendmail.cf file:
    MODIFY_MAILER_FLAGS(`LOCAL', `+S')dnl
Note that FEATURE(`local_lmtp') already does this.

The default /etc/mail/sendmail.cf disables the SMTP EXPN and VRFY commands.

vacation(1) has been updated to use the version included with
sendmail.

The sendmail(8) configuration building tools are installed in
/usr/share/sendmail/cf/.

OpenSSH has been upgraded to 2.2.0.  ssh-add(1) and ssh-agent(1) can
now handle DSA keys.  An sftp server interoperable with ssh.com
clients and others has been added.  scp(1) can now handle files >2GB.
Interoperability with other ssh2 clients/servers has been improved.  A
new feature to limit the number of outstanding unauthenticated ssh
connections in sshd has been added.

The compiler chain now uses the FSF-supplied C/C++ runtime
initialization code.  This change brings about better compatibility
with code generated from the various egcs and gcc ports, as well as
the stock public FSF source.

cvs(1) has been updated to 1.11.

The threads library has gained some signal handling changes, bug
fixes, and performance enhancements (including zero system call thread
switching).  gdb(1) thread support has been updated to match these
changes.

GDB now supports hardware watchpoints. [4.1.1]

routed(8) has been updated to version 2.22. [4.1.1]

The truncate(1) utility, which truncates or extends the length of
files, has been added. [4.1.1]

syslogd(8) can take a -n option to disable DNS queries for every
request. [4.1.1]

kenv(1), a command to dump the kernel environment, has been added.
[4.1.1]

The behavior of periodic(8) is now controlled by
/etc/defaults/periodic.conf and /etc/periodic.conf. [4.1.1]

logger(1) can now send messages directly to a remote syslog. [4.1.1]

OpenSSL has been upgraded to 0.9.5a, which includes numerous bugfixes
and enhancements. [4.1.1]

finger(1) now has the ability to support fingering aliases, via the
finger.conf(5) file. [4.1.1]

The xl(4) driver now supports the 3Com 3C556 and 3C556B MiniPCI
adapters used on some laptops. [4.1.1]

killall(1) is now a C program, rather than a Perl script.  As a
result, killall's -m option now uses the regular expression syntax of
regex(3), rather than that of perl(1). [4.1.1]

boot98cfg(8), a PC-98 boot manager installation and configuration
utility, has been added. [4.1.1]

The ifconfig(8) command can set the link-layer address of an
interface.  [4.1.1]

setproctitle(3) has been moved from libutil to libc. [4.1.1]

sed(1) now takes a -E option for extended regular expression
support. [4.1.1]

ln(1) now takes an -i option to request user configuration before
overwriting an existing file. [4.1.1]

tcpdump(1) has received some updates and bugfixes.

User-land ppp(8) has received a number of updates and bugfixes.

The internal procedure for building perl has changed, and no longer
depends on (nor installs) miniperl.  Users upgrading from source
should delete /usr/bin/miniperl.

To improve performance and disk utilization, the "ports skeletons" in
the FreeBSD Ports Collection have been restructured.  Installed ports
and packages should not be affected.

ncurses has been updated to ncurses-5.1-20001009.

make(1) has gained the :C/// (regexp substitution), :L (lowercase),
and :U (uppercase) variable modifiers.  These were added to reduce the
differences between the FreeBSD and OpenBSD/NetBSD make programs.

The "in use" percentage metric displayed by netstat(1) now really
reflects the percentage of network mbufs used.

chio(1) now has the ability to specify elements by volume tag instead
of by their physical location as well as the ability to return an
element to its previous location.

The ISC library from the BIND distribution is now built as libisc.

IP Filter is now supported by the rc.conf(5) boot-time configuration
and initialization.


2. Supported Configurations
---------------------------
FreeBSD currently runs on a wide variety of ISA, VLB, EISA, MCA and PCI
bus based PC's, ranging from 386sx to Pentium class machines (though the
386sx is not recommended).  Support for generic IDE drive
configurations, various SCSI controller, network and serial cards is
also provided.

What follows is a list of all peripherals currently known to work with
FreeBSD.  Other configurations may also work, we have simply not as yet
received confirmation of this.


2.1. Disk Controllers
---------------------
IDE
ATA

Adaptec 1535 ISA SCSI controllers
Adaptec 154x series ISA SCSI controllers
Adaptec 164x series MCA SCSI controllers
Adaptec 174x series EISA SCSI controller in standard and enhanced mode.
Adaptec 274X/284X/2920C/294x/2950/3940/3950 (Narrow/Wide/Twin) series
EISA/VLB/PCI SCSI controllers.
Adaptec AIC7850, AIC7860, AIC7880, AIC789x, on-board SCSI controllers.
Adaptec 1510 series ISA SCSI controllers (not for bootable devices)
Adaptec 152x series ISA SCSI controllers
Adaptec AIC-6260 and AIC-6360 based boards, which includes the AHA-152x
and SoundBlaster SCSI cards.

Adaptec 1400, 2100S, 3200S, and 3400S SCSI RAID controllers.

AdvanSys SCSI controllers (all models).

BusLogic MultiMaster controllers:

[ Please note that BusLogic/Mylex "Flashpoint" adapters are NOT yet supported ]

BusLogic MultiMaster "W" Series Host Adapters:
    BT-948, BT-958, BT-958D
BusLogic MultiMaster "C" Series Host Adapters:
    BT-946C, BT-956C, BT-956CD, BT-445C, BT-747C, BT-757C, BT-757CD, BT-545C,
    BT-540CF
BusLogic MultiMaster "S" Series Host Adapters:
    BT-445S, BT-747S, BT-747D, BT-757S, BT-757D, BT-545S, BT-542D, BT-742A,
    BT-542B
BusLogic MultiMaster "A" Series Host Adapters:
    BT-742A, BT-542B

AMI FastDisk controllers that are true BusLogic MultiMaster clones are also
supported.

The Buslogic/Bustek BT-640 and Storage Dimensions SDC3211B and SDC3211F
Microchannel (MCA) bus adapters are also supported.

DPT SmartCACHE Plus, SmartCACHE III, SmartRAID III, SmartCACHE IV and
SmartRAID IV SCSI/RAID controllers are supported.

DPT SmartRAID V and VI SCSI RAID controllers:
    PM1554, PM2554, PM2654, PM2865, PM2754, PM3755, PM3757

AMI MegaRAID Express and Enterprise family RAID controllers:
    MegaRAID 418
    MegaRAID Enterprise 1200 (428)
    MegaRAID Enterprise 1300
    MegaRAID Enterprise 1400
    MegaRAID Enterprise 1500
    MegaRAID Enterprise 1600
    MegaRAID Elite 1500
    MegaRAID Elite 1600
    MegaRAID Express 200
    MegaRAID Express 300
    MegaRAID Express 400
    Dell PERC
    Dell PERC 2/SC
    Dell PERC 2/DC
Some HP NetRAID controllers are OEM versions of AMI designs, and
these are also supported.  Booting from these controllers is supported.

Mylex DAC960 and DAC1100 RAID controllers with 2.x, 3.x, 4.x and 5.x
firmware:
    DAC960P
    DAC960PD
    DAC960PDU
    DAC960PL
    DAC960PJ
    DAC960PG
    AcceleRAID 150
    AcceleRAID 250
    eXtremeRAID 1100
Booting from these controllers is supported. EISA adapters are not
supported.

Mylex PCI to SCSI RAID controllers with 6.x firmware:
    AcceleRAID 160
    AcceleRAID 170
    AcceleRAID 352
    eXtremeRAID 2000
    eXtremeRAID 3000
Compatible Mylex controllers not listed should work, but have not been
verified.

3ware Escalade ATA RAID controllers.  All members of the 5000 and
6000 series are supported.

SymBios (formerly NCR) 53C810, 53C810a, 53C815, 53C820, 53C825a,
53C860, 53C875, 53C875j, 53C885, 53C895 and 53C896 PCI SCSI controllers:
        ASUS SC-200
        Data Technology DTC3130 (all variants)
    Diamond FirePort (all)
        NCR cards (all)
        Symbios cards (all)
        Tekram DC390W, 390U and 390F
        Tyan S1365

NCR 53C500 based PC-Card SCSI host adapters:
    IO DATA PCSC-DV
    KME KXLC002(TAXAN ICD-400PN, etc.), KXLC004
    Macnica Miracle SCSI-II mPS110
    Media Intelligent MSC-110, MSC-200
    NEC PC-9801N-J03R
    New Media Corporation BASICS SCSI
    Qlogic Fast SCSI
    RATOC REX-9530, REX-5572 (as SCSI only)

TMC 18C30, 18C50 based ISA/PC-Card SCSI host adapters:
    Future Domain SCSI2GO
    IBM SCSI PCMCIA Card
    ICM PSC-2401 SCSI
    Melco IFC-SC
    RATOC REX-5536, REX-5536AM, REX-5536M, REX-9836A

QLogic 1020, 1040, 1040B, 1080 and 1240 SCSI Host Adapters.
QLogic 2100 Fibre Channel Adapters (private loop only).

DTC 3290 EISA SCSI controller in 1542 emulation mode.

Workbit Ninja SCSI-3 based PC-Card SCSI host adapters:
    Alpha-Data AD-PCS201
    IO DATA CBSC16

With all supported SCSI controllers, full support is provided for
SCSI-I & SCSI-II peripherals, including hard disks, optical disks,
tape drives (including DAT and 8mm Exabyte), medium changers, processor
target devices and CDROM drives.  WORM devices that support CDROM commands
are supported for read-only access by the CDROM driver.  WORM/CD-R/CD-RW
writing support is provided by cdrecord, which is in the ports tree.

The following CD-ROM type systems are supported at this time:
(cd)    SCSI interface (also includes ProAudio Spectrum and
        SoundBlaster SCSI)
(matcd) Matsushita/Panasonic (Creative SoundBlaster) proprietary
        interface (562/563 models)
(scd)   Sony proprietary interface (all models)
(acd)   ATAPI IDE interface

The following drivers were supported under the old SCSI subsystem, but are
NOT YET supported under the new CAM SCSI subsystem:

  NCR5380/NCR53400 ("ProAudio Spectrum") SCSI controller.

  UltraStor 14F, 24F and 34F SCSI controllers.

  Seagate ST01/02 SCSI controllers.

  Future Domain 8xx/950 series SCSI controllers.

  WD7000 SCSI controller.

  [ Note:  There is work-in-progress to port the UltraStor driver to
    the new CAM SCSI framework, but no estimates on when or if it will
    be completed. ]

Unmaintained drivers, they might or might not work for your hardware:

  (mcd)   Mitsumi proprietary CD-ROM interface (all models)


2.2. Ethernet cards
-------------------

Adaptec Duralink PCI Fast Ethernet adapters based on the Adaptec
AIC-6915 Fast Ethernet controller chip, including the following:
  ANA-62011 64-bit single port 10/100baseTX adapter
  ANA-62022 64-bit dual port 10/100baseTX adapter
  ANA-62044 64-bit quad port 10/100baseTX adapter
  ANA-69011 32-bit single port 10/100baseTX adapter
  ANA-62020 64-bit single port 100baseFX adapter

Allied-Telesis AT1700 and RE2000 cards

Alteon Networks PCI Gigabit Ethernet NICs based on the Tigon 1 and Tigon 2
chipsets, including the following:
  3Com 3c985-SX (Tigon 1 and 2)
  Alteon AceNIC 1000baseSX (Tigon 1 and 2)
  Alteon AceNIC 1000baseT (Tigon 2)
  DEC/Compaq EtherWORKS 1000
  Farallon PN9000SX
  NEC Gigabit Ethernet
  Netgear GA620 (Tigon 2)
  Netgear GA620T (Tigon 2, 1000baseT)
  Silicon Graphics Gigabit Ethernet

AMD PCnet/PCI (79c970 & 53c974 or 79c974)
AMD PCnet/FAST, PCnet/FAST+, PCnet/FAST III, PCnet/PRO,
PCnet/Home, and HomePNA.

SMC Elite 16 WD8013 Ethernet interface, and most other WD8003E,
WD8003EBT, WD8003W, WD8013W, WD8003S, WD8003SBT and WD8013EBT
based clones.  SMC Elite Ultra.  SMC Etherpower II.

RealTek 8129/8139 Fast Ethernet NICs including the following:
  Allied Telesyn AT2550
  Allied Telesyn AT2500TX
  Genius GF100TXR (RTL8139)
  NDC Communications NE100TX-E
  OvisLink LEF-8129TX
  OvisLink LEF-8139TX
  Netronix Inc. EA-1210 NetEther 10/100
  KTX-9130TX 10/100 Fast Ethernet
  Accton "Cheetah" EN1027D (MPX 5030/5038; RealTek 8139 clone?)
  SMC EZ Card 10/100 PCI 1211-TX

Lite-On 82c168/82c169 PNIC Fast Ethernet NICs including the following:
  LinkSys EtherFast LNE100TX
  NetGear FA310-TX Rev. D1
  Matrox FastNIC 10/100
  Kingston KNE110TX

Macronix 98713, 98713A, 98715, 98715A and 98725 Fast Ethernet NICs
  NDC Communications SFA100A (98713A)
  CNet Pro120A (98713 or 98713A)
  CNet Pro120B (98715)
  SVEC PN102TX (98713)

Macronix/Lite-On PNIC II LC82C115 Fast Ethernet NICs including the following:
  LinkSys EtherFast LNE100TX Version 2

Winbond W89C840F Fast Ethernet NICs including the following:
  Trendware TE100-PCIE

VIA Technologies VT3043 "Rhine I" and VT86C100A "Rhine II" Fast Ethernet
NICs including the following:
  Hawking Technologies PN102TX
  D-Link DFE-530TX
  AOpen/Acer ALN-320

Silicon Integrated Systems SiS 900 and SiS 7016 PCI Fast Ethernet NICs

Sundance Technologies ST201 PCI Fast Ethernet NICs including
the following:
  D-Link DFE-550TX

SysKonnect SK-984x PCI Gigabit Ethernet cards including the following:
  SK-9841 1000baseLX single mode fiber, single port
  SK-9842 1000baseSX multimode fiber, single port
  SK-9843 1000baseLX single mode fiber, dual port
  SK-9844 1000baseSX multimode fiber, dual port

Texas Instruments ThunderLAN PCI NICs, including the following:
  Compaq Netelligent 10, 10/100, 10/100 Proliant, 10/100 Dual-Port
  Compaq Netelligent 10/100 TX Embedded UTP, 10 T PCI UTP/Coax, 10/100 TX UTP
  Compaq NetFlex 3P, 3P Integrated, 3P w/ BNC
  Olicom OC-2135/2138, OC-2325, OC-2326 10/100 TX UTP
  Racore 8165 10/100baseTX
  Racore 8148 10baseT/100baseTX/100baseFX multi-personality

ADMtek Inc. AL981-based PCI Fast Ethernet NICs
ADMtek Inc. AN985-based PCI Fast Ethernet NICs
ADMtek Inc. AN986-based USB Ethernet NICs including the following:
  LinkSys USB100TX
  Billionton USB100
  Melco Inc. LUA-TX
  D-Link DSB-650TX
  SMC 2202USB

CATC USB-EL1210A-based USB Ethernet NICs including the following:
  CATC Netmate
  CATC Netmate II
  Belkin F5U111

Kawasaki LSI KU5KUSB101B-based USB Ethernet NICs including
the following:
  LinkSys USB10T
  Entrega NET-USB-E45
  Peracom USB Ethernet Adapter
  3Com 3c19250
  ADS Technologies USB-10BT
  ATen UC10T
  Netgear EA101
  D-Link DSB-650
  SMC 2102USB
  SMC 2104USB
  Corega USB-T

ASIX Electronics AX88140A PCI NICs, including the following:
  Alfa Inc. GFC2204
  CNet Pro110B

DEC EtherWORKS III NICs (DE203, DE204, and DE205)
DEC EtherWORKS II NICs (DE200, DE201, DE202, and DE422)
DEC DC21040, DC21041, or DC21140 based NICs (SMC Etherpower 8432T, DE245, etc)

Davicom DM9100 and DM9102 PCI Fast Ethernet NICs, including the
following:
  Jaton Corporation XpressNet

Fujitsu MB86960A/MB86965A, including the following:
  CONTEC C-NET(PC)C Ethernet
  Eiger Labs EPX-10BT
  Fujitsu FMV-J182, FMV-J182A, MBH10302, MBH10303 Ethernet PCMCIA
  Fujitsu Towa LA501 Ethernet
  HITACHI HT-4840-11
  NextCom J Link NC5310
  RATOC REX-5588, REX-9822, REX-4886, REX-R280
  TDK LAK-CD021, LAK-CD021A, LAK-CD021BX

HP PC Lan+ cards (model numbers: 27247B and 27252A).

Intel EtherExpress 16
Intel EtherExpress Pro/10
Intel EtherExpress Pro/100B PCI Fast Ethernet
Intel InBusiness 10/100 PCI Network Adapter
Intel PRO/100+ Management Adapter

Isolan AT 4141-0 (16 bit)
Isolink 4110     (8 bit)

Novell NE1000, NE2000, and NE2100 Ethernet interface.

PCI network cards emulating the NE2000: RealTek 8029, NetVin 5000,
Winbond W89C940, Surecom NE-34, VIA VT86C926.

3Com 3C501 cards

3Com 3C503 Etherlink II

3Com 3c505 Etherlink/+

3Com 3C507 Etherlink 16/TP

3Com 3C509, 3C529 (MCA), 3C579,
3C589/589B/589C/589D/589E/XE589ET/574TX/574B (PC-card/PCMCIA),
3C590/592/595/900/905/905B/905C PCI,
3C556/556B MiniPCI,
and EISA (Fast) Etherlink III / (Fast) Etherlink XL

3Com 3c980/3c980B Fast Etherlink XL server adapter

3Com 3cSOHO100-TX OfficeConnect adapter

Crystal Semiconductor CS89x0-based NICs, including:
  IBM Etherjet ISA

NE2000 compatible PC-Card (PCMCIA) Ethernet/FastEthernet cards,
including the following:
  AR-P500 Ethernet card
  Accton EN2212/EN2216/UE2216(OEM)
  Allied Telesis CentreCOM LA100-PCM_V2
  AmbiCom 10BaseT card
  BayNetworks NETGEAR FA410TXC Fast Ethernet
  CNet BC40 adapter
  COREGA Ether PCC-T/EtherII PCC-T/FEther PCC-TXF
  Compex Net-A adapter
  CyQ've ELA-010
  D-Link DE-650/660
  Danpex EN-6200P2
  IO DATA PCLATE
  IBM Creditcard Ethernet I/II
  IC-CARD Ethernet/IC-CARD+ Ethernet
  Linksys EC2T/PCMPC100
  Melco LPC-T
  NDC Ethernet Instant-Link
  National Semiconductor InfoMover NE4100
  Network Everywhere Ethernet 10BaseT PC Card
  Planex FNW-3600-T
  Socket LP-E
  Surecom EtherPerfect EP-427
  TDK LAK-CD031,Grey Cell GCS2000 Ethernet Card
  Telecom Device SuperSocket RE450T

Megahertz X-Jack Ethernet PC-Card CC-10BT

Xircom CreditCard adapters(16bit) and workalikes
    Accton EN2226/Fast EtherCard (16-bit verison)
    Compaq Netelligent 10/100 PC Card
    Intel EtherExpress PRO/100 Mobile Adapter (16-bit verison)
    Xircom Realport card + modem(Ethernet part)
    Xircom CreditCard Ethernet 10/100
    Xircom CreditCard 10Base-T "CreditCard Ethernet Adaptor IIps" (PS-CE2-10)
    Xircom CreditCard Ethernet 10/100 + modem (Ethernet part)

National Semiconductor DP8393X (SONIC) Ethernet cards
    NEC PC-9801-83, -84, -103, and -104
    NEC PC-9801N-25 and -J02R


2.3. FDDI
---------

DEC FDDI (DEFPA/DEFEA) NICs


2.4. ATM
--------

   o ATM Host Interfaces
        - FORE Systems, Inc. PCA-200E ATM PCI Adapters
        - Efficient Networks, Inc. ENI-155p ATM PCI Adapters

   o ATM Signalling Protocols
        - The ATM Forum UNI 3.1 signalling protocol
        - The ATM Forum UNI 3.0 signalling protocol
        - The ATM Forum ILMI address registration
        - FORE Systems's proprietary SPANS signalling protocol
        - Permanent Virtual Channels (PVCs)

   o IETF "Classical IP and ARP over ATM" model
        - RFC 1483, "Multiprotocol Encapsulation over ATM Adaptation Layer 5"
        - RFC 1577, "Classical IP and ARP over ATM"
        - RFC 1626, "Default IP MTU for use over ATM AAL5"
        - RFC 1755, "ATM Signaling Support for IP over ATM"
        - RFC 2225, "Classical IP and ARP over ATM"
        - RFC 2334, "Server Cache Synchronization Protocol (SCSP)"
        - Internet Draft draft-ietf-ion-scsp-atmarp-00.txt,
                "A Distributed ATMARP Service Using SCSP"

   o ATM Sockets interface


2.5. Misc
---------

AST 4 port serial card using shared IRQ.

ARNET 8 port serial card using shared IRQ.
ARNET (now Digiboard) Sync 570/i high-speed serial.

Boca BB1004 4-Port serial card (Modems NOT supported)
Boca IOAT66 6-Port serial card (Modems supported)
Boca BB1008 8-Port serial card (Modems NOT supported)
Boca BB2016 16-Port serial card (Modems supported)

Comtrol Rocketport card.

Cyclades Cyclom-y Serial Board.

STB 4 port card using shared IRQ.

SDL Communications Riscom/8 Serial Board.
SDL Communications RISCom/N2 and N2pci high-speed sync serial boards.

Stallion multiport serial boards: EasyIO, EasyConnection 8/32 & 8/64,
ONboard 4/16 and Brumby.

Specialix SI/XIO/SX ISA, EISA and PCI serial expansion cards/modules.

Adlib, SoundBlaster, SoundBlaster Pro, ProAudioSpectrum, Gravis UltraSound
and Roland MPU-401 sound cards. (snd driver)

Advance Asound 100, 110 and Logic ALS120
Crystal Semiconductor CS461x/462x/428x
ENSONIQ AudioPCI ES1370/1371
ESS ES1868, ES1869, ES1879 and ES1888
ESS Maestro-1, Maestro-2, and Maestro-2E
ForteMedia fm801
Gravis UltraSound MAX/PnP
MSS/WSS Compatible DSPs
NeoMagic 256AV/ZX
OPTi 931/82C931
SoundBlaster, Soundblaster Pro, Soundblaster AWE-32, Soundblaster AWE-64
Trident 4DWave DX/NX
VIA Technologies VT82C686A
Yamaha DS1 and DS1e
(newpcm driver)

Connectix QuickCam
Matrox Meteor Video frame grabber
Creative Labs Video Spigot frame grabber
Cortex1 frame grabber
Hauppauge Wincast/TV boards (PCI)
STB TV PCI
Intel Smart Video Recorder III
Various Frame grabbers based on Brooktree Bt848 / Bt878 chip.

HP4020, HP6020, Philips CDD2000/CDD2660 and Plasmon CD-R drives.

PS/2 mice

Standard PC Joystick

X-10 power controllers

GPIB and Transputer drivers.

Genius and Mustek hand scanners.

Xilinx XC6200 based reconfigurable hardware cards compatible with
the HOT1 from Virtual Computers (www.vcc.com)

Support for Dave Mills experimental Loran-C receiver.

Lucent Technologies WaveLAN/IEEE 802.11 PCMCIA and ISA standard speed
(2Mbps) and turbo speed (6Mbps) wireless network adapters and workalikes
NCR WaveLAN/IEEE 802.11
Cabletron RoamAbout 802.11 DS
Compaq WL100
Corega KK Wireless LAN PCC-11
Laneed Wireless card
ELECOM Air@Hawk/LD-WL11/PCC
Farallon Skyline 11Mbps Wireless
ICOM SL-1100
Melco Airconnect WLI-PCM-L11
NEC Wireless Card CMZ-RT-WP
PLANEX GeoWave/GW-NS110
TDK LAK-CD011WL
Note: the ISA versions of these adapters are actually PCMCIA cards
combined with an ISA to PCMCIA bridge card, so both kinds of devices
work with the same driver.

Aironet 4500/4800 series 802.11 wireless adapters. The PCMCIA,
PCI and ISA adapters are all supported.
Cisco Systems Aironet 340 Series (includes 340, 341, and 342 models)
11Mbps 802.11 wireless NIC

Toshiba Mobile HDD MEHDD20A (Type II)

3. Obtaining FreeBSD
--------------------

You may obtain FreeBSD in a variety of ways:


3.1. FTP/Mail
-------------

You can ftp FreeBSD and any or all of its optional packages from
`ftp.FreeBSD.org' - the official FreeBSD release site.

For other locations that mirror the FreeBSD software see the file
MIRROR.SITES.  Please ftp the distribution from the site closest (in
networking terms) to you.  Additional mirror sites are always welcome!
Contact freebsd-admin@FreeBSD.org for more details if you'd like to
become an official mirror site.

3.2. CDROM
----------

FreeBSD 4.x-RELEASE CDs may be ordered on CDROM from:

        BSDi
        4041 Pike Lane, Suite F
        Concord CA  94520
        1-800-786-9907, +1-925-674-0783, +1-925-674-0821 (FAX)

Or via the Internet from orders@osd.bsdi.com or http://www.freebsdmall.com.

Cost per -RELEASE CD is $39.95 or $24.95 with a FreeBSD subscription.
FreeBSD SNAPshot CDs, when available, are $39.95 or $14.95 with a
FreeBSD-SNAP subscription (-RELEASE and -SNAP subscriptions are entirely
separate).  With a subscription, you will automatically receive updates as
they are released.  Your credit card will be billed when each disk is
shipped and you may cancel your subscription at any time without further
obligation.

Shipping (per order not per disc) is $5 in the US, Canada or Mexico
and $9.00 overseas.  They accept Visa, Mastercard, Discover, American
Express or checks in U.S. Dollars and ship COD within the United
States.  California residents please add 8.25% sales tax.

Should you be dissatisfied for any reason, the CD comes with an
unconditional return policy.


4. Upgrading from previous releases of FreeBSD
----------------------------------------------

If you're upgrading from a previous release of FreeBSD, most likely
it's 3.0 and there may be some issues affecting you, depending
of course on your chosen method of upgrading.  There are two popular
ways of upgrading FreeBSD distributions:

        o Using sources, via /usr/src
        o Using sysinstall's (binary) upgrade option.

Please read the UPGRADE.TXT file for more information, preferably
before beginning an upgrade.


5. Reporting problems, making suggestions, submitting code.
-----------------------------------------------------------
Your suggestions, bug reports and contributions of code are always
valued - please do not hesitate to report any problems you may find
(preferably with a fix attached, if you can!).

The preferred method to submit bug reports from a machine with
Internet mail connectivity is to use the send-pr command or use the CGI
script at http://www.FreeBSD.org/send-pr.html.  Bug reports
will be dutifully filed by our faithful bugfiler program and you can
be sure that we'll do our best to respond to all reported bugs as soon
as possible.  Bugs filed in this way are also visible on our WEB site
in the support section and are therefore valuable both as bug reports
and as "signposts" for other users concerning potential problems to
watch out for.

If, for some reason, you are unable to use the send-pr command to
submit a bug report, you can try to send it to:

                freebsd-bugs@FreeBSD.org

Note that send-pr itself is a shell script that should be easy to move
even onto a totally different system.  We much prefer if you could use
this interface, since it make it easier to keep track of the problem
reports.  However, before submitting, please try to make sure whether
the problem might have already been fixed since.


Otherwise, for any questions or tech support issues, please send mail to:

                freebsd-questions@FreeBSD.org


If you're tracking the -stable development efforts, you should
definitely join the -stable mailing list, in order to keep abreast
of recent developments and changes that may affect the way you
use and maintain the system:

        freebsd-stable@FreeBSD.org


Additionally, being a volunteer effort, we are always happy to have
extra hands willing to help - there are already far more desired
enhancements than we'll ever be able to manage by ourselves!  To
contact us on technical matters, or with offers of help, please send
mail to:

                freebsd-hackers@FreeBSD.org


Please note that these mailing lists can experience *significant*
amounts of traffic and if you have slow or expensive mail access and
are only interested in keeping up with significant FreeBSD events, you
may find it preferable to subscribe instead to:

                freebsd-announce@FreeBSD.org


All of the mailing lists can be freely joined by anyone wishing
to do so.  Send mail to MajorDomo@FreeBSD.org and include the keyword
`help' on a line by itself somewhere in the body of the message.  This
will give you more information on joining the various lists, accessing
archives, etc.  There are a number of mailing lists targeted at
special interest groups not mentioned here, so send mail to majordomo
and ask about them!


6. Acknowledgements
-------------------
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hard to bring you this release.  For a complete list of FreeBSD
project staffers, please see:

        http://www.FreeBSD.org/handbook/staff.html
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        The donors listed at http://www.FreeBSD.org/handbook/donors.html

        And to the many thousands of FreeBSD users and testers all over the
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We sincerely hope you enjoy this release of FreeBSD!
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The ports listed on these web pages are continually being updated. It is
strongly recommended that you refresh the entire collection together, as
many ports depend on other parts of the tree, even where that might seem
counterintuitive (e.g. japanese/.)


Changes that affect the entire port system are now documented in the
CHANGES [http://svnweb.FreeBSD.org/ports/head/CHANGES?view=markup]
file. Changes that affect individual ports are now documented in the
UPDATING [http://svnweb.FreeBSD.org/ports/head/UPDATING?view=markup]
file.


For more information about new, changed or removed ports/packages, or if
you wish to search for a specific application to see if it’s available
as a port/package, you may use the form above; alternatively, you may
wish to visit FreshPorts.org [http://www.FreshPorts.org] and either
browse the site or subscribe to the lists hosted there.


To learn more about installing and maintaining ports, see Installing
Applications: Packages and
Ports, a
section of the FreeBSD
Handbook; the
section of the Porter’s Handbook called Keeping
Up;
and the `ports manual page <&base;/cgi/man.cgi?query=ports>`__.
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If you read no other documentation before installing this
version of FreeBSD, you should at least by all means *READ
THE ERRATA* for this release so that you don't stumble over
problems which have already been found and fixed.  This ERRATA.TXT
file is obviously already out of date by definition, but other
copies are kept updated on the net and should be consulted as
the "current errata" for your release.  These other copies of
the errata are located at:

  1. http://www.FreeBSD.org/releases/

  2. ftp://ftp.FreeBSD.org/pub/FreeBSD/releases/<your-release>/ERRATA.TXT
     (and any sites which keep up-to-date mirrors of this location).

Any changes to this file are also automatically emailed to:

    freebsd-current@FreeBSD.org

For all FreeBSD security advisories, see:

    http://www.FreeBSD.org/security/

for the latest security incident information.

---- Security Advisories:

Current active security advisories: None

---- System Update Information:
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The little red fellow that graces many of these pages is the BSD Daemon.
In the context of &unix; systems, daemons are process that run in the
background attending to various tasks without human intervention. In the
general sense, daemon is an older form of the word demon. In the Unix
System Administration Handbook, Evi Nemeth has this to say about
daemons:



“Many people equate the word ``daemon’’ with the word ``demon,’’
implying some kind of Satanic connection between UNIX and the
underworld. This is an egregious misunderstanding. ``Daemon’’ is
actually a much older form of ``demon’‘; daemons have no
particular bias towards good or evil, but rather serve to help
define a person’s character or personality. The ancient Greeks’
concept of a ``personal daemon’’ was similar to the modern concept
of a ``guardian angel’’ — ``eudaemonia’’ is the state of being
helped or protected by a kindly spirit. As a rule, UNIX systems seem
to be infested with both daemons and demons.” (p403)



The earliest (and most popular) renditions of the BSD Daemon were
created by John Lasseter. More recent FreeBSD-specific renditions have
done by Tatsumi Hosokawa [http://FromTo.Cc/hosokawa/gallery/], but
the basic inspiration was definitely John’s. The copyright holder and
creator of the daemon image is Marshall Kirk
McKusick. A short pictorial
history [http://www.mckusick.com/beastie/index.html] is also
available. There is a gallery of FreeBSD related
publications that use variations of the daemon
graphic.


Various size stuffed and beanie daemons are available from the FreeBSD
Mall [http://www.freebsdmall.com] [image: beanie daemon].


ScotGold [http://www.scotgold.com/acatalog/ScotGold_Catalogue_BSD_Daemon_Stuff_3.html]
produce 1” case badges featuring BSD Daemon.


BSD Daemon Copyright 1988 by Marshall Kirk McKusick. All Rights
Reserved.


Permission to use the daemon may be obtained from:




		Marshall Kirk McKusick


		1614 Oxford St
Berkeley, CA 94709-1608
USA









or via email at mckusick@mckusick.com.


Legal Home
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Introduction


This is the release schedule for FreeBSD &local.rel;. For more
information about the release engineering process, please see the
Release Engineering section of the web
site.


General discussions about the pending release and known issues should be
sent to the public
freebsd-stable mailing list.
MFC
requests should be sent to re@FreeBSD.org.





Schedule










		Action
		Expected
		Actual
		Description



		Initial release schedule announcement
		
		






		5 June 2012
		Release Engineers send announcement email to developers with a rough schedule.



		Release schedule reminder
		17 June 2012
		26 June 2012
		Release Engineers send reminder announcement e-mail to developers with updated schedule.



		Code freeze begins
		2 July 2012
		3 July 2012
		Release Engineers announce that all further commits to the &local.branch.stable; branch will require explicit approval. Certain blanket approvals will be granted for narrow areas of development, documentation improvements, etc.



		BETA1
		6 July 2012
		15 July 2012
		First beta test snapshot.



		&local.branch.releng; branch
		3 August 2012
		5 August 2012
		Subversion branch created, propagated to CVS; future release engineering proceeds on this branch.



		RC1
		20 July 2012
		23 August 2012
		First release candidate.



		RC2
		7 September 2012
		9 October 2012
		Second release candidate.



		RC3
		17 October 2012
		3 November 2012
		Third release candidate.



		RELEASE build
		9 November 2012
		4 December 2012
		9.1-RELEASE built.



		RELEASE announcement
		12 November 2012
		31 December 2012
		9.1-RELEASE press release.



		Turn over to the secteam
		
		






		15 January 2013
		&local.branch.releng; branch is handed over to the FreeBSD Security Officer Team in one or two weeks after the announcement.










Status / TODO


http://wiki.freebsd.org/Releng/9.1TODO





Additional Information



		FreeBSD 9.1 release engineering wiki
page [http://wiki.freebsd.org/Releng/9.1TODO/], which includes
todo lists, scheduling information, binary compatibility information,
and more.


		FreeBSD Release Engineering website
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The FreeBSD Release Engineering Team is pleased to announce the
availability of FreeBSD 9.1-RELEASE. This is the second release from the
stable/9 branch, which improves on the stability of FreeBSD 9.0 and
introduces some new features. Some of the highlights:



		New Intel GPU driver with GEM/KMS support


		netmap(4) fast userspace packet I/O framework


		ZFS improvements from illumos project


		CAM Target Layer, a disk and processor device emulation subsystem


		Optional new C++11 stack including LLVM libc++ and libcxxrt


		Jail devfs, nullfs, zfs mounting and configuration file support


		POSIX2008 extended locale support, including compatibility with
Darwin extensions


		oce(4) driver for Emulex OneConnect 10Gbit Ethernet card


		sfxge(4) driver for 10Gb Ethernet adapters based on Solarflare
SFC9000 controller


		Xen Paravirtualized Backend Ethernet Driver (netback) improvement


		hpt27xx(4) driver for HighPoint RocketRAID 27xx-based SAS 6Gb/s HBA


		GEOM multipath class improvement


		GEOM raid class is enabled by default supporting software RAID by
deprecated ataraid(8)


		kernel support for the AVX FPU extension


		Numerous improvements in IPv6 hardware offload support





Please note that precompiled third-party packages are not available
for 9.1-RELEASE at the time of release. See the `Availability
section <#availability>`__ below for further details.


For a complete list of new features and known problems, please see the
online release notes and errata list available at:



		http://www.FreeBSD.org/releases/9.1R/relnotes.html


		http://www.FreeBSD.org/releases/9.1R/errata.html





For more information about FreeBSD release engineering activities please
see:



		http://www.FreeBSD.org/releng/






Availability


FreeBSD 9.1-RELEASE is now available for the amd64, i386, powerpc64, and
sparc64 architectures.


FreeBSD 9.1 can be installed from bootable ISO images or over the
network. Some architectures also support installing from a USB memory
stick. The required files can be downloaded via FTP or BitTorrent as
described in the sections below. While some of the smaller FTP mirrors
may not carry all architectures, they will all generally contain the
more common ones such as amd64 and i386.


MD5 and SHA256 hashes for the release ISO images are included at the
bottom of this message.


The purpose of the images provided as part of the release are as
follows:



		dvd1


		This contains everything necessary to install the base FreeBSD
operating system, a collection of pre-built packages aimed at
getting a graphical workstation up and running. It also supports
booting into a “livefs” based rescue mode. This should be all you
need if you can burn and use DVD-sized media.


		disc1


		This contains the base FreeBSD operating system. It also supports
booting into a “livefs” based rescue mode. There are no pre-built
packages.


		bootonly


		This supports booting a machine using the CDROM drive but does not
contain the support for installing FreeBSD from the CD itself. You
would need to perform a network based install (e.g. from an FTP
server) after booting from the CD.


		memstick


		This can be written to an USB memory stick (flash drive) and used to
do an install on machines capable of booting off USB drives. It also
supports booting into a “livefs” based rescue mode. There are no
pre-built packages.


As one example of how to use the memstick image, assuming the USB
drive appears as /dev/da0 on your machine something like this should
work:


# dd if=FreeBSD-9.1-RELEASE-amd64-memstick.img of=/dev/da0 bs=10240 conv=sync






Be careful to make sure you get the target (of=) correct.








Due to the security incident reported here:


http://www.FreeBSD.org/news/2012-compromise.html


only the small third-party package set on the DVD image is available at
this time for users who require pre-built packages (just GNOME and KDE
windowing systems). The FreeBSD Project’s package building
infrastructure is undergoing a complete review and redesign. At this
time we can not commit to a date the full release package set will
become available. A separate announcement will be made when that becomes
available. If you wish to install 9.1-RELEASE now you can build your own
packages using portsnap(8) to obtain an up to date ports tree and then
build the packages. If you require pre-built packages you should wait
for the announcement of the full release package set becoming available.


FreeBSD 9.1-RELEASE can also be purchased on CD-ROM or DVD from several
vendors. One of the vendors that will be offering FreeBSD 9.1-based
products is:



		FreeBSD Mall, Inc. http://www.freebsdmall.com/








FTP


At the time of this announcement the following FTP sites have FreeBSD
9.1-RELEASE available.



		ftp://ftp.freebsd.org/pub/FreeBSD/releases/ISO-IMAGES/9.1/


		ftp://ftp5.freebsd.org/pub/FreeBSD/releases/ISO-IMAGES/9.1/


		ftp://ftp7.freebsd.org/pub/FreeBSD/releases/ISO-IMAGES/9.1/


		ftp://ftp8.freebsd.org/pub/FreeBSD/releases/ISO-IMAGES/9.1/


		ftp://ftp.au.freebsd.org/pub/FreeBSD/releases/ISO-IMAGES/9.1/


		ftp://ftp.cn.freebsd.org/pub/FreeBSD/releases/ISO-IMAGES/9.1/


		ftp://ftp.cz.freebsd.org/pub/FreeBSD/releases/ISO-IMAGES/9.1/


		ftp://ftp.dk.freebsd.org/pub/FreeBSD/releases/ISO-IMAGES/9.1/


		ftp://ftp.fr.freebsd.org/pub/FreeBSD/releases/ISO-IMAGES/9.1/


		ftp://ftp.jp.freebsd.org/pub/FreeBSD/releases/ISO-IMAGES/9.1/


		ftp://ftp.ru.freebsd.org/pub/FreeBSD/releases/ISO-IMAGES/9.1/


		ftp://ftp.tw.freebsd.org/pub/FreeBSD/releases/ISO-IMAGES/9.1/


		ftp://ftp.uk.freebsd.org/pub/FreeBSD/releases/ISO-IMAGES/9.1/


		ftp://ftp2.us.freebsd.org/pub/FreeBSD/releases/ISO-IMAGES/9.1/


		ftp://ftp10.us.freebsd.org/pub/FreeBSD/releases/ISO-IMAGES/9.1/


		ftp://ftp.za.freebsd.org/pub/FreeBSD/releases/ISO-IMAGES/9.1/





However before trying these sites please check your regional mirror(s)
first by going to:



		ftp://ftp.<yourdomain>.FreeBSD.org/pub/FreeBSD





Any additional mirror sites will be labeled ftp2, ftp3 and so
on.


More information about FreeBSD mirror sites can be found at:



		http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/mirrors-ftp.html





For instructions on installing FreeBSD or updating an existing machine
to 9.1-RELEASE please see:



		http://www.FreeBSD.org/releases/9.1R/installation.html








Support


9.1-RELEASE is an extended support releases and will be supported by the
FreeBSD Security Team until it’s End-of-Life (EoL) date of December 31st
2014. As 9.1-RELEASE got delayed, the EoL of 9.0-RELEASE has been pushed
to March 31st 2013 to allow people sufficient time to upgrade. As always
all EoL dates can be found at http://security.FreeBSD.org/.



		http://www.FreeBSD.org/security/








Other Projects Based on FreeBSD


There are many “third party” Projects based on FreeBSD. The Projects
range from re-packaging FreeBSD into a more “novice friendly”
distribution to making FreeBSD available on Amazon’s EC2 infrastructure.
For more information about these Third Party Projects see:



		http://wiki.FreeBSD.org/3rdPartyProjects
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                                 RELEASE NOTES
                          FreeBSD Release 2.1.6 RELEASE

0. What is this release?
------------------------
FreeBSD 2.1.6R is the follow-on release to 2.1.5R and focuses primarily
on fixing bugs, closing security holes and making the system easier to
install than 2.1.5.

For more information on our bleeding-edge development, please see
http://www.FreeBSD.org/handbook/current.html.


1. What's New since 2.1.0-RELEASE?
----------------------------------
Quite a few things have changed since the last major release
of FreeBSD.  To make it easier to identify specific changes,
we've broken them into several major categories:


Device Drivers:
---------------
Support for the Adaptec AIC7850 on-board SCSI adapter.

Support for Specialix SI and XIO serial cards.

Support for the Stallion EasyIO, EasyConnection 8/32 and
EasyConnection 8/64, as well as the older Onboard and Brumby serial
cards.

Support for the Intel EtherExpress Pro/100B PCI ethernet card.

Support for the 3COM 3C590 and 3C595 ethernet cards.

Real PCI Buslogic support (new driver and probing order).

Support for the ARNET (now Digiboard) Sync 570i high-speed serial card.

Better support for the Matrox Meteor frame grabber card.

Support for the Connectix Quickcam.

Kernel features:
----------------
Various VM system enhancements and more than a few bugs fixed.

A concatenated disk driver for simple types of RAID applications.
See the man page for
ccd(4)>
for more information.

Real PCI bus probing (before ISA) and support for various PCI bridges.

The Linux emulation is now good enough to run the Linux version of
Netscape, with JAVA support (as well as a number of other Linux
utilities).

Userland code updates:
----------------------

XFree86 upgraded to new 3.2 release, with support for many new graphics
cards.

The system installation tool has been revamped with slightly different
menu behavior and a number of bugs have been fixed.  It's hoped that
this installation will be more intuitive for new users than previous
ones (feedback welcomed, of course) as well as more useful in the
post-install scenario (I know, I keep saying this :-).

Many improvements to the NIS code.

The ncftp program is no longer part of the default system - it has been
replaced by a library (/usr/src/lib/libftpio) and a more powerful program
which uses it called ``fetch'' (/usr/src/usr.bin/fetch).  You may find
ncftp as part of the ports collection (in /usr/ports/net/ncftp) if you
still wish to use it, though fetch is slightly more capable in that
it can fetch from both FTP and HTTP servers (ftp://... or http://... URLs).
See the man page for more details.


2. Technical overview
---------------------

FreeBSD is a freely available, full source 4.4 BSD Lite based release
for Intel i386/i486/Pentium (or compatible) based PC's.  It is based
primarily on software from U.C. Berkeley's CSRG group, with some
enhancements from NetBSD, 386BSD, and the Free Software Foundation.

Since our release of FreeBSD 2.0 over a year ago, the performance,
feature set and stability of FreeBSD has improved dramatically.  The
largest change is a revamped VM system with a merged VM/file buffer
cache that not only increases performance but reduces FreeBSD's memory
footprint, making a 5MB configuration a more acceptable minimum.
Other enhancements include full NIS client and server support,
transaction TCP support, dial-on-demand PPP, an improved SCSI
subsystem, early ISDN support, support for FDDI and Fast Ethernet
(100Mbit) adapters, improved support for the Adaptec 2940 (WIDE and
narrow) and 3940 SCSI adaptors along with many hundreds of bug fixes.

We've taken the comments and suggestions of many of our users to
heart and have attempted to provide what we hope is a more sane and
easily understood installation process.  Your feedback on this
(constantly evolving) process is especially welcome!

In addition to the base distributions, FreeBSD offers a new ported
software collection with over 470 commonly sought-after programs.  The
list of ports ranges from http (WWW) servers, to games, languages,
editors and almost everything in between.  The entire ports collection
requires only 10MB of storage, all ports being expressed as "deltas"
to their original sources.  This makes it much easier for us to update
ports and greatly reduces the disk space demands made by the ports
collection.  To compile a port, you simply change to the directory of
the program you wish to install, type make and let the system do the
rest.  The full original distribution for each port you build is
retrieved dynamically off of CDROM or a local ftp site, so you need
only enough disk space to build the ports you want.  (Almost) every
port is also provided as a pre-compiled "package" which can be
installed with a simple command (pkg_add).  See also the new Packages
option in the Configuration menu for an especially convenient interface
to the package collection.


A number of additional documents which you may find helpful in the
process of installing and using FreeBSD may now also be found in the
/usr/share/doc directory.  You may view the manuals with any HTML
capable browser by saying:

  To read the handbook:
      <browser> file:/usr/share/doc/handbook/handbook.html

  To read the FAQ:
      <browser> file:/usr/share/doc/FAQ/freebsd-faq.html

You can also visit the master (and most frequently updated) copies at
http://www.FreeBSD.org.

The core of FreeBSD does not contain DES code which would inhibit its
being exported outside the United States.  There is an add-on package
to the core distribution, for use only in the United States, that
contains the programs that normally use DES.  The auxiliary packages
provided separately can be used by anyone.  A freely (from outside the
U.S.) exportable distribution of DES for our non-U.S. users also
exists at ftp://ftp.internat.FreeBSD.org/pub/FreeBSD.

If password security for FreeBSD is all you need and you have no
requirement for copying encrypted passwords from different hosts
(Suns, DEC machines, etc) into FreeBSD password entries, then
FreeBSD's MD5 based security may be all you require!  We feel that our
default security model is more than a match for DES, and without any
messy export issues to deal with.  If you're outside (or even inside)
the U.S., give it a try!  This snapshot also includes support for
mixed password files - either DES or MD5 passwords will be accepted,
making it easier to transition from one scheme to the other.


3. Supported Configurations
---------------------------

FreeBSD currently runs on a wide variety of ISA, VLB, EISA and PCI bus
based PC's, ranging from 386sx to Pentium class machines (though the
386sx is not recommended).  Support for generic IDE or ESDI drive
configurations, various SCSI controller, network and serial cards is
also provided.

What follows is a list of all disk controllers and ethernet cards
currently known to work with FreeBSD.  Other configurations may also
work, but we have simply not received any confirmation of this.


3.1. Disk Controllers
---------------------

WD1003 (any generic MFM/RLL)
WD1007 (any generic IDE/ESDI)
IDE
ATA

Adaptec 152x series ISA SCSI controllers
Adaptec 154x series ISA SCSI controllers
Adaptec 174x series EISA SCSI controller in standard and enhanced mode.
Adaptec 274X/284X/2940/3940 (Narrow/Wide/Twin) series ISA/EISA/PCI SCSI
controllers.
Adaptec AIC-6260 and AIC-6360 based boards, which includes
Adaptec AIC7850 on-board SCSI controllers.
the AHA-152x and SoundBlaster SCSI cards.

** Note: You cannot boot from the SoundBlaster cards as they have no
   on-board BIOS, such being necessary for mapping the boot device into the
   system BIOS I/O vectors.  They're perfectly usable for external tapes,
   CDROMs, etc, however.  The same goes for any other AIC-6x60 based card
   without a boot ROM.  Some systems DO have a boot ROM, which is generally
   indicated by some sort of message when the system is first powered up
   or reset, and in such cases you *will* also be able to boot from them.
   Check your system/board documentation for more details.

[Note that Buslogic was formerly known as "Bustec"]
Buslogic 545S & 545c
Buslogic 445S/445c VLB SCSI controller
Buslogic 742A, 747S, 747c EISA SCSI controller.
Buslogic 946c PCI SCSI controller
Buslogic 956c PCI SCSI controller

NCR 53C810 and 53C825 PCI SCSI controller.
NCR5380/NCR53400 ("ProAudio Spectrum") SCSI controller.

DTC 3290 EISA SCSI controller in 1542 emulation mode.

UltraStor 14F, 24F and 34F SCSI controllers.

Seagate ST01/02 SCSI controllers.

Future Domain 8xx/950 series SCSI controllers.

WD7000 SCSI controller.

With all supported SCSI controllers, full support is provided for
SCSI-I & SCSI-II peripherals, including Disks, tape drives (including
DAT) and CD ROM drives.

The following CD-ROM type systems are supported at this time:
(cd)    SCSI interface (also includes ProAudio Spectrum and
        SoundBlaster SCSI)
(mcd)   Mitsumi proprietary interface (all models)
(matcd) Matsushita/Panasonic (Creative SoundBlaster) proprietary
        interface (562/563 models)
(scd)   Sony proprietary interface (all models)
(wcd)   ATAPI IDE interface (experimental and should be considered ALPHA
        quality!).


3.2. Ethernet cards
-------------------

Allied-Telesis AT1700 and RE2000 cards
SMC Elite 16 WD8013 ethernet interface, and most other WD8003E,
WD8003EBT, WD8003W, WD8013W, WD8003S, WD8003SBT and WD8013EBT
based clones.  SMC Elite Ultra is also supported.

DEC EtherWORKS III NICs (DE203, DE204, and DE205)
DEC EtherWORKS II NICs (DE200, DE201, DE202, and DE422)
DEC DC21040, DC21041, or DC21140 based NICs (SMC???? DE???)
DEC FDDI (DEFPA/DEFEA) NICs
Fujitsu MB86960A/MB86965A

Intel EtherExpress (not recommended due to driver instability)
Intel EtherExpress Pro/100B PCI Fast Ethernet

Isolan AT 4141-0 (16 bit)
Isolink 4110     (8 bit)

Novell NE1000, NE2000, and NE2100 ethernet interface.

3Com 3C501 cards

3Com 3C503 Etherlink II

3Com 3c505 Etherlink/+

3Com 3C507 Etherlink 16/TP

3Com 3C509, 3C579, 3C589 (PCMCIA), 3C590 & 3C595 (PCI) Etherlink III

Toshiba ethernet cards

PCMCIA ethernet cards from IBM and National Semiconductor are also
supported.

Note that NO token ring cards are supported at this time as we're
still waiting for someone to donate a driver for one of them.  Any
takers?


3.3. Misc
---------

AST 4 port serial card using shared IRQ.

ARNET 8 port serial card using shared IRQ.
ARNET (now Digiboard) Sync 570/i high-speed serial.

Boca BB1004 4-Port serial card (Modems NOT supported)
Boca IOAT66 6-Port serial card (Modems supported)
Boca BB1008 8-Port serial card (Modems NOT supported)
Boca BB2016 16-Port serial card (Modems supported)

Cyclades Cyclom-y Serial Board.

STB 4 port card using shared IRQ.

SDL Communications Riscom/8 Serial Board.

Adlib, SoundBlaster, SoundBlaster Pro, ProAudioSpectrum, Gravis UltraSound
and Roland MPU-401 sound cards.

FreeBSD currently does NOT support IBM's microchannel (MCA) bus.



4. Obtaining FreeBSD
--------------------

You may obtain FreeBSD in a variety of ways:

4.1. FTP/Mail

You can ftp FreeBSD and any or all of its optional packages from
`ftp.FreeBSD.org' - the official FreeBSD release site.

For other locations that mirror the FreeBSD software see the file
MIRROR.SITES.  Please ftp the distribution from the site closest (in
networking terms) to you.  Additional mirror sites are always welcome!
Contact admin@FreeBSD.org for more details if you'd like to become an
official mirror site.

If you do not have access to the internet and electronic mail is your
only recourse, then you may still fetch the files by sending mail to
`ftpmail@decwrl.dec.com' - putting the keyword "help" in your message
to get more information on how to fetch files using this mechanism.
Please do note, however, that this will end up sending many *tens of
megabytes* through the mail and should only be employed as an absolute
LAST resort!


4.2. CDROM

FreeBSD 2.1.6-RELEASE & 2.2-RELEASE CDs may be ordered on CDROM from:

        Walnut Creek CDROM
        4041 Pike Lane, Suite D
        Concord CA  94520
        1-800-786-9907, +1-510-674-0783, +1-510-674-0821 (fax)

Or via the internet from orders@cdrom.com or http://www.cdrom.com.
Their current catalog can be obtained via ftp as:
        ftp://ftp.cdrom.com/cdrom/catalog.

Cost per -RELEASE CD is $39.95 or $24.95 with a FreeBSD subscription.
With a subscription, you will automatically receive updates as they
are released.  Your credit card will be billed when each disk is
shipped and you may cancel your subscription at any time without
further obligation.

Shipping (per order not per disc) is $5 in the US, Canada or Mexico
and $9.00 overseas.  They accept Visa, Mastercard, Discover, American
Express or checks in U.S. Dollars and ship COD within the United
States.  California residents please add 8.25% sales tax.

Should you be dissatisfied for any reason, the CD comes with an
unconditional return policy.


Reporting problems, making suggestions, submitting code
-------------------------------------------------------

Your suggestions, bug reports and contributions of code are always
valued - please do not hesitate to report any problems you may find
(preferably with a fix attached, if you can!).

The preferred method to submit bug reports from a machine with
internet mail connectivity is to use the send-pr command.  Bug reports
will be dutifully filed by our faithful bugfiler program and you can
be sure that we'll do our best to respond to all reported bugs as soon
as possible.  Bugs filed in this way are also visible on our WEB site
in the support section and are therefore valuable both as bug reports
and as "signposts" for other users concerning potential problems to
watch out for.

If, for some reason, you are unable to use the send-pr command to
submit a bug report, you can try to send it to:

                bugs@FreeBSD.org


Otherwise, for any questions or suggestions, please send mail to:

                questions@FreeBSD.org


Additionally, being a volunteer effort, we are always happy to have
extra hands willing to help - there are already far more desired
enhancements than we'll ever be able to manage by ourselves!  To
contact us on technical matters, or with offers of help, please send
mail to:

                hackers@FreeBSD.org


Please note that these mailing lists can experience *significant*
amounts of traffic and if you have slow or expensive mail access and
are only interested in keeping up with significant FreeBSD events, you
may find it preferable to subscribe instead to:

                announce@FreeBSD.org


All but the freebsd-bugs groups can be freely joined by anyone wishing
to do so.  Send mail to MajorDomo@FreeBSD.org and include the keyword
`help' on a line by itself somewhere in the body of the message.  This
will give you more information on joining the various lists, accessing
archives, etc.  There are a number of mailing lists targeted at
special interest groups not mentioned here, so send mail to majordomo
and ask about them!
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This is a simplified version of the &os; 9.1-RELEASE release notes.




 **Important:** If you are upgrading from a previous release of
 FreeBSD, please read `upgrading section in the Release
 Notes `__
 for notable incompatibilities carefully.

Release Highlights


The highlights in the 9.1-RELEASE are the following. For more details,
please see the Detailed Release Notes.



		The FreeBSD Jail subsystem now supports mounting
devfs(5) [http://www.FreeBSD.org/cgi/man.cgi?query=devfs&sektion=5&manpath=FreeBSD+9.1-RELEASE],
nullfs(5) [http://www.FreeBSD.org/cgi/man.cgi?query=nullfs&sektion=5&manpath=FreeBSD+9.1-RELEASE],
and ZFS filesystem inside a jail. New
jail(8) [http://www.FreeBSD.org/cgi/man.cgi?query=jail&sektion=8&manpath=FreeBSD+9.1-RELEASE]
parameters allow.mount.devfs, allow.mount.nullfs, and
allow.mount.zfs to control the per-jail capabilities have been
added. All of them are disabled by
default.[r232728 [http://svn.freebsd.org/viewvc/base?view=revision&revision=232728]]


		The FreeBSD
sched_ule(4) [http://www.FreeBSD.org/cgi/man.cgi?query=sched_ule&sektion=4&manpath=FreeBSD+9.1-RELEASE]
scheduler has been improved on CPU load balancing of SMT
(Simultaneous MultiThreading) CPUs. It gives a 10-15% performance
improvement when the number of threads is lesser than the number of
logical
CPUs.[r233599 [http://svn.freebsd.org/viewvc/base?view=revision&revision=233599]]


		The
boot0cfg(8) [http://www.FreeBSD.org/cgi/man.cgi?query=boot0cfg&sektion=8&manpath=FreeBSD+9.1-RELEASE]
utility now supports configuration of PXE boot via the boot0 boot
block temporarily on the next boot. The slice number 6 or a
keyword PXE can be specified to enable PXE boot using the -s
option.[r230065 [http://svn.freebsd.org/viewvc/base?view=revision&revision=230065]]


		[amd64, i386] The
hwpmc(4) [http://www.FreeBSD.org/cgi/man.cgi?query=hwpmc&sektion=4&manpath=FreeBSD+9.1-RELEASE]
driver now supports the Intel Sandy Bridge
microarchitecture.[r234046 [http://svn.freebsd.org/viewvc/base?view=revision&revision=234046]]


		[arm] FreeBSD/arm now supports the Atmel SAM9XE family of
microcontrollers.[r236081 [http://svn.freebsd.org/viewvc/base?view=revision&revision=236081]]


		A bug in the
xhci(4) [http://www.FreeBSD.org/cgi/man.cgi?query=xhci&sektion=4&manpath=FreeBSD+9.1-RELEASE]
(USB 3.0) driver has been fixed. It did not work with USB 3.0
hubs.[r230302 [http://svn.freebsd.org/viewvc/base?view=revision&revision=230302]]


		The drm2(4) Intel GPU driver, which supports GEM and KMS and works
with new generations of GPUs such as IronLake, SandyBridge, and
IvyBridge, has been added. The
agp(4) [http://www.FreeBSD.org/cgi/man.cgi?query=agp&sektion=4&manpath=FreeBSD+9.1-RELEASE]
driver now supports SandyBridge and IvyBridge CPU
northbridges.[r236926 [http://svn.freebsd.org/viewvc/base?view=revision&revision=236926],
r236927 [http://svn.freebsd.org/viewvc/base?view=revision&revision=236927],
r239965 [http://svn.freebsd.org/viewvc/base?view=revision&revision=239965]]


		The
snd_hda(4) [http://www.FreeBSD.org/cgi/man.cgi?query=snd_hda&sektion=4&manpath=FreeBSD+9.1-RELEASE]
driver has been updated. It now supports and provides HDMI, new
volume control, automatic recording source selection, runtime
reconfiguration, more then 4 PCM devices on a controller,
multichannel recording, additional playback/record streams, higher
bandwidth, and more informative device
names.[r232798 [http://svn.freebsd.org/viewvc/base?view=revision&revision=232798]]


		The
snd_hdspe(4) [http://www.FreeBSD.org/cgi/man.cgi?query=snd_hdspe&sektion=4&manpath=FreeBSD+9.1-RELEASE]
driver has been added. This supports RME HDSPe AIO and RayDAT sound
cards.[r233165 [http://svn.freebsd.org/viewvc/base?view=revision&revision=233165]]


		A bug in
ae(4) [http://www.FreeBSD.org/cgi/man.cgi?query=ae&sektion=4&manpath=FreeBSD+9.1-RELEASE]
driver which could prevent from working under certain conditions has
been
fixed.[r229520 [http://svn.freebsd.org/viewvc/base?view=revision&revision=229520]]


		The
bge(4) [http://www.FreeBSD.org/cgi/man.cgi?query=bge&sektion=4&manpath=FreeBSD+9.1-RELEASE]
and brgphy(4) drivers have been improved:
		A bug which could prevent the DMA functionality from working
correctly has been
fixed.[r229350 [http://svn.freebsd.org/viewvc/base?view=revision&revision=229350]]


		It now works with PCI-X BCM 5704 controller that is connected to
AMD-8131 PCI-X
bridge.[r233495 [http://svn.freebsd.org/viewvc/base?view=revision&revision=233495]]


		It now supports the BCM 5720 and BCM 5720C PHY, and the BCM 57780
1000BASE-T media
interface.[r229357 [http://svn.freebsd.org/viewvc/base?view=revision&revision=229357],
r229867 [http://svn.freebsd.org/viewvc/base?view=revision&revision=229867],
r232134 [http://svn.freebsd.org/viewvc/base?view=revision&revision=232134]]


		It now supports a
loader(8) [http://www.FreeBSD.org/cgi/man.cgi?query=loader&sektion=8&manpath=FreeBSD+9.1-RELEASE]
tunable dev.bge.N.msi to control the use of MSI. The default
value is 1
(enabled).[r231734 [http://svn.freebsd.org/viewvc/base?view=revision&revision=231734]]








		The
cxgbe(4) [http://www.FreeBSD.org/cgi/man.cgi?query=cxgbe&sektion=4&manpath=FreeBSD+9.1-RELEASE]
and
cxgb(4) [http://www.FreeBSD.org/cgi/man.cgi?query=cxgb&sektion=4&manpath=FreeBSD+9.1-RELEASE]
driver have been updated to firmware version 1.5.2.0. They now
support device configuration via a plain text configuration file,
IPv6 hardware checksumming, IPv6 TSO and LRO, a loadfw command in
the cxgbetool(8) utility which allows to install a firmware to the
card,
sysctl(8) [http://www.FreeBSD.org/cgi/man.cgi?query=sysctl&sektion=8&manpath=FreeBSD+9.1-RELEASE]
variables under dev.t4nex.N.misc for various
information.[r231093 [http://svn.freebsd.org/viewvc/base?view=revision&revision=231093],
r237925 [http://svn.freebsd.org/viewvc/base?view=revision&revision=237925]]


		The
igb(4) [http://www.FreeBSD.org/cgi/man.cgi?query=igb&sektion=4&manpath=FreeBSD+9.1-RELEASE]
driver has been updated to version 2.3.4. It now supports newer
i210/i211
devices.[r238262 [http://svn.freebsd.org/viewvc/base?view=revision&revision=238262]]


		The
mxge(4) [http://www.FreeBSD.org/cgi/man.cgi?query=mxge&sektion=4&manpath=FreeBSD+9.1-RELEASE]
driver has been updated to firmware version 1.4.55 from
Myricom.[r236413 [http://svn.freebsd.org/viewvc/base?view=revision&revision=236413]]


		The
oce(4) [http://www.FreeBSD.org/cgi/man.cgi?query=oce&sektion=4&manpath=FreeBSD+9.1-RELEASE]
driver, which supports Emulex OneConnect 10Gbit Ethernet cards, has
been
added.[r231663 [http://svn.freebsd.org/viewvc/base?view=revision&revision=231663]]


		The
ral(4) [http://www.FreeBSD.org/cgi/man.cgi?query=ral&sektion=4&manpath=FreeBSD+9.1-RELEASE]
driver now supports Ralink RT2800 and RT3000
chipsets.[r236004 [http://svn.freebsd.org/viewvc/base?view=revision&revision=236004]]


		The
re(4) [http://www.FreeBSD.org/cgi/man.cgi?query=re&sektion=4&manpath=FreeBSD+9.1-RELEASE]
driver now supports the RTL8411 PCIe Gigabit Ethernet controller. A
bug which could prevent WoL (Wake-on-LAN) from working on RTL8168E
has been
fixed.[r229529 [http://svn.freebsd.org/viewvc/base?view=revision&revision=229529],
r231731 [http://svn.freebsd.org/viewvc/base?view=revision&revision=231731]]


		The
sfxge(4) [http://www.FreeBSD.org/cgi/man.cgi?query=sfxge&sektion=4&manpath=FreeBSD+9.1-RELEASE]
driver, which supports 10Gb Ethernet adapters based on Solarflare
SFC9000 family controllers, has been
added.[r228100 [http://svn.freebsd.org/viewvc/base?view=revision&revision=228100]]


		The
xnb(4) [http://www.FreeBSD.org/cgi/man.cgi?query=xnb&sektion=4&manpath=FreeBSD+9.1-RELEASE]
Xen Paravirtualized Backend Ethernet Driver (netback) has been
updated. This is attached via the newbus framework and works properly
in both HVM and PVM
mode.[r231697 [http://svn.freebsd.org/viewvc/base?view=revision&revision=231697]]


		The table argument in the
ipfw(4) [http://www.FreeBSD.org/cgi/man.cgi?query=ipfw&sektion=4&manpath=FreeBSD+9.1-RELEASE]
packet filter rule syntax now supports IP address, interface name,
port number, and jail ID.
[r234597 [http://svn.freebsd.org/viewvc/base?view=revision&revision=234597]]


		The FreeBSD
ip6(4) [http://www.FreeBSD.org/cgi/man.cgi?query=ip6&sektion=4&manpath=FreeBSD+9.1-RELEASE]
protocol stack now has been improved in terms of its performance.
Benchmarking can be found at http://people.freebsd.org/~bz/bench/.


		The FreeBSD
ip6(4) [http://www.FreeBSD.org/cgi/man.cgi?query=ip6&sektion=4&manpath=FreeBSD+9.1-RELEASE]
protocol stack now supports multiple
FIB.[r232292 [http://svn.freebsd.org/viewvc/base?view=revision&revision=232292]]


		The
netmap(4) [http://www.FreeBSD.org/cgi/man.cgi?query=netmap&sektion=4&manpath=FreeBSD+9.1-RELEASE]
fast packet I/O framework has been added. The
em(4) [http://www.FreeBSD.org/cgi/man.cgi?query=em&sektion=4&manpath=FreeBSD+9.1-RELEASE],
lem(4),
igb(4) [http://www.FreeBSD.org/cgi/man.cgi?query=igb&sektion=4&manpath=FreeBSD+9.1-RELEASE],
and
re(4) [http://www.FreeBSD.org/cgi/man.cgi?query=re&sektion=4&manpath=FreeBSD+9.1-RELEASE]
drivers now support this framework. The technical details can be
found at
http://info.iet.unipi.it/~luigi/netmap/.[r231650 [http://svn.freebsd.org/viewvc/base?view=revision&revision=231650],
r235527 [http://svn.freebsd.org/viewvc/base?view=revision&revision=235527]]


		The
arcmsr(4) [http://www.FreeBSD.org/cgi/man.cgi?query=arcmsr&sektion=4&manpath=FreeBSD+9.1-RELEASE]
driver has been updated to version
1.20.00.25.[r240758 [http://svn.freebsd.org/viewvc/base?view=revision&revision=240758]]


		The
cam(4) [http://www.FreeBSD.org/cgi/man.cgi?query=cam&sektion=4&manpath=FreeBSD+9.1-RELEASE]
driver now supports SEMB (SATA Enclosure Management Bridge) devices,
which are equivalent to the SCSI SES/SAF-TE
devices.[r236778 [http://svn.freebsd.org/viewvc/base?view=revision&revision=236778]]


		The ctl(4) driver, which supports
cam(4) [http://www.FreeBSD.org/cgi/man.cgi?query=cam&sektion=4&manpath=FreeBSD+9.1-RELEASE]
Target Layer and
ctladm(8) [http://www.FreeBSD.org/cgi/man.cgi?query=ctladm&sektion=8&manpath=FreeBSD+9.1-RELEASE],
a userland control utility, have been added. ctl(4) is a disk and
processor device emulation subsystem supporting tagged queuing, SCSI
task attribute, SCSI implicit command ordering, full task management,
multiple ports, multiple simultaneous initiators, multiple
simultaneous backing stores, mode sense/select, and error injection
support.[r231772 [http://svn.freebsd.org/viewvc/base?view=revision&revision=231772]]


		The MIRROR
geom(4) [http://www.FreeBSD.org/cgi/man.cgi?query=geom&sektion=4&manpath=FreeBSD+9.1-RELEASE]
class now supports BIO_DELETE. This means TRIM command will
be issued on supported devices when deleting
data.[r238500 [http://svn.freebsd.org/viewvc/base?view=revision&revision=238500]]


		The MULTIPATH
geom(4) [http://www.FreeBSD.org/cgi/man.cgi?query=geom&sektion=4&manpath=FreeBSD+9.1-RELEASE]
class has been updated. It now supports Active/Active mode,
Active/Read mode as hybrid of Active/Active and Active/Passive,
keeping a failed path without removing the geom provider, manual
configuration without on-disk metadata, and add, remove,
fail, restore, configure subcommands in the
gmultipath(8) [http://www.FreeBSD.org/cgi/man.cgi?query=gmultipath&sektion=8&manpath=FreeBSD+9.1-RELEASE]
utility to manage the configured
paths.[r229303 [http://svn.freebsd.org/viewvc/base?view=revision&revision=229303],
r234916 [http://svn.freebsd.org/viewvc/base?view=revision&revision=234916]]


		The UNCOMPRESS
geom(4) [http://www.FreeBSD.org/cgi/man.cgi?query=geom&sektion=4&manpath=FreeBSD+9.1-RELEASE]
class and the
mkulzma(8) [http://www.FreeBSD.org/cgi/man.cgi?query=mkulzma&sektion=8&manpath=FreeBSD+9.1-RELEASE]
utility have been added. This class supports lzma compressed images
like the UZIP
geom(4) [http://www.FreeBSD.org/cgi/man.cgi?query=geom&sektion=4&manpath=FreeBSD+9.1-RELEASE]
class and the
mkuzip(8) [http://www.FreeBSD.org/cgi/man.cgi?query=mkuzip&sektion=8&manpath=FreeBSD+9.1-RELEASE]
utility.[r235483 [http://svn.freebsd.org/viewvc/base?view=revision&revision=235483]]


		[amd64, i386] The
hpt27xx(4) [http://www.FreeBSD.org/cgi/man.cgi?query=hpt27xx&sektion=4&manpath=FreeBSD+9.1-RELEASE]
driver has been added. This supports HighPoint RocketRAID 27xx-based
SAS 6Gb/s
HBA.[r229975 [http://svn.freebsd.org/viewvc/base?view=revision&revision=229975]]


		[amd64, i386] The
isci(4) [http://www.FreeBSD.org/cgi/man.cgi?query=isci&sektion=4&manpath=FreeBSD+9.1-RELEASE]
driver, which supports the integrated SAS controller in the Intel
C600 (Patsburg) chipset, has been
added.[r231689 [http://svn.freebsd.org/viewvc/base?view=revision&revision=231689]]


		The
ixgbe(4) [http://www.FreeBSD.org/cgi/man.cgi?query=ixgbe&sektion=4&manpath=FreeBSD+9.1-RELEASE]
driver now supports the Intel X540
adapter.[r230775 [http://svn.freebsd.org/viewvc/base?view=revision&revision=230775]]


		The
mfi(4) [http://www.FreeBSD.org/cgi/man.cgi?query=mfi&sektion=4&manpath=FreeBSD+9.1-RELEASE]
driver now supports single-message MSI, and Drake Skinny and
Thunderbolt cards. The
loader(8) [http://www.FreeBSD.org/cgi/man.cgi?query=loader&sektion=8&manpath=FreeBSD+9.1-RELEASE]
tunable hw.mfi.msi has been added and it is enabled by
default.[r229611 [http://svn.freebsd.org/viewvc/base?view=revision&revision=229611],
r234429 [http://svn.freebsd.org/viewvc/base?view=revision&revision=234429]]


		The
mps(4) [http://www.FreeBSD.org/cgi/man.cgi?query=mps&sektion=4&manpath=FreeBSD+9.1-RELEASE]
driver has been updated to version 14.00.00.01-fbsd. This now
supports Integrated RAID, WarpDrive controllers, WRITE12 and READ12
for direct I/O, SCSI protection information (EEDP), Transport Level
Retries (TLR) for tape drives, and LSI’s userland
utility.[r230920 [http://svn.freebsd.org/viewvc/base?view=revision&revision=230920],
r231679 [http://svn.freebsd.org/viewvc/base?view=revision&revision=231679],
r237876 [http://svn.freebsd.org/viewvc/base?view=revision&revision=237876]]


		The
usb(4) [http://www.FreeBSD.org/cgi/man.cgi?query=usb&sektion=4&manpath=FreeBSD+9.1-RELEASE]
storage device driver now enables power save mode by
default.[r229107 [http://svn.freebsd.org/viewvc/base?view=revision&revision=229107]]


		The FreeBSD NFS filesystem has been improved:
		It now supports a timeout on positive name cache entries on the
client side. A new mount option nametimeo has been added and
set to 60 (in seconds) by
default.[r233326 [http://svn.freebsd.org/viewvc/base?view=revision&revision=233326]]


		A memory leak when a ZFS volume is exported via the FreeBSD NFS
server has been
fixed.[r234740 [http://svn.freebsd.org/viewvc/base?view=revision&revision=234740]]


		A bug has been fixed. When a process writes to an mmap-backed file
on an NFS filesystem, flushing changes to the data could fail
under some circumstances such as errors due to permission
mismatch, and this failure could not detected as an error. A new
sysctl(8) [http://www.FreeBSD.org/cgi/man.cgi?query=sysctl&sektion=8&manpath=FreeBSD+9.1-RELEASE]
variable vfs.nfs.nfs_keep_dirty_on_error has been added to
control the behavior on the client side related to this issue.
When this is set to 1, the pages where a write operation
failed are kept dirty. The default value is set to
0.[r233730 [http://svn.freebsd.org/viewvc/base?view=revision&revision=233730]]


		The
nfsv4(4) [http://www.FreeBSD.org/cgi/man.cgi?query=nfsv4&sektion=4&manpath=FreeBSD+9.1-RELEASE]
filesystem now supports a
sysctl(8) [http://www.FreeBSD.org/cgi/man.cgi?query=sysctl&sektion=8&manpath=FreeBSD+9.1-RELEASE]
variable vfs.nfsd.disable_checkutf8. This disables the check
for UTF-8 compliance in the filenames. This is disabled by
default. Note that enabling this may help some interoperability
issues but results in an NFSv4 server that is non-RFC 3530
compliant.[r229799 [http://svn.freebsd.org/viewvc/base?view=revision&revision=229799]]








		The
tmpfs(5) [http://www.FreeBSD.org/cgi/man.cgi?query=tmpfs&sektion=5&manpath=FreeBSD+9.1-RELEASE]
filesystem is not an experimental implementation
anymore.[r234511 [http://svn.freebsd.org/viewvc/base?view=revision&revision=234511]]


		The
tmpfs(5) [http://www.FreeBSD.org/cgi/man.cgi?query=tmpfs&sektion=5&manpath=FreeBSD+9.1-RELEASE]
filesystem now supports a
sysctl(8) [http://www.FreeBSD.org/cgi/man.cgi?query=sysctl&sektion=8&manpath=FreeBSD+9.1-RELEASE]
variable vfs.tmpfs.memory_reserved to set the amount of required
free pages when
tmpfs(5) [http://www.FreeBSD.org/cgi/man.cgi?query=tmpfs&sektion=5&manpath=FreeBSD+9.1-RELEASE]
attempts to allocate a new
node.[r234849 [http://svn.freebsd.org/viewvc/base?view=revision&revision=234849]]


		FreeBSD ZFS filesystem has been updated by merging improvements from
illumos project. The following changes are
made:[r229578 [http://svn.freebsd.org/viewvc/base?view=revision&revision=229578],
r232328 [http://svn.freebsd.org/viewvc/base?view=revision&revision=232328]]
		New properties, clones and written, have been added.


		The The
zfs(8) [http://www.FreeBSD.org/cgi/man.cgi?query=zfs&sektion=8&manpath=FreeBSD+9.1-RELEASE]
send command now reports an estimated size of the stream.


		The
zfs(8) [http://www.FreeBSD.org/cgi/man.cgi?query=zfs&sektion=8&manpath=FreeBSD+9.1-RELEASE]
destroy command now reports an estimate of the space which
would be reclaimed, when -n flag is specified.


		The
zfs(8) [http://www.FreeBSD.org/cgi/man.cgi?query=zfs&sektion=8&manpath=FreeBSD+9.1-RELEASE]
get command now supports the -t type flag to specify the
data type.








		The
dhclient(8) [http://www.FreeBSD.org/cgi/man.cgi?query=dhclient&sektion=8&manpath=FreeBSD+9.1-RELEASE]
utility now supports domain-search (option number 119, described
in RFC 3397). This allows a DHCP server to publish a list of implicit
domain suffixes used during name lookup. If this option is specified,
a search keyword will be added to
/etc/resolv.conf.[r230597 [http://svn.freebsd.org/viewvc/base?view=revision&revision=230597]]


		A bug in the
gcc(1) [http://www.FreeBSD.org/cgi/man.cgi?query=gcc&sektion=1&manpath=FreeBSD+9.1-RELEASE]
compiler has been fixed. It could lead to incorrect calculations when
-ffast-math is
specified.[r234023 [http://svn.freebsd.org/viewvc/base?view=revision&revision=234023]]


		The
ifconfig(8) [http://www.FreeBSD.org/cgi/man.cgi?query=ifconfig&sektion=8&manpath=FreeBSD+9.1-RELEASE]
utility now supports a vlanhwcsum parameter to set or reset
checksum offloading capability on
VLANs.[r231221 [http://svn.freebsd.org/viewvc/base?view=revision&revision=231221]]


		The
ifconfig(8) [http://www.FreeBSD.org/cgi/man.cgi?query=ifconfig&sektion=8&manpath=FreeBSD+9.1-RELEASE]
utility now supports a carp                state parameter to set the
state to backup or master
forcibly.[r232486 [http://svn.freebsd.org/viewvc/base?view=revision&revision=232486]]


		The
jail(8) [http://www.FreeBSD.org/cgi/man.cgi?query=jail&sektion=8&manpath=FreeBSD+9.1-RELEASE]
utility now supports a configuration file
(jail.conf(5) [http://www.FreeBSD.org/cgi/man.cgi?query=jail.conf&sektion=5&manpath=FreeBSD+9.1-RELEASE])
for complex
configurations.[r235839 [http://svn.freebsd.org/viewvc/base?view=revision&revision=235839]]


		Lock handling performance in the libthr pthread library has been
improved. It now works 10 times faster especially under the condition
that a mutex is heavily
contested.[r234372 [http://svn.freebsd.org/viewvc/base?view=revision&revision=234372]]


		A new C++ stack has been imported. This consists of libcxxrt,
originally developed by a FreeBSD developer under contract by
PathScale and open sourced by the FreeBSD and NetBSD foundations, and
libc++ from the LLVM project. libcxxrt is a drop-in
replacement for GNU libsupc++, which implements the C++ runtime
support for features such as run-time type information, dynamic
casting, thread-safe static initializer, and exceptions. libc++
implements the C++11 standard library, and will replace GNU
libstdc++ in a future release. In 9.1-RELEASE, libstdc++ is
still installed as standard and now dynamically links against
libsupc++. This allows libraries linking libstdc++ and
libc++ to both be used in the same program, to aid
migration.[r235798 [http://svn.freebsd.org/viewvc/base?view=revision&revision=235798]]


		The
rtld(1) [http://www.FreeBSD.org/cgi/man.cgi?query=rtld&sektion=1&manpath=FreeBSD+9.1-RELEASE]
run-time linker now supports GCC’s RELRO (RElocation Read-Only). This
prevents the GOT (Global Offset Table) from being
overwritten.[r231579 [http://svn.freebsd.org/viewvc/base?view=revision&revision=231579]]


		The
rtld(1) [http://www.FreeBSD.org/cgi/man.cgi?query=rtld&sektion=1&manpath=FreeBSD+9.1-RELEASE]
run-time linker now supports a GNU hash section (DT_GNU_HASH),
which is a replacement of optional ELF hash
section.[r235396 [http://svn.freebsd.org/viewvc/base?view=revision&revision=235396]]


		The
setbuf(1) [http://www.FreeBSD.org/cgi/man.cgi?query=setbuf&sektion=1&manpath=FreeBSD+9.1-RELEASE]
utility and libstdbuf library have been added. This controls the
default buffering behavior of standard stdio
streams.[r235139 [http://svn.freebsd.org/viewvc/base?view=revision&revision=235139]]


		The
xlocale(3) [http://www.FreeBSD.org/cgi/man.cgi?query=xlocale&sektion=3&manpath=FreeBSD+9.1-RELEASE]
API has been implemented. This consists of _l-suffixed versions
of various standard library functions that use the global locale,
making them take an explicit locale parameter and allowing
thread-safe extended locale support. Most of these APIs are required
for IEEE Std 1003.1-2008 (POSIX.1-2008 or ISO/IEC 9945:2009)
compatibility, and are required by libc++ and recent versions of
GNOME. This implementation also supports several extensions for
compatibility with Apple
Darwin.[r235785 [http://svn.freebsd.org/viewvc/base?view=revision&revision=235785]]


		ISC BIND has been updated to version
9.8.3-P4.[r241417 [http://svn.freebsd.org/viewvc/base?view=revision&revision=241417]]


		The compiler-rt library, which provides low-level target-specific
interfaces such as functions in libgcc, has been updated to
revision
147467.[r236018 [http://svn.freebsd.org/viewvc/base?view=revision&revision=236018]]


		file
(file(1) [http://www.FreeBSD.org/cgi/man.cgi?query=file&sektion=1&manpath=FreeBSD+9.1-RELEASE])
has been updated to version
5.11.[r237983 [http://svn.freebsd.org/viewvc/base?view=revision&revision=237983]]


		GNU
gperf(1) [http://www.FreeBSD.org/cgi/man.cgi?query=gperf&sektion=1&manpath=FreeBSD+9.1-RELEASE]
has been updated to version 3.0.3 (the latest GPLv2-licensed
version).[r230237 [http://svn.freebsd.org/viewvc/base?view=revision&revision=230237]]


		libarchive,
bsdtar(1) [http://www.FreeBSD.org/cgi/man.cgi?query=bsdtar&sektion=1&manpath=FreeBSD+9.1-RELEASE],
and
cpio(1) [http://www.FreeBSD.org/cgi/man.cgi?query=cpio&sektion=1&manpath=FreeBSD+9.1-RELEASE]
have been updated to version
2.8.5.[r229588 [http://svn.freebsd.org/viewvc/base?view=revision&revision=229588]]


		libpcap library has been updated to
1.2.1.[r236167 [http://svn.freebsd.org/viewvc/base?view=revision&revision=236167]]


		libstdc++ have been updated to rev 135556 of gcc-4_2-branch
(the last LGPLv2-licensed
version).[r229551 [http://svn.freebsd.org/viewvc/base?view=revision&revision=229551]]


		The LLVM compiler infrastructure and clang, a C language
family front-end, version 3.1 have been imported. Note that it is not
used for building the FreeBSD base system by
default.[r236144 [http://svn.freebsd.org/viewvc/base?view=revision&revision=236144]]


		The netcat utility has been updated to version
5.1.[r235971 [http://svn.freebsd.org/viewvc/base?view=revision&revision=235971]]


		OpenSSL has been updated to version
0.9.8x.[r237998 [http://svn.freebsd.org/viewvc/base?view=revision&revision=237998]]


		tcpdump
(tcpdump(1) [http://www.FreeBSD.org/cgi/man.cgi?query=tcpdump&sektion=1&manpath=FreeBSD+9.1-RELEASE])
utility has been updated to version
4.2.1.[r236192 [http://svn.freebsd.org/viewvc/base?view=revision&revision=236192]]


		The TENEX C shell
(tcsh(1) [http://www.FreeBSD.org/cgi/man.cgi?query=tcsh&sektion=1&manpath=FreeBSD+9.1-RELEASE])
has been updated to version
6.18.01.[r232633 [http://svn.freebsd.org/viewvc/base?view=revision&revision=232633]]


		The timezone database has been updated to the tzdata2012a
release.[r233447 [http://svn.freebsd.org/viewvc/base?view=revision&revision=233447]]


		zlib library has been updated to version
1.2.7.[r237691 [http://svn.freebsd.org/viewvc/base?view=revision&revision=237691]]


		The supported version of the KDE desktop environment
(`x11/kde4 <http://svnweb.FreeBSD.org/ports/head/x11/kde4/pkg-descr?revision=HEAD>`__)
has been updated to 4.8.4.
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Introduction


This is a specific schedule for the release of FreeBSD &local.rel;. For
more general information about the release engineering process, please
see the Release Engineering section of
the web site.


General discussions about the release engineering process or quality
assurance issues should be sent to the public
freebsd-qa mailing list.
MFC
requests should be sent to re@FreeBSD.org.





Schedule


Action


Expected


Actual


Description


Reminder announcement


30 Nov 2004


30 Nov 2004


Release Engineers send announcement email to developers with a rough
schedule for the FreeBSD &local.rel; release.


&local.rel;-BETA Testing Guide published


–


–


A testing guide should be
published with information about recent changes and areas of the system
that should be thoroughly tested during the pre-release/RC period.


Announce the Ports Freeze


–


18 Dec 2004


Someone from portmgr@ should email freebsd-ports@ to set a date
for the week long ports freeze and tagging of the ports tree.


&local.rel;-PRERELEASE


6 Dec 2004


6 Dec 2004


newvers.sh updated.


Code freeze begins


13 Dec 2004


13 Dec 2004


After this date, all commits to the RELENG_4 branch must be approved
by re@FreeBSD.org. Certain highly active documentation committers are
exempt from this rule for routine man page / release note updates.
Heads-up emails should be sent to the developers, as well as stable@
and qa@ lists.


RELENG_&local.rel.tag; branch


17 Dec 2004


17 Dec 2004


The release branch is created. Update newvers.sh and release.ent
on various branches involved.


Unfreeze the tree


17 Dec 2004


17 Dec 2004


Announcement to developers explaining that commits to RELENG_4 no
longer require approval. Also note the policy for commits to the
RELENG_&local.rel.tag; branch.


&local.rel;-RC


17 Dec 2004


17 Dec 2004


newvers.sh and release.ent updated.


First release candidate


20 Dec 2004


18 Dec 2004


The first release candidate for the x86 and Alpha architecture is
released. ISO images should be uploaded to ftp-master.FreeBSD.org. A
network install directory should be uploaded to
ftp-master.FreeBSD.org. The packages/ directory should be a
relative symlink, as described in the releng article. When the builds
begin send a note to mirror-announce@FreeBSD.org saying a “Normal
Release Cycle” is beginning, RC ISOs and install directories will be
coming through the next few weeks.


Heads up to -stable


20 Dec 2004


18 Dec 2004


A message should be sent to qa@FreeBSD.org and
stable@FreeBSD.org after the first snapshot is uploaded.


Second release candidate


3 Jan 2005


3 Jan 2005


Note: the release date of this candidate depends on the user experience
with RC1.


Heads up to -stable


3 Jan 2005


3 Jan 2005


A message should be sent to qa@FreeBSD.org and
stable@FreeBSD.org after the second snapshot is uploaded.


Third release candidate


17 Jan 2005


17 Jan 2005


Note: the release date of this candidate depends on the user experience
with RC2.


Heads up to -stable


17 Jan 2005


17 Jan 2005


A message should be sent to qa@FreeBSD.org and
stable@FreeBSD.org after the third snapshot is uploaded.


Ports tree frozen


30 Dec 2004


31 Dec 2004


Only approved commits will be permitted to the ports/ tree during
the freeze.


Announce doc/ tree slush


27 Dec 2004


29 Dec 2004


Notification of the impending doc/ tree slush should be sent to
doc@.


doc/ tree slush


14 Jan 2005


15 Jan 2005


Non-essential commits to the en_US.ISO8859-1/ subtree should be
delayed from this point until after the doc/ tree tagging, to give
translation teams time to synchronize their work.


Ports tree tagged


6 Jan 2005


8 Jan 2005


RELEASE_&local.rel.tag;_0 tag for ports/.


Ports tree unfrozen


7 Jan 2005


8 Jan 2005


After the ports/ tree is tagged, the ports/ tree will be
re-opened for commits, but commits made after tagging will not go in
&local.rel;-RELEASE.


Final package build starts


6 Jan 2005


–


The ports cluster and pointyhat [http://pointyhat.FreeBSD.org] build
final packages.


doc/ tree tagged.


18 Jan 2005


–


Version number bumps for doc/ subtree. RELEASE_&local.rel.tag;_0
tag for doc/. doc/ slush ends at this time.


Version numbers bumped.


20 Jan 2005


21 Jan 2005


The files listed
here
are updated to reflect the fact that this is FreeBSD &local.rel;.


src tree tagged.


20 Jan 2005


21 Jan 2005


RELENG_&local.rel.tag;_0_RELEASE tag for src/.


Final builds.


20 Jan 2005


21 Jan 2005


Final builds for x86 and Alpha in a pristine environment.


Warn mirror-announce@FreeBSD.org


21 Jan 2005


24 Jan 2005


Heads up email to mirror-announce@FreeBSD.org to give admins time to
prepare for the load spike to come. The site administrators have
frequently requested advance notice for new ISOs.


Upload to ftp-master.


22 Jan 2005


24 Jan 2005


Release uploaded to ftp-master.FreeBSD.org (packages should have
been done before now, otherwise it chokes the mirror sites and
propagation of the release bits takes too long)


Update man.cgi on the website.


24 Jan 2005


25 Jan 2005


Make sure the &local.rel; manual pages are being displayed by default
for the man->web gateway. Also make sure these man pages are pointed to
by docs.xml.


Announcement


24 Jan 2005


25 Jan 2005


Announcement sent out after a majority of the mirrors have received the
bits.


Turn over to the secteam


2 Feb 2005


1 Feb 2005


RELENG_&local.rel.tag; branch is handed over to the FreeBSD Security
Officer Team in one or two weeks after the announcement.





Additional Information



		FreeBSD &local.rel; developer todo list.


		FreeBSD Release Engineering website.
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The release notes for FreeBSD are customized for different platforms, as
some of the changes made to FreeBSD apply only to specific processor
architectures.


Release notes for FreeBSD 4.11-RELEASE are available for the following
platforms:



		i386


		Alpha





A list of all platforms currently under development can be found on the
Supported Platforms page.
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Introduction


The following is the general policy for submitting requests to have
Errata Fixes applied to FreeBSD &local.rel;.





Procedures


The Errata fixes will be applied by a member of the Release Engineering
Team, coordinating the fix with the Security Officer who owns the
branch. An Errata Notice will also be issued. The Release Engineering
Team may choose to handle several Errata with one Errata Notice if
several are being processed at roughly the same time.





Policy



Errata Candidates


The classification of things that are Errata candidates are things that
are severe service-disrupting bugs for which there is no known
work-around. Things like bugs in device drivers that impair their
expected functionality, things that can cause kernel panics, etc.





Initial Patch


During the initial phases the fix for Errata should be handled exactly
like any other fix. It should initially be committed to HEAD if possible
and go through the normal testing period there. The fix should then be
MFCed as usual. Since HEAD and RELENG_5 have become dramatically
different from RELENG_4 in many areas this may not be possible, and the
initial commit may need to be applied straight to RELENG_4. At this
point if you feel a fix is an Errata Notice candidate please contact the
Release Engineering Team to make them aware of it.


The fix should then sit in RELENG_4 for one to two weeks. During this
period please try to have the fix reviewed by another senior Developer
familiar with the section of the code you are working with. You should
also get confirmation that the fix solves the problem from someone who
had reported the problem. Assuming no problems come up during this
testing period then send in the formal request to re@FreeBSD.org. Please
include the patch that will need to be applied to &local.rel; and who
has reviewed the fix.
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Introduction


This is the release schedule for FreeBSD &local.rel;. For more
information about the release engineering process, please see the
Release Engineering section of the web
site.


General discussions about the pending release and known issues should be
sent to the public
freebsd-stable mailing list.





Schedule










		Action
		Expected
		Actual
		Description



		Initial release schedule announcement
		
		






		08 February 2013
		Release Engineers send announcement email to developers with a rough schedule.



		Announce doc/ tree slush
		
		






		28 February 2013
		Notification of the impending doc/ tree slush should be sent to doc@.



		Code freeze begins
		08 March 2013
		08 March 2013
		Release Engineers announce that all further commits to the stable/8 branch will require explicit approval. Certain blanket approvals will be granted for narrow areas of development, documentation improvements, etc.



		BETA1
		20 March 2013
		22 March 2013
		First beta test snapshot.



		doc/ tree slush
		17 March 2013
		17 March 2013
		Non-essential commits to the en_US.ISO8859-1/ subtree should be delayed from this point until after the doc/ tree tagging, to give translation teams time to synchronize their work.



		ports/ tree freeze
		30 March 2013
		30 March 2013
		Only security updates and critical fixes will be allowed to the tree during this freeze.



		releng/&local.rel; branch
		18 March 2013
		28 March 2013
		Subversion branch created, propagated to CVS; future release engineering proceeds on this branch.



		RC1
		30 March 2013
		10 April 2013
		First release candidate.



		RC2
		21 April 2013
		22 April 2013
		Second release candidate.



		RC3
		30 April 2013
		8 May 2013
		Third release candidate.



		RELEASE build
		02 June 2013
		02 June 2013
		&local.rel;-RELEASE build.



		RELEASE announcement
		07 June 2013
		07 June 2013
		&local.rel;-RELEASE press release.



		Turn over to the secteam
		
		






		16 June 2013
		releng/&local.rel; branch is handed over to the FreeBSD Security Officer Team in one or two weeks after the announcement.
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The FreeBSD Release Engineering Team is pleased to announce the
availability of FreeBSD 8.4-RELEASE. This is the fifth release from the
8-STABLE branch which improves on the functionality of FreeBSD 8.3 and
introduces some new features. Some of the highlights:



		Gnome version 2.32.1, KDE version 4.10.1


		Feature flags 5000 version of the ZFS filesystem.


		Support for all shipping LSI storage controllers.





For a complete list of new features and known problems, please see the
online release notes and errata list, available at:



		http://www.FreeBSD.org/releases/8.4R/relnotes.html


		http://www.FreeBSD.org/releases/8.4R/errata.html





For more information about FreeBSD release engineering activities,
please see:



		http://www.FreeBSD.org/releng/





FreeBSD 8.4-RELEASE is now available for the amd64 and i386
architectures. Images for the pc98 architecture should be available
within the next 24 hours.


FreeBSD 8.4 can be installed from bootable ISO images or over the
network. Some architectures (currently amd64 and i386) also support
installing from a USB memory stick. The required files can be downloaded
via FTP as described in the sections below. While some of the smaller
FTP mirrors may not carry all architectures, they will all generally
contain the more common ones such as amd64 and i386.


SHA256 and MD5 hashes for the release ISO and memory stick images are
included at the bottom of this message.


The purpose of the images provided as part of the release are as
follows:



		dvd1:


		This contains everything necessary to install the base FreeBSD
operating system, a collection of pre-built packages, and the
documentation. It also supports booting into a “livefs” based rescue
mode. This should be all you need if you can burn and use DVD-sized
media.


		disc1:


		This contains the base FreeBSD operating system and the English
documentation package for CDROM-sized media. There are no other
packages.


		livefs:


		This contains support for booting into a “livefs” based rescue mode
but does not support doing an install from the CD itself. It is
meant to help rescue an existing system but could be used to do a
network based install if necessary.


		bootonly:


		This supports booting a machine using the CDROM drive but does not
contain the support for installing FreeBSD from the CD itself. You
would need to perform a network based install (e.g. from an FTP
server) after booting from the CD.


		memstick:


		This can be written to an USB memory stick (flash drive) and used to
do an install on machines capable of booting off USB drives. It also
supports booting into a “livefs” based rescue mode. The
documentation packages are provided but no other packages.


As one example of how to use the memstick image, assuming the USB
drive appears as /dev/da0 on your machine something like this should
work:


# dd if=FreeBSD-8.4-RELEASE-amd64-memstick.img of=/dev/da0 bs=10240 conv=sync






Be careful to make sure you get the target (of=) correct.








FreeBSD 8.4-RELEASE can also be purchased on CD-ROM or DVD from several
vendors. One of the vendors that will be offering FreeBSD 8.4-based
products is:



		FreeBSD Mall, Inc. http://www.freebsdmall.com/






FTP


At the time of this announcement the following FTP sites have FreeBSD
8.4-RELEASE available.



		ftp://ftp.freebsd.org/pub/FreeBSD/releases/ISO-IMAGES/8.4/


		ftp://ftp5.freebsd.org/pub/FreeBSD/releases/ISO-IMAGES/8.4/


		ftp://ftp10.freebsd.org/pub/FreeBSD/releases/ISO-IMAGES/8.4/


		ftp://ftp.cn.freebsd.org/pub/FreeBSD/releases/ISO-IMAGES/8.4/


		ftp://ftp.cz.freebsd.org/pub/FreeBSD/releases/ISO-IMAGES/8.4/


		ftp://ftp.dk.freebsd.org/pub/FreeBSD/releases/ISO-IMAGES/8.4/


		ftp://ftp.fr.freebsd.org/pub/FreeBSD/releases/ISO-IMAGES/8.4/


		ftp://ftp.jp.freebsd.org/pub/FreeBSD/releases/ISO-IMAGES/8.4/


		ftp://ftp.ru.freebsd.org/pub/FreeBSD/releases/ISO-IMAGES/8.4/


		ftp://ftp1.ru.freebsd.org/pub/FreeBSD/releases/ISO-IMAGES/8.4/


		ftp://ftp.tw.freebsd.org/pub/FreeBSD/releases/ISO-IMAGES/8.4/


		ftp://ftp4.tw.freebsd.org/pub/FreeBSD/releases/ISO-IMAGES/8.4/


		ftp://ftp5.us.freebsd.org/pub/FreeBSD/releases/ISO-IMAGES/8.4/


		ftp://ftp10.us.freebsd.org/pub/FreeBSD/releases/ISO-IMAGES/8.4/





However before trying these sites please check your regional mirror(s)
first by going to:



		ftp://ftp.<yourdomain>.FreeBSD.org/pub/FreeBSD





Any additional mirror sites will be labeled ftp2, ftp3 and so
on.


More information about FreeBSD mirror sites can be found at:



		http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/mirrors-ftp.html





For instructions on installing FreeBSD or updating an existing machine
to 8.4-RELEASE please see:



		http://www.FreeBSD.org/releases/8.4R/installation.html








Support


The FreeBSD Security Team currently plans to support FreeBSD 8.4 until
June 30, 2015. For more information on the Security Team and their
support of the various FreeBSD branches see:



		http://www.FreeBSD.org/security/
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ISO Image Checksums


SHA256 (FreeBSD-8.4-RELEASE-amd64-bootonly.iso) = c167d11721c2e505c062ccec4d0923fe18839d56c49e99e0646ab0de04294338
SHA256 (FreeBSD-8.4-RELEASE-amd64-disc1.iso) = 2fb17d77d4eba34736eb98c142c56546dd73a4e7ac38895bb6c8517949282438
SHA256 (FreeBSD-8.4-RELEASE-amd64-dvd1.iso) = 0a1acf77dee7fca7f71864e39804414ef53ad0540f2205bf0bfb954150f171f2
SHA256 (FreeBSD-8.4-RELEASE-amd64-livefs.iso) = 6c0e004556e931da711d48bd530aaf45c056e4336b15acc00495cde128d8337a
SHA256 (FreeBSD-8.4-RELEASE-amd64-memstick.img) = fe6686ce9f1c9afd3d1ee41d6c842d2173cfc8fed700fb76954fa2e2bef149cd






MD5 (FreeBSD-8.4-RELEASE-amd64-bootonly.iso) = 6d0cb38073c803d5f76cdbd89e0a6f24
MD5 (FreeBSD-8.4-RELEASE-amd64-disc1.iso) = 642aba9299a30f06aca521abe0abb102
MD5 (FreeBSD-8.4-RELEASE-amd64-dvd1.iso) = c8dfd45a0b4d6afca1aa79b7374682fe
MD5 (FreeBSD-8.4-RELEASE-amd64-livefs.iso) = 72631f6b8a494390393db9f7c7a877bf
MD5 (FreeBSD-8.4-RELEASE-amd64-memstick.img) = 36823c5c2613220ebc304d2508874cf6






SHA256 (FreeBSD-8.4-RELEASE-i386-bootonly.iso) = 8a92bea891f2e9bb3a4c8613c3e075c72491a5f3904219abea00eadf3c8d4258
SHA256 (FreeBSD-8.4-RELEASE-i386-disc1.iso) = 73ecc5ba0c36e7682c4862e7351d385e2e07bc97a09f9dff326d3cc1ec690cf8
SHA256 (FreeBSD-8.4-RELEASE-i386-dvd1.iso) = 28fcba3954f5014b67748f9870b7db9a95797a88e68956523f39dea8824fa694
SHA256 (FreeBSD-8.4-RELEASE-i386-livefs.iso) = 7ed52fd38bc399603ff2f69013df54032f44fb431bcf1cfb4e30230cd37e323b
SHA256 (FreeBSD-8.4-RELEASE-i386-memstick.img) = 071d889db802fc144c977023a94aece94dbe5a9e4019e85f7449128153110031






MD5 (FreeBSD-8.4-RELEASE-i386-bootonly.iso) = aca12a59ee988cccd19e4835ef8e6291
MD5 (FreeBSD-8.4-RELEASE-i386-disc1.iso) = 051bfda6a9521ca950548b5449c8c5ce
MD5 (FreeBSD-8.4-RELEASE-i386-dvd1.iso) = ca3ae875d0880e6b966f8eee2b13da40
MD5 (FreeBSD-8.4-RELEASE-i386-livefs.iso) = 13ca52edd45284fb64133ceef804f890
MD5 (FreeBSD-8.4-RELEASE-i386-memstick.img) = 52affc47ba90c9fa8df823a8c8c046e0






SHA256 (FreeBSD-8.4-RELEASE-pc98-bootonly.iso) = f88c46c223ce26146c4b82cb636fae33ff6903641ae95969f2e1e412f4ad9005
SHA256 (FreeBSD-8.4-RELEASE-pc98-disc1.iso) = 6b7a564bdf9ba3f9370df52b78a85fdbb8eb480c9baeb07dfbc6a0374a86db91
SHA256 (FreeBSD-8.4-RELEASE-pc98-livefs.iso) = 3d90e8f1aea96c4922be3aef8d2fd4ab54f07f2a30d0ae46eb29673b9db61065






MD5 (FreeBSD-8.4-RELEASE-pc98-bootonly.iso) = 8303bbf3b80a90e82fcee3e9280d297a
MD5 (FreeBSD-8.4-RELEASE-pc98-disc1.iso) = a95bd4331afa524fc57ca9606893a814
MD5 (FreeBSD-8.4-RELEASE-pc98-livefs.iso) = af6e0c5fee2ca6cf1f5b849fe4a2abb2
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FreeBSD 2.1.7 is now available in:



ftp://ftp.FreeBSD.org/pub/FreeBSD/2.1.7-RELEASE



And shortly from its various mirror sites, a list of which may be
obtained from:
http://www.FreeBSD.org/handbook/mirrors.html


This is a security release to FreeBSD 2.1.6, fixing at least several
security holes and addressing a number of outstanding problem reports in
that release.


FreeBSD 2.1.7 will also be available on CDROM from Walnut Creek
CDROM [http://www.cdrom.com/], hopefully shipping within the next 3-4
weeks. If you are a customer of Walnut Creek CDROM and you purchased the
2.1.6 release (either by subscription or by retail) then you are also
entitled to a free upgrade. All you need to do is send mail to
orders@cdrom.com or call 1-800 786-9907 / +1 510 674-0783 Intl, indicate
that you would like the free 2.1.7 upgrade and provide your name and
address information so that a replacement can be shipped. Walnut Creek
CDROM customers will also receive a letter explaining these details.


Those puzzled by the near-simultaneous release of 2.1.7 and 2.2 should
also look at http://www.FreeBSD.org/branch.html for the reasons behind
this release schedule. CDROM subscription customers should see this page
for information on Walnut Creek CDROM’s plans for these releases.


If you are a commercial user of FreeBSD who would like to take advantage
of recent bug fixes without making the jump to our more ambitious 2.2
release (or delay that jump until 2.2 has had more time to mature), or
if you’re simply looking for the lowest-impact upgrade from 2.1.5, then
2.1.7-RELEASE is for you.


Release Home
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		Release Notes


		Hardware Notes


		Errata







 **Important:** All users are encouraged to consult the release
 errata before installing &os; or submitting a problem report. The
 errata document is updated with late-breaking information discovered
 late in the release cycle or after the release. Typically, it
 contains information on known bugs, security advisories, and
 corrections to documentation. An up-to-date copy of the errata for
 &os; 8.4-RELEASE can be found on the &os; Web site.

Other Release Documentation for 8.4-RELEASE



		Release Announcement


		ReadMe


		Installation Instructions





A list of all platforms currently under development can be found on the
Supported Platforms page.
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Date: Sat, 24 Jun 2000 18:23:01 -0700


From: “Jordan K. Hubbard” <jkh@freebsd.org>

Subject:FreeBSD 3.5 now available for x86





I’m pleased to announce the availability of FreeBSD 3.5-RELEASE, the
very LAST in 3.x-STABLE branch technology. Following the release of
FreeBSD 3.4 in December, 1999, many bugs were fixed, important security
issues dealt with, and even a few new features added. Please see the
release notes for more information.


FreeBSD 3.5-RELEASE is available at
ftp.FreeBSD.org [ftp://ftp.FreeBSD.org/pub/FreeBSD/] and various
FTP mirror sites throughout the world.
It can also be ordered on CD from The FreeBSD
Mall [http://www.FreeBSDMall.com/], from where it will be shipping
soon on a 4 CD set containing installation bits for x86 architecture, as
well as a lot of other material of general interest to programmers and
end-users alike


We can’t promise that all the mirror sites will carry the rather large
installation (660MB) image, but it will at least be available from:


ftp://ftp.FreeBSD.org/pub/FreeBSD/releases/i386/ISO-IMAGES/3.5-install.iso


along with the more traditional 3.5-RELEASE bits. If you can’t afford
the CDs, are impatient, or just want to use it for evangelism purposes,
then by all means download the ISO, otherwise please do continue to
support the FreeBSD project by purchasing one of its official CD
releases from BSDi.


The official FTP distribution site for FreeBSD is:



ftp://ftp.FreeBSD.org/pub/FreeBSD/



Or via the WEB pages at:




		http://www.FreeBSDMall.com/ and


		http://www.freebsd.org [http://www.freebsd.org/]









And directly from BSDi:




		BSDi


		4041 Pike Lane, #F
Concord CA, 94520 USA
Phone: +1 925 674-0783
Fax: +1 925 674-0821
Email: info@cdrom.com
WWW: http://www.cdrom.com/









Additionally, FreeBSD is available via anonymous FTP from mirror
sites in the following countries:
Argentina, Australia, Brazil, Bulgaria, Canada, the Czech Republic,
Denmark, Elbonia, Estonia, Finland, France, Germany, Hong Kong, Hungary,
Iceland, Ireland, Israel, Japan, Korea, Latvia, Malaysia, the
Netherlands, Poland, Portugal, Rumania, Russia, Slovenia, South Africa,
Spain, Sweden, Taiwan, Thailand, the Ukraine and the United Kingdom (and
quite possibly several others which I’ve never even heard of :).


Before trying the central FTP site, please check your regional mirror(s)
first by going to:


ftp://ftp.<yourdomain>.freebsd.org/pub/FreeBSD


Any additional mirror sites will be labeled ftp2, ftp3 and so on.


The latest versions of export-restricted code for FreeBSD (2.0C or
later) (eBones and secure) are also being made available at the
following locations. Now that FreeBSD has export permission for crypto
from the United States government, you can get it from these locations
or from ftp.freebsd.org.



		South Africa


		
ftp://ftp.internat.FreeBSD.ORG/pub/FreeBSD


ftp://ftp2.internat.FreeBSD.ORG/pub/FreeBSD








		Brazil


		ftp://ftp.br.FreeBSD.ORG/pub/FreeBSD


		Finland


		ftp://nic.funet.fi/pub/unix/FreeBSD/eurocrypt





Thanks!



		Jordan





Release Home
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                                 RELEASE NOTES
                             FreeBSD 2.1.7 RELEASE

0. What is this release?
------------------------
FreeBSD 2.1.7R is the follow-on release to 2.1.6R and focuses primarily
on fixing bugs and closing security holes, the most notable being the
setlocale() bug (see ftp://freefall.FreeBSD.org/pub/CERT) in 2.1.6R.

For more information on our bleeding-edge development, please see
http://www.FreeBSD.org/handbook/current.html.

0. What's New since 2.1.6-RELEASE?
----------------------------------
Since the setlocale() security hole forced us to do another release
along the 2.1-STABLE branch, we focused on pulling in a lot of
additional bug fixes and security enhancements as well, taking
also some time to upgrade sysinstall to deal with the MSDOSFS
installation bugs which have hosed so many people & to upgrade
a few selected utilities.  Aside from these, there are few functional
changes in 2.1.7R.


1. What's New since 2.1.0-RELEASE?
----------------------------------
Quite a few things have changed since the last major release
of FreeBSD.  To make it easier to identify specific changes,
we've broken them into several major categories:


Device Drivers:
---------------
Support for the Adaptec AIC7850 on-board SCSI adapter.

Support for Specialix SI and XIO serial cards.

Support for the Stallion EasyIO, EasyConnection 8/32 and
EasyConnection 8/64, as well as the older Onboard and Brumby serial
cards.

Support for the Intel EtherExpress Pro/100B PCI ethernet card.

Support for the 3COM 3C590 and 3C595 ethernet cards.

Real PCI Buslogic support (new driver and probing order).

Support for the ARNET (now Digiboard) Sync 570i high-speed serial card.

Better support for the Matrox Meteor frame grabber card.

Support for the Connectix Quickcam.

Kernel features:
----------------
Various VM system enhancements and more than a few bugs fixed.

A concatenated disk driver for simple types of RAID applications.
See the man page for
ccd(4)>
for more information.

Real PCI bus probing (before ISA) and support for various PCI bridges.

The Linux emulation is now good enough to run the Linux version of
Netscape, with JAVA support (as well as a number of other Linux
utilities).



Userland code updates:
----------------------

The system installation tool has been revamped with slightly different
menu behavior and a number of bugs have been fixed.  It's hoped that
this installation will be more intuitive for new users than previous
ones (feedback welcomed, of course) as well as more useful in the
post-install scenario (I know, I keep saying this :-).

Many improvements to the NIS code.

The ncftp program is no longer part of the default system - it has been
replaced by a library (/usr/src/lib/libftpio) and a more powerful program
which uses it called ``fetch'' (/usr/src/usr.bin/fetch).  You may find
ncftp as part of the ports collection (in /usr/ports/net/ncftp) if you
still wish to use it, though fetch is slightly more capable in that
it can fetch from both FTP and HTTP servers (ftp://... or http://... URLs).
See the man page for more details.


2. Technical overview
---------------------

FreeBSD is a freely available, full source 4.4 BSD Lite based release
for Intel i386/i486/Pentium (or compatible) based PC's.  It is based
primarily on software from U.C. Berkeley's CSRG group, with some
enhancements from NetBSD, 386BSD, and the Free Software Foundation.

Since our release of FreeBSD 2.0 over a year ago, the performance,
feature set and stability of FreeBSD has improved dramatically.  The
largest change is a revamped VM system with a merged VM/file buffer
cache that not only increases performance but reduces FreeBSD's memory
footprint, making a 5MB configuration a more acceptable minimum.
Other enhancements include full NIS client and server support,
transaction TCP support, dial-on-demand PPP, an improved SCSI
subsystem, early ISDN support, support for FDDI and Fast Ethernet
(100Mbit) adapters, improved support for the Adaptec 2940 (WIDE and
narrow) and 3940 SCSI adaptors along with many hundreds of bug fixes.

We've taken the comments and suggestions of many of our users to
heart and have attempted to provide what we hope is a more sane and
easily understood installation process.  Your feedback on this
(constantly evolving) process is especially welcome!

In addition to the base distributions, FreeBSD offers a new ported
software collection with over 390 commonly sought-after programs.  The
list of ports ranges from http (WWW) servers, to games, languages,
editors and almost everything in between.  The entire ports collection
requires only 10MB of storage, all ports being expressed as "deltas"
to their original sources.  This makes it much easier for us to update
ports and greatly reduces the disk space demands made by the ports
collection.  To compile a port, you simply change to the directory of
the program you wish to install, type make and let the system do the
rest.  The full original distribution for each port you build is
retrieved dynamically off of CDROM or a local ftp site, so you need
only enough disk space to build the ports you want.  (Almost) every
port is also provided as a pre-compiled "package" which can be
installed with a simple command (pkg_add).  See also the new Packages
option in the Configuration menu for an especially convenient interface
to the package collection.


A number of additional documents which you may find helpful in the
process of installing and using FreeBSD may now also be found in the
/usr/share/doc directory.  You may view the manuals with any HTML
capable browser by saying:

  To read the handbook:
      <browser> file:/usr/share/doc/handbook/handbook.html

  To read the FAQ:
      <browser> file:/usr/share/doc/FAQ/freebsd-faq.html

You can also visit the master (and most frequently updated) copies at
http://www.FreeBSD.org.

The core of FreeBSD does not contain DES code which would inhibit its
being exported outside the United States.  There is an add-on package
to the core distribution, for use only in the United States, that
contains the programs that normally use DES.  The auxiliary packages
provided separately can be used by anyone.  A freely (from outside the
U.S.) exportable distribution of DES for our non-U.S. users also
exists at ftp://ftp.internat.FreeBSD.org/pub/FreeBSD.

If password security for FreeBSD is all you need and you have no
requirement for copying encrypted passwords from different hosts
(Suns, DEC machines, etc) into FreeBSD password entries, then
FreeBSD's MD5 based security may be all you require!  We feel that our
default security model is more than a match for DES, and without any
messy export issues to deal with.  If you're outside (or even inside)
the U.S., give it a try!  This snapshot also includes support for
mixed password files - either DES or MD5 passwords will be accepted,
making it easier to transition from one scheme to the other.


3. Supported Configurations
---------------------------

FreeBSD currently runs on a wide variety of ISA, VLB, EISA and PCI bus
based PC's, ranging from 386sx to Pentium class machines (though the
386sx is not recommended).  Support for generic IDE or ESDI drive
configurations, various SCSI controller, network and serial cards is
also provided.

What follows is a list of all disk controllers and ethernet cards
currently known to work with FreeBSD.  Other configurations may also
work, but we have simply not received any confirmation of this.


3.1. Disk Controllers
---------------------

WD1003 (any generic MFM/RLL)
WD1007 (any generic IDE/ESDI)
IDE
ATA

Adaptec 152x series ISA SCSI controllers
Adaptec 154x series ISA SCSI controllers
Adaptec 174x series EISA SCSI controller in standard and enhanced mode.
Adaptec 274X/284X/2940/3940 (Narrow/Wide/Twin) series ISA/EISA/PCI SCSI
controllers.
Adaptec AIC-6260 and AIC-6360 based boards, which includes
Adaptec AIC7850 on-board SCSI controllers.
the AHA-152x and SoundBlaster SCSI cards.

** Note: You cannot boot from the SoundBlaster cards as they have no
   on-board BIOS, such being necessary for mapping the boot device into the
   system BIOS I/O vectors.  They're perfectly usable for external tapes,
   CDROMs, etc, however.  The same goes for any other AIC-6x60 based card
   without a boot ROM.  Some systems DO have a boot ROM, which is generally
   indicated by some sort of message when the system is first powered up
   or reset, and in such cases you *will* also be able to boot from them.
   Check your system/board documentation for more details.

[Note that Buslogic was formerly known as "Bustec"]
Buslogic 545S & 545c
Buslogic 445S/445c VLB SCSI controller
Buslogic 742A, 747S, 747c EISA SCSI controller.
Buslogic 946c PCI SCSI controller
Buslogic 956c PCI SCSI controller

NCR 53C810 and 53C825 PCI SCSI controller.
NCR5380/NCR53400 ("ProAudio Spectrum") SCSI controller.

DTC 3290 EISA SCSI controller in 1542 emulation mode.

UltraStor 14F, 24F and 34F SCSI controllers.

Seagate ST01/02 SCSI controllers.

Future Domain 8xx/950 series SCSI controllers.

WD7000 SCSI controller.

With all supported SCSI controllers, full support is provided for
SCSI-I & SCSI-II peripherals, including Disks, tape drives (including
DAT) and CD ROM drives.

The following CD-ROM type systems are supported at this time:
(cd)    SCSI interface (also includes ProAudio Spectrum and
        SoundBlaster SCSI)
(mcd)   Mitsumi proprietary interface (all models)
(matcd) Matsushita/Panasonic (Creative SoundBlaster) proprietary
        interface (562/563 models)
(scd)   Sony proprietary interface (all models)
(wcd)   ATAPI IDE interface (experimental and should be considered ALPHA
        quality!).


3.2. Ethernet cards
-------------------

Allied-Telesis AT1700 and RE2000 cards
SMC Elite 16 WD8013 ethernet interface, and most other WD8003E,
WD8003EBT, WD8003W, WD8013W, WD8003S, WD8003SBT and WD8013EBT
based clones.  SMC Elite Ultra is also supported.

DEC EtherWORKS III NICs (DE203, DE204, and DE205)
DEC EtherWORKS II NICs (DE200, DE201, DE202, and DE422)
DEC DC21040, DC21041, or DC21140 based NICs (SMC???? DE???)
DEC FDDI (DEFPA/DEFEA) NICs
Fujitsu MB86960A/MB86965A

Intel EtherExpress (not recommended due to driver instability)
Intel EtherExpress Pro/100B PCI Fast Ethernet

Isolan AT 4141-0 (16 bit)
Isolink 4110     (8 bit)

Novell NE1000, NE2000, and NE2100 ethernet interface.

3Com 3C501 cards

3Com 3C503 Etherlink II

3Com 3c505 Etherlink/+

3Com 3C507 Etherlink 16/TP

3Com 3C509, 3C579, 3C589 (PCMCIA), 3C590 & 3C595 (PCI) Etherlink III

Toshiba ethernet cards

PCMCIA ethernet cards from IBM and National Semiconductor are also
supported.

Note that NO token ring cards are supported at this time as we're
still waiting for someone to donate a driver for one of them.  Any
takers?


3.3. Misc
---------

AST 4 port serial card using shared IRQ.

ARNET 8 port serial card using shared IRQ.
ARNET (now Digiboard) Sync 570/i high-speed serial.

Boca BB1004 4-Port serial card (Modems NOT supported)
Boca IOAT66 6-Port serial card (Modems supported)
Boca BB1008 8-Port serial card (Modems NOT supported)
Boca BB2016 16-Port serial card (Modems supported)

Cyclades Cyclom-y Serial Board.

STB 4 port card using shared IRQ.

SDL Communications Riscom/8 Serial Board.

Adlib, SoundBlaster, SoundBlaster Pro, ProAudioSpectrum, Gravis UltraSound
and Roland MPU-401 sound cards.

FreeBSD currently does NOT support IBM's microchannel (MCA) bus.



4. Obtaining FreeBSD
--------------------

You may obtain FreeBSD in a variety of ways:

4.1. FTP/Mail

You can ftp FreeBSD and any or all of its optional packages from
`ftp.FreeBSD.org' - the official FreeBSD release site.

For other locations that mirror the FreeBSD software see the file
MIRROR.SITES.  Please ftp the distribution from the site closest (in
networking terms) to you.  Additional mirror sites are always welcome!
Contact admin@FreeBSD.org for more details if you'd like to become an
official mirror site.

If you do not have access to the internet and electronic mail is your
only recourse, then you may still fetch the files by sending mail to
`ftpmail@decwrl.dec.com' - putting the keyword "help" in your message
to get more information on how to fetch files using this mechanism.
Please do note, however, that this will end up sending many *tens of
megabytes* through the mail and should only be employed as an absolute
LAST resort!


4.2. CDROM

FreeBSD 2.1-RELEASE and these 2.2 SNAPSHOT CDs may be ordered on CDROM from:

        Walnut Creek CDROM
        4041 Pike Lane, Suite D
        Concord CA  94520
        1-800-786-9907, +1-510-674-0783, +1-510-674-0821 (fax)

Or via the internet from orders@cdrom.com or http://www.cdrom.com.
Their current catalog can be obtained via ftp as:
        ftp://ftp.cdrom.com/cdrom/catalog.

Cost per -RELEASE CD is $39.95 or $24.95 with a FreeBSD subscription.
FreeBSD 2.2-SNAP CDs are $29.95 or $14.95 with a FreeBSD-SNAP subscription
(-RELEASE and -SNAP subscriptions are entirely separate).  With a
subscription, you will automatically receive updates as they are released.
Your credit card will be billed when each disk is shipped and you may cancel
your subscription at any time without further obligation.

Walnut Creek CDROM also sells a full line of FreeBSD related
merchandise such as T-shirts ($14.95, available in "child", Large and
XL sizes), coffee mugs ($9.95), tattoos ($0.25 each) and posters
($3.00).

Shipping (per order not per disc) is $5 in the US, Canada or Mexico
and $9.00 overseas.  They accept Visa, Mastercard, Discover, American
Express or checks in U.S. Dollars and ship COD within the United
States.  California residents please add 8.25% sales tax.

Should you be dissatisfied for any reason, the CD comes with an
unconditional return policy.


Reporting problems, making suggestions, submitting code
-------------------------------------------------------

Your suggestions, bug reports and contributions of code are always
valued - please do not hesitate to report any problems you may find
(preferably with a fix attached, if you can!).

The preferred method to submit bug reports from a machine with
internet mail connectivity is to use the send-pr command.  Bug reports
will be dutifully filed by our faithful bugfiler program and you can
be sure that we'll do our best to respond to all reported bugs as soon
as possible.  Bugs filed in this way are also visible on our WEB site
in the support section and are therefore valuable both as bug reports
and as "signposts" for other users concerning potential problems to
watch out for.

If, for some reason, you are unable to use the send-pr command to
submit a bug report, you can try to send it to:

                bugs@FreeBSD.org


Otherwise, for any questions or suggestions, please send mail to:

                questions@FreeBSD.org


Additionally, being a volunteer effort, we are always happy to have
extra hands willing to help - there are already far more desired
enhancements than we'll ever be able to manage by ourselves!  To
contact us on technical matters, or with offers of help, please send
mail to:

                hackers@FreeBSD.org


Please note that these mailing lists can experience *significant*
amounts of traffic and if you have slow or expensive mail access and
are only interested in keeping up with significant FreeBSD events, you
may find it preferable to subscribe instead to:

                announce@FreeBSD.org


All but the freebsd-bugs groups can be freely joined by anyone wishing
to do so.  Send mail to MajorDomo@FreeBSD.org and include the keyword
`help' on a line by itself somewhere in the body of the message.  This
will give you more information on joining the various lists, accessing
archives, etc.  There are a number of mailing lists targeted at
special interest groups not mentioned here, so send mail to majordomo
and ask about them!


6. Acknowledgements
-------------------

FreeBSD represents the cumulative work of many dozens, if not
hundreds, of individuals from around the world who have worked very
hard to bring you this release.  It would be very difficult, if not
impossible, to enumerate everyone who's contributed to FreeBSD, but
nonetheless we shall try (in alphabetical order, of course). If you've
contributed something substantive to us and your name is not mentioned
here, please be assured that its omission is entirely accidental.
Please contact hackers@FreeBSD.org for any desired updates to the
lists that follow:


The Computer Systems Research Group (CSRG), U.C. Berkeley.

Bill Jolitz, for his initial work with 386BSD.

The FreeBSD Core Team
(in alphabetical order by last name):

        Satoshi Asami <asami@FreeBSD.org>
        Andrey A. Chernov <ache@FreeBSD.org>
        John Dyson <dyson@FreeBSD.org>
        Bruce Evans <bde@FreeBSD.org>
        Justin Gibbs <gibbs@FreeBSD.org>
        David Greenman <davidg@FreeBSD.org>
        Jordan K. Hubbard <jkh@FreeBSD.org>
        Poul-Henning Kamp <phk@FreeBSD.org>
        Rich Murphey <rich@FreeBSD.org>
        Gary Palmer <gpalmer@FreeBSD.org>
        Søren Schmidt <sos@FreeBSD.org>
        Peter Wemm <peter@FreeBSD.org>
        Garrett A. Wollman <wollman@FreeBSD.org>
        Jörg Wunsch <joerg@FreeBSD.org>


The FreeBSD Development Team, excluding core team members
(in alphabetical order by last name):

        Ugen J.S. Antsilevich <ugen@FreeBSD.org>
        Torsten Blum <torstenb@FreeBSD.org>
        Gary Clark II <gclarkii@FreeBSD.org>
        Adam David <adam@FreeBSD.org>
        Peter Dufault <dufault@FreeBSD.org>
        Frank Durda IV <uhclem@FreeBSD.org>
        Julian Elischer <julian@FreeBSD.org>
        Sean Eric Fagan <sef@FreeBSD.org>
        Stefan Esser <se@FreeBSD.org>
        Bill Fenner <fenner@FreeBSD.org>
        John Fieber <jfieber@FreeBSD.org>
        Marc G. Fournier <scrappy@FreeBSD.org>
        Lars Fredriksen <lars@freeBSD.org>
        Thomas Gellekum <tg@FreeBSD.org>
        Thomas Graichen <graichen@FreeBSD.org>
        Rod Grimes <rgrimes@FreeBSD.org>
        John Hay <jhay@FreeBSD.org>
        Eric L. Hernes <erich@FreeBSD.org>
        Jeffrey Hsu <hsu@FreeBSD.org>
        Gary Jennejohn <gj@FreeBSD.org>
        Andreas Klemm <andreas@FreeBSD.org>
        L Jonas Olsson <ljo@FreeBSD.org>
        Scott Mace <smace@FreeBSD.org>
        Atsushi Murai <amurai@FreeBSD.org>
        Mark Murray <markm@FreeBSD.org>
        Alex Nash <alex@FreeBSD.org>
        Sujal Patel <smpatel@FreeBSD.org>
        Bill Paul <wpaul@FreeBSD.org>
        Joshua Peck Macdonald <jmacd@FreeBSD.org>
        John Polstra <jdp@FreeBSD.org>
        Mike Pritchard <mpp@FreeBSD.org>
        Doug Rabson <dfr@FreeBSD.org>
        James Raynard <jraynard@FreeBSD.org>
        Geoff Rehmet <csgr@FreeBSD.org>
        Martin Renters <martin@FreeBSD.org>
        Paul Richards <paul@FreeBSD.org>
        Ollivier Robert <roberto@FreeBSD.org>
        Dima Ruban <dima@FreeBSD.org>
        Wolfram Schneider <wosch@FreeBSD.org>
        Andreas Schulz <ats@FreeBSD.org>
        Karl Strickland <karl@FreeBSD.org>
        Paul Traina <pst@FreeBSD.org>
        Guido van Rooij <guido@FreeBSD.org>
        Steven Wallace <swallace@FreeBSD.org>
        Nate Williams <nate@FreeBSD.org>
        Jean-Marc Zucconi <jmz@FreeBSD.org>


Additional FreeBSD helpers and beta testers:

        Coranth Gryphon            Dave Rivers
        Kaleb S. Keithley          Michael Smith
        Terry Lambert              David Dawes
        Troy Curtis


Special mention to:

        Walnut Creek CDROM, without whose help (and continuing support)
        this release would never have been possible.

        Dermot McDonnell for his donation of a Toshiba XM3401B CDROM
        drive.

        Chuck Robey for his donation of a floppy tape streamer for
        testing.

        Larry Altneu and Wilko Bulte for providing us with Wangtek
        and Archive QIC-02 tape drives for testing and driver hacking.

        CalWeb Internet Services for the loan of a P6/200 machine for
        speedy package building.

        Everyone at Montana State University for their initial support.

        And to the many thousands of FreeBSD users and testers all over the
        world, without whom this release simply would not have been possible.

We sincerely hope you enjoy this release of FreeBSD!

                        The FreeBSD Core Team
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If you read no other documentation before installing this
version of FreeBSD, you should at least by all means *READ
THE ERRATA* for this release so that you don't stumble over
problems which have already been found and fixed.  This ERRATA.TXT
file is obviously already out of date by definition, but other
copies are kept updated on the net and should be consulted as
the "current errata" for your release.  These other copies of
the errata are located at:

  1. http://www.FreeBSD.org/releases/

  2. ftp://ftp.FreeBSD.org/pub/FreeBSD/releases/<your-release>/ERRATA.TXT
     (and any sites which keep up-to-date mirrors of this location).

Any changes to this file are also automatically emailed to:

        freebsd-stable@FreeBSD.org

For all CERT security advisories, see:

        ftp://ftp.FreeBSD.org/pub/FreeBSD/CERT/

For the latest security incident information.

---- Security Advisories:

Current active security advisories for 3.5:

---- System Update Information:
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The release notes for FreeBSD are customized for different platforms, as
some of the changes made to FreeBSD apply only to specific processor
architectures.


Release notes for FreeBSD 5.5-RELEASE are available for the following
platforms:



		alpha


		amd64


		i386


		pc98


		sparc64





A list of all platforms currently under development can be found on the
Supported Platforms page.
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Introduction


This is a specific schedule for the release of FreeBSD &local.rel;. For
more general information about the release engineering process, please
see the Release Engineering section of
the web site.


General discussions about the release engineering process or quality
assurance issues should be sent to the public
freebsd-qa mailing list.
MFC
requests should be sent to re@FreeBSD.org.





Schedule


Action


Expected


Actual


Description


Reminder announcement


–


25 January 2006


Release Engineers send announcement email to developers with a rough
schedule for the FreeBSD &local.rel; release.


Code freeze begins


31 January 2006


31 January 2006


After this date, all commits to HEAD must be approved by re@FreeBSD.org.
Certain highly active documentation committers are exempt from this rule
for routine man page / release note updates. Heads-up emails should be
sent to the developers, as well as stable@ and qa@ lists.


Announce the Ports Freeze


–


5 February 2006


Someone from portmgr@ should email freebsd-ports@ to set a date
for the week long ports freeze and tagging of the ports tree.


Begin &local.rel;-BETA1 builds


5 February 2006


5 February 2006


Begin building the first public test release build for all Tier-1
platforms.


Release &local.rel;-BETA1


5 February 2006


5 February 2006


&local.rel;-BETA1 tier-1 platform images built, released, and uploaded
to ftp-master.FreeBSD.org.


Begin &local.rel;-BETA2 builds


19 February 2006


16 February 2006


Begin building the second public test release build for all Tier-1
platforms.


Release &local.rel;-BETA2


19 February 2006


20 February 2006


&local.rel;-BETA2 tier-1 platform images built, released, and uploaded
to ftp-master.FreeBSD.org.


Ports tree frozen


20 February 2006


23 February 2006


Only approved commits will be permitted to the ports/ tree during
the freeze.


Begin &local.rel;-BETA3 builds


5 March 2006


1 March 2006


Begin building the third public test release build for all Tier-1
platforms.


Release &local.rel;-BETA3


5 March 2006


5 March 2006


&local.rel;-BETA3 tier-1 platform images built, released, and uploaded
to ftp-master.FreeBSD.org.


Announce doc/ tree slush


6 March 2006


6 March 2006


Notification of the impending doc/ tree slush should be sent to
doc@.


Begin &local.rel;-BETA4 builds


–


14 March 2006


Begin building the fourth public test release build for all Tier-1
platforms.


Release &local.rel;-BETA4


–


14 March 2006


&local.rel;-BETA4 tier-1 platform images built, released, and uploaded
to ftp-master.FreeBSD.org.


Ports tree tagged


6 March 2006


14 March 2006


RELEASE_&local.rel.tag;_0 tag for ports/.


Ports tree unfrozen


6 March 2006


14 March 2006


After the ports/ tree is tagged, the ports/ tree will be
re-opened for commits, but commits made after tagging will not go in
&local.rel;-RELEASE.


Final package build starts


TBD


–


The ports cluster and pointyhat [http://pointyhat.FreeBSD.org] build
final packages.


doc/ tree slush


10 March 2006


7 April 2006


Non-essential commits to the en_US.ISO8859-1/ subtree should be
delayed from this point until after the doc/ tree tagging, to give
translation teams time to synchronize their work.


doc/ tree tagged.


13 March 2006


21 May 2006


Version number bumps for doc/ subtree. RELEASE_&local.rel.tag;_0
tag for doc/. doc/ slush ends at this time.


RELENG_5_5 branch



[STRIKEOUT:19 March 2006]


12 May 2006





12 May 2006


The new major version branch is created. Update newvers.sh and
release.ent on various branches involved.


src/ unfrozen


TBD


–


Unfreeze RELENG_5 src. Continue to coordinate significant check-ins
with re@FreeBSD.org until the release is final.


Build &local.rel;-RC1



[STRIKEOUT:19 March 2006]


14 May 2006





13 May 2006


Begin building the first release candidate build for all Tier-1
platforms.


Release &local.rel;-RC1



[STRIKEOUT:19 March 2006]


14 May 2006





16 May 2006


&local.rel;-RC1 tier-1 platform images released, and uploaded to
ftp-master.FreeBSD.org.


Version numbers bumped



[STRIKEOUT:31 March 2006]


20 May 2006





12 May 2006


The files listed
here
are updated to reflect FreeBSD &local.rel;.


src/ tree tagged



[STRIKEOUT:31 March 2006]


20 May 2006





22 May 2006


Tag the RELENG_&local.rel.tag; branch with
RELENG_&local.rel.tag;_0_RELEASE.


Begin &local.rel;-RELEASE builds



[STRIKEOUT:31 March 2006]


20 May 2006





22 May 2006


Start &local.rel;-RELEASE Tier-1 builds.


Warn mirror-announce@FreeBSD.org



[STRIKEOUT:31 March 2006]


20 May 2006





23 May 2006


Heads up email to mirror-announce@FreeBSD.org to give admins time to
prepare for the load spike to come. The site administrators have
frequently requested advance notice for new ISOs.


Upload to ftp-master



[STRIKEOUT:2 April 2006]


21 May 2006





24 May 2006


Release and packages uploaded to ftp-master.FreeBSD.org.


Announcement



[STRIKEOUT:3 April 2006]


22 May 2006





25 May 2006


Announcement sent out after a majority of the mirrors have received the
bits.


Turn over to the secteam


TBD


31 May 2006


RELENG_&local.rel.tag; branch is handed over to the FreeBSD Security
Officer Team in one or two weeks after the announcement.





Additional Information



		FreeBSD &local.rel; developer todo list.


		FreeBSD &local.rel; Code Freeze Commit Approval
List.


		FreeBSD Release Engineering website.
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               FreeBSD 2.0
                 Contributor List



Derived Software Contributors:

This software was originally derived from William F. Jolitz's 386BSD
release 0.1, though almost none of the original 386BSD specific code
remains.  This software has been essentially reimplemented on top of
4.4 BSD Lite, from the Computer Science Research Group (CSRG) at
the University of California, Berkeley and associated academic
contributors.

There are also portions of NetBSD that have been integrated into FreeBSD
as well, and we would therefore like to thank all the contributors
to NetBSD for their work.  Despite some occasionally rocky moments in
the relations between the two groups, we both want essentially the same
thing:  More BSD based operating systems on people's computers!  We
wish the NetBSD group every success in their endeavors.


Hardware Contributors:

A special thank-you to Walnut Creek CDROM for providing the 486/DX2-66 EISA/VL
system that is being used for our development work, to say nothing of
the network access and other donations of hardware resources.  It would have
been impossible to do this release without their support.

Thanks also to Dermot McDonnell for his donation of a Toshiba XM3401B CDROM
drive.  It's been most useful!


The FreeBSD Core Team (in alphabetical order):

    Andreas Schulz <ats@g386bsd.first.bmd.de>
    Andrew A. Chernov <ache@astral.msk.su>
    Bruce Evans <bde@FreeBSD.org>
    David Greenman <davidg@Root.COM>
    Garrett A. Wollman <wollman@freefall.cdrom.com>
    Gary Palmer <gpalmer@FreeBSD.org>
    Geoff Rehmet <csgr@cs.ru.ac.za>
    Jack Vogel <jackv@FreeBSD.org>
    John Dyson <dyson@implode.rain.com>
    Jordan K. Hubbard <jkh@FreeBSD.org>
    Paul Richards <paul@isl.cf.ac.uk>
    Poul-Henning Kamp <phk@FreeBSD.org>
    Rich Murphey <rich@lamprey.utmb.edu>
    Rodney W. Grimes <rgrimes@cdrom.com>
    Soren Schmidt <sos@FreeBSD.org>


Additional FreeBSD Contributors (no particular order):

Adam Glass <glass@postgres.berkeley.edu>
Andrew Herbert <andrew@werple.apana.org.au>
Andrew Moore <alm@FreeBSD.org>
Atsushi Murai <amurai@spec.co.jp>
Bob Wilcox <bob@obiwan.uucp>
Bruce Evans <bde@kralizec.zeta.org.au>
Charles Hannum <mycroft@ai.mit.edu>
Chris G. Demetriou <cgd@postgres.berkeley.edu>
Chris Torek <torek@ee.lbl.gov>
Christoph Robitschko <chmr@edvz.tu-graz.ac.at>
Curt Mayer <curt@toad.com>
Dave Burgess <burgess@hrd769.brooks.af.mil>
Dave Rivers <rivers@ponds.uucp>
David Dawes <dawes@physics.su.OZ.AU>
Frank Maclachlan <fpm@crash.cts.com>
Gary A. Browning <gab10@griffcd.amdahl.com>
Gary Clark II <gclarkii@radon.gbdata.com>
Guido van Rooij <guido@gvr.win.tue.nl>
Havard Eidnes <Havard.Eidnes@runit.sintef.no>
Holger Veit <Holger.Veit@gmd.de>
Ishii Masahiro, R. Kym Horsell
J.T. Conklin <jtc@winsey.com>
James Clark <jjc@jclark.com>
James da Silva <jds@cs.umd.edu> et al
Jim Wilson <wilson@moria.cygnus.com>
Joerg Wunsch <joerg_wunsch@uriah.sax.de>
Julian Elischer <julian@dialix.oz.au>
Julian Stacey <stacey@guug.de> <fallback: <julian@meepmeep.pcs.com>>
Keith Bostic <bostic@toe.CS.Berkeley.EDU>
Keith Moore <?>
Marc Frajola <marc@escargot.rain.com>
Mark Tinguely <tinguely@plains.nodak.edu> <tinguely@hookie.cs.ndsu.NoDak.edu>
Martin Birgmeier
Paul Kranenburg <pk@cs.few.eur.nl>
Paul Mackerras <paulus@cs.anu.edu.au>
Poul-Henning Kamp <phk@login.dkuug.dk>
Rob Shady <rls@id.net>
Sascha Wildner <swildner@channelz.GUN.de>
Scott Mace <smace@FreeBSD.org>
Sean Eric Fagan <sef@kithrup.com>
Serge V. Vakulenko <vak@zebub.msk.su>
Steven Wallace <swallace@ece.uci.edu>
Søren Schmidt <sos@login.dkuug.dk>
Terry Lee <terry@uivlsi.csl.uiuc.edu>
Theo Deraadt <deraadt@fsa.ca>
Ugen J.S.Antsilevich <ugen@NetVision.net.il>
Yuval Yarom <yval@cs.huji.ac.il>


386BSD Patch kit patch contributors (no particular order):

Adam Glass <glass@postgres.berkeley.edu>
Adrian Hall <adrian@ibmpcug.co.uk>
Andrew A. Chernov <ache@astral.msk.su>
Andrew Herbert <andrew@werple.apana.org.au>
Andrew Moore <alm@netcom.com>
Andy Valencia <ajv@csd.mot.com> <jtk@netcom.com>
Arne Henrik Juul <arnej@Lise.Unit.NO>
Bakul Shah <bvs@bitblocks.com>
Barry Lustig <barry@ictv.com>
Bob Wilcox <bob@obiwan.uucp>
Branko Lankester
Brett Lymn <blymn@mulga.awadi.com.AU>
Bruce Evans <bde@kralizec.zeta.org.au>
Charles Hannum <mycroft@ai.mit.edu>
Chris G. Demetriou <cgd@postgres.berkeley.edu>
Chris Torek <torek@ee.lbl.gov>
Christoph Robitschko <chmr@edvz.tu-graz.ac.at>
Daniel Poirot <poirot@aio.jsc.nasa.gov>
Dave Burgess <burgess@hrd769.brooks.af.mil>
Dave Rivers <rivers@ponds.uucp>
David Dawes <dawes@physics.su.OZ.AU>
David Greenman <davidg@Root.COM>
Eric J. Haug <ejh@slustl.slu.edu>
Felix Gaehtgens <felix@escape.vsse.in-berlin.de>
Frank Maclachlan <fpm@crash.cts.com>
Gary A. Browning <gab10@griffcd.amdahl.com>
Geoff Rehmet <csgr@alpha.ru.ac.za>
Goran Hammarback <goran@astro.uu.se>
Guido van Rooij <guido@gvr.win.tue.nl>
Guy Harris <guy@auspex.com>
Havard Eidnes <Havard.Eidnes@runit.sintef.no>
Herb Peyerl <hpeyerl@novatel.cuc.ab.ca
Holger Veit <Holger.Veit@gmd.de>
Ishii Masahiro, R. Kym Horsell
J.T. Conklin <jtc@winsey.com>
Jagane D Sundar < jagane@netcom.com >
James Clark <jjc@jclark.com>
James Jegers <jimj@miller.cs.uwm.edu>
James W. Dolter
James da Silva <jds@cs.umd.edu> et al
Jay Fenlason <hack@datacube.com>
Jim Wilson <wilson@moria.cygnus.com>
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To: announce@freefall.cdrom.com


Subject: 2.0 RELEASE is now available on ftp.freebsd.org!

Date: Tue, 22 Nov 1994 06:35:37 -0800

From: “Jordan K. Hubbard” <jkh@freefall.cdrom.com>





The FreeBSD Project team is very pleased to announce their release of
FreeBSD 2.0; a full 32 bit 4.4 BSD Lite based operating system for Intel
PCs (i386, i486 and Pentium class).


Since our first release of FreeBSD 1.0 some 18 months ago, FreeBSD has
changed almost entirely. A new port from the Berkeley 4.4 code base was
done, which brought the legal status of the system out of the shadows
with the blessing of Novell (new owners of USL and UNIX). The port to
4.4 also brought in a host of new features, filesystems and enhanced
driver support. With our new unencumbered code base, we have every
reason to hope that we’ll be able to release quality operating systems
without further legal encumbrance for some time to come!


FreeBSD 2.0 represents the culmination of almost 2 years of work and
many thousands of man hours put in by an international development team.
We hope you enjoy it!


FreeBSD 2.0 also features an advanced installation that enables one to
install from tape, CD, NFS or FTP over SLIP, ethernet or the parallel
port, and DOS floppies or hard disk partitions. This is, we feel, our
easiest to use installation yet! Many many suggestions from the previous
2.0 ALPHA release were incorporated, and RELEASE is now far less
dangerous [we hope :-)]than ALPHA was!


FreeBSD 2.0 also supports more friendly co-habitation with other
operating systems, allowing you to easily mount DOS filesystems and
install a multi-OS boot manager without having to leave the installation
utility. All planned installation methods are now also supported. A
trouble-shooting guide for those in, well, trouble may also be of help
and is featured on the boot floppy.


For more information on what’s new with FreeBSD, or what general
features it offers, we strongly suggest that you simply download our
boot floppy and boot from it. You can easily read the release notes on
it using a simple menu, and with no danger to the contents of your hard
disk (unless you deliberately chose “proceed with installation”, in
which case your fate is in your own hands! :-).


An upgrade path from ALPHA->RELEASE will also be provided shortly for
the benefit of those who were kind enough to help us test the early
snapshot of 2.0. Watch the announce list for its availability, or simply
be impatient and extract the 2.0R bindist over your ALPHA one! :-)


Those wishing to obtain this version of 2.0 on CDROM should contact our
sponsors, Walnut Creek CDROM (info@cdrom.com) or any of the other CD
vendors who will, no doubt, be doing their own releases.


If you’re currently running 1.x and are looking for an upgrade path,
we’re sorry to say that only full installations are supported at this
time. Simply back up your password and user files before reinstalling
from the 2.0 media, then bring them back. If public demand is high
enough, and we can figure out a way of easily doing it, we’ll offer
something, but it should be understood that the differences between 1.x
and 2.0 are *large*, and it’s not certain that we’ll be able to do it
at all.


Those unable or unwilling to download the boot floppy may also get the
release notes by mail - send mail to <info@FreeBSD.org> for an automated
reply. Updated information will also be provided on a more or less
continuous basis in our WEB pages:


http://www.freebsd.org


FreeBSD 2.0 RELEASE is or will be available for ftp in the following
locations:



		Primary ftp://ftp.freebsd.org/pub/FreeBSD/2.0-RELEASE


		U.S-2 ftp://ftp.dataplex.net/pub/FreeBSD/2.0-RELEASE


		U.S-3 ftp://kryten.atinc.com/pub/FreeBSD/2.0-RELEASE


		U.S-4 ftp://ref.tfs.com/pub/FreeBSD/2.0-RELEASE


		Taiwan ftp://netbsd.csie.nctu.edu.tw/pub/FreeBSD/2.0-RELEASE


		Australia ftp://ftp.physics.usyd.edu.au/FreeBSD/2.0-RELEASE


		France ftp://ftp.ibp.fr/pub/freeBSD/2.0-RELEASE


		Finland ftp://nic.funet.fi:/pub/unix/FreeBSD/2.0-RELEASE


		Russia ftp://ftp.kiae.su/FreeBSD/2.0-RELEASE





(Translated for the non-URL literate: FreeBSD is available for anonymous
ftp on ftp.freebsd.org in the pub/FreeBSD/2.0-RELEASE directory)


It will also, no doubt, be available on a number of mirror sites as soon
as they pick it up. However, ftp.freebsd.org is on a T3 line and
supports 300 simultaneous users (it’s a FreeBSD machine :-), so it’s
unlikely that you’ll have too much trouble getting it from this site
until the mirrors do so.


If you are directly Internet connected, it is also NOT necessary to load
the bindist from this site! Simply download the 2 boot floppies, begin
the installation, and select the FTP installation method - it will do
the rest for you, transparently.


Finally, we’d like to publically *thank* Walnut Creek CDROM, without
whos continuing support and extreme generousity, we’d probably be long
gone! They’ve been of immense help to us.


Thanks must also go to Poul-Henning Kamp, our fearless and long
suffering release engineer for 2.0. While all of us have sacrificed much
sleep to the cause, he has a new wife but has somehow managed to do so
as well! :-)


And to all of our users (this is probably starting to sound like the
academy awards :-), a similar thank you! We couldn’t have done it
without your constant flow of commentary, patches, donations of code and
moral support. As corny as it sounds, we do it all for you folks!
[Though the ego gratification is nice too :-)]


Thanks to all, and we sincerely hope you enjoy this release!


Comments, as always, to hackers@FreeBSD.org.



Jordan


[on behalf of the FreeBSD Project team]
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Welcome to FreeBSD 2.0, the complete 4.4 BSD Lite based OS for Intel (or
compatible) based PCs.

There are several documents on the floppy and a couple of on-line help
screens that will greatly assist you in installing your system as you go
along.  Nonetheless, initial user testing has shown that some of the
terminology used may be difficult for newcomers to UN*X to understand, so
we've prepared this step-by-step guide explaining a typical installation.
You may find it useful to print this out and keep it handy as you go
through the installation, or at least read through it once carefully so
that some of the prompts and questions you encounter do not come as
complete surprises.

Before you do anything, make two 1.44MB floppies from the two image files
you'll find in the floppies/ directory - boot.flp and cpio.flp.  If you're
reading this under DOS, you can do it in 1 easy step, or 3 in case this
doesn't (for some weird reason) work:

1. If you're reading this file after typing "go", simply ESC back out for
   a moment and select the "makeflp" batch file to make the two floppies.
   This will invoke the DOS formatter to format the floppies and then
   attempt to write the two disk images onto them.  If this doesn't work,
   follow steps 2 through 4:

2. Use the DOS format command to format 2 NEW floppies.  A lot of problems
   have been caused by people using old and defective floppies, and much
   grief can often be saved by simply using new, or at least trusted,
   media.

3. Insert the first floppy and type:

        tools\dos-tool\rawrite floppies\boot.flp a:

4. Insert the second floppy and type

        tools\dos-tool\rawrite floppies\cpio.flp a:

You're now prepared to boot from the boot floppy and begin the installation.


The installation starts with the following screen:

  +-------------------------- Welcome to FreeBSD! ---------------------------+
  | Use ALT-F2 and ALT-F1 to toggle between debugging                        |
  | information screen (ALT-F2) or this dialog screen (ALT-F1)               |
  |                                                                          |
  | Please select one of the following options:                              |
  | +----------------------------------------------------------------------+ |
  | | 1. README               READ THIS FIRST.                             | |
  | | 2. Release Notes        Read the 2.0 Release Notes (recommended).    | |
  | | 3. Troubleshooting      Read this in case of trouble.                | |
  | | 4. Partitions and MBRs  Verbose description of how these work.       | |
  | | 5. COPYRIGHT            Read FreeBSD Copyright Information.          | |
  | | 6. Install              Proceed with full installation.              | |
  | | 7. Fixit                Repair existing installation (`fixit' mode). | |
  | | 8. Quit                 Don't do anything, just reboot.              | |
  | +----------------------------------------------------------------------+ |
  +--------------------------------------------------------------------------+
  |                          <  OK  >      <Cancel>                          |
  +--------------------------------------------------------------------------+


You can move the arrow keys up and down to highlight the various options,
selecting an option by hitting return when its line is highlighted.  You
can also type the number of the option you want (1 - 7) and hit return.
It's recommended that you read the README at a minimum, though the Release
Notes are also helpful.  This may seem a like a lot to read, but if you are
new to FreeBSD then these notes are invaluable for explaining the system
and are highly recommended.

When you're done reading docs, select Install (5) to proceed to the next
screen.

This next screen is the disk editor screen, which looks like this:

------------------------------------------------------------------------------
FreeBSD 2.0-RELEASE Installation -- Diskspace editor

Disks         Total   FreeBSD                    |You should now assign some
                                                 |space to root, swap, and
 0: sd0     2006 MB      0 MB                    |(optionally) /usr partitions
 1: sd1      496 MB      0 MB                    |Root (/) should be a minimum
                                                 |of 18MB with a 30MB /usr
Filesystems  Type        Size  Action Mountpoint |or 50MB without a /usr.
                                                 |Swap space should be a
                                                 |minimum of 12MB or RAM * 2
                                                 |Be sure to also (A)ssign a
                                                 |mount point to each one or
                                                 |it will NOT be enabled.
                                                 |
                                                 |We suggest that you invoke
                                                 |(F)disk, (W)rite the bootcode
                                                 |then (D)isklabel your disk.
                                                 |If installing on a drive
                                                 |other than 0, also read the
                                                 |TROUBLESHOOTING doc first
Commands available:
(H)elp  (T)utorial  (F)disk  (D)isklabel  (P)roceed  (Q)uit

Enter Command>

------------------------------------------------------------------------------

As we can see, this system has two drives, sd0 and sd1.  On an IDE system,
these would show up as "wd0" and "wd1" (or, on a single drive system, just
sd0 or wd0).  We can see that neither of them has any space assigned to
FreeBSD (they each show 0MB under the FreeBSD column), so we follow the
instructions on the right hand side of the screen and invoke the (F)disk
editor by typing `f':

Enter Command> F

We're now prompted with the drive number to (F)disk, so we enter 0 for
the first drive:

Enter number of disk to Fdisk> 0

This now brings us to the FDISK editor screen, which looks like this:

------------------------------------------------------------------------------
FreeBSD 2.0-RELEASE Installation -- Diskspace editor -- FDISK

Disk: sd0   Geometry:  2006 Cyl * 32 Hd * 64 Sect = 2006Mb = 4108600 Sect

1 Boot?="No"    Type="Primary" 'big' DOS (> 32MB)
  Phys=(c0/h1/s1..c299/h63/s32)   Sector=(32..614399)
  Size="300" MB, 299 Cylinders + 31 Tracks + 32 Sectors

2 Unused


3 Unused


4 Unused


Commands available:
(H)elp   (T)utorial   (D)elete   (E)dit   (R)eread   (W)rite MBR   (Q)uit
(U)se entire disk for FreeBSD   (G)eometry   Write MBR (B)ootcode
Enter Command>

------------------------------------------------------------------------------

We see that drive 0 has a DOS partition (also called a "slice" in FreeBSD
parlance, to distinguish it from a FreeBSD partition) on it which is 300MB
in size (don't worry if the numbers you see are much smaller than these - I
have a pretty large 2.1GB disk! :-).  Let's also say we want to allocate
the rest to FreeBSD, so to do this we want to (E)dit one of the existing
slices.  We can see that 2, 3, and 4 are unused so let's pick the first
unused one, which is 2 (if we wanted to replace an existing operating
system slice with FreeBSD, we'd pick its number instead).  We first type
`E' to edit a slice entry:

Enter Command> E

And we're prompted for a slice to edit.  We type 2:

Edit which Slice> 2

Now we're prompted for the size of the new slice, the default for which is
all remaining space on the disk.  Let's say that we don't want to allocate
ALL the space on the disk, but want to reserve 400MB for some other future
OS.  The total amount of free space left is 1706MB, which is the default
value selected for us, so we backspace over it and enter 1306:

Size of slice in MB> 1306

Now we're asked for the type of the slice.  The type is what tells the PC
what sort of slice this is.  DOS primary slices are, for example, type 6.
FreeBSD slices are type 0xa5 (hexadecimal).  If we wanted to reserve space
at this time for some other type of OS like Linux or OS/2, and we knew
their slice type (0x82 for Linux and 0x0A for OS/2, just in case you're
interested), we could also do that from this editor, but we're only
interested in FreeBSD for now so we accept the default.

Type of slice (0xa5="FreeBSD")> 0xa5

The next prompt asks if we want to make this slice bootable by
default, which we do so we accept the default:

Bootflag (0x80 for YES)> 0x80

At this point we come back to the main screen, which now shows a new entry
for slice 2:

------------------------------------------------------------------------------
FreeBSD 2.0-RELEASE Installation -- Diskspace editor -- FDISK

Disk: sd0   Geometry:  2006 Cyl * 32 Hd * 64 Sect = 2006Mb = 4108600 Sect

1 Boot?="No"    Type="Primary" 'big' DOS (> 32MB)
  Phys=(c0/h1/s1..c299/h63/s32)   Sector=(32..614399)
  Size="300" MB, 299 Cylinders + 31 Tracks + 32 Sectors

2 Boot?="Yes"   Type="FreeBSD"/NetBSD/386BSD
  Phys=(c300/h0/s1..c1023/h31/s0)   Sector=(614400..3289087)
  Size="1306" MB, 1306 Cylinders

3 Unused



4 Unused



Commands available:
(H)elp   (T)utorial   (D)elete   (E)dit   (R)eread   (W)rite MBR   (Q)uit
(U)se entire disk for FreeBSD   (G)eometry   Write MBR (B)ootcode
Enter Command>

------------------------------------------------------------------------------

At this point we're happy with the slices on the first drive, so we type
`w' to write the new information out.  It also prompts to make *sure* we
really want to do this, so we backspace over the default of `N' and type
`y'<return>.  And this point, we also can decide whether or not we want a
"boot manager" installed.  A boot manager is a little utility that prompts
you for the operating system you want to boot every time you reset or power
on your PC, and can be a very handy way of sharing your computer between
FreeBSD and some other OS, like Linux or DOS.  We decide that we want to
have this feature, so we `b' to write the special MBR (B)ootcode out to the
disk.  This does not harm any of the other operating systems on the disk,
as it's written to a special area.  Now we exit this screen by typing `q',
for (Q)uit.

This brings us back to the main prompt.  If we wanted to allocate any
additional slices on other drives, we also could re-invoke the (F)disk
editor by typing `f' again and giving a different drive number at the
prompt, but we'll assume for now that we've only got one disk and want to
go on.  Typing `d' now enters the (D)isklabel screen, which prompts us for
the drive to write a disklabel onto, like the FDISK editor.  We type `0'
for the first drive and hit return.  This brings us to the DISKLABEL editor
screen, which looks like this:

------------------------------------------------------------------------------
FreeBSD 2.0-RELEASE Installation -- Diskspace editor -- DISKLABEL

Part  Start       End    Blocks     MB  Type    Action  Mountpoint
a         0         0         0      0  unused
b         0         0         0      0  unused
c   1433600   4108287   2674688   1306  unused          <Entire FreeBSD slice>
d         0   4108599   4108600   2006  unused          <Entire Disk>
e         0         0         0      0  unused
f         0         0         0      0  unused
g         0         0         0      0  unused
h        32    614399    614368    300  MSDOS






Total size:       2674688 blocks   1306Mb
Space allocated:        0 blocks      0Mb

Commands available:
(H)elp  (T)utorial  (E)dit  (A)ssign  (D)elete  (R)eread  (W)rite  (Q)uit
(P)reserve  (S)lice
Enter Command>

------------------------------------------------------------------------------

The BSD partitions, a - h, are FreeBSD's way of dividing up a physical
slice into multiple filesystems.  Every FreeBSD system should have, at
minimum, a root filesystem and a swap partition allocated.  The root
filesystem is called "/", and is generally put on partition `a' by
convention.  Swap partitions always go on `b', and the `c' and `d'
partitions are special and point to the entire FreeBSD slice and the entire
disk, respectively.  `c' and `d' cannot and should not be allocated to
actual filesystems.

We also see that partition h points conveniently to the DOS slice,
which we can also assign to a location in our filesystem hierarchy
to conveniently share files between FreeBSD and DOS.  More on this in
a moment.

A typical filesystem layout might look like this:

/   20MB
swap    32MB
/usr    120MB

/, or the root filesystem, contains system files and some temporary space.
It should be at least 18MB in size, though a little extra doesn't hurt.
Swap space is one of those "it never hurts to have too much" sorts of
items, though if your system isn't too heavily used then it's probably not
that important to have lots and lots of it.  A good rule of thumb for swap
is that you want a minimum of 12MB of it, and the overall calculation
should be the amount of memory you have multiplied by two.  That is to
say that if you have 16MB of memory, then 32MB of swap is good.

If you've got several drives, you can also allocate some swap on each one
and spread the load out a little.  On my personal system, I've got 32MB of
main memory and 64MB of swap on both drives for a total of 128MB of swap.
This gives me 4X memory for total program swapping, which gives me the
ability to run some pretty big programs!  Emacs and the X Window System, in
particular, can be real swap hogs.

In any case, we'll assume for the moment that we're still configuring the
ideal system and we'll allocate 64MB of swap space, using the MEM * 2
equation.  If you only had 8MB of memory, you'd allocate 16MB of swap
instead.

The second filesystem of importance is /usr, which contains further system
binaries and all of the bundled user binaries.  /usr should be at least
80MB in size to hold all of the important binaries, though if you plan on
having a big /usr/local or on loading the X Window System (also known as
XFree86 3.1) distribution then you should either create separate
filesystems for them, or you should make /usr a lot bigger.

It's also possible to skip making /usr altogether and simply make a large
root (/) filesystem.  Since /usr fits "underneath" /, a missing /usr won't
cause any problems if / is large enough to hold the contents for both.  In
any case, it's a user decision and tends to be driven by convention more
than anything else.  For the purposes of this installation guide, we'll
assume a 200MB /usr, 100MB of space allocated for local binaries, which
we'll mount on /usr/local, and the rest for user home directories, which
we'll mount on /usr/users.  Don't be put off by the size of these numbers!
You can make a system fit into less space, but since we're dividing up the
ideal 2GB dream disk, we might as well do it right! ;-)

Getting back to the relevant part of the DISKLABEL screen again, we remember
that it looked like this:

Part  Start       End    Blocks     MB  Type    Action  Mountpoint
a         0         0         0      0  unused
b         0         0         0      0  unused
c   1433600   4108287   2674688   1306  unused          <Entire FreeBSD slice>
d         0   4108599   4108600   2006  unused          <Entire Disk>
e         0         0         0      0  unused
f         0         0         0      0  unused
g         0         0         0      0  unused
h        32    614399    614368    300  MSDOS

So we'll first allocate some space on partition `a' for that root partition
by typing `e', for (E)dit partition.  This asks us which partition we want
to change the size of, so we type `a':

Change size of which partition> a

And it prompts us for the amount of space, so we'll pick 20MB for a nice
comfortable root filesystem:

Size of partition in MB> 20

Now we see the display change to:

Part  Start       End    Blocks     MB  Type    Action  Mountpoint
a   1433600   1474559     40960     20  4.2BSD
...

The system shows us where the partition starts and stops and indicates that
it's a 4.2BSD filesystem, which is correct (it's really a 4.4 BSD file
system, in actuality, but the two are similar enough to share the same
label).

We do the same for swap by typing `e' again and modify the `b' partition
by filling in 64 for the size, to allocate 64MB of swap.

Finally, remembering that `c' and `d' are special, and not for our use, we
change the size of `e' to 200 for our future /usr, `f' to 100 for our
/usr/local, and `g' to the rest of the disk for /usr/users.  When we're
done, the top of the disklabel screen should look like this:

Part  Start       End    Blocks     MB  Type    Action  Mountpoint
a   1433600   1474559     40960     20  4.2BSD
b   1474560   1605631    131072     64  swap
c   1433600   4108287   2674688   1306  unused          <Entire FreeBSD slice>
d         0   4108599   4108600   2006  unused          <Entire Disk>
e   1605632   2015231    409600    200  4.2BSD
f   2015232   2220031    204800    100  4.2BSD
g   2220032   4108287   1888256    922  4.2BSD
h        32    614399    614368    300  MSDOS

We left `h' alone, since we actually want to be able to share files with
our DOS partition.  At this point, we want to type `w' for (W)rite to write
out the new size information to disk.

You probably also noticed by now that "/", "/usr" and the other filesystem
names we've been talking about don't appear anywhere in the above list.
Where are they?  This brings us to the next stage, which is to (A)ssign the
new partitions to actual filesystem mount points.  A filesystem in
FreeBSD doesn't actually appear anywhere until we "mount" it someplace, a
convention from the old days when disks were actually large removable packs
that a system operator physically mounted on a large washing-machine sized
disk drive spindle!  As you can see, not much has changed today! :-)

We'll proceed then by starting at the top with the first partition and
assigning it to the root filesystem (/) by typing `a', for (A)ssign, and
then typing `a' again, for partition a:

Assign which partition> a

When it asks us for the name of the mount point, we type /:

Directory mountpoint> /

And the display adjusts accordingly to show us the new state of affairs:

Part  Start       End    Blocks     MB  Type    Action  Mountpoint
a   1433600   1474559     40960     20  4.2BSD  newfs   /
..

The Action field also now shows "newfs", which means that the partition
will be created anew.  For root filesystems, this is the default and cannot
be changed, but other partitions can be optionally "Preserved" by typing
`p' for (P)reserve.  There are very few situations in which we'd want to do
this, but if, say, we were actually installing a disk from an older FreeBSD
machine which we wanted to mount into our new system but NOT erase, we
could do it this way.  For now, let's assume that this is a new
installation and we want all the filesystems to be created from scratch.
We thus go through and assign the rest of the filesystems to their
respective /usr, /usr/local and /usr/users mountpoints.  We also assign the
`b' partition, which doesn't take a mountpoint (and won't prompt for one
when we (A)ssign it), but needs us to tell it that we're ready to use it
for swap.

When we're done, the top of the screen should look something like this:

Part  Start       End    Blocks     MB  Type    Action  Mountpoint
a   1433600   1474559     40960     20  4.2BSD  newfs   /
b   1474560   1605631    131072     64  swap    swap    swap
c   1433600   4108287   2674688   1306  unused          <Entire FreeBSD slice>
d         0   4108599   4108600   2006  unused          <Entire Disk>
e   1605632   2015231    409600    200  4.2BSD  newfs   /usr
f   2015232   2220031    204800    100  4.2BSD  newfs   /usr/local
g   2220032   4108287   1888256    922  4.2BSD  newfs   /usr/users
h        32    614399    614368    300  MSDOS

As a final bonus, we'll assign the DOS partition to be mounted on /dos.  We
do this with (A)ssign as we did the others, and we also notice that the
system is smart enough to see that it's not a FreeBSD partition and we
DON'T want to newfs it, we want to simply mount it:

h        32    614399    614368    300  MSDOS   mount   /dos

At this point, our system is all set up and ready to go!

We type `q' to go back to the main menu and then type `p' to (P)roceed to
the next phase of installation.

We're now given one last chance to back out of the install, and we hit
return if we're sure, otherwise we type <Tab> to select "No" and hit return
to consider our settings again before going on.

The rest of the installation is pretty much self-explanatory.  After the
filesystems are initially created and populated, you'll be prompted to
reboot from the hard disk.  Do so and provide the cpio floppy when asked.

When the initial flurry of welcome and informational prompts has died down,
you'll come to a screen asking you to load one or more distributions.  At
the minimum, select "bindist" to load the basic system.  If you're loading
from other than CDROM media, follow the appropriate paths through the
installation process.

If you're loading from CDROM, select CDROM as the media type and select the
type of CDROM you've got (SCSI or Mitsumi).  When it asks you for an
installation subdirectory, simply hit return if you've got the 2.0 CD from
Walnut Creek CDROM.  You may select additional optional packages to load
after the bindist extracts, provided that you've got the space for it.  Use
the "?diskfree" menu option from time to time to keep an eye on your free
space.  When you're done, you'll be asked a few more basic questions and
then that's it!  You've got FreeBSD on your hard disk.

If you should need to partition another drive or install other packages
later, you may re-invoke the sysinstall program by typing /sbin/sysinstall.
The same familiar prompts will then come up.

Good luck!

                    Jordan Hubbard
                    for Walnut Creek CDROM
                    and the FreeBSD Project.
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                                 RELEASE NOTES
                                    FreeBSD
                                  Release 2.0

1. Technical overview
---------------------

FreeBSD is a freely available, full source 4.4 BSD Lite based release
for Intel i386/i486/Pentium (or compatible) based PC's.  It is based
primarily on software from U.C. Berkeley's CSRG group, with some
enhancements from NetBSD, 386BSD, and the Free Software Foundation.

Since our first release of FreeBSD 1.0 some 18 months ago, FreeBSD
has changed almost entirely.  A new port from the Berkeley 4.4 code
base was done, which brought the legal status of the system out of the
shadows with the blessing of Novell (new owners of USL and UNIX).  The
port to 4.4 has also brought in a host of new features, filesystems
and enhanced driver support.  With our new unencumbered code base, we
have every reason to hope that we'll be able to release quality
operating systems without further legal encumbrance for some time to
come!

FreeBSD 2.0 represents the culmination of almost 2 years of work and
many thousands of man hours put in by an international development team.
We hope you enjoy it!

Many packages have also been upgraded or added, such as XFree86 3.1,
xview 3.2, elm, nntp, mh, InterViews and dozens of other miscellaneous
utilities have been ported and are now available as add-ons.  See the
ports collection (or the package collection) for a complete summary.

For a list of contributors, please see the file "CONTRIB.FreeBSD",
which should be bundled with your bindist distribution.

Also see the new "REGISTER.FreeBSD" file for information on registering
with the "Free BSD user counter".  We've also provided a list of who's
responsible for what (so that you may query them directly) in the
"ROSTER.FreeBSD" file; use of this file is encouraged to ensure faster
resolution of any problems you may have!

The core of FreeBSD does not contain DES code which would inhibit its
being exported outside the United States.  There is an add-on package
to the core distribution, for use only in the United States, that
contains the programs that normally use DES.  The auxiliary packages
provided separately can be used by anyone.   A freely (from outside the
U.S.) exportable European distribution of DES for our non U.S. users also
exists and is described in the FreeBSD FAQ.

If password security for FreeBSD is all you need, and you have no
requirement for copying encrypted passwords from different hosts (Suns,
DEC machines, etc) into FreeBSD password entries, then FreeBSD's MD5
based security may be all you require!  We feel that our default security
model is more than a match for DES, and without any messy export issues
to deal with.  If you're outside (or even inside) the U.S., give it a try!


1.1 What's new in 2.0?
----------------------

4.4 Lite
--------
As previously stated, this release is based entirely on CSRG's
latest (and last) BSD release - 4.4 Lite.  This features a number
of improvements over 4.2BSD (Net/2), not least of which are:

o       Legal approval of Novell & U.C. Berkeley.  After the settlement
        of the longstanding lawsuit between USL/UCB/Novell/BSDI, all
        parties were (strongly) encouraged to move to 4.4 Lite in order
        to avoid future legal entanglements.  The fact that we've now done
        so should make this release much more attractive to potential
        commercial users.

o       Many new filesystem types, such as stackable filesystems, union
        filesystems, "portals", kernfs, a simple log-structured filesystem, a
        new version of NFS (NQNFS), etc.  While some of these new filesystems
        are also rather unpolished and will require significant additional
        work to be truly robust, they're a good start.

o       64bit offsets, allowing filesystems of up to 2^63 bytes in size.

o       Further work towards full POSIX compliance.

IP multicast support
--------------------
The IP multicast support has been upgraded from the woefully ancient
1.x code in 4.4-Lite to the most current and up-to-date 3.3 release
from Steve D. and Ajit.  The non-forwarding code is known to work (for
some limited test cases).  The multicast forwarder and user-mode
multicast routing process are known to compile, but have not been
significantly tested (hopefully this will happen before 2.0 release).

Owner:                  wollman
Sources involved:       sys/netinet, usr.sbin/mrouted

Loadable Kernel Modules
-----------------------
David Greenman incorporated NetBSD's port of Terry Lambert's loadable
kernel module support.  Garrett Wollman wrote the support for loadable
filesystems, and Søren Schmidt did the same for loadable execution
classes.

Owner:                  core
Sources involved:       sys/kern, sbin/modload, sbin/modunload,
                        usr.bin/modstat


Loadable filesystems
--------------------
Most filesystems are now dynamically loadable on demand, with the
exception of the UFS family (FFS, LFS, and MFS).  With the exception
of NFS, all such filesystems can be unloaded when all references are
unmounted.  To support this functionality, the

getvfsbyname(3)

family of functions has been added to the C library and the
lsvfs(1)

command provides the same information at the shell level.  Be aware of
the following current restrictions:

        - /usr/bin may not reside on a dynamically loaded filesystem.
        - There must be a writable /tmp directory available
          before filesystems are loaded (moving / to the top of your
          /etc/fstab file will accomplish this).
        - Some of the more esoteric filesystems simply don't work when loaded
          dynamically (though they often don't work "static", either.)

Owner:                  wollman
Sources involved:       sys/*fs, lkm/*fs, usr.bin/lsvfs, lib/libc/gen


S/Key
-----
Since version 1.1.5, FreeBSD has supported the S/Key one time password
scheme.  The version used is derived from the logdaemon package of Wietse
Venema.
Some of the features new in 2.0 are:
        - New access control table format to impose the use of S/Keys
          based on: hostname, ip address, port, username, group id.
        - S/Key support can be disabled by not having the access control
          table.
The second item explains the absence of skey.access in the installed /etc.
To enable S/Key support, create a file skey.access in /etc and fill it
according to your needs. See also skey.
access(5)
and the example in
/usr/share/examples/etc/skey.access.

Owner:                  pst, guido
Sources involved:       lib/libskey, usr.bin/key* (plus patches to others)


TCP/IP over parallel (printer) port
-----------------------------------
You can now run TCP/IP over a standard LapLink(tm) cable, if both ends
have an interrupt-driven printerport.  The interface is named "lp0"
where '0' is the same as the lpt# unit number.  This is not compatible
with PLIP.  If you run NFS, try setting MTU to 9180, otherwise leave
it at 1500 unless you have a good reason to change it.  Speed varies
with the CPU-type, with up to 70 kbyte/sec having been seen and 50
kbyte/sec being the norm.

Owner:                  phk
Sources involved:       isa/lpt.c


ProAudioSpectrum SCSI driver
----------------------------
If you have a PAS board with a CD-ROM, and the MS-DOS driver is called
TSLCDR.SYS, then the "pas" driver should work on your card.  You can
attach disks, CDROMs and tapes, but due to the nature of the hardware
involved, the transfer rate is limited to < 690 kbyte/sec.  For CD-ROM
use, this is generally more than enough.

Owner:                  phk
Sources involved:       isa/pas.c


Adaptec 2742/2842 SCSI driver
-----------------------------
Despite the non-cooperation of Adaptec in providing technical
information, we now have a driver for the AHA-274x and AHA-284x
series SCSI controller family.  This driver uses the GPL'd
Linux sequencer code, so until we find an alternative, this
will be part of the kernel that requires source code to be
distributed with it at all times.  This shouldn't be a problem
for any of FreeBSD's current users.

Owner:                  gibbs
Sources involved:       isa/aic7770.c sys/gnu/misc/*


Gzip'd binaries
----------------
We have an experimental implementation for direct execution of gzip'ed
binaries in this release.  When enabled, it allows you to simply gzip
your binaries, remove the '.gz' extension and make the file
executable.  There is a big speed and memory consumption penalty for
doing this, but for laptop users it may be worthwhile.  The maximum
savings are generally around 10 Mb of disk space.

Owner:                  phk
Sources involved:       kern/imgact_gzip.c kern/inflate.c


Diskless booting
----------------

Diskless booting in 2.0 is much improved since 1.1.5.  The
boot-program is in src/sys/i386/boot/netboot, and can be run from an
MSDOS system or burned into an EPROM.  Local swapping is also
possible.  WD, SMC, 3COM and Novell ethernet cards are currently
supported.

Owner:                  Martin Renters & phk
Sources involved:       i386/boot/netboot, sys/nfs/nfs_vfsops.h


Device configuration database
-----------------------------
The kernel now keeps better track of which device drivers are active and
where the devices are attached; this information is made available to
user programs via the new
sysctl(3)
management interface.  Current
applications include
lsdev(8),
which lists the currently configured
devices.  In the future, we expect to use this code to automatically
generate a configuration file for you at installation time.

Owner:                  wollman
Sources involved:       sys/i386, sys/scsi, sys/kern/kern_devconf.c,
                        sys/sys/devconf.h, usr.sbin/lsdev


Kernel management interface
---------------------------
With 4.4-Lite, we now have a better management interface for the endless
series of kernel variables and parameters which were previously manipulated
by reading and writing /dev/kmem.  Many programs have been rewritten to
use this interface, although many old-style programs still remain.  Some
variables which were never accessible before are now available through
the
sysctl(1)
program.  In addition to the standard 4.4BSD MIB variables,
we have added support for YP/NIS domains (kern.domainname), controlling
the update daemon (kern.update), retrieving the OS release date
(kern.osreldate), determining the name of the booted kernel (kern.bootfile),
and checking for hardware floating-point support (hw.floatingpoint).
We have also added support to make management queries of devices and
filesystems.

Owner:                  core
Sources involved:       sys, usr.bin/sysctl


iBCS2 support
-------------
FreeBSD now supports running iBCS2 compatible binaries (currently
SCO UNIX 3.2.2 & 3.2.4 and ISC 2.2 COFF format are supported).
The iBCS2 emulator is in its early stages, but it is functional, we
haven't been able to do exhaustive testing (lack of commercial apps),
but almost all of SCO's 3.2.2 binaries are working, so is an old
INFORMIX-2.10 for SCO. Further testing is necessary to complete this
project. There is also work under way for ELF & XOUT loaders, and
most of the svr4 syscall wrappers have been written.

Owner:                  Soren Schmidt (sos) & Sean Eric Fagan (sef)
Sources involved:       sys/i386/ibcs2/* + misc kernel changes.


2. Supported Configurations
---------------------------

FreeBSD currently runs on a wide variety of ISA, VLB, EISA and PCI bus
based PC's, ranging from 386sx to Pentium class machines (though the
386sx is not recommended).  Support for generic IDE or ESDI drive
configurations, various SCSI controller, network and serial cards is
also provided.

Following is a list of all currently known disk controllers and
ethernet cards known to work with FreeBSD.  Other configurations may
very well work, and we have simply not received any indication of
this.


2.1. Disk Controllers

WD1003 (any generic MFM/RLL)
WD1007 (any generic IDE/ESDI)
[Note: the new Extended IDE controllers in newer PC's work, although no
extended features are used.]

Adaptec 152x series ISA SCSI controllers
Adaptec 154x series ISA SCSI controllers
Adaptec 174x series EISA SCSI controller in standard and enhanced mode.
Adaptec 2742/2842 series ISA/EISA SCSI controllers
Adaptec AIC-6260 and AIC-6360 based boards, which includes
the AHA-152x and SoundBlaster SCSI cards.

** Note: You cannot boot from the Soundblaster cards
as they have no on-board BIOS, which is necessary for mapping
the boot device into the system BIOS I/O vectors.
They're perfectly usable for external tapes, CDROMs, etc,
however.  The same goes for any other AIC-6x60 based card
without a boot ROM.  Some systems DO have a boot ROM, which
is generally indicated by some sort of message when the system
is first powered up or reset.  Check your system/board documentation
for more details.

[Note that Buslogic was formerly known as "Bustec"]
Buslogic 545S & 545c
Buslogic 445S/445c VLB SCSI controller
Buslogic 742A, 747S, 747c EISA SCSI controller.
Buslogic 946c PCI SCSI controller

NCR 53C810 and 53C825 PCI SCSI controller.

DTC 3290 EISA SCSI controller in 1542 emulation mode.

UltraStor 14F, 24F and 34F SCSI controllers.

Seagate ST01/02 SCSI controllers.

Future Domain 8xx/950 series SCSI controllers.

With all supported SCSI controllers, full support is provided for
SCSI-I & SCSI-II peripherals, including Disks, tape drives (including
DAT) and CD ROM drives.  Note: This and the mcd driver (Mitsumi CDROM
interface card) are the only way a CD ROM drive may be currently
attached to a FreeBSD system; we do not support SoundBlaster
(non-SCSI) CDROM interface, or other "non-SCSI" adapters.  The
ProAudio Spectrum SCSI and SoundBlaster SCSI controllers are
supported.

Some controllers have limitations with the way they deal with >16MB of
memory, due to the fact that the ISA bus only has a DMA address space of
24 bits.  If you do your arithmetic, you'll see that this makes it
impossible to do direct DMA to any address >16MB.  This limitation is
even true of some EISA controllers (which are normally 32 bit) when
they're configured to emulate an ISA card, which they then do in *all*
respects.  This problem is avoided entirely by IDE controllers (which do
not use DMA), true EISA controllers (like the UltraStor or Adaptec
1742A) and most VLB (local bus) controllers.  In the cases where it's
necessary, the system will use "bounce buffers" to talk to the
controller so that you can still use more than 16Mb of memory without
difficulty.


2.2. Ethernet cards

SMC Elite 16 WD8013 ethernet interface, and most other WD8003E,
WD8003EBT, WD8003W, WD8013W, WD8003S, WD8003SBT and WD8013EBT
based clones.  SMC Elite Ultra is also supported.

DEC EtherWORKS III NICs (DE203, DE204, and DE205)
DEC EtherWORKS II NICs (DE200, DE201, DE202, and DE422)

Isolan AT 4141-0 (16 bit)
Isolink 4110     (8 bit)

Novell NE1000, NE2000, and NE2100 ethernet interface.

3Com 3C501 cards

3Com 3C503 Etherlink II

3Com 3C507 Etherlink 16/TP

3Com 3C509 and 3C579 Etherlink III

Toshiba ethernet cards

PCMCIA ethernet cards from IBM and National Semiconductor are also
supported.

2.3. Misc

AST 4 port serial card using shared IRQ.

ARNET 8 port serial card using shared IRQ.

BOCA ATIO66 6 port serial card using shared IRQ.

STB 4 port card using shared IRQ.

Mitsumi (all models) CDROM interface and drive.

Soundblaster SCSI and ProAudio Spectrum SCSI CDROM interface and drive.

Adlib, Soundblaster, Soundblaster Pro, ProAudioSpectrum, Gravis UltraSound
and Roland MPU-401 sound cards.

FreeBSD currently does NOT support IBM's microchannel (MCA) bus, but
support is apparently close to materializing.  Details will be posted
as the situation develops.


3. Obtaining FreeBSD.
---------------------

You may obtain FreeBSD in a variety of ways:

1. FTP/Mail

You can ftp FreeBSD and any or all of its optional packages from
`freebsd.cdrom.com' - the official FreeBSD release site.

For other locations that mirror the FreeBSD software see the file
MIRROR.SITES.  Please ftp the distribution from the nearest site
to you netwise.

If you do not have access to the internet and electronic mail is your
only recourse, then you may still fetch the files by sending mail to
`ftpmail@decwrl.dec.com' - putting the keyword "help" in your message
to get more information on how to fetch files from freebsd.cdrom.com.
Note: This approach will end up sending many *tens of megabytes*
through the mail, and should only be employed as an absolute LAST
resort!


2. CDROM

FreeBSD 2.0 may be ordered on CDROM from:

        Walnut Creek CDROM
        4041 Pike Lane, Suite D
        Concord CA  94520
        1-800-786-9907, +1-510-674-0783, +1-510-674-0821 (fax)

Or via the internet from orders@cdrom.com.  Their current catalog can
be obtained via ftp as ftp.cdrom.com:/cdrom/catalog.

Cost is $39.95.  Shipping (per order not per disc) is $5 in the US, Canada,
or Mexico and $10.00 overseas.  They accept Visa, Mastercard, American
Express, and ship COD to the United States.  California residents please
add 8.25% sales tax.

Should you be dissatisfied for any reason, the CD comes with an
unconditional return policy.

Note that Walnut Creek CDROM does NOT provide technical support for FreeBSD,
you need to contact the FreeBSD team for that.  Please see section 5 for
more information.


4. Preparing for the installation.
----------------------------------

1. Floppy Installation

If you must install from floppy disks, either due to space constraints
on your hard disk or just because you enjoy doing things the hard
way, you must first prepare some floppies for the install.

You will need either 10 1.44MB floppies or 12 1.2MB floppies to
store just the bindist (binary distribution).  These *must* be
formatted using MS-DOS, using either the FORMAT command in MS-DOS
or the File Manager in Microsoft Windows to prepare the floppies
(though factory preformatted floppies will also work well, provided
that they haven't been previously used for something else).

After you've formatted the floppy disks, you'll need to copy the
files onto them.  There are 56 total files for the bindist itself,
plus three small files (CKSUMS, do_cksum.sh, and extract.sh) for
the install program to use.  ALL of these files must be copies onto
the floppies.  Each of the bindist files are named "bindist.??",
where the "??" is replaced by the letter sequence aa through cd.
Copy these files onto the floppies, placing the three small install
files onto the final floppy.  The order in which you copy the files
to floppy is not important, but it makes labelling the disks easier
if you go in some sort of alphabetical order.

After you've done this, the floppy disks are ready for the install
program to use.

Later on, after you get the binary distribution installed and everything
is going great, the same instructions will apply for the other
distributions, such as the manpages distribution or the XFree86 distribution.
The number of floppies required will, of course, change for bigger or
smaller distributions.


2. Hard Disk Installation

To prepare for installation from an MS-DOS partition, you should simply
copy the files from the distribution into a directory with the same
name as the distribution.  For example, if you are preparing to
install the bindist set, then make a directory on your C: drive named
C:\BINDIST and copy the files there.  This will allow the installation
program to find the files automatically.


3. QIC/SCSI Tape Installation.

Installing from tape is probably the easiest method, short of an
on-line install using ftp or installing from a CDROM.  The installation
program expects the files to be simply tar'red onto the tape, so after
getting all of the files for distribution you're interested in, simply
tar them onto the tape with something like:

        cd <where the *.?? files are>
        tar cvf /dev/rwt0 (or /dev/rst0) .

from a directory with just the distribution files in it.  Make sure
that you remember to put CKSUMS, do_cksum.sh, and extract.sh files
in this directory as well!

If you wish to install multiple *dist releases from one tape, do the
following:

1. cd to the parent directory of the distributions and put them on tape
   like so:
                tar cvf /dev/rwt0 (or /dev/rst0) bindist srcdist ...

2. Install the first distribution on the tape using the tape installation
   method as normal.  Afterwards, *do not* erase the contents of the temporary
   directory.  Get a shell with ESC-ESC and cd to the temporary directory
   yourself.  For each additional *dist you want to load, cd to its
   subdirectory and type `sh ./extract.sh'.


5. Reporting problems, making suggestions, submitting code.
-----------------------------------------------------------

Your suggestions, bug reports and contributions of code are always
valued - please do not hesitate to report any problems you may find
(preferably with a fix attached if you can!).

The preferred method to submit bug reports from a machine with internet
mail connectivity is to use the send-pr command.  Bug reports will be
dutifully filed by our faithful bugfiler program and you can be sure
that we'll do our best to respond to all reported bugs as soon as
possible.

If, for some reason, you are unable to use the send-pr command to
submit a bug report, you can try to send it to:

                bugs@FreeBSD.org


Otherwise, for any questions or suggestions, please send mail to:

                questions@FreeBSD.org

Additionally, being a volunteer effort, we are always happy to have
extra hands willing to help - there are already far more enhancements
to be done than we can ever manage to do by ourselves!  To contact us
on technical matters, or with offers of help, you may send mail to:

                hackers@FreeBSD.org

Since these mailing lists can experience significant amounts of
traffic, if you've got slow or expensive mail access and you're
only interested in keeping up with significant FreeBSD events, you may
find it preferable to subscribe to:

                announce@FreeBSD.org


All but the FreeBSD-bugs groups can be freely joined by anyone wishing
to do so.  Send mail to MajorDomo@FreeBSD.org and include the keyword
`help' on a line by itself somewhere in the body of the message.  This
will give you more information on joining the various lists, accessing
archives, etc.  There are a number of mailing lists targeted at
special interest groups not mentioned here, so send mail to majordomo
and ask about them!
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The hardware notes for FreeBSD are customized for different platforms,
as some of the changes made to FreeBSD apply only to specific processor
architectures.


Hardware notes for FreeBSD 4.11-RELEASE are available for the following
platforms:



		i386


		Alpha





A list of all platforms currently under development can be found on the
Supported Platforms page.
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Date: Tue, 25 Jan 2005 12:02:10 -0500


From: Ken Smith <kensmith@FreeBSD.org>

To: freebsd-announce@FreeBSD.org

Subject: FreeBSD &local.rel;-RELEASE is now available





The Release Engineering Team is happy to announce the availability of
FreeBSD 4.11-RELEASE, the latest release of the FreeBSD Legacy
development branch. Since FreeBSD 4.10-RELEASE in May 2004 we have made
conservative updates to a number of software programs in the base
system, dealt with known security issues, and made many bugfixes.


For a complete list of new features, known problems, and late-breaking
news, please see the release notes and errata list, available here:


http://www.FreeBSD.org/releases/&local.rel;R/relnotes.html


http://www.FreeBSD.org/releases/&local.rel;R/errata.html


FreeBSD &local.rel; will become an “Errata Branch”. In addition to
Security fixes other well-tested fixes to basic functionality will be
committed to the RELENG_4_11 branch after the release. Both Security
Advisories and Errata Notices are announced on the
freebsd-announce@freebsd.org mailing list.


This is expected to be the last release from the RELENG_4 branch. Most
of the Developers are now focused on the RELENG_5 branch, or on the
cutting edge development in HEAD.


For more information about FreeBSD release engineering activities,
please see:


http://www.FreeBSD.org/releng/



Availability


FreeBSD &local.rel;-RELEASE supports the i386 and alpha architectures
and can be installed directly over the net, using bootable media, or
copied to a local NFS/FTP server. Distributions for both architectures
are available now.


Please continue to support the FreeBSD Project by purchasing media from
one of our supporting vendors. The following companies will be offering
FreeBSD &local.rel; based products:








		FreeBSD Mall, Inc.
		http://www.freebsdmall.com/



		Daemon News
		http://www.bsdmall.com/freebsd1.html







If you can not afford FreeBSD on media, are impatient, or just want to
use it for evangelism purposes, then by all means download the ISO
images. We can not promise that all the mirror sites will carry the
larger ISO images. At the time of this announcement they are available
from the following sites. MD5 checksums for the release images are
included at the bottom of this message.



Bittorrent


As with the 5.3 release we are experimenting with Bittorrent. A
collection of trackers for the release ISO images is available at


http://people.freebsd.org/~kensmith/4.11-torrent/





FTP



		ftp://ftp.FreeBSD.org/pub/FreeBSD/


		ftp://ftp2.FreeBSD.org/pub/FreeBSD/


		ftp://ftp3.FreeBSD.org/pub/FreeBSD/


		ftp://ftp5.FreeBSD.org/pub/FreeBSD/


		ftp://ftp11.FreeBSD.org/pub/FreeBSD/


		ftp://ftp.at.FreeBSD.org/pub/FreeBSD/


		ftp://ftp.au.FreeBSD.org/pub/FreeBSD/


		ftp://ftp2.ca.FreeBSD.org/


		ftp://ftp2.ch.FreeBSD.org/pub/FreeBSD/


		ftp://ftp.cz.FreeBSD.org/pub/FreeBSD/


		ftp://ftp2.de.FreeBSD.org/pub/FreeBSD/


		ftp://ftp.ee.FreeBSD.org/pub/FreeBSD/


		ftp://ftp.es.FreeBSD.org/pub/FreeBSD/


		ftp://ftp.fi.FreeBSD.org/pub/FreeBSD/


		ftp://ftp.fr.FreeBSD.org/pub/FreeBSD/


		ftp://ftp2.ie.FreeBSD.org/pub/FreeBSD/


		ftp://ftp.is.FreeBSD.org/pub/FreeBSD/


		ftp://ftp.jp.FreeBSD.org/pub/FreeBSD/


		ftp://ftp8.jp.FreeBSD.org/pub/FreeBSD/


		ftp://ftp.kr.FreeBSD.org/pub/FreeBSD/


		ftp://ftp.lt.FreeBSD.org/pub/FreeBSD/


		ftp://ftp.nl.FreeBSD.org/pub/FreeBSD/


		ftp://ftp.no.FreeBSD.org/pub/FreeBSD/


		ftp://ftp5.pl.FreeBSD.org/pub/FreeBSD/


		ftp://ftp3.ru.FreeBSD.org/pub/FreeBSD/


		ftp://ftp.se.FreeBSD.org/pub/FreeBSD/


		ftp://ftp.sg.FreeBSD.org/pub/FreeBSD/


		ftp://ftp.si.FreeBSD.org/pub/FreeBSD/


		ftp://ftp.sk.FreeBSD.org/pub/FreeBSD/


		ftp://ftp2.tw.FreeBSD.org/pub/FreeBSD/


		ftp://ftp6.tw.FreeBSD.org/pub/FreeBSD/


		ftp://ftp.uk.FreeBSD.org/pub/FreeBSD/


		ftp://ftp6.us.FreeBSD.org/pub/FreeBSD/


		ftp://ftp10.us.FreeBSD.org/pub/FreeBSD/





FreeBSD is also available via anonymous FTP from mirror sites in the
following countries and territories: Argentina, Australia, Austria,
Brazil, Canada, China, Croatia, Czech Republic, Denmark, Estonia,
Finland, France, Germany, Greece, Hong Kong, Hungary, Iceland,
Indonesia, Ireland, Italy, Japan, Korea, Lithuania, Netherlands, New
Zealand, Norway, Poland, Portugal, Romania, Russia, Saudi Arabia,
Singapore, Slovak Republic, Slovenia, South Africa, Spain, Sweden,
Switzerland, Taiwan, Turkey, Ukraine, United Kingdom, and the United
States.


Before trying the central FTP site, please check your regional mirror(s)
first by going to:


ftp://ftp.<yourdomain>.FreeBSD.org/pub/FreeBSD


Any additional mirror sites will be labeled ftp2, ftp3 and so on.


More information about FreeBSD mirror sites and the current list of all
active mirror sites can be found at:


http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/mirrors-ftp.html


For instructions on installing FreeBSD, please see Chapter 2 of The
FreeBSD Handbook. It provides a complete installation walk-through for
users new to FreeBSD, and can be found online at:


http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/install.html
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work on the linux_base-8 package integration, and Kris Kennaway
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CD Image Checksums



For Alpha:


``     MD5 (4.11-RELEASE-alpha-disc1-gnome.iso) = 3f0f49a9c7067f398ca0b47fd21234eb     MD5 (4.11-RELEASE-alpha-disc1-kde.iso) = b4c83df8e979741c7972f379154360aa     MD5 (4.11-RELEASE-alpha-disc2.iso) = 8fd241bab99fed226ef71184ed0b0b38     MD5 (4.11-RELEASE-alpha-miniinst.iso) = 3280b9e34fd26db7ce0dd24f1a05e7b4       ``





For i386:


``     MD5 (4.11-RELEASE-i386-disc1-gnome.iso) = 80c6b06b83432efc6cbe1cff3ebd893f     MD5 (4.11-RELEASE-i386-disc1-kde.iso) = 84921fe6b6b4bfd3f7011788985d34e2     MD5 (4.11-RELEASE-i386-disc2.iso) = 73553999f9f8e2e49222ba14e8ecbde5     MD5 (4.11-RELEASE-i386-miniinst.iso) = 28b006bcdf5df8b8b7e8f1831085cdae     ``


-ken
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Open Issues


This is a list of open issues that need to be resolved for FreeBSD
&local.rel;. If you have any updates for this list, please e-mail
re@FreeBSD.org.



Must Resolve Issues for &local.rel;-RC3










		Issue
		Status
		Responsible
		Description





		 
		 
		 
		 










Must Resolve Issues for &local.rel;-RELEASE










		Issue
		Status
		Responsible
		Description





		 
		 
		 
		 










Desired Features for &local.rel;-RELEASE










		Issue
		Status
		Responsible
		Description





		 
		 
		 
		 










Documentation items that must be resolved for &local.rel;
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		Description





		 
		 
		 
		 










Testing focuses for &local.rel;
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The installation notes for FreeBSD are customized for different
platforms, as the procedures for installing FreeBSD are highly dependent
on the hardware platform.


Installation notes for FreeBSD 4.11-RELEASE are available for the
following platforms:



		alpha


		i386





A list of all platforms currently under development can be found on the
Supported Platforms page.
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This is a list of open issues that need to be resolved for FreeBSD
&local.rel;. If you have any updates for this list, please e-mail
re@FreeBSD.org.



		Show stopper defects


		Required features


		Desired features


		Documentation Items


		Testing foci






Show stopper defects for &local.rel;-RELEASE










		Issue
		Status
		Responsible
		Description





		 
		 
		 
		 










Required features for &local.rel;-RELEASE










		Issue
		Status
		Responsible
		Description





		 
		 
		 
		 










Desired features for &local.rel;-RELEASE










		Issue
		Status
		Responsible
		Description





		 
		 
		 
		 










Documentation items that must be resolved for &local.rel;










		Issue
		Status
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		Description





		 
		 
		 
		 










Testing foci for &local.rel;-RELEASE
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The hardware notes for FreeBSD are customized for different platforms,
as many devices are only supported on (or are only relevant for)
specific processors or architectures.


Hardware notes for FreeBSD 5.2-RELEASE are available for the following
platforms:



		alpha


		amd64


		i386


		ia64


		pc98


		sparc64





A list of all platforms currently under development can be found on the
Supported Platforms page.
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  October-December 2013


Introduction


This report covers &os;-related projects between October and December
2013. This is the last of four reports planned for 2013.


The last quarter of 2013 was very active for the &os; community, much
like the preceding quarters. Many advances were made in getting &os; to
run on ARM-based System-on-Chip boards like Cubieboard, Rockchip,
Snapdragon, S4, Freescale i.MX6, and Vybrid VF6xx. &os; is also becoming
a better platform for Xen and the Amazon Elastic Compute Cloud. There
are plans for &os; to become a fully supported compute host for
OpenStack. The I/O stack has again received some performance boosts on
multi-processor systems through work touching the CAM and GEOM
subsystems, and through better adaptation of UMA caches to system memory
constraints for ZFS. The &os; Foundation did an excellent job in this
quarter, and many of their sponsored projects like VT-d and UEFI
support, iSCSI stack, Capsicum, and auditdistd are about to complete. At
the same time, new projects like Automounter and Intel GPU updates have
just been launched. The Newcons project has been merged into -CURRENT,
which will make it possible to finally move to the latest version of
X.Org in the Ports Collection. Efforts are also under way to improve
testing with Jenkins and Kyua. It is an exciting time for users and
developers of &os;!


Thanks to all the reporters for the excellent work! This report contains
37 entries and we hope you enjoy reading it.


The deadline for submissions covering between January and March 2014 is
April 7th, 2014.


team &os; Team Reports proj Projects kern Kernel arch Architectures bin
Userland Programs ports Ports misc Miscellaneous


CBSD


Oleg Ginzburg olevole@olevole.ru


CBSD is another &os; jail management solution, aimed at combining
various features, such as racct(8), vnet, zfs(8),
carp(4), and hastd(8), into a single tool. This provides a more
comprehensive way to build application servers using pre-installed jails
with a typical set of software, and requires minimal effort to
configure.


Proper English translation of the website and the documentation.


&os; Test Suite


Julio Merino jmmv@FreeBSD.org Project page Continuous testing
infrastructure Mailing list announcement Blog post


The &os; Test Suite project aims to equip &os; with a comprehensive test
suite that is easy to run out of the box and during the development of
the system. The test suite is installed into /usr/tests/ and the
kyua(1) command-line tool (devel/kyua in the Ports Collection)
is used to run them.


The benefits of having a test suite that is easy to use and continuously
run are obvious: regressions can be caught sooner rather than later and
the Release Engineering Team can better assess the quality of the tree
before deciding to cut a release. Additionally, because we choose to
install the tests, we allow any end user to perform sanity checks on new
installations of the system on their particular hardware configuration —
a very attractive thing to do when deploying production servers.


During the last few months, we have added the necessary pieces to the
build system to support building and installing test programs of various
kinds. To demonstrate the functionality of these, some test programs
were added and others were migrated from the old testing tree in
tools/regression/ to the new layout for tests.


The current test suite should be seen as a proof of concept at this
point: it is only composed of a small set of test programs and the goal
is to get the infrastructure in place before mass-migrating existing
test code and/or importing external tests.


As part of this work, two new releases of Kyua were published. Of
special interest is the addition of a TAP-compliant backend so that
existing tests from tools/regression/ can be plugged into the test
suite with minimum effort.


As of December 31st, the basic continuous testing infrastructure is up
and running, see the links section for the home page. For further
information, please see the related announcement and blog post on the
subject (also in the links section).


We have three machines for the test cluster. At the moment, only one of
them is in use to continuously test amd64 on both head and
stable/10. We need to figure out the right level of parallelization
to put other machines to use — but a first easy cut may be to just test
different architectures (with the help of QEMU).


Related to the above, the Kyua reporting engine needs significant tuning
to make the reports nice and clean. Ideally, Kyua should be able to
coalesce results from different runs into a single location and generate
cohesive reports out of them. Fixing this is a high priority.


A tutorial on writing tests for &os; has been proposed for
AsiaBSDCon 2014. The outcome of the proposal is still unknown, but stay
tuned!


Port, port, and port more tests to the new test suite. A test suite is
worthless if it does not validate stuff. Stay tuned for a request for
help once we have put all basic pieces in place and have streamlined the
migration process.


&os; on Cubieboard{1,2}


Ganbold Tsagaankhuu ganbold@FreeBSD.org EMAC driver code


Cubieboard is a single-board computer based on the AllWinner A10 SoC,
popular on cheap tablets, phones and media PCs. The second version
enhances the board mainly by replacing the AllWinner A10 SoC with an
AllWinner A20 which contains 2 ARM Cortex-A7 MPCore CPUs and 2 Mali-400
GPUs (Mali-400MP2). In the last few months, work has continued on their
&os; port, and some work was done on the EMAC 10/100 Ethernet driver
(see link). The driver is now in a good shape, however the RX side is
very slow and there is need to have an external DMA driver that can be
used in this case.


&os; on Newer ARM Boards


Ganbold Tsagaankhuu ganbold@FreeBSD.org &os; on Radxa Rock Some
preliminary sources for Snapdragon board IFC6410


Rockchip is a series of SoC (System on Chip) integrated circuits that
are mainly for embedded systems applications in mobile entertainment
devices such as smartphones, tablets, e-books, set-top boxes, media
players, personal video, and MP3 players. Due to their evolution from
the MP3/MP4 player market, most Rockchip ICs feature advanced media
decoding logic but lack integrated cellular radio basebands. Initial
support for the Rockchip RK3188 (Quad core Cortex A9) SoC is committed
to head. Now &os; runs on Radxa Rock and it supports the following
peripherals:



		Existing DWC OTG driver in host mode


		GPIO





Some work was also done on initial support for the Qualcomm Snapdragon
S4 SoC, featuring the Krait CPU, which is considered a “platform” for
use in smartphones, tablets, and smartbook devices. Krait has many
similarities with the ARM Cortex-A15 CPU and is also based on the ARMv7
instruction set. A minimal console driver was written, and &os;’s early
boot messages can be now seen on the serial console. The timer driver
works too, and the boot now stops at the mountroot prompt.


&os; Postmaster Team


&os; Postmaster Team postmaster@FreeBSD.org OpenPGP Keys section in the
Committer’s Guide


In the fourth quarter of 2013, the &os; Postmaster Team has implemented
the following items that may be interest of the general public:



		Retired the freebsd-aic7xxx mailing list.


		Created a graphics-team alias, requested by Niclas Zeising.


		Worked with the &os; Port Management Team to set up
portmgr-lurkers so port managers can move addresses between those
two aliases at their discretion.


		Created the lists associated with the new stable/10 branch:
svn-src-stable-10, ctm-src-10, and ctm-src-10-fast.


		Redirected the vbox alias to the emulation list, requested by
Bernhard FrÃ¶hlich.


		Continued a discussion on current and possible future mail and spam
filtering.


		Disbanded lua and transferred it to Baptiste Daroussin, requested
by Matthias Andree and Baptiste Daroussin.


		Modified the list moderators/administrators for ports-secteam,
requested by Dag-Erling SmÃ¸rgrav.


		Assisted Warren Block with an update to the “OpenPGP Keys for &os;”
section of the Committer’s Guide.





Xfce/&os;


&os; Xfce Team xfce@FreeBSD.org The &os; Xfce Team’s wiki page Core
Parole


Xfce is a free software desktop environment for Unix and Unix-like
platforms, such as &os;. It aims to be fast and lightweight, while still
being visually appealing and easy to use. The &os; Xfce Team has kept
most of the Xfce ports up-to-date, while fixing many issues along the
way in this quarter.


Currently, the following components with the following versions are
available:


Applications:



		Orage (4.10.0)


		Midori (0.5.6)


		xfce4-terminal (0.6.3)


		xfce4-parole (0.5.3, 0.5.4)





Panel plugins:



		xfce4-whiskermenu-plugin (1.2.0, 1.2.1, 1.2.2, 1.3.0)


		xfce4-mailwatch-plugin (1.2.0)


		xfce4-wmdock-plugin (0.6.0)





We helped Midori’s upstream switch from Waf (Python script) to CMake.
Xfce now also supports Gtk2, Gtk3, and the new WebKitGtk API, available
from the 2.x branch, not present in our ports tree at the moment,
though. Most of the ports now use stage directories, with only some
plugins left to convert.


We also removed obsolete ports:



		x11-themes/lila-xfwm4 (Xfwm4 theme)


		multimedia/xfce4-media (multimedia player)


		net-im/xfce4-messenger-plugin





Besides, we followed the development of the Xfce core components and
Parole closely. See the links for documentation on how to upgrade those
libraries.


Fix Midori’s build on DragonFly, through DPorts.


Fix build of the Granite framework (it is an extension to Gtk and Midori
uses it) on &os; 10 and head. Those are mostly LLVM failures.


Add support for Berkeley DB 5 and higher to Orage.


&os; on Freescale i.MX6 processors


Ian Lepore ian@freebsd.org Announcement of Wanboard support


The i.MX range is a family of Freescale Semiconductor proprietary
microprocessors for multimedia applications based on the ARM
architecture and focused on low power consumption. The i.MX6x series is
based on the ARM Cortex A9 solo, dual, or quad cores. Initial support
for them has been committed to head, and merged to stable/10.
All members of the i.MX6 family (Solo, Dual, and Quad core) are
supported, but SMP support on the multi-core SoCs has not yet been
enabled.


Initial driver support includes:



		USB (EHCI)


		Ethernet (Gigabit)


		SD Card


		UART





The initial hardware bringup was done on Wandboard hardware, see the
announcement on freebsd-arm in the links section for more
information.


Write drivers for additional on-chip hardware, including I2C, SPI, AHCI,
audio, and video.


Add support to &os;-crochet script to generate Wandboard images


&os; Release Engineering Team


&os; Release Engineering Team re@FreeBSD.org &os; 10.0-RELEASE schedule
&os; Virtual Machine Images &os; Development Snapshots


The &os; Release Engineering Team is finishing the 10.0-RELEASE cycle.
The release cycle changed with two last-minute release candidate builds,
each addressing fixes critical to include in the final release.


The &os; 10.0-RELEASE cycle is expected to be completed by mid-January,
approximately eight weeks behind the original schedule.


Centralized Panic Reporting


Colin Percival cperciva@freebsd.org Usage instructions


With the sysutils/panicmail port, a mechanism is now in place for
automated submission of kernel panic reports to a central location. It
is hoped that this will prove useful, as similar systems have for other
operating systems, in identifying common panics so that developers can
be alerted and they can be fixed faster.


In the first two months that this mechanism has been in place, 28 kernel
panics have been reported. This is nowhere near enough to be useful, so
readers are strongly encouraged to install the sysutils/panicmail
port and follow the instructions to enable it.


Get more systems set up to automatically submit panic reports!


UMA/ZFS and RPC/NFS Performance Improvements


Alexander Motin mav@FreeBSD.org Discussion of the ZFS/UMA changes


The performance of ZFS and NFS was suboptimal in &os;, so we have
recently investigated some possible improvement paths. The uma(9)
memory allocator caching code was improved to adapt better to system
memory constraints. Combined with other virtual memory subsystem
improvements done in the previous years, it should be safe to actively
use uma(9) caches now. Their use in ZFS for ZIO/ARC may be enabled
via the vfs.zfs.zio.use_uma loader(8) tunable, which is now the
default for amd64, where it is recommended. Use of uma(9) caches for
LZ4 compression buffers is unconditionally enabled on all architectures
as it is has no serious drawbacks. On systems with many CPUs, these
changes doubled the performance in the benchmarks.


Several areas of the NFS server stack (RPC, FHA, DRC) got a number of
fixes and performance optimizations that significantly improve
performance and reduce the CPU usage in a number of tests. Together with
the ZFS memory allocator changes mentioned above, it was possible to
reach 200K NFS block read IOPS and 55K SPEC NFS IOPS.


The code was committed to head. The uma(9) ZFS commits have been
already merged to stable/10, and the remainder will be done soon as
well.


iXsystems, Inc


The SPEC NFS test hits lock congestion on several global locks in the
file system layer when a quite intensive READDIRPLUS NFS request is
received. Fixing this problem could improve performance on large systems
even further.


GEOM Direct Dispatch and Fine-Grained CAM Locking


Alexander Motin mav@FreeBSD.org Slides from EuroBSDCon 2013, also
describing this project CAM improvements in the stable/10 branch GEOM
improvements in the stable/10 branch


The CAM and GEOM multi-processor scalability improvement project has
completed. The corresponding code has been committed to &os; head
and recently merged to the stable/10 branch; it shall appear in
10.1-RELEASE.


As part of this project, cam(4) (the ATA/SCSI subsystem) has
received more fine-grained locking for better utilization of multi-core
systems. In addition, the locking in geom(4) (the block storage
subsystem) has also been polished, and a new direct dispatch
functionality was implemented to spread the load between multiple
threads and processors, and reduce the number of context switches.


Thanks to these cam(4) and geom(4) changes, the peak I/O rate
has doubled on contemporary hardware, reaching up to 1,000,000 IOPS!


iXsystems, Inc


Some CAM controller drivers (SIMs) could also be optimized to get more
benefits from this project, utilizing the new locking models and direct
command completions from multiple interrupt threads.


&os;/EC2


Colin Percival cperciva@freebsd.org &os;/EC2 status page Configinit


An Amazon Machine Image (AMI) is a special type of virtual appliance
that is used to create a virtual machine within the Amazon Elastic
Compute Cloud (“EC2”). It serves as the basic unit of deployment for
services delivered using EC2. Such AMIs are available for
8.3-RELEASE and later &os; releases, and every ALPHA, BETA, and RC
of &os; 10.0. Starting from &os; 10.0-BETA1, &os;/EC2 images are
running “fully supported” &os; binaries, and starting from
&os; 10.0-RC1, &os;/EC2 images include a "configinit" system
for autoconfiguration using EC2 user-data.


Due to limitations of old (m1, m2, c1, t1) instance
types, "Windows"-labelled images are required for those instance
types; however all of the recent instances types — m3 (general
purpose), c3 (high-CPU), and i2 (high-I/O) — support &os; at the
"unix" pricing rates.


The maintainer of this platform considers it to be ready for production
use.


Hand over the task of building &os; AMIs to the Release Engineering
Team.


Get Amazon to add "&os;" to the list of platforms supported by EC2,
so that it can stop showing up as "Other     Linux".


&os; Python Ports


&os; Python Team python@FreeBSD.org The &os; Python Team page IRC
channel


Python is a widely used general-purpose, high-level programming
language. For many operating systems, Python is a standard component; it
ships with &os; as well. A lot of progress has been made around the &os;
Python ports in the last quarter.


The devel/py-distribute port has been replaced by the refreshed
devel/py-setuptools port, which comes with a lot of features that
simplify the methods of installing Python packages. The change also led
us to install everything through Setuptools now, which resembles PyIP a
bit and allows us to perform some major cleanup on the distutils
installation behaviour.


The implicit lang/python build and run-time dependency was removed
from the ports infrastructure. Every port now depends on a specific
Python version or on the lang/python metaport. This prevents
compatibility issues for ports that depend on Python 2.x OR Python 3.x
exclusively, but use the python command, which might point to a
version of incompatible user choice.


The lang/python27 port was updated to version 2.7.6, and the
lang/python33 port was updated to version 3.3.3, and the
lang/pypy port was updated to version 2.2.1.


We are currently working on the necessary infrastructure quirks to
support different Python versions for the same port. Most of the work
has been done and needs to be tested before it can be integrated.


Develop a high-level and lightweight Python Ports Policy.


Add support for granular dependencies (for example >=1.0 or
<2.0).


Look at what adding pip support looks like.


Convert all USE_PYDISTUTILS=easy_install entries to yes and
remove the use of easy_install from the ports infrastructure.


More tasks can be found on the team’s wiki page (see links).


&os; Host Support for OpenStack and OpenContrail


Grzegorz Bernacki gjb@semihalf.com MichaÅ‚ Dubiel md@semihalf.com RafaÅ‚
Jaworowski raj@semihalf.com


OpenStack is a cloud operating system that controls large pools of
compute, storage, and networking resources in a data center.
OpenContrail is a network virtualization (SDN) solution comprising a
network controller, a virtual router, and an analytics engine, which can
be integrated with cloud orchestration systems like OpenStack or
CloudStack.


The goal of this work is to enable &os; as a fully supported compute
host for OpenStack, using OpenContrail virtualized networking. The main
areas of development are the following:



		OpenStack compute driver (nova-compute) for the &os; bhyve(4)
hypervisor.


		OpenContrail vRouter (forwarding-plane kernel module) port to &os;.


		Integration and performance optimizations.





The current state of development features a working demo of OpenStack
with compute node components running on a &os; host:



		The native bhyve(4) hypervisor is driven by a nova-compute
component for spawning guest instances and a nova-network
component for providing simple networking between those guests.


		The nova-network approach (based on local host bridging) is
becoming an obsolete technology in OpenStack and was used here only
for demonstration and proof-of-concept purposes, without exploring
all the possible features.


		The main objective is to move to OpenContrail-based networking,
therefore becoming compliant with the modern OpenStack networking API
(“neutron”).





Juniper Networks, Inc


Decide how to integrate bhyve(4) with nova-compute, either
natively or via the libvirt management layer.


The LLDB Debugger


Ed Maste emaste@FreeBSD.org


LLDB is the debugger in the LLVM family of projects. It supports Mac OS
X, Linux, and &os;, with ongoing work to support Windows.


In the last quarter of 2013, LLDB gained support for live
(ptrace(2)-based) debugging of multithreaded processes on &os;.
Initial &os; MIPS target support has also been committed, along with a
number of endianness fixes in the general LLDB infrastructure.


The LLDB snapshot in the &os; tree was updated to r196322. Currently
disabled by default, it will be enabled for amd64 after the import
of Clang 3.4. In the interim, it may be enabled by adding WITH_LLDB=
to src.conf(5).


DARPA/AFRL SRI International University of Cambridge


Update the in-tree snapshot to build after the Clang 3.4 import.


Fix amd64 watchpoints.


Test and fix the i386 port.


Implement &os; ARM support.


Add support for kernel debugging (live local and remote debugging, and
core files).


Fix the remaining test suite failures.


Enable by default on the amd64 architecture.


UEFI Boot


Ed Maste emaste@FreeBSD.org UEFI wiki page UEFI project branch


The Unified Extensible Firmware Interface (UEFI) provides boot- and
run-time services for x86 computers, and is a replacement for the legacy
BIOS. This project will adapt the &os; loader and kernel boot process
for compatibility with UEFI firmware, found on contemporary servers,
desktops, and laptops.


In 2013, The &os; Foundation sponsored Benno Rice for a short project to
improve the UEFI bootloader. This resulted in a working proof-of-concept
in the UEFI project branch, but it was not ready to be merged to &os;
head.


Ed Maste has taken that original work and, with review feedback from
Konstantin Belousov, been preparing it for integration into &os;
head. Some changes have been merged to head already. The rest
will be merged as they are refined.


Intel provided a motherboard and CPU for the project, which proved
invaluable for addressing bugs that did not appear while testing with
the QEMU emulator.


The &os; Foundation


Resolve a 32- versus 64-bit libstand(3) build issue.


Merge kernel parsing of EFI memory map metadata.


Integrate the EFI framebuffer with vt(9) (also known as Newcons).


Connect efiloader to the build.


Document manual installation for dual-boot configurations.


Integrate UEFI configuration with the &os; installer.


Support secure boot.


GNOME/&os;


&os; GNOME Team gnome@FreeBSD.org Import of MATE


GNOME is a desktop environment and graphical user interface that runs on
top of a computer operating system. GNOME is part of the GNU Project and
can be used with various Unix-like operating systems, including &os;.


In this quarter, MATE 1.6 was finally imported into the Ports
Collection, thanks to the efforts of Jeremy Messenger. MATE is a desktop
environment forked from the now-unmaintained code base of GNOME 2,
therefore it is basically a replacement for GNOME 2. Users wanting to
keep GNOME 2 as their desktop are advised to switch to MATE since
GNOME 2 will be replaced by GNOME 3 in the near future. This switch will
be announced in advance, so people will have time to move to MATE if
they have not already. The complete MATE-based desktop environment can
be installed via the x11/mate port, or, for a minimal install,
x11/mate-base.


Our home page is quite out of date. An update for it for GNOME 3.6 is
underway. Part of this update is rewriting and updating the old GNOME
porting guide as a chapter of the Porter’s Handbook.


Another major task required for getting a bleeding-edge GNOME to build
on &os; mostly out-of-the box is moving to JHbuild with some custom
rules. This is done to find and fix compile issues on other BSDs more
quickly.


GNOME 2 ports still need to be sorted out to evaluate which GNOME 2
components will be gone or be replaced with their newer GNOME 3
versions. This task is currently halted until we can get the
documentation into a shape good enough to gather the issues and document
the migration, including how to avoid the migration if the upgrade is
not preferred. (This does not mean we do not want to know about issues
with upgrading, though).


Help the X11 Team with Cairo 1.12, since the next version of GNOME 3
(3.12) will need an up-to-date version of Pango and GTK 3.


Intel GPU Driver Update


Konstantin Belousov kib@FreeBSD.org


This project will update the Intel graphics chipset driver, i915kms,
to a recent snapshot of the Linux upstream code. The update will provide
at least 1.5 years of bugfixes from the Intel team, and introduce
support for the newest hardware — in particular Haswell and ValleyView.
The IvyBridge code will also be updated. The addition of several
features which are required to update X.Org and Mesa is also planned.


The &os; Foundation


Native iSCSI Stack


Edward Tomasz NapieraÅ‚a trasz@FreeBSD.org


iSCSI is a popular block storage protocol. Under this project, a new,
fast, and reliable kernel-based iSCSI initiator (client) and target
(server) have been implemented.


During October to December, the work focused on performance and
scalability. The target and the initiator now spread the load over
multiple kernel threads, and the locking is optimized to reduce
contention. This makes better use of multiple processor cores.


Work to finish iSER support is ongoing. All those optimizations will be
gradually merged to head in February, and are expected to merged
back to stable/10 and finally arrive in 10.1-RELEASE.


The &os; Foundation


BSDInstall ZFSBoot


Allan Jude freebsd@allanjude.com Devin Teske dteske@FreeBSD.org Warren
Block wblock@FreeBSD.org Original Root-on-ZFS instuctions on the &os;
Wiki


BSDInstall has been the default installation program since
&os; 9.0-RELEASE. However, it could not utilize one of the best
features of &os;, ZFS.


The ZFSBoot project started at EuroBSDCon 2013 and reached stable status
in December, just in time for &os; 10.0-RELEASE. Currently,
ZFSBoot implements root-on-ZFS with 4k partition alignment, optional
forced 4k sectors, optional geli(8) full disk encryption, and
support for boot environments.


As part of ZFSBoot, BSDInstall itself also received a number of updates,
including enhanced debugging, more scriptability, a new keymap selection
menu, and a number of other small changes to streamline the installation
process. The new keymap menu allows the user to test the selected keymap
before continuing, to ensure it is the desired keymap. Minor changes
were made to the network configuration dialogues to make the
identification of wireless interfaces easier.


A number of additional features are also planned. The user should be
able to create additional datasets and adjust the properties on all
datasets in an interactive menu. There should also be integration with
BSDConfig to allow users to install packages and the various other
functionality that was previously provided by sysinstall.


Interactive dataset editor.


Dataset property editor.


Consider using shell geom(4) parser.


BSDConfig integration.


UFS as a file system option, to allow users to create encrypted UFS
installs.


Optionally make the boot pool UFS or reside on USB device(s).


Further streamline the installation process.


Jenkins Continuous Integration for &os;


Craig Rodrigues rodrigc@FreeBSD.org Vendor Summit presentation


At the November 2013 &os; Vendor Summit, some work was presented that
Craig Rodrigues has been doing with Continuous Integration and Testing
at iXsystems. Craig’s presentation described how iXsystems is using
modern best practices for building and testing the FreeNAS code. Jenkins
is a framework for doing continuous builds and integration that is used
by hundreds of companies. BHyve (BSD Hypvervisor) is the new virtual
machine system which will be part of &os; 10. Webdriver is a Python
toolkit for testing web applications. By combining these technologies,
iXsystems is developing a modern and sophisticated workflow for testing
and improving the quality of FreeNAS.


Ed Maste from The &os; Foundation was interested in this work, and based
on this interest, it is now being ported to &os;. Currently, a machine
in the &os; cluster has been allocated for this purpose, where a
bhyve(4)-based virtual machine was set up and Jenkins was installed.
The remainder is still in progress.


Finish setting up Jenkins.


Add more builds to Jenkins.


Integrate testing with Jenkins.


X.Org on &os;


&os; X11 Team x11@FreeBSD.org X11 roadmap and supported hardware matrix
Ports-related development repository CFT for Cairo 1.12 and 8.x survey


The newer graphics stack (WITH_NEW_XORG) is now built by default on
head and is provided as binary packages from the official &os;
pkg(8) repository for 11-CURRENT. The major updates are:



		X.Org server 1.12.


		Mesa 9.1.


		Recent Intel and Radeon X.Org drivers, using exclusively the KMS
kernel drivers available in &os; 9.x (Intel) and &os; 10.x (Radeon).





This change makes X.Org on &os; head work out-of-the-box on
workstations and laptops based on recent Intel and Radeon GPUs.
&os; 10.x will follow in a few weeks or months.


Some software has started to require Cairo 1.12, for example GTK+ 3.10
and Pango. Unfortunately, this version of Cairo triggers a bug in the
old Intel driver (2.7.1, installed when WITH_NEW_XORG is not set),
which causes display artifacts. A “Call For Testers” mail was posted on
the freebsd-x11 mailing-list (see the links above) to gather
information about the behavior on other configurations (new Intel driver
and non-Intel drivers). As of this writing, the reports received talk
about improvements or, at least, no change noticed.


To better manage changes such as the WITH_NEW_XORG and the
Cairo 1.12 changes mentioned above, we asked on the freebsd-x11
mailing-list if people are using &os; 8.x on their desktop computers and
why they do not upgrade to &os; 9.x or 10.x. So far, we received very
few answers to this.


The Radeon KMS driver in &os; 10.x is now considered stable, especially
now that integrated GPUs are properly initialized. One of the next steps
will be to merge this to stable/9.


A “Graphics” wiki article (see links) was created to centralize and
coordinate the work being done on both the ports and the kernel. It
contains the following important information:



		A roadmap of the team.


		A matrix of supported hardware.


		Instructions on upgrading to KMS.


		Project status and results.





This starting page then points to project- and topic-specific articles
where more detailed information is available.


Report why &os; 8.x is still used on your desktop and why moving to
&os; 9.x or 10.x is not an option.


Report about the Cairo 1.12 update on your system.


See the “Graphics” wiki page for up-to-date information.


New Automounter


Edward Tomasz NapieraÅ‚a trasz@FreeBSD.org


Research and prototyping has begun on a new project to implement
autofs(4) — an automounter filesystem — and its userland
counterpart, automountd(8). The idea is to provide a very similar
user experience to the automounters available on Linux, MacOS X, and
Solaris, including using the same map format. The automounter will also
integrate with directory services, such as LDAP.


The &os; Foundation


Updated vt(9) System Console


Aleksandr Rybalko ray@FreeBSD.org Ed Maste emaste@FreeBSD.org Ed
Schouten ed@FreeBSD.org Project wiki page


Colloquially known as Newcons, vt(9) is a modern replacement for the
existing, quite old, virtual terminal emulator called syscons(4).
Initially motivated by the lack of Unicode support in syscons(4),
the project was later expanded to cover the new requirement of
supporting Kernel Mode Switching (KMS).


The project is now approaching completion and is ready for wider
testing, as the related code was already merged to &os; head. Hence,
vt(9) can be tested easily by replacing the following two lines in
the kernel config file:


device sc
device vga






with the following ones:


device vt
device vt_vga






Major highlights:



		Unicode support.


		Double-width character support for CJK characters.


		xterm(1)-like terminal emulation.


		Support for Kernel Mode Setting (KMS) drivers (i915kms,
radeonkms).


		Support for different fonts per terminal window.


		Simplified drivers.





Brief status of supported architectures and hardware:



		amd64 (VGA/i915kms/radeonkms) — works.


		ARM framebuffer — works.


		i386 (VGA/i915kms/radeonkms) — works.


		IA64 — untested.


		MIPS — untested.


		PPC and PPC64 — works, but without X.Org yet.


		SPARC — works on certain hardware (e.g., Ultra 5).


		vesa(4) — in progress.


		i386/amd64 nVidia driver — need testing.


		Xbox framebuffer driver — need testing.





Known Issues:



		Switching to vty0 from X.Org on Fatal events will not work.


		Certain hardware (e.g., Lenovo X220) get a black screen when i915kms
is preloaded.


		Scrolling can be slow;


		Screen borders are not cleared when changing fonts.


		vt(9) locks up with the gallant12x22 font in VirtualBox.





The &os; Foundation


Create sub-directories for vt(9) under /usr/share/ to store key
maps and fonts.


Implement remaining features supported by vidcontrol(1).


Write the vt(9) manual page.


Support keyboard handled directly by device kbd (without
kbdmux(4)).


CJK fonts (in progress).


Capsicum and Casper


Pawel Jakub Dawidek pjd@FreeBSD.org


Capsicum is a lightweight OS capability and sandbox framework
implementing a hybrid capability system model. The Casper daemon enables
sandboxed application to use functionality normally unavailable in
capability-mode sandboxes.


The Casper daemon, libcasper, libcapsicum(3), libnv(3) and
Casper services (system.dns, system.grp, system.pwd,
system.random and system.sysctl) have been committed to &os;
head. The tcpdump(8) utility in head now uses the
system.dns service to do DNS lookups. The kdump(1) utility in
head now uses the system.pwd and system.grp services to
convert user and group identifiers to user and group names.


There is ongoing work to sandbox more applications. If you are
interested in helping to make &os; more secure and would like to learn
about Capsicum and Casper, do not hesitate to contact Pawel — he can
provide candidate programs that could use sandboxing.


The &os; Foundation


auditdistd(8)


Pawel Jakub Dawidek pjd@FreeBSD.org


The auditdistd(8) daemon is responsible for distributing audit trail
files over TCP/IP networks securely and reliably. Currently, the daemon
uses Transport Layer Security (TLS) for communication, but only
server-side certificates are verified, based on the certificate’s
fingerprint. The ongoing work will make it possible to use client-side
certificates and will support more complete public-key infastructure,
which includes validation of the entire certificate chain, including
revocation checking against Certification Revocation Lists at every
level. From now on, auditdistd(8) will support TLSv1.2 and PFS modes
only. In addition, it will be possible to send audit trail files to
multiple receivers.


The work will be completed at the beginning of February 2014.


The &os; Foundation


&os; Port Management Team


&os; Port Management Team portmgr@FreeBSD.org


The &os; Ports collection is a package management system for the &os;
operating system, providing an easy and consistent way of installing
software packages. The &os; Ports Collection now contains approximately
24,500 ports, while the PR count exceeds 1,900.


The &os; Port Management Team ensures that the &os; ports developer
community provides a Ports Collection that is functional, stable,
up-to-date, and full-featured. Its secondary responsibility is to
coordinate among the committers and developers who work on it. As part
of these efforts, we added three new committers, took in three commit
bits for safe keeping, and reinstated one commit bit in the fourth
quarter of 2013.


Ongoing effort went into testing larger changes, as many as eight a
week, including sweeping changes to the tree, moderization of the
infrastructure, and basic quality assurance (QA) runs. Many iterations
of tests against 10.0-RELEASE were run to ensure that the maximum
number of packages would be available for the release.


We now have pkg(8) packages for the releases 8.3, 8.4, 9.1, 9.2,
10.0 and -CURRENT on pkg.FreeBSD.org. During this same time, further
enhancements were put into pkg(8), including secure package signing.


Commencing November 1, the Port Management Team undertook a
“portmgr-lurkers” pilot project in which ports committers could
volunteer to assist the Port Management Team for a four-month duration.
The first two candiates are Mathieu Arnold (mat) and Antoine Brodin
(antoine).


Ongoing maintenance goes into redports.org, including QAT runs,
ports and security updates.


As previously noted, many PRs continue to languish; we would like to see
some committers dedicate themselves to closing as many as possible!


&os; Cluster Administration Team


&os; Cluster Administration Team admins@


The &os; Cluster Administration Team consists of the people responsible
for administering the machines that the project relies on for its
distributed work and communications to be synchronised. In the last
quarter of 2013, they continued general maintenance of the &os; cluster
across all sites.


In addition to general upkeep tasks, additional cluster-related items
were addressed. Some of these items include:



		Added several machines for the Kyua testing framework.


		Replaced failed hardware hosting various web services.


		Coordinated with the &os; Security Officer and Ports Management Teams
to implement signed binary packages.


		Added the redports.org machines to the list of machines managed
by the Cluster Administration Team.


		Began discussion with contacts at Yandex regarding the addition of a
mirror site for binary packages and Subversion repositories.





&os; on Freescale Vybrid VF6xx


Ruslan Bukin br@freebsd.org


Basic support for the Freescale Vybrid Family VF6xx heterogeneous ARM
Cortex-A5/M4 System-on-Chip (SoC) was added to &os; head. The Vybrid
VF6xx family is an implementation of the new modern Cortex-A5-based
low-power ARM SoC boards. Vybrid devices are ideal for applications
including simple HMI in appliances and industrial machines, secure
control of infrastructure and manufacturing equipment, energy conversion
applications such as motor drives and power inverters, ruggedized wired
and wireless connectivity, and control of mobile battery-operated
systems such as robots and industrial vehicles.


Supported device drivers:



		NAND Flash Controller (NFC)


		USB Enhanced Host Controller Interface (EHCI)


		General-Purpose Input/Output (GPIO)


		Universal Asynchronous Receiver/Transmitter (UART)





Also supported:



		Generic Interrupt Controller (GIC)


		MPCore timer


		ffec Ethernet driver





Add support for a number of different VF5xx- and VF6xx-based development
boards.


Expand device driver support, including framebuffer and other devices.


Intel 802.11n NIC (iwn(4)) Work


Adrian Chadd adrian@freebsd.org


There has been a large amount of work on iwn(4) over the last six
months:



		New hardware support: 2xxx, 6xxx, 1xx series hardware.


		Many bugs were fixed, including scanning, association, EAPOL related
fixes.


		iwn(4) now natively works with 802.11n rates from the net80211
rate control code, rather than mapping non-11n rates to 11n rates.





There are still some scan hangs, due to how net80211 scans a single
channel at a time. This needs to be resolved.


The transmit, receive, scan and calibration code needs to be refactored
out of if_iwn.c and into separate source files.


There still seem to be some issues surrounding 2 GHz versus 5 GHz
association attempts leading to firmware assertions, especially on the
Intel 4965 NIC.


Wine/&os;


Gerald Pfeiffer gerald@FreeBSD.org David Naylor dbn@FreeBSD.org Wine
wiki page Wine on amd64 wiki page Wine homepage


Wine is a free and open source software application that aims to allow
applications designed for Microsoft Windows to run on Unix-like
operating systems, such as &os;. The Wine/&os; Team have continued to
improve the experience of Wine under &os;.


During the fourth quarter of 2013, the team has kept Wine updated by
porting:



		Stable releases: 1.6 and 1.6.1


		Development releases: 1.7.4 through 1.7.8





The ports have included packages built for amd64 (available through
the Ports Collection).


The Wine ports have been kept up-to-date with the changes in the Ports
Collection, including some improvements:



		Building with Clang by default (via USES=compiler:c11).


		Conditional X11 support (on by default; allowing for headless
instances of Wine).


		Staging support and other ports best practices.





Support in improving the experience of Wine on &os; is needed. Key areas
including fixing regressions, adding copy protection scheme support, and
fixing regressions when using Wine under &os;/amd64.


Open Tasks and Known Problems (see links for the wiki page).


&os;/amd64 integration (see links for the i386-Wine wiki page).


Porting WoW64 and Wine64.


KDE/&os;


KDE &os; Team kde@FreeBSD.org KDE/FreeBSD home page area51 Out-of-date
ports


KDE is an international free software community producing an integrated
set of cross-platform applications designed to run on Linux, &os;,
Solaris, Microsoft Windows, and OS X systems. The KDE/&os; Team have
continued to improve the experience of KDE software and Qt under &os;.


During the last quarter, the team has kept most of the KDE and Qt ports
up-to-date, working on the following releases:



		KDE SC (area51): 4.11.2, 4.11.3, 4.11.4


		Qt: 4.8.5 and 5.2 (area51)


		PyQt: 4.10.3; SIP: 4.15.2; QScintilla2: 2.8


		Qt Creator 2.8.0


		KDevelop: 4.5.2


		Calligra: 2.7.5


		CMake: 2.8.12, 2.8.12.1





As a result, according to PortScout, our team has 464 ports (down from
473), of which 88.15% are up-to-date (down from 98.73%). iXsystems Inc.
continues to provide a machine for the team to build packages and to
test updates. iXsystems Inc. has been providing the KDE/&os; Team with
support for quite a long time and we are very grateful for that.


As usual, the team is always looking for more testers and porters, so
please contact us or visit our home page (see links). It would be
especially useful to have more helping hands on tasks such as getting
rid of the dependency on the defunct HAL project and providing
integration with KDE’s Bluedevil Bluetooth interface.


Update out-of-date ports, see links for a list.


Worke on KDE 4.12 and Qt 5.


Make sure the whole KDE stack (including Qt) builds and works correctly
with Clang and libc++.


Remove the dependency on HAL.


&os; Core Team


&os; Core Team core@FreeBSD.org


The &os; Core Team constitutes the project’s “Board of Directors”,
responsible for deciding the project’s overall goals and direction as
well as managing specific areas of the &os; project landscape.


In the fourth quarter of 2013, the Core Team finally reached its
previous goal of launching the official repositories for
pkg(8)-based binary packages. The Core Team also unified the commit
bit expiration policies for all Project repositories, allowing
committers to idle for 18 months before their commit bits are
automatically taken into safekeeping. This was then followed by an
extension to suspension of cluster accounts for the committers who lost
all of their commit bits. This helps to improve the security of the
Project server cluster by temporarily disabling inactive accounts. In
addition to the above efforts, Thomas Abthorpe resurrected the “Grim
Reaper” service which helps to enforce the aforementioned policy.


With the work of John Baldwin, Hiroki Sato, and others, many licenses in
the base system source code have been revisited and cleaned up.
Furthermore, the Core Team is hoping that the situation can be improved
by introducing periodic automated checks of the license agreements, and
by providing developers guidelines on questions of licensing. John
Baldwin and David Chisnall have been guiding the work of the &os;
Graphics Team on moving to the newer version of X.Org and related
software in the Ports Collection, in coordination with the switch to
Newcons on &os; 10.x.


It was a busy quarter for the src repository as well. The Core Team was
happy to welcome Jordan K. Hubbard (jkh) back, who has recently
returned to the &os; business, and joined iXsystems as project manager
and release engineer of FreeNAS. In addition to this, there were three
commit bits offered for new developers, two committers were upgraded,
one commit bit was taken for safekeeping, and one src bit was
reactivated.


Base GCC Updates


Pedro Giffuni pfg@FreeBSD.org


The GCC compiler in the &os; base system is on its way to deprecation
and is only used by some Tier-2 platforms at this time. While Clang is
much better in many aspects, we still cannot use all the new features
that it brings in the base system until we can drop GCC completely. As a
stop-gap solution, several bug fixes and features from Apple GCC and
other sources have been ported to our version of GCC 4.2.1 to make it
more compatible with Clang. &os;’s GCC has added more warnings and some
enhancements like -Wmost and -Wnewline-eof. An implementation
for Apple’s blocks extension is now available, too, and it will be very
useful to enhance &os;’s support for Apple’s Grand Central Dispatch
(GCD).


A merge from head to stable/9 is being considered but it
disables nested functions by default, so the impact on the Ports
Collection needs to be evaluated.


No further development of GCC 4.2 in the base system is planned.


The &os; Foundation


Deb Goodkin deb@FreeBSDFoundation.org Semi-annual newsletter &os;
Journal


The &os; Foundation is a 501(c)(3) non-profit organization dedicated to
supporting and promoting the &os; Project and community worldwide. Most
of the funding is used to support &os; development projects, conferences
and developer summits, purchase equipment to grow and improve the &os;
infrastructure, and provide legal support for the Project.


We held our year-end fundraising campaign. We are still processing
donations and will post the final numbers by mid-January. We are
extremely grateful to all the individuals and organizations that
supported us and the Project by making a donation in 2013. We have
already started our fundraising efforts for 2014.


Some of the highlights from this past quarter include:



		We sponsored or are sponsoring the following projects:
		Projects completed last quarter: Capsicum, Casper daemon, and
Intel I/O Memory Management Unit driver.


		Projects in progress: Native in-kernel iSCSI stack, network stack
layer 2 modernization, UEFI boot, updated vt(9) system
console.


		Projects started last quarter: Automounter, Intel graphics driver
update.








		Continued work on the &os; Journal, our new online &os; magazine,
which debuts on January 27th (see links).


		Sponsored, organized, and ran the Bay Area Developer Summit.


		Sponsored and attended the first ever vBSDCon, which had an
impressive attendance.


		Sponsored and attended the OpenZFS developer summit.


		Represented the foundation at the following conferences: All Things
Open in Raleigh, NC and LISA in Washington, DC.


		Sponsored the &os; 20th Birthday Party, held in San Francisco.


		Attended the ICANN meeting in Buenos Aires in November and gave a
short presentation on the change from BIND to unbound in &os; 10.0
during the ccNSO Tech Day.


		Met with a few companies to discuss their &os; use, what they would
like to see supported in &os;, and assist with collaboration between
them and the Project.


		Purchased an 80-core server to reside at Sentex for the Project to
use for stability, scalability, and performance improvements. It is a
big step forwards for the Foundation in providing this kind of
hardware to the Project’s developers. It will let us test our scaling
to 80 simultaneous cores and 1 TB of RAM. It will also be used to do
performance analysis on large workloads, such as large databases etc.


		Acquired a second rack to use at Sentex.


		We received a commitment from VMware, Inc. for BSD-licensed drivers.
They also committed to a yearly silver level donation.


		Signed up as a Google Compute trusted tester for the Project.


		Funded a project to produce a white paper titled “Managed Services
Using &os; at NYI”.


		Finally, we published our semi-annual newsletter (see links)
highlighting what we did to support the &os; Project and Community in
2013.





Intel IOMMU (VT-d, DMAR) Support


Konstantin Belousov kib@FreeBSD.org


An Input/Output Memory Management Unit (IOMMU) is a Memory Management
Unit (MMU) that connects a Direct Memory Access-capable (DMA-capable)
I/O bus to main memory; therefore, I/O virtualization is performed by
the chipset. An example IOMMU is the graphics address remapping table
(GART) used by AGP and PCI Express graphics cards. Intel has published a
specification for IOMMU technology as Virtualization Technology for
Directed I/O, abbreviated VT-d.


A VT-d driver was committed to head and stable/10, so
busdma(9) is now able to utilize VT-d. The feature is disabled by
default, but it may be enabled via the hw.dmar.enable loader(8)
tunable — see the links for more information. The immediate plans
include increasing the support for this kind of hardware by testing and
providing workarounds for specific issues, and by adding features of the
next generation of Intel IOMMU. Hopefully, the existing and new
consumers of VT-d will start to use the driver soon.


The &os; Foundation


&os;/Xen


Roger Pau MonnÃ© royger@FreeBSD.org Justin T. Gibbs gibbs@FreeBSD.org
&os; PVH wiki page


Xen is a native (bare-metal) hypervisor providing services that allow
multiple computer operating systems to execute on the same computer
hardware concurrently. Xen 4.4 will bring a virtualization mode called
PVH — PV (paravirtualization) in an HVM (fully-virtual) container. This
is essentially a paravirtualized guest using paravirtualized drivers for
boot and I/O. Otherwise it uses hardware virtualization extensions,
without the need for emulation.


After merging the changes to improve Xen PVHVM support, work has shifted
on getting PVH DomU support on &os;. Patches have been posted, and after
a couple of rounds of review, the series looks almost ready for merging
into head. Also, very initial patches for &os; PVH Dom0 support has
been posted. So far the posted series only focuses on getting &os;
booting as a Dom0 and being able to interact with the hardware.


Citrix Systems R&D Spectra Logic Corporation


Finish reviewing and commit the PVH DomU support.


Work on PVH Dom0 support.
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Open Issues


This is a list of open issues that need to be resolved for FreeBSD 5.2.
If you have any updates for this list, please e-mail re@FreeBSD.org.



Show stopper defects for 5.2-RELEASE










		Issue
		Status
		Responsible
		Description





		 
		 
		 
		 










Required features for 5.2-RELEASE










		Issue
		Status
		Responsible
		Description





		Fine-grained network stack locking without Giant
		&status.wip;
		&a.sam;
		Significant parts of the network stack (especially IPv4 and IPv6) now have fine-grained locking of their data structures. However, it is not yet possible for the netisr threads to run without Giant, due to dependencies on sockets, routing, etc. A 5.2-RELEASE goal is to have the forwarding path in the network stack able to run without Giant, which should substantially improve performance of the stack, as well as other system components by reducing contention on Giant. For stability reasons, this will be disabled by default in 5.2.










Desired features for 5.2-RELEASE










		Issue
		Status
		Responsible
		Description





		KAME Synchronization
		&status.wip;
		&a.ume;
		The FreeBSD KAME IPv6 code is now substantially dated with respect to the KAME vendor source. The FreeBSD Project needs to take initiative in driving the merge of new bug fixes, features, et al.



		Light-weight interrupt threads, context switches
		&status.new;
		–
		Currently, there are two classes of interrupt handlers in 5.x: fast interrupt handlers which run entirely in interrupt context, and heavy-weight handlers which execute in a full-weight kernel interrupt thread. It is possible to optimize interrupt thread context management such that a light-weight context switch is performed to begin execution of the interrupt thread in the handler context, and only when a full-weight context is required (such as sleeping on a lock) is that cost required. This optimization should substantially improve interrupt latency. There are also additional kernel thread context switch optimizations that can be made to improve the performance of thread workers in the kernel, such as found in the network stack, crypto worker threads, and GEOM. &a.bmilekic; has done substantial prototyping work, and should be coordinated with.



		Run-time autoconfiguration of GBDE and related transforms
		&status.new;
		–
		Currently, gbde must be manually configured at run-time each time an encrypted disk device is mounted. This prevents easy integration into /etc/fstab and easy automated deployment. Improved integration with the configuration, mounting, and boot process is required to make this feature more easily accessible.



		gdb -k support for alpha
		&status.new;
		&a.mp;
		gdb -k doesn’t work on alpha










Documentation items desired for 5.2










		Issue
		Status
		Responsible
		Description





		Revise EAG
		&status.done;
		&a.bmah;
		The Early Adopters Guide needs to be revised, hopefully for the last time, to reflect the state of 5.2.



		Trim Hardware Notes
		&status.wip;
		&a.bmah;
		Ongoing project to remove redundancy in documentation by removing lists of specific devices from the hardware notes and pointing readers to driver manpages.










Testing focuses for 5.2-RELEASE










		Issue
		Status
		Responsible
		Description





		PCM locking and performance issues
		&status.untested;
		–
		The PCM audio framework and device drivers have been locked and free of Giant for quite a while, but LOR problems persist along with reports of poor audio performance under load. These problems are believed to have been corrected, but more testing is desired.



		ATA driver structural improvements, MPsafety
		&status.untested;
		&a.sos;
		New ATA model has arrived, supporting fine-grained locking, and more. Much testing is needed to ensure no regressions.



		GPT support for sysinstall
		&status.untested;
		&a.marcel;
		Sysinstall and libdisk has been overhauled to support the GPT partition scheme used on ia64.



		Complete the APIC PCI interrupt routing support
		&status.untested;
		&a.jhb;
		Interrupt routing on ia32 has been completely re-written to support ACPI hints for PCI interrupt routing, along with ACPI hints for CPU enumeration. There have been reports of interrupt storms or a failure for interrupts to deliver, possibly a result of bad ACPI information. These problems need to be tracked down and resolved.



		ATAng crashdump causes disk corruption
		&status.untested;
		&a.sos;, &a.tegge;
		Performing a crashdump on an ATA device can result in a corrupted MBR record. Tor has a possible patch for this.



		SMP users report acpi_cpu panic during shutdown
		&status.untested;
		&a.njl;
		The ACPI code registers eventhandlers that are not unregistered when ACPI shuts down during system shutdown. The result can be a panic during shutdown. Nate is circulating a patch that is believed to correct this problem.



		random_harvest panic
		&status.untested;
		&a.markm;
		There are reports of witness panics in random_harvest_internal() due to last minute changes in interrupt entropy harvesting code. Systems running with INVARIANTS will rapidly panic. Update: a workaround has been committed, but the original change must either be backed out or revised before we can cut the first beta.



		Vinum data corruption and memory allocation problems
		&status.untested;
		&a.grog;
		In the last week, reports of two new (and possibly related) Vinum failures have come to light: a warning message of vinum: exiting with malloc table inconsistency at       0xc2053c00 from vinumio.c:755 has been experienced when Vinum auto-configuration fails. Also, even simple test cases for Vinum I/O appear to result in incorrect data being returned from disk, rendering Vinum unusable in several reproduceable configurations.



		ACPI kernel module
		&status.untested;
		&a.jhb;
		The new i386 inpterrupt code should work whether the acpi driver is compiled into the kernel or loaded as a module. The loader should automatically load the module if it’s not already compiled in.



		Reported NFS failures
		&status.unknown;
		 
		There have been a number of reports of NFS clients and server hangs. Unfortunately, these are difficult to reproduce, and have not yet been traced back to a particular change or reliable reproduction scenario.



		Turnstile assertion failure
		&status.unknown;
		&a.jhb;
		panic: Assertion td->td_turnstile != NULL failed       at ../../../kern/subr_turnstile.c:427 has been affecting several users on multiple platforms. This has hopefully been fixed now, but more testinig is needed.



		fsync panic while installing with softupdates enabled
		&status.untested;
		&a.dwhite;, &a.jeff;
		There is a repeatable panic happening for many people while installing 5.2-RC1 when softupdates are enabled on the root partition. This was being triggered by sysinstall doing a forced unmount of devfs while node where still active. VFS has been fixed to deal with this better, and sysinstall has bee fixed to not do the forced unmount.
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The installation notes for FreeBSD are customized for different
platforms, as the procedures for installing FreeBSD are highly dependent
on the hardware platform.


Installation notes for FreeBSD 5.2-RELEASE are available for the
following platforms:



		alpha


		amd64


		i386


		ia64


		pc98


		sparc64





A list of all platforms currently under development can be found on the
Supported Platforms page.
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  July-September 2012


Introduction


This report covers &os;-related projects between July and September
2012. This is the third of the four reports planned for 2012.


Highlights from this quarter include successful participation in Google
Summer of Code, major work in areas of the source and ports trees, and a
Developer Summit attended by over 30 developers.


Thanks to all the reporters for the excellent work! This report contains
12 entries and we hope you enjoy reading it.


proj Projects team &os; Team Reports kern Kernel docs Documentation
ports Ports misc Miscellaneous soc &os; in Google Summer of Code


&os; on Altera FPGAs


Brooks Davis brooks@FreeBSD.org Robert Watson rwatson@FreeBSD.org Bjoern
Zeeb bz@FreeBSD.org CTSRD Project CHERI


In the course of developing the CHERI
processor [http://www.cl.cam.ac.uk/research/security/ctsrd/cheri.html]
as part of the CTSRD
project [http://www.cl.cam.ac.uk/research/security/ctsrd/] SRI
International’s Computer Science Laboratory and the University of
Cambridge Computer Laboratory have developed support for a number of
general purpose IP cores for Altera FPGAs including the Altera Triple
Speed Ethernet (ATSE) MAC core, the Altera University Program SD Card
core, and the Altera JTAG UART. We have also added support for general
access to memory mapped devices on the Avalon bus via the avgen bus. We
have implemented both nexus and flattened device tree (FDT) attachments
for these devices.


In addition to these softcore we have developed support for the Terasic
multi-touch LCD and are working to provide support for the Terasic HDMI
Transmitter Daughter Card. Both of these work with common development
and/or reference boards for Altera FPGAs. They do require additional IP
cores which we plan to release to the open source community in the near
future.


With exception of the ATSE and HDMI drivers we have merged all of these
changes to &os;-CURRENT. We anticipate that these drivers will be useful
for users who with to run &os; on either hard or soft core CPUs on
Altera FPGAs.


This work has been sponsored by DARPA, AFRL, and Google.


Native iSCSI Target


Edward Tomasz Napierała trasz@FreeBSD.org


During the July-September time period, the Native iSCSI Target project
was officially started under sponsorship from the &os; Foundation.
Before the end of September I’ve written ctld(8), the userspace part of
the target, responsible for handling configuration, accepting incoming
connections, performing authentication and iSCSI parameter negotiation,
and handing off connections to the kernel. For the time being, I’ve
reused some parts of protocol-handling code from the istgt project;
since ctld(8) only handles the Login phase, the code can be rewritten in
a much simpler and shorter way in the future.


Parallel rc.d execution


Kuan-Chung Chiu buganini@gmail.com Kilian kklimek@uos.de


There are two implementations to make rc.d execution parallel. Compared
to Kil’s rcorder, rcexecr brings more concurrence and provides more
flexibility than older “early_late_divider” mechanism but require more
invasive /etc patch. Both implementations have switch to toggle parallel
execution. Further modification/integration needs more discussion.


Refine /etc/rc.d/* to eliminate unnecessary waiting.


&os; Bugbusting Team


Eitan Adler eadler@FreeBSD.org Gavin Atkinson gavin@FreeBSD.org
Oleksandr Tymoshenko gonzo@FreeBSD.org


In August, Eitan Adler (eadler@) and Oleksandr Tymoshenko (gonzo@)
joined the Bugmeister team. At the same time, Remko Lodder and Volker
Werth stepped down. We extend our thanks to Volker and Remko for their
work in the past, and welcome Oleksandr and Eitan. Eitan and Oleksandr
have been working hard on migrating from GNATS, and have made
significant progress on evaluating new software, and creating scripts to
export data from GNATS.


The bugbusting team continue work on trying to make the contents of the
GNATS PR database cleaner, more accessible and easier for committers to
find and resolve PRs, by tagging PRs to indicate the areas involved, and
by ensuring that there is sufficient info within each PR to resolve each
issue.


As always, anybody interested in helping out with the PR queue is
welcome to join us in #freebsd-bugbusters on EFnet. We are always
looking for additional help, whether your interests lie in triaging
incoming PRs, generating patches to resolve existing problems, or simply
helping with the database housekeeping (identifying duplicate PRs, ones
that have already been resolved, etc). This is a great way of getting
more involved with &os;!


Further research into tools suitable to replace GNATS.


Get more users involved with triaging PRs as they come in.


Assist committers with closing PRs.


The &os; Core Team


Core Team core@FreeBSD.org


Along with the change in the Core Team membership, several related roles
changed hands. Gabor Pali assumed the role of core secretary from Gavin
Atkinson, and David Chisnall replaced Robert Watson as liaison to the
&os; Foundation. The Core Team felt there was no longer a need for a
formal security team liaison, so that role was retired.


In the third quarter, the Core Team granted access for 2 new committers
and took 2 commit bits into safekeeping.


The Core Team worked with the Port Management Team and Cluster
Administrators to set a date to stop providing CVS exports for the ports
repository, which is February 28, 2013. In the meantime, the CVS export
for 9.1-RELEASE was restored.


&os; Foundation


Deb Goodkin deb@FreeBSDFoundation.org Semi-annual newsletter


The Foundation hosted and sponsored the Cambridge &os; developer summit
in August 2012.


We were represented at the following conferences: OSCON July 2012, Texas
LinuxFest, and Ohio LinuxFest.


We negotiated/supervised Foundation funded projects: Distributed
Security Audit Logging, Capsicum Component Framework, Native iSCSI
Target Scoping, and Growing UFS Filesystems Online.


We negotiated, supervised, and funded hardware needs for &os;
co-location centers.


We welcomed Kirk McKusick to our board of directors. He took over the
responsibility of managing our investments.


We visited companies to discuss their &os; use and to help facilitate
collaboration with the Project.


We managed &os; vendor community mailing list and meetings.


We created a high quality &os; 9 brochure to help promote &os;.


Published our semi-annual
newsletter [http://www.freebsdfoundation.org/press/2012Jul-newsletter.shtml]
that highlighted Foundation funded projects, travel grants for
developers, conferences sponsored and other ways the Foundation
supported the &os; Project.


We hired a technical writer to help with &os; marketing/promotional
material.


We began work on redesigning our website.


&os; on ARMv6/ARMv7


freebsd-arm mailing list freebsd-arm@FreeBSD.org


Support for ARMv6 and ARMv7 architecture has been merged from project
branch to HEAD. This code covers the following parts:



		General ARMv6/ARMv7 kernel bits (pmap, cache, assembler routines,
etc...)


		ARM Generic Interrupt Controller driver


		Improved thread-local storage for cpus >=ARMv6


		Driver for SMSC LAN95XX and LAN8710A ethernet controllers


		Marvell MV78x60 support (multiuser, ARMADA XP kernel config)


		TI OMAP4 and AM335x support (multiuser, no GPU or graphics support,
kernel configs for Pandaboard and Beaglebone)


		LPC32x0 support (multiuser, frame buffer works with SSD1289 LCD
controller. Embedded Artists EA3250 kernel config)





This work was a result of a joint effort by many people, including but
not limited to: Grzegorz Bernacki (gber@), Aleksander Dutkowski, Ben R.
Gray (bgray@), Olivier Houchard (cognet@), Rafal Jaworowski (raj@) and
Semihalf team, Tim Kientzle (kientzle@), Jakub Wojciech Klama (jceel@),
Ian Lepore (ian@), Warner Losh (imp@), Damjan Marion (dmarion@), Lukasz
Plachno, Stanislav Sedov (stas@), Mark Tinguely and Andrew Turner
(andrew@). Thanks to all, who contributed by submitting code, testing
and giving valuable advice.


More hardware bring-ups and more drivers


Finish SMP support


VFP/NEON support


The &os; Japanese Documentation Project


Hiroki Sato hrs@FreeBSD.org Ryusuke Suzuki ryusuke@FreeBSD.org Japanese
&os; Web Page The &os; Japanese Documentation Project Web Page


Web page (htdocs): Newsflash and some other updates in the English
version were translated to keep them up-to-date. Especially “security
incident on &os; infrastructure” was translated and published in a
timely manner.


&os; Handbook: Big update in the “advanced-networking”. With this
update, merging translation results from the handbook in the local
repository of Japanese documentation project into the main repository
was completed. This chapter is still outdated and needs more work. The
other sections have also constantly been updated. Especially, new
subsection “Using pkgng for Binary Package Management” was added to
“ports” section and “Using subversion” subsection was added to “mirrors”
section.


Article: Some progress was made in “Writing &os; Problem Reports” and
“Writing &os; Problem Reports” articles.


Further translation work of outdated documents in the ja_JP.eucJP
subtree.


KDE/&os;


KDE FreeBSD kde@FreeBSD.org KDE/&os; home page area51


The KDE/&os; team have continued to improve the experience of KDE
software and Qt under &os;. The latest round of improvements include:



		Fixes for building Qt with libc++ and C++11


		Fixes for Solid-related crashes


		Fix battery detection in battery monitor plasmoid





The team has also made many releases and upstreamed many fixes and
patches. The latest round of releases include:



		KDE SC: 4.9.1 (area51) and 4.8.4 (ports)


		Qt: 4.8.3 (area51)


		PyQt: 4.9.4 (area51); QScintilla 2.6.2 (area51); SIP: 4.13.3 (area51)


		Calligra: 2.4.3, 2.5-RC2, 2.5.0. 2.5.1, 2.5.2 (area51) and 2.4.3,
2.5.0, 2.5.1 (ports)


		Amarok: 2.6.0 (area51)


		CMake: 2.8.9 (ports)


		Digikam (and KIPI-plugins): 2.7.0, 2.8.0, 2.9.0 (area51) and 2.7.0,
2.9.0 (ports)


		QtCreator: 2.6.0-beta (area51)


		many smaller ports





The team is always looking for more testers and porters so please
contact us at kde@FreeBSD.org and visit our home page at
http://FreeBSD.kde.org.


Please see 2012 Q4 Status Report


Updating out-of-date ports, see
PortScout [http://portscout.FreeBSD.org/kde@freebsd.org.html] for a
list


Ports Collection


Thomas Abthorpe portmgr-secretary@FreeBSD.org Port Management Team
portmgr@FreeBSD.org


The ports tree approaches 24,000 ports, while the PR count still is
above 1000.


In Q3 we added 2 new committers and took in two commits bit for safe
keeping.


The Ports Management team had performed multiple -exp runs, verifying
how base system updates may affect the ports tree, as well as providing
QA runs for major ports updates.


Beat Gaetzi took over the role of sending out fail mails, a role that
Pav Lucistnik had previously held. Beat also undertook the task of
converting the Ports tree from CVS to Subversion.


Florent Thoumie stepped down from his role on portmgr, he was
instrumental in maintaining the legacy pkg_* code.


Most ports PRs are assigned, we now need to focus on testing, committing
and closing.


&os; Developer Summit, Cambridge, UK


Robert Watson rwatson@FreeBSD.org Developer Summit Home Page


In the end of August, there was an “off-season” Developer Summit held in
Cambridge, UK at the University of Cambridge Computer Laboratory. This
was a three-day event, with a documentation summit scheduled for the day
before. The three days of the main event were split into three sessions,
with two tracks in each. Some of them even involved ARM developers from
the neighborhoods which proven to be productive, and led to further
engagement between the &os; community and ARM.


The schedule was finalized on the first day, spawning a plethora of
topics to discuss, followed by splitting into groups. A short summary
from each of the groups was presented in the final session and then
published at the event’s home page on the &os; wiki. This summit
contributed greatly to arriving to a tentative plan for throwing the
switch to make clang the default compiler on HEAD. This was further
discussed on the mailing list, and has now happened, bringing us one big
step closer to a GPL-free &os; 10. As part of the program, an afternoon
of short talks from researchers in the Cambridge Computer Laboratory
involved either operating systems work in general or &os; in particular.
Robert Watson showed off a tablet running &os; on a MIPS-compatible
soft-core processor running on an Altera FPGA.


In association with the event, a dinner was hosted by St. John’s college
and co-sponsored by Google and the &os; Foundation. The day after the
conference, a trip was organized to Bletchley Park, which was
celebrating Turing’s centenary in 2012.


Google Summer of Code 2012


&os; Summer of Code Administrators soc-admins@FreeBSD.org FreeBSD Summer
of Code page Summer of Code 2012 projects


Over the Summer of 2012, &os; were once again granted a place to
participate in the Google Summer of Code program. We received a total of
32 project proposals, and were ultimately given 15 slots for university
students to work on open source projects mentored by existing &os;
developers.


We were able to accept a wide spread of proposals, covering both the
base system and the ports infrastructure. We had students working on
file systems, file integrity checking, and parallelization in the ports
collection. Students worked on kernel infrastructure, including one
project to support CPU resource limits on users, processes and jails,
and one student improving the BSD callout(9) and timer facilities. Two
students worked on the ARM platform, widely used in embedded systems and
smart phones; one student worked on a significant cleanup and
improvements to the Flattened Device Tree implementation code, while the
other ported &os; to the OMAP3-based BeagleBoard-xM device. One student
worked on improving IPv6 support in userland tools, whilst another
worked on BIOS emulation for the BHyVE BSD-licensed hypervisor, new in
&os; 10. Other students worked on EFI boot support, userland lock
profiling and an automated kernel crash reporting system.


Overall, a significant proportion of the code produced has or will be
integrated into &os; in one form or another. All of the work is
available in our Summer Of Code Subversion repository, and some of the
work has already been merged back into the main repositories.


&os; is once again grateful to Google for being selected to participate
in Summer of Code 2012.
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The release notes for FreeBSD are customized for different platforms, as
some of the changes made to FreeBSD apply only to specific processor
architectures.


Release notes for FreeBSD 5.2-RELEASE are available for the following
platforms:



		alpha


		amd64


		i386


		ia64


		pc98


		sparc64





A list of all platforms currently under development can be found on the
Supported Platforms page.
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  October-December 2011


Introduction


This report covers &os;-related projects between October and December
2011. It is the last of the four reports planned for 2011. This quarter
was mainly devoted to polishing the bits for the next major version of
&os;, 9.0, which was already successfully released in the beginning of
January 2012.


Thanks to all the reporters for the excellent work! This report contains
32 entries and we hope you enjoy reading it.


Please note that the deadline for submissions covering the period
between January and March 2012 is April 15th, 2012.


proj Projects bin User-land Programs team &os; Team Reports kern Kernel
docs Documentation arch Architectures ports Ports


&os; Ruby Ports


Philip Gollucci pgollucci@FreeBSD.org Steve Wills swills@FreeBSD.org
Wiki PRs PRs


Work is underway to convert the remaining ruby- ports to rubygem-*
ports in order to keep up with the gem community.


A second attempt will be made to change the default ruby from 1.8 to
1.9. There will be some unavoidable casualties of this transition. The
sysutils/rubygem-chef-server port was contributed by RideCharge Inc /
Taxi Magic who is now using it exclusively.


Need some fresh -exp runs to check the new status especially with ruby
1.9.3-p0.


BSD-Licensed C++ Stack


David Chisnall theraven@FreeBSD.org


Two new libraries, libc++ (providing a C++11 STL implementation) and
libcxxrt (providing an implementation of the C++ ABI specification) have
been added. This is enabled by adding WITH_LIBCPLUSPLUS=yes to
src.conf. It is not enabled by default because libc++ does not build
with the version of gcc in the base system and requires you to build
with clang.


Once it is built, you can select between using GNU libstdc++ and libc++
by adding -stdlib=libc++ or -stdlib=libstdc++ to your compile and link
flags (when building with clang).


If you are running head (or have a spare [virtual] machine you can try
it on) then please try building your C++ code with libc++ and let me
know of any failures, ideally with reduced test cases.


Test ports with libc++. Hopefully most will Just Work., but others may
need patches or have a hard dependency on libstdc++.


Make libstdc++ dynamically link to libsupc++. This will allow us to use
libmap.conf to switch between libsupc++ and libcxxrt.


Enable building libc++ by default (hopefully in the 9.1 time-frame, when
clang becomes the default system compiler) and switch to using libcxxrt
instead of libsupc++ by default.


Lots more testing. Followed by even more testing.


Removing libstdc++ from the base system and making it available through
ports for backwards compatibility.


GEOM MULTIPATH Rewrite


Alexander Motin mav@FreeBSD.org Patch committed into the HEAD.


The GEOM MULTIPATH class underwent a major rewrite to fix many problems
and improve functionality, including:



		Improved locking and destruction process to fix crashes.


		“Automatic” configuration method improved to make it safe by reading
metadata back from all specified paths after writing to one.


		“Manual” configuration method added to work without using on-disk
metadata. New “add” and “remove” commands allow to manage paths
manually.


		Failed paths are no longer dropped from GEOM, but only marked as
failed and excluded from I/O operations. Failed paths can be
automatically restored when all other paths are lost or marked as
failed, for example, because of device-caused (not transport) errors.
“Fail” and “restore” commands added to manually control failure
status.


		Added Active/Active mode support. Unlike the default Active/Passive
mode, the load is evenly distributed between all working paths. If
supported by the device, it allows to significantly improve
performance, utilizing bandwidth of all paths. It is controlled by
the -A option during creation.


		Provider size check added to reduce chance of conflict with other
GEOM classes.


		GEOM is now destroyed on last provider disconnection.


		`status` and `list` commands output was improved.





These changes are now committed into the &os; HEAD branch. Merge to
9-STABLE and 8-STABLE is planned after 9.0 release.


Project sponsored by iXsystems, Inc.


Implement some additional request ordering mechanism for the
Active/Active mode. Some consumers in theory may not wait for previous
requests completion before submitting new overlapping or dependent
requests. Those requests may be reordered on device if run via different
paths simultaneously.


A Tool to Check for Mistakes in Documentation — igor


Warren Block wblock@FreeBSD.org


igor is a program that proofreads man pages, DocBook SGML source, and
other text files for many common mistakes.


Files are tested for spelling mistakes, repeated words, and white-space
problems. Man pages are also checked for minimal structure, and DocBook
SGML source files are checked for formatting and tag problems.


If you write or edit &os; documentation, let igor help you check it for
correctness.


Find a testing or parsing framework that can do a faster or better job,
or that can understand the state of DocBook tags.


Add more tests.


Improve speed.


The New CARP


Gleb Smirnoff glebius@FreeBSD.org Bjoern Zeeb bz@FreeBSD.org George
Neville-Neil gnn@FreeBSD.org The main commit


Significantly updated CARP protocol has been committed to head/. I
expect the new code to be easier to maintain and less buggy, since it
uses less hacks in the networking stack.


The new CARP does not bring a lot of new features, however here is a
couple:



		One can put a single redundant address on an interface.


		Master/backup state can be switched via ifconfig.


		Feature that demotes carp(4) during pfsync(4) update has been
restored (it was lost in 7.0).


		The overall ifconfig(8) output is now more readable, since addresses
are exactly on the interfaces they are running. Yes, this is feature,
too :)





The code has been developed by glebius@ with lots of help from bz@.


Work on arpbalance/ipbalance features. Since I do not utilize them at
all, first I need to find somebody eager to see these features and
willing to test patches. Sponsoring work is also appreciated. glebius@
to handle.


Estimate whether we need to catch up with OpenBSD on putting demotion
counter into datagrams. glebius@ to handle.


Update tcpdump(8) to enable nice printing of CARP packets. gnn@ to
handle.


Work with IANA to get an official protocol number. gnn@ to handle.


&os;/390


Pau Amma fduuvrzv@yahoo.com Bjoern A. Zeeb bz@FreeBSD.org


I wandered in and started working on &os;/390 about 1 month ago based on
source Bjoern provided. My short term goals are to sync it with the
current HEAD and write a minimal IPLabel loader, so we do not have to
depend on Hercules-only commands to test the kernel boot process.


Then it will be time to make the crossbuild work again and get the
kernel booting.


System Configuration Utilities


Devin Teske dteske@vicor.com The DruidBSD Project


On December 31st, 2011 sysutils/sysrc was added to the ports-tree. On
January 6th, 2012 sysutils/host-setup was added to the ports-tree. Still
pending is the addition of sysutils/tzdialog.


Together or separately, these utilities try to make configuring the
system easier and more efficient.


sysrc(8) allows you to safely modify rc.conf(5) without fear or
trepidation; making remote-management and scripted changes a simple
transaction. Also useful in managing puppet installations.


host-setup(8) allows you to configure your time zone, hostname, network
interfaces, default router/gateway, DNS nameservers in resolv.conf(5)
all via dialog(1) (or Xdialog(1)) interface. Designed to replace
sysinstall(8), host-setup is written entirely in sh(1) and is completely
stand-alone.


tzdialog(8) is an ISO-3166 compatible sh(1) rewrite of tzsetup(8). It is
designed to be a drop-in replacement for tzsetup. The major difference
between the two is tzdialog(8) adds supports for graphical user
interface via Xdialog(1) (by passing the `-X’ argument), whereas
tzsetup(8) only supports console-based interaction.


Write a man-page for tzdialog(8).


Submit current tzdialog(8) version (1.1) and yet-to-be completed
man-page to ports-tree as sysutils/tzdialog.


Perl Ports Testing


Steve Wills swills@FreeBSD.org Sunpoet Po-Chuan Hsieh
sunpoet@FreeBSD.org


Many Perl modules in ports come with test cases included with their
source. This project’s goal is to ensure that all these tests pass.
Patches have been added to the ports tinderbox to allow test related
dependencies to be installed and many ports have TEST_DEPENDS now. A
patch is available to enable testing for those who wish to help out. All
p5- ports have been built and tests attempted. Approximately 61% of the
Perl ports pass currently. Many ports have been updated to include
missing dependencies or make other changes which allow tests to pass.
Long term goals include a more generic framework for testing ports and
automated tests executed when ports are updated.


Many Perl ports which do not pass tests remain.


Need to figure out how to move testing out of tinderbox.


A patch to build Perl with -pthread (but not enable useithreads in Perl)
is pending. It will fix many currently broken tests


Status Report for NFS


Rick Macklem rmacklem@FreeBSD.org


The new NFS client and server are no longer considered experimental and
are the default for &os; 9.0. Included is fairly complete support for
NFSv4.0, as well as NFSv3 and NFSv2. NFSv4.0 delegations are not enabled
by default for the server, since there is no handling of them for local
system calls done on the server, as yet. So far, the transition seems to
have gone alright, with only a couple of obscure issues identified that
did not get fixed for &os; 9.0. Patches for these can be found at
http://people.FreeBSD.org/~rmacklem


Work is ongoing with respect to NFSv4.1 client support. The current code
includes functioning support for the required components, in particular,
sessions for both fore and back channels. Development for the big
optional component pNFS is in progress and will hopefully be functional
for the Files layout in a few months. The modified sources can be found
at http://svn.FreeBSD.org/viewvc/base/projects/nfsv4.1-client.


There is also a patch for what I call packrats, where threads perform
aggressive on-disk caching of delegated file in the NFSv4.0 client. It
currently seems to function OK, but does not yet have client reboot
recovery implemented, so it can only be used experimentally at this
time. This patch can be found at
http://people.FreeBSD.org/~rmacklem/packrat-patches.


The &os; Japanese Documentation Project


Hiroki Sato hrs@FreeBSD.org Ryusuke Suzuki ryusuke@FreeBSD.org Japanese
&os; Web Pages The &os; Japanese Documentation Project Web Page


During this period, many part of the outdated contents in the www/ja
subtree were updated to the latest versions in the English counterpart.
The “bsdinstall” section in Handbook was newly translated and the
“cutting-edge” section is now work-in-progress.


Further translation work for outdated documents in both doc/ja_JP.eucJP
and www/ja.


&os;/KDE


&os; KDE kde@FreeBSD.org &os;/KDE home page area51


The KDE/&os; team have continued to improve the experience of KDE
software and Qt under &os;. The latest round of improvements include:



		Many fixes upstream to make KDE and Qt build with Clang


		Making automoc not freeze with parallel builds





The team has also made many releases and upstreamed many fixes and
patches. The latest round of releases include:



		KDE SC: 4.7.3, 4.7.4 (in the area51 experimental repository)


		Qt: 4.8.0 (in the area51 experimental repository)


		CMake: 2.8.6, 2.8.7





The team is always looking for more testers and porters so please
contact us at kde@FreeBSD.org and visit our home page at
http://FreeBSD.kde.org.


Testing KDE SC 4.8.0.


Testing KDE PIM 4.7.4.


Testing phonon-gstreamer and phonon-vlc as the phonon-xine backend was
deprecated (but will remain in the ports for now).


Testing the Calligra beta releases (in the area51 repository).


&os; Haskell Ports


Gábor János PÁLI pgj@FreeBSD.org Ashish SHUKLA ashish@FreeBSD.org &os;
Haskell wiki page &os; Haskell ports repository &os; Haskell mailing
list


We are proud to announce that the &os; Haskell Team has updated the
Haskell Platform to 2011.4.0.0, as well as updated GHC to 7.0.4 in &os;
Haskell ports repository. We also added a number of new Haskell ports,
and their count is now more than 300. Some of the new ports include
Yesod, Happstack (popular web development frameworks in Haskell),
ThreadScope (a graphical profiler tool for parallel Haskell programs).


Due to ports repository freeze for 9.0-RELEASE, these updates are not in
official ports tree yet. They will be committed to the ports repository
after it is unfrozen again, in the meantime they can be accessed through
&os; Haskell ports repository.


Commit pending Haskell ports to &os; ports repository.


Test GHC to work with clang/LLVM.


Add an option to the lang/ghc port to be able to build it with
already installed GHC instead of requiring a separate GHC bootstrap
tarball.


Public &os; Ports Development Infrastructure — redports.org


Bernhard Froehlich decke@FreeBSD.org IRC: #redports on Freenode redports
mailing list Userguide (with Screenshots)


Redports is a free service for &os; port maintainers and port committers
to automatically buildtest ports on various &os; versions and
architectures. The motivation to do that was because there are many
people that do not have access to Ports Tinderboxes and the existing
Tinderboxes are usually dedicated to a single team.


The platform was designed with scalability in mind but building capacity
is currently very limited until more hardware is available. I am already
in contact with the usual suspects to improve that.


Get more Hardware for building.


Port options support.


ports-mgmt/portlint support.


HDA Sound Driver (snd_hda) Improvements


Alexander Motin mav@FreeBSD.org Latest patch


snd_hda(4) driver took major rewrite:



		Big old hdac driver was split into three independent pieces: HDA
controller driver (hdac), HDA CODEC driver (hdacc) and HDA audio
function driver (hdaa). All drivers are completely independent and
talk to each other only via NewBus interfaces. Using more NewBus
bells and whistles allows to properly see HDA structure with standard
system instruments, such as `devinfo -v`. Biggest driver file size
now is 150K, instead of 240K before, and the code is much cleaner.


		Support for multichannel recording was added. While I have never seen
it configured by default, UAA specification tells that it is
possible. Now, as specification defines, driver checks input
associations for pins with sequence numbers 14 and 15, and if found
(usually) — works as before, mixing signals together. If it does not,
it configures input association as multichannel. I have found some
CODECs doing strange things when configured for multichannel
recording, but I have also found successfully working examples.


		Signal tracer was improved to look for cases where several DACs/ADCs
in CODEC can work with the same audio signal. If such a case is
found, the driver registers additional playback/record stream
(channel) for the pcm device. Having more than one stream allows to
avoid vchans use and so avoid extra conversion to vchan’s
pre-configured sample rate and format. Not many CODECs allow this,
especially on playback, but some do.


		New controller streams reservation mechanism was implemented. That
allows to have more pcm devices than streams supported by the
controller (usually 4 in each direction). Now it limits only number
of simultaneously transferred audio streams, that is rarely reachable
and properly reported if happens.


		Codec pins and GPIO signals configuration was exported via set of
writable sysctls. Another sysctl dev.hdaa.X.reconfig allows to
trigger driver reconfiguration in run-time. The only requirement is
that all pcm devices should be closed at the moment, as they will be
destroyed and recreated. This should significantly simplify process
of fixing CODEC configuration. It should be possible now even to
write GUI to do it with few mouse clicks.


		Driver now decodes pins location and connector type names. In some
cases it gives a hint to the user where the connectors of the pcm
device are located on the system case. The number of channels
supported by pcm device, reported now (if it is not 2), should also
make finding them easier.





The code is in testing now and should be soon committed to the HEAD
branch.


Project sponsored by iXsystems, Inc.


Closer inspection of HDMI/DisplayPort audio is planned.


A number of hardware, mostly laptops, need workarounds to work properly.
Some statistics should be collected to implement some of them avoiding
excessive code bloat.


SCSI Direct Access Driver (da) Improvements


Alexander Motin mav@FreeBSD.org


BIO_DELETE support (aka TRIM) was added to the CAM SCSI Direct Access
device driver (da).


Depending on device capabilities different methods are used to implement
it. Currently used method can be read/set via
kern.cam.da.X.delete_method sysctls. Possible values are:



		NONE - no provisioning support reported by the device;


		DISABLE - provisioning support was disabled because of errors;


		ZERO - use WRITE SAME (10) command to write zeroes;


		WS10 - use WRITE SAME (10) command with UNMAP bit set;


		WS16 - use WRITE SAME (16) command with UNMAP bit set;


		UNMAP - use UNMAP command (equivalent of the ATA DSM TRIM command).





The last two methods (UNMAP and WS16) are defined by SBC specification
and the UNMAP method is the most advanced one. The rest of the methods I
have found supported in Linux, and as they were trivial to implement,
then why not? I hope they will be useful in some cases.


As side product of fetching logical block provisioning support flag, da
driver also got support for reporting device physical sector size (aka
Advanced Format) via stripesize/stripeoffset GEOM fields. Some quirks
were added for known 4K sector disks not reporting it properly.


The code was committed to the HEAD branch and is going to be merged to
8/9-STABLE after some time.


Project sponsored by iXsystems, Inc.


To implement more effective selection of the best delete method some
more parameters need to be obtained from the device. Unluckily none of
devices I have report them.


Replacing the Regular Expression Code


Gábor Kövesdán gabor@FreeBSD.org Project repo TRE homepage A paper on
the topic


The current regular expression code in libc has to be replaced because
it is old, unmaintained and does not support wide characters. As it has
been elaborated, TRE is the most suitable replacement outside that has
an acceptable license. However, the development of BSD grep also brought
some relevant observations. In short, there are some possibilities to
optimize pattern matching but it is not possible with the POSIX API,
because:



		It uses NUL-terminated strings that requires processing each
character and makes longer jumps impossible.


		It matches for one pattern at a time. If more patterns are searched,
there are more efficient ways for pattern matching but we have to
know all of them and process them together.





This project intends to implement these shortcut and provide efficient
pattern matching for all programs that use regex matching. It will also
help avoiding the custom tricks that are hardcoded into some programs,
like GNU grep, to work around the limiting POSIX API. Besides, GNU grep
has some extensions over the POSIX regular expression, which are
necessary if we want to get rid of GNU code in the end.


Implement multi-pattern heuristic regex matching.


Implement GNU-specific regex extensions.


Adapt BSD grep to use the multi-pattern interface.


Test standard-compliance and correct behavior.


The &os; German Documentation Project


Benedict Reuschling bcr@FreeBSD.org Johann Kois jkois@FreeBSD.org
Homepage of the &os; German Documentation Project The German translation
of the bsdinstall handbook chapter


The German Documentation Project is happy to report that two big
chapters have been translated in the past quarter. The first update is
in the firewall chapter and covering the complete IPFW section. It was
contributed by Christopher J. Ruwe. There were style and language fixes
to be done, but the biggest amount of work, the actual translation, was
done by him. We thank Christopher very much.


The other chapter that was translated is the new bsdinstall chapter.
Benedict Reuschling did the work on this chapter. He tried to keep the
same titles for sections that are mostly describing the same things as
in the sysinstall chapter (at least where this was possible).


German speaking users are encouraged to read both chapters and report
typos or grammar errors back to us so we can fix them.


The German website is being updated on a regular basis.


Catch up with the latest changes made to the documentation.


Translate more www pages into German.


Find bugs in the German documentation and fix them.


&os;/GNOME


GNOME &os; mailing list freebsd-gnome@FreeBSD.org


It has been a while since we did a status report.


This year we started work on GNOME 3.0. Due to time constrains and lack
of man power, this version did not make it into the ports. Currently we
have 3.2 in our development repo. See the development FAQ on our website
for details. The MC-UPDATING file contains upgrade instructions.


Currently the GNOME team is understaffed, help is welcome!


Update the &os; gnome website with GNOME 3.x information, and still
supply the 2.32.x info.


Up to Date X.Org Server


X11 &os; mailing list freebsd-x11@FreeBSD.org


The X11 team has started work on the next major update for the X.Org
ports. You might have noticed libraries and proto ports being updated
that belong to the X.Org stack. Currently in our development repository
we have the latest versions of many ports including mesa and
xf86-video-intel.


We support versions 1.7.7 and 1.10.4 of the X.Org tree for users with
the appropriate hardware and patches.


We need more testers for both the standard version from xorg-devel and
the WITH_NEW_XORG version. We also need testers for updated
input/video drivers, especially for the less mainstream ones.


In order to test check out our svn repository from
http://trillian.chruetertee.ch/ports/browser/branches/xorg-dev and the
merge script from http://people.FreeBSD.org/~miwi/xorg/xorgmerge. See
the wiki for more details.


Investigate xorg-server 1.12 which brings xinput 2.2.


Merge development repository into the main repository, after more
testing.


pfSense


Scott Ullrich sullrich@gmail.com Chris Buechler cbuechler@gmail.com
Ermal Luçi ermal.luci@gmail.com pfSense homepage


pfSense is a free and open source customized distribution of &os;
tailored for use as a firewall and router.


2.0.1 was just released which corrected a number of issues
http://blog.pfsense.org/?p=633.


6 month release cycle.


Moving builds to &os; 9.


Full IPV6 support.


PBI Package binaries.


Unbound integration.


Multi-instance Captive Portal.


Replacing Prototype with jQuery.


Release Engineering Team Status Report


Release Engineering Team re@FreeBSD.org


The Release Engineering Team was pleased to announce the release of
&os;-9.0 on January 12th, 2012. To acknowledge his incredible
contributions to the world of computing and in particular the &os;
Project’s corner of that world &os;-9.0 was dedicated to Dennis Ritchie.
May he rest in peace. The Release Engineering Team also wishes to thank
the &os; Developers and Community for all the work they put into the
release.


With the &os;-9.0 release cycle completed our focus shifts to preparing
for the &os;-8.3 release. A schedule has not been set but we expect to
be shooting for release some time in March 2012.


Auditdistd Project


Pawel Jakub Dawidek pjd@FreeBSD.org


Current weakness of &os;’s Security Event Audit facility is that audit
records are stored locally and can be modified or removed by an attacker
after a system compromise.


The auditdistd will allow to reliably and securely distribute audit
trail files over TCP/IP network to remote system. In case of system
compromise it will enable administrators to analyze audit records in
trusted environment.


This project is sponsored by the &os; Foundation and should be completed
by the end of February 2012.


&os; No-IPv4 (“IPv6-Only”) Support


Bjoern A. Zeeb bz@FreeBSD.org FreeBSD No-IPv4 Support


The No-IPv4 (fka. “IPv6-Only”) project initially prototyped in p4 and
merged into mainstream &os; with support from the &os; Foundation and
iXsystems earlier in 2011 for World IPv6 Day continued as a free time
project. Thanks to the help of an anonymous source, dedicated i386 and
amd64 build machines and a distribution node were setup to allow
continuous building of snapshots and we hope to extend the support for
the snapshots in the future providing more services.


During the 9.0 release cycle a BETA and an RC snapshot were built and
released. &os; 9.0-RELEASE will be the first official release supporting
a kernel to compile out IPv4 support. We will provide (and given 9.0 is
out at time of writing do provide) a no-IPv4 snapshot accompanying the
official release and hope for your feedback.


I would like to thank Hiroki Sato/allbsd.org for providing a mirror in
Japan for the Asian community in addition to mine in Europe.


Commit/Submit upstream a few user space fixes.


More user space cleanup and testing.


Get rid of gethostby*() calls.


&os;/powerpc on AppliedMicro APM86290


Grzegorz Bernacki gjb@semihalf.com Rafal Jaworowski raj@semihalf.com


The APM86290 system-on-chip device is a member of AppliedMicro’s
PACKETpro family of embedded processors.


The chip includes two Power Architecture PPC465 processor cores, which
are compliant with Book-E specification of the architecture, and a
number of integrated peripherals.


This work is extending current Book-E support in &os; towards PPC4xx
processors variation along with device drivers for integrated
peripherals.


The following drivers have been created since the last report:



		Ethernet controller driver


		Classifier driver


		Finished Queue Manager/Traffic Manager


		Improved performance and stability





Next steps:



		L2 cache support


		Merge APM86290 support to -CURRENT





&os;/powerpc on Freescale QorIQ DPAA


Michal Dubiel md@semihalf.com Rafal Jaworowski raj@semihalf.com Piotr
Ziecik kosmo@semihalf.com P2041 product page P3041 product page P5020
product page


The QorIQ Data Path Acceleration Architecture (DPAA) from Freescale is a
comprehensive architecture, which integrates all aspects of packet
processing in the SoC, addressing issues and requirements resulting from
the nature of QorIQ multicore SoCs. It includes:



		Cores


		Network and packet I/O


		Hardware offload accelerators


		The infrastructure required to facilitate the flow of packets between
the above





The DPAA also addresses various performance related requirements,
especially those created by the high speed network I/O found on
multicore SoCs such as P2041, P3041, P5020, etc. This work is bringing
up &os; on these system-on-chip devices along with device drivers for
integrated peripherals.


Current &os; QorIQ DPAA support includes:



		QorIQ P2041 and P3041 devices


		E500mc core complex


		Adaptation of toolchain for the new core


		Booting via U-Boot bootloader


		CoreNet interconnect fabric


		L1, L2, L3 cache


		Serial console (UART)


		Interrupt controller


		DPAA infrastructure (BMAN, FMAN, QMAN)


		Ethernet (basic network functionality using Independent Mode of DPAA
infrastructure)


		EHCI controller


		PCI Express controller (host mode)


		SMP support (up to quad-core)


		I2C





Next steps:



		QorIQ P5020 (32-bit mode) support


		Ethernet (full network functionality using Regular Mode of DPAA
infrastructure)


		Enhanced SDHC





&os;/arm on Marvell Armada XP


Grzegorz Bernacki gjb@semihalf.com Rafal Jaworowski raj@semihalf.com
ARMv6 branch


Marvell Armada XP is a complete system-on-chip solution based on Sheeva
embedded CPU. These devices integrate up to four ARMv6/v7 compliant
Sheeva CPU cores with shared L2 cache.


This work is extending the &os;/arm infrastructure towards support for
recent ARM architecture variations along with a basic set of device
drivers for integrated peripherals.


The following code has been implemented since the last status report:


SMP support



		Implemented TLB broadcast and RFO


		Tested 2 and 4 cores setup in WT cache mode





SATA driver integrated and tested


CESA driver integrated and tested


Next steps:



		L2 cache support


		Full support for WB/WBA cache





The &os; Foundation Status Report


Deb Goodkin deb@FreeBSDFoundation.org


The most exciting news to report is that we raised $426,000 through our
fundraising efforts. We were overwhelmed by the generosity of the &os;
community. We would like to thank everyone who made a contribution to
&os; by either making a financial donation to the foundation or
volunteering on the Project.


We published our semi-annual
newsletter [http://www.FreeBSDFoundation.org/press/2011Dec-newsletter.shtml]
in December. If you have not already done so, please take a moment to
read this publication to find out how we supported the &os; Project and
community during the second half of 2011. There are also two great
testimonials in the newsletter from TaxiMagic and the Apache Software
Foundation.


The Foundation sponsored EuroBSDCon 2011 which was held in The
Netherlands, October 6-9. And, we sponsored six developers to attend the
conference. We sponsored the Bay Area Vendor Summit in November. We were
represented at LISA ‘11, Dec 7-8 in Boston MA.


We are a proud sponsor of AsiaBSDCon 2012, which will be held in Tokyo,
Japan, March 22-25.


The Foundation funded project Feed-Forward Clock Synchronization
Algorithms Project by the University of Melbourne completed. We approved
two new projects for 2012, they are analyzing the performance of &os;’s
IPv6 stack by Bjoern Zeeb, and implementing auditdistd daemon by Pawel
Jakub Dawidek


We purchased more servers and other hardware for the &os; co-location
centers at Sentex, NYI, and ISC.


The work above, as well as many other tasks which we do for the &os;
Project, could not be done without donations. Please help us by making a
donation or asking your company to make a donation. We would be happy to
send marketing literature to you or your company. Find out how to make a
donation at our donate
page [http://www.FreeBSDFoundation.org/donate/].


Find out more up-to-date Foundation news by reading our
blog [http://FreeBSDFoundation.blogspot.com/] and
Facebook [http://www.facebook.com/FreeBSDFoundation] page.


&os; Ports Management Team Status Report


Thomas Abthorpe portmgr-secretary@FreeBSD.org Port Management Team
portmgr@FreeBSD.org


The ports tree finally surpassed 23,000 ports. The PR count still
remains at about 1100.


In Q4 we added 4 new committers, took in 4 commit bit for safe keeping,
and had one committer return to ports work.


The Ports Management team have been running -exp runs on an ongoing
basis, verifying how base system updates may affect the ports tree, as
well as providing QA runs for major ports updates. Of note, -exp runs
were done for:



		KDE4 and cmake updates


		Multiple runs to test and fix breakages induced by the bump in digits
for &os; 10


		Verify the removal of X11BASE from ports


		Test ports after import of flex and m4 into src base


		Optimizations to bsd.ports.mk


		Test xcb update and split into multiple ports


		Estimate number of ports utilizing old interface ioctls


		Ongoing validation of infrastructure with pkgng


		testing ports with clang as default compiler





pkgng now has real safe binary upgrade, as well as real integrity
checking, work has been started to have the ports tree be able to
bootstrap pkgng. More info on the CFT
email. [http://lists.FreeBSD.org/pipermail/freebsd-ports/2011-November/071631.html].


The pointyhat-west build machine continues toward production use, code
updates have made it more versatile such as swapping out information in
make.conf for build slaves, assist in testing of pkgng -exp runs and to
properly build linux_base ports.


It has been decided that the ports tree will be migrated from CVS to
Subversion, beat@ will be in charge of the project. More information on
the wiki [http://wiki.FreeBSD.org/PortsSVN].


A moderated mailing list has been created for ports related
announcements,
http://lists.FreeBSD.org/mailman/listinfo/freebsd-ports-announce, it is
intended, but not limited, to be a means of communicating portmgr@
announcements, Calls for Testing, plus other relevant information to be
used by our committers and ports maintainer community.


Looking for help getting ports to build with
clang [http://wiki.FreeBSD.org/PortsAndClang].


Looking for help fixing ports broken on
CURRENT [http://wiki.FreeBSD.org/PortsBrokenOnCurrent]. (List needs
updating, too)


Looking for help with Tier-2
architectures [http://wiki.FreeBSD.org/PortsBrokenOnTier2Architectures].


ports broken by src
changes [http://wiki.FreeBSD.org/PortsBrokenBySrcChanges].


ports failing on
pointyhat [http://wiki.FreeBSD.org/PortsFailingOnPointyhat].


ports failing on
pointyhat-west [http://wiki.FreeBSD.org/PortsFailingOnPointyhatWest].


ports that are marked as BROKEN [http://wiki.FreeBSD.org/Trybroken].


When did that port
break [http://wiki.FreeBSD.org/WhenDidThatPortBreak].


Most ports PRs are assigned, we now need to focus on testing, committing
and closing.


Multimedia — Watching/Recording Digital TV


Hans Petter Selasky hselasky@FreeBSD.org Jason Harmening
jason.harmening@gmail.com Juergen Lock nox@FreeBSD.org Tested DVB and
other hardware


Progress has been made when watching/recording live digital TV using
&os;:



		multimedia/webcamd [http://freshports.org/multimedia/webcamd] is
continuously adding support for more and more USB tuners using the
Linux V4L/DVB drivers (also including remotes via webcamd and
comms/lirc [http://freshports.org/comms/lirc].)


		multimedia/cx88 [http://freshports.org/multimedia/cx88] recently
added Linux DVB API support for CX88-based PCI(-e) DVB-T tuners so
“common” apps can now also be used with that hardware.


		multimedia/xbmc-pvr [http://freshports.org/multimedia/xbmc-pvr]
was committed recently and the
multimedia/vdr [http://wiki.FreeBSD.org/VDR] ports are working
too for watching/recording live digital TV, and also other apps like
kaffeine, or mplayer, or vlc.





Continue updating the VDR ports to the latest versions and fix remaining
bugs.


Update multimedia/libxine [http://freshports.org/multimedia/libxine]
to 1.2.0 that recently was released (which VDR uses.)


Test more hardware?


Improving Support for New Features in the Intel SandyBridge CPUs


Konstantin Belousov kib@FreeBSD.org


Support for new features in the Intel SandyBridge CPUs is progressing.


The patch to query and allow extended FPU states was committed, which
enabled the YMM registers and AVX instruction set on the capable
processors. Todo items include get wider testing of the change before
planned merge to stable/9 in a month, and start using XSAVEOPT
instruction to optimize context switch times.


Patch to enable and use per-process TLB was developed. Latest version is
available at http://people.freebsd.org/~kib/misc/pcid.2.patch. The
facility, referred in the documentation as PCID, allows to avoid TLB
flush on context switches by applying PID tag to each non-global TLB
entry. On SandyBridge, measurements did not prove any difference between
context switch latencies on patched and stock kernels.


Forthcoming IvyBridge CPUs promised to provide optimizations in the form
of INVPCID instructions that allow to optimize TLB shootdown handlers.
The patch above uses the instruction on the capable CPU. Todo items are
to get access to IvyBridge and do the benchmarks.


Future work might provide SEP support, use hardware random generator
from IvyBridge for random(4), considering using faster instructions to
access %fs and %gs bases, and use improved AES-NI instruction set for
aesni(4).


CAM Target Layer (CTL)


Ken Merry ken@FreeBSD.org


The CAM Target Layer (CTL) is now in &os;/head.


CTL is a disk and processor device emulation subsystem originally
written for Copan Systems under Linux starting in 2003. It has been
shipping in Copan (now SGI) products since 2005.


It was ported to &os; in 2008, and thanks to an agreement between SGI
(who acquired Copan’s assets in 2010) and Spectra Logic in 2010, CTL is
available under a BSD-style license. The intent behind the agreement was
that Spectra would work to get CTL into the &os; tree.


It will likely be merged into the stable/9 tree in mid-February.


Some CTL features:



		Disk and processor device emulation


		Tagged queueing


		SCSI task attribute support (ordered, head of queue, simple tags)


		SCSI implicit command ordering support. (e.g. if a read follows a
mode select, the read will be blocked until the mode select
completes.)


		Full task management support (abort, LUN reset, target reset, etc.)


		Support for multiple ports


		Support for multiple simultaneous initiators


		Support for multiple simultaneous backing stores


		Persistent reservation support


		Mode sense/select support


		Error injection support


		High Availability support (1)


		All I/O handled in-kernel, no userland context switch overhead.





(1) HA Support is just an API stub, and needs much more to be fully
functional.


For the basics on configuring and running CTL, see
src/sys/cam/ctl/README.ctl.txt in the &os;/head source tree.


LSI Supported mps(4) SAS driver


Ken Merry ken@FreeBSD.org Kashyap Desai Kashyap.Desai@lsi.com


The LSI-supported version of the mps(4) driver, that supports their 6Gb
SAS controllers and WarpDrive solid state drives, is available in
&os;/head.


In addition to WarpDrive support, the driver also has several other new
features:



		Integrated RAID (IR) support


		Improved error recovery code


		Support for SCSI protection information (EEDP)


		Support for TLR (Transport Level Retries), needed for tape drives


		ioctl interface compatible with LSI utilities





Thanks to LSI for doing the work on this driver, and the testing.


I plan to merge it into stable/9 and stable/8 in early February.
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Introduction


This is a specific schedule for the release of FreeBSD 5.2. For more
general information about the release engineering process, please see
the Release Engineering section of the
web site.


General discussions about the release engineering process or quality
assurance issues should be sent to the public
FreeBSD-qa mailing list.
MFC
requests should be sent to re@FreeBSD.org.


FreeBSD 5.2 will continue to be released from the 5-CURRENT development
stream. For more details about the milestones for reaching 5-STABLE, see
the 5-STABLE
Roadmap [http://docs.freebsd.org/doc/5.2-RELEASE/usr/share/doc/en_US.ISO8859-1/articles/5-roadmap/index.html]
page.


The current release engineering TODO
list is also available. This list is
updated periodically through the release cycle.





Schedule










		Action
		Expected
		Actual
		Description



		src/ tree frozen
		17 Nov 2003
		18 Nov 2003
		Announce the src/ code freeze for 5.2 on the HEAD branch. Commits to HEAD require re@FreeBSD.org approval.



		ports/ tree frozen
		17 Nov 2003
		19 Nov 2003
		Announce the ports/ code freeze for 5.2. Commits to ports/ require portmgr@FreeBSD.org approval.



		Begin 5.2-BETA builds
		17 Nov 2003
		24 Nov 2003
		Begin building 5.2-BETA disc1 and disc2 for all Tier-1 platforms.



		Release 5.2-BETA
		19 Nov 2003
		26 Nov 2003
		5.2-BETA tier-1 platform images released and uploaded to ftp-master.FreeBSD.org.



		RELENG_5_2 branched
		1 Dec 2003
		6 Dec 2003
		Branch of src/ from HEAD for the release. Note: no branch for RELENG_5 will happen at this time.



		Turn off debugging for RELENG_5_2
		1 Dec 2003
		6 Dec 2003
		Turn off WITNESS, INVARIANTS, and malloc debugging options similar to what was done for 5.1.



		Begin 5.2-RC1 builds
		1 Dec 2003
		7 Dec 2003
		Begin building 5.2-RC1 disc1 and disc2 for all Tier-1 platforms.



		src/ unfrozen
		1 Dec 2003
		6 Dec 2003
		Unfreeze HEAD src. Continue to coordinate significant check-ins with re@FreeBSD.org in order to work towards 5-STABLE.



		Release 5.2-RC1
		3 Dec 2003
		10 Dec 2003
		5.2-RC1 tier-1 platform images released and uploaded to ftp-master.FreeBSD.org.



		Ports tree tagged
		3 Dec 2003
		3 Dec 2003
		Tentative date of RELEASE_5_2_0 tag for ports.



		doc/ tree slush
		8 Dec 2003
		9 Dec 2003
		Announce the doc/ slush for 5.2. From this time until the tagging of the doc/ tree, non-critical changes should be postponed to allow translation teams time to finish their work for the release.



		Begin 5.2-RC2 builds
		19 Dec 2003
		21 Dec 2003
		Begin building 5.2-RC2 disc1 and disc2 for all Tier-1 platforms.



		Release 5.2-RC2
		21 Dec 2003
		23 Dec 2003
		5.2-RC2 tier-1 platform images released and uploaded to ftp-master.FreeBSD.org.



		doc/ tree tagged
		12 Dec 2003
		12 Dec 2003
		Tag the doc/ tree with RELEASE_5_2_0.



		Version numbers bumped
		Jan 2004
		Jan 11 2004
		The files listed here are updated to reflect FreeBSD 5.2.



		src/ tree tagged
		Jan 2004
		Jan 11 2004
		Tag the RELENG_5_2 branch with RELENG_5_2_0_RELEASE.



		Begin 5.2-RELEASE builds
		Jan 2004
		Jan 11 2004
		Start 5.2-RELEASE Tier-1 builds.



		Warn mirror-announce@FreeBSD.org
		Jan 2004
		Jan 11 2004
		Heads up email to mirror-announce@FreeBSD.org to give admins time to prepare for the load spike to come. The site administrators have frequently requested advance notice for new ISOs.



		Upload to ftp-master
		Jan 2004
		Jan 11 2004
		Release and packages uploaded to ftp-master.FreeBSD.org.



		FreeBSD 5.2 Announced
		Jan 2004
		Jan 12 2004
		FreeBSD 5.2 is announced to the mailing lists.



		FreeBSD 5.2 Press Release
		Jan 2004
		Jan 12 2004
		A formal press release statement is in the works and should be released at this time to the www.FreeBSD.org website and various tech publications.
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Introduction


This report covers &os;-related projects between January and March 2011.
It is the first of the four reports planned for 2011. During this
quarter, the work was focused on releasing the new minor versions of
&os;, 7.4 and 8.2, which were released in February 2011. Currently, the
project is starting to work on the next major version, 9.0.


Thanks to all the reporters for the excellent work! This report contains
34 entries and we hope you enjoy reading it.


Please note that the deadline for submissions covering the period
between April and June 2011 is July 15th, 2011.


proj Projects team &os; Team Reports net Network Infrastructure kern
Kernel docs Documentation arch Architectures ports Ports misc
Miscellaneous gsoc Google Summer of Code


Google Summer of Code 2011


Brooks Davis brooks@FreeBSD.org Robert Watson rwatson@FreeBSD.org GSoC
Wiki Homepage


&os; is proud to be participating in our seventh year of Google Summer
of Code. On Monday, April 25th we accepted 17 proposals from an overall
excellent field. A full list of accepted
proposals [http://www.google-melange.com/gsoc/org/google/gsoc2011/freebsd]
can be found on the GSoC
website [http://www.google-melange.com/gsoc/homepage/google/gsoc2011].
We look forward to working with these students over the summer.


As we did last year we plan to ask students to submit weekly status
reports to the
soc-status [http://lists.FreeBSD.org/mailman/listinfo/soc-status]
mailing list. Those wishing to keep up with the work in progress and
offer review may wish to subscribe.


&os; Bugbusting Team


Gavin Atkinson gavin@FreeBSD.org Mark Linimon linimon@FreeBSD.org Remko
Lodder remko@FreeBSD.org Volker Werth vwe@FreeBSD.org &os; Support page
Resources and documentation available for Bugbusting Links to all of the
auto-generated PR reports


The bugmeister team is happy to welcome Eitan Adler (eadler@) as the
newest GNATS-only contributor. Eitan has been helping triage new bugs as
they come in, as well as making good progress on many of the older bugs,
closing duplicates and obsolete bugs and contacting submitters for extra
information where necessary. For the first time in a long time we
managed to get below 6000 open PRs, in no small part due to Eitan’s
efforts. Welcome aboard!


PRs continue to be classified as they arrive, by adding ‘tags’ to the
subject lines corresponding to the kernel subsystem involved, or man
page references for userland PRs. Reports are generated from these
nightly, grouping related PRs into one place, sorted by tag or man page.
This allows an interested party working in one area or on one subsystem
to easily find related bugs and issues in the same area, which has
proven quite effective in getting some of the older bug reports closed.
These reports can all be found by following the third link above.


We continue to look for ideas for other reports that may help improve
the PR closure rate. If you have any suggestions for reports which would
contribute positively to the way you work, please email bugmeister@ and
we shall try to produce such a report.


Our clearance rate of PRs, especially in kern and bin, seems to be
improving. The number of non-ports PRs has stayed almost constant since
the last status report.


As always, anybody interested in helping out with the PR queue is
welcome to join us in #freebsd-bugbusters on EFnet. We are always
looking for additional help, whether your interests lie in triaging
incoming PRs, generating patches to resolve existing problems, or simply
helping with the database housekeeping (identifying duplicate PRs, ones
that have already been resolved, etc). This is a great way of getting
more involved with &os;!


Try to find ways to get more committers helping us with closing PRs that
the team has already analyzed.


Five New TCP Congestion Control Algorithms for &os;


David Hayes dahayes@swin.edu.au Lawrence Stewart lastewart@swin.edu.au
Grenville Armitage garmitage@swin.edu.au Rui Paulo rpaulo@FreeBSD.org
Bjoern Zeeb bz@FreeBSD.org


The project is now complete, with the following code available in the
svn head branch:



		Modular congestion control framework.


		Khelp (Kernel Helper) and Hhook (Helper Hook) frameworks.


		Basic Khelp/Hhook integration with the TCP stack.


		Enhanced Round Trip Time (ERTT) Khelp module.


		Modularised implementations of NewReno, CUBIC, H-TCP, Vegas,
Hamilton-Delay and CAIA-Hamilton-Delay congestion control algorithms.





In addition to the code, a large set of documentation was committed (see
the following man pages: cc(4), cc_newreno(4), cc_cubic(4),
cc_htcp(4), cc_vegas(4), cc_hd(4), cc_chd(4), h_ertt(4), cc(9),
khelp(9), hhook(9)) and a technical
report [http://caia.swin.edu.au/reports/110228A/CAIA-TR-110228A.pdf]
was released which evaluates the computational overhead associated with
TCP before and after the project’s changes.


A candidate patch to MFC the modular congestion control framework to the
8-STABLE branch is ready for testing
here [http://people.FreeBSD.org/~lstewart/patches/5cc/modularcc_mfc_8.x.r219091.patch].
If you try the patch, please send a note detailing your experience
(positive or negative) to Lawrence Stewart.


Thanks go to the &os; Foundation for funding this work, to the project’s
technical reviewers for providing detailed feedback, and to all &os;
users who have provided testing feedback thus far.


Test 8-STABLE MFC candidate
patch [http://people.FreeBSD.org/~lstewart/patches/5cc/modularcc_mfc_8.x.r219091.patch]
and do the merge in time for 8.3-RELEASE.


The &os; Foundation Status Report


Deb Goodkin deb@FreeBSDFoundation.org


We created our 2011
budget [http://www.FreeBSDfoundation.org/documents/Budget2011.pdf].
Some of our plans for 2011 include spending $125,000 on project
development and $75,000 on equipment to build up &os; facilities in
three locations.


We were proud to be a sponsor for AsiaBSDCon 2011 in Tokyo. We also
committed to sponsoring BSDCan 2011 in May, and EuroBSDCon 2011 in
October. The Foundation was also represented at SCALE in Los Angeles,
Indiana LinuxFest in Indianapolis, and Flourish in Chicago.


Completed Foundation-funded projects: Five New TCP Congestion Control
Algorithms
project [http://www.FreeBSDfoundation.org/announcements.shtml#Swinburne]
by Swinburne University and Resource Containers project by Edward
Napierala.


In February we visited companies in the Bay Area that use &os;. Our goal
was to promote &os;, better understand their interests and needs, and
help facilitate stronger relationships between these companies and the
Project. The presentations we gave included the benefits of &os;,
Project road-map, potential areas of collaboration, case studies, and
how the Foundation supports the project. By visiting in person we were
able to show our commitment to the Project and respond directly to
questions and concerns they may have had. We were pleased with the
positive responses we received and plan on visiting more companies in
the future.


We are funding two new projects. The first project is Implementing
Support of GEM, KMS, and DRI for Intel Drivers by Konstantin Belousov.
The second is Improving the Maturity of IPv6 Support of &os; and PC-BSD
by Bjoern Zeeb.


We continued our work on infrastructure projects to beef up hardware for
package-building, network-testing, etc. This includes purchasing
equipment as well as managing equipment donations.


Stop by and visit with us at BSDCan (May 13-14) and SouthEast LinuxFest
(June 10-12).


The work above as well as many other tasks we do for the project,
couldn’t be done without donations. Please help us by making a donation
or asking your company to make a donation. We would be happy to send
marketing literature to you or your company. Find out how to make a
donation at http://www.FreeBSDfoundation.org/donate/.


KDE-&os;


KDE &os; kde-freebsd@kde.org KDE-&os;


The KDE on &os; team have continued to improve the experience of KDE and
Qt under &os;. The latest round of improvements include:



		Improved shared resources (i.e. pixmaps for KDE)


		Improved file monitoring (using kevent)


		Improved KSysGuard support (new and refined sensors)





The team have also made many releases and upstreamed many fixes and
patches. The latest round of releases include:



		Qt: 4.7.2


		KDE: 4.5.5; 4.6.1; 4.6.2


		KOffice: 2.3.3


		KDevelop: 4.2.0; 4.2.2 (KDevPlatform: 1.2.0; 1.2.2)


		many smaller ports





The team needs more testers and porters so please visit us at
kde-freebsd@kde.org


Continue improvements of KSysGuard.


General maintenance.


General testing.


Porting.


&os; Chromium


&os; Chromium Team chromium@FreeBSD.org


Thanks to a great collaborative effort from the &os; community, the
OpenBSD community, and the Chromium developers, Chromium has been
updated in the Ports tree.


In the spirit of release early and release often, updates to Chromium
happen frequently. The contributors of the &os; Chromium team have
demonstrated great agility in keeping pace with updates in the
development repository hosted at
http://trillian.chruetertee.ch/chromium.


A task that lies ahead is working with the Chromium developers at
integrating the &os; patches into the codebase. Volunteers are welcome.


DIstributed Firewall and Flow-shaper Using Statistical Evidence
(DIFFUSE)


Sebastian Zander szander@swin.edu.au Grenville Armitage
garmitage@swin.edu.au


DIFFUSE is a system enabling &os;’s IPFW firewall subsystem to classify
IP traffic based on statistical traffic properties.


With DIFFUSE, IPFW computes statistics (such as packet lengths or
inter-packet time intervals) for observed flows, and uses ML (machine
learning) to classify flows into classes. In addition to traditional
packet inspection rules, IPFW rules may now also be expressed in terms
of traffic statistics or classes identified by ML classification. This
can be helpful when direct packet inspection is problematic (perhaps for
administrative reasons, or because port numbers do not reliably identify
applications).


DIFFUSE also enables one instance of IPFW to send flow information and
classes to other IPFW instances, which then can act on such traffic
(e.g. prioritise, accept, deny, etc.) according to its class. This
allows for distributed architectures, where classification at one
location in your network is used to control fire-walling or rate-shaping
actions at other locations.


DIFFUSE is a set of patches for &os;-CURRENT. It can be downloaded from
the project’s web site. The web site also contains a more comprehensive
introduction, including application examples, links to related work and
documentation.


In February 2011 we released DIFFUSE v0.2.2. This release contains a
number of bug fixes and new features. Most notably since version 0.2
there is a tool to build classifier models, and there is a feature
module and classifier model to classify Skype traffic.


We hope to release DIFFUSE v0.3 soon. Keep an eye on the freebsd-ipfw
and freebsd-net mailing lists for project-related announcements.


&os; as Home Theater PC


Bernhard Froehlich decke@FreeBSD.org Juergen Lock nox@FreeBSD.org


&os; could be a much better platform for a Home Theater PC than it
currently is. We are focusing on improving support for media center
applications by extending the major ports (MythTV, VDR, XBMC) and
creating some documentation to guide interested people.


In the last months we continued to work on HTPC relevant ports, improved
lirc and multimedia/webcamd remote control support. The last missing
major HTPC application VDR (Video Disk Recorder) has finally been
committed to the portstree as multimedia/vdr including 17 vdr plugin
ports.


Improve remote control support in webcamd and with lirc.


Port more Media Center applications (Enna, me-tv, ...)


Create a small guide on how to build a great &os; Home Theater PC.


Bringing up OMAP3


Warner Losh imp@bsdimp.com Mohammed Farrag mfarrag@FreeBSD.org


OMAP3 Emulation:



		Step #1: qemu-omap3 isn’t ported to &os; yet. So,


		Step #2: Use qemu-omap3 on Gentoo Host ..


		Step #3: Is the end reached ?! No, bcz qemu-omap3 is not full. So, go
to step #4.


		Step #4: Use Meego >> Download Ubuntu 10.10 >> Install it, and


		Step #5: Compile &os; kernel, Create root file system, mkimage,
Emulate using Meego.





Device Drivers for OMAP3 Processors.


New &os; Installer


Nathan Whitehorn nwhitehorn@FreeBSD.org BSDInstall Wiki Page (with test
images) Wiki for Integration Plan with PC-BSD installer


On March 14th, sysinstall was replaced on the 9.0 snapshot media by a
new, modular installer called BSDInstall. This adds support for a wide
variety of new features while simplifying the installation process.
Testing before the 9.0 release will be very much appreciated – CD and
memory stick images for a variety of platforms are linked from the
BSDInstall wiki page.


Interesting features:



		Install CD media are always live CDs


		Installations spanning multiple disks


		Wireless setup


		GPT disk formatting


		Virtualization friendly: can install from a live system onto disk
images


		Easily hackable and more modular than sysinstall


		Greater flexibility: shells available throughout the installation





Work is presently ongoing to integrate this installer with the backend
provided by pc-sysinstall (second wiki link).


ZFS installation support.


IA64 disk setup.


Webcam and DVB Compatibility List


Matthias Apitz guru@unixarea.de


Webcam and DVB Compatibility List


This is the &os; Webcam, DVB, and Remote Control Compatibility List. The
main goal of this page is to give an exact answer about which
application works with a given cam or DVB. Combinations of the hardware
and software mentioned in this table are known to work.


Please add more lines to the table or ask me to do so by just sending a
mail with your Cam/DVB information. Please note: you should only add
information you have seen working and not you may think of or imagine
that they could work. The contact information (name and/or email addr)
is optional.


Move this to a real database in where &os; enduser could self insert
their gadgets, like the &os; Laptop Compat List.


OpenAFS Port


Benjamin Kaduk kaduk@mit.edu Derrick Brashear shadow@gmail.com OpenAFS
home page &os; port for OpenAFS 1.6.0 prerelease 4


AFS is a distributed network filesystem that originated from the Andrew
Project at Carnegie-Mellon University. The OpenAFS client implementation
has not been particularly useful on &os; since the &os; 4.X releases.
Work covered in previous reports brought the OpenAFS client to a useful
form on 9.0-CURRENT, though with some rough edges. Since our last
report, we have fixed several bugs that were impacting usability, and we
expect the upcoming 1.6.0 release to be usable for regular client
workloads (though not heavy load). Accordingly, we have submitted
packaging for inclusion in the Ports Collection (PR ports/152467).


There are several known outstanding issues that are being worked on, but
detailed bug reports are welcome at port-freebsd@openafs.org.


Update VFS locking to allow the use of disk-based client caches as well
as memory-based caches.


Track down races and deadlocks that may appear under load.


Integrate with the bsd.kmod.mk kernel-module build infrastructure.


Eliminate a moderate memory leak from the kernel module.


PAG (Process Authentication Group) support is not functional.


&os; NYI Admins Status Report


NYI Admins Team nyi-admin@FreeBSD.org


The FreeBSD.org site at New York Internet is progressing, though more
slowly than we had hoped. Due to problems with the old power controllers
and serial console servers, new equipment has been bought by the &os;
Foundation. Installing the new equipment required re-racking all the
existing servers which was done by the local &os; team (Steven Kreuzer
and John Baldwin).


For basic infrastructure at the site (such as DHCP, DNS, console etc.)
the &os; Foundation bought some new servers which are in the process of
being configured.


The &os; Ports team are currently using 9 of the NYI servers for package
building.


We are looking for a storage system (15TB+) for keeping replicas of all
the main FreeBSD.org systems, a full ftp-archive mirror, site local
files etc.


RCTL, aka Resource Containers


Edward Tomasz Napierala trasz@FreeBSD.org


Most of the code has already been merged into CURRENT. There are two
remaining problems I would like to solve before 9.0-RELEASE - see below
- but otherwise, the code is stable; please test and report any
problems. You will need to rebuild the kernel with “options RACCT” and
“options RCTL”. The rctl(8) manual page should be a good introduction on
how to use it.


This project was sponsored by The &os; Foundation.


Reimplementing %CPU accounting and CPU throttling.


Making jail rules persistent - right now, one cannot add jail rule
before that jail is created, which makes it impossible to put them into
/etc/rctl.conf; also, rules disappear when jail gets destroyed.


Portmaster


Doug Barton dougb@FreeBSD.org


The latest version of portmaster contains numerous improvements aimed at
large-scale enterprise users. Particularly, support for the
–index-only/–packages-only code has been significantly improved. Some
of the highlights include:



		New –update-if-newer option which takes a list of ports and/or a
glob pattern on the command line and only updates those that are out
of date. This feature is very useful for ensuring that the packages
needed for updating a system are all available and up to date on the
package building system.


		The portmaster.rc file can now be stored in the same directory as the
script itself, which aids in shared access to the script (for example
over an NFS mount)


		More features now work (or work better) with –index-only, including
–check-depends





I have received some support for items E.2 and E.3 on the web page
listed above so I will be putting some effort into those areas in the
coming months. I also have in mind to split out the “fetch” code to be
its own script, in part to support goal E.2, and to allow for more
efficient parallelization when downloading multiple distfiles
(especially for multiple ports that download the same distfile). This
will also allow me to set a global limit for the number of parallel
fetches which should aid users on slow links.


pfSense


Scott Ullrich sullrich@FreeBSD.org Chris Buechler cmb@pfsense.org Ermal
Luci eri@FreeBSD.org pfSense home page


Work on 2.0 is rapidly coming to an end. We released RC1 around Feb 25
2011 and so far it seems to be rather stable. 2.0 is our first major
release in 2 years and almost all limitations of the previous version
has been overcome.


Finish testing RC1 and certify for release.


Linux Compatibility Layer - DVB and V4L2 Support


Juergen Lock nox@FreeBSD.org


Following (separate) discussions on the mailing lists I have made
patches to add DVB and V4L2 ioctl translation support to the Linux
compatibility layer, allowing Linux apps like SageTV, Skype, and Flash
to use DVB/ATSC tuners and webcams that previously only worked for
native &os; apps. (Most of this hardware uses Linux drivers via the
multimedia/webcamd [http://www.freshports.org/multimedia/webcamd]
port.)


Handle the remaining ioctls that (I think) are not used by DVB
tuners/cameras supported by webcamd (it only supports USB devices, the
unhandled ioctls mostly have to do with video overlays and hardware
MPEG2 decoding on analog or DVB tuners, features that AFAIK don’t exist
on USB hardware.)


Make the DVB support a port because there were concerns putting it in
base due to the LGPL in one of the header files even though I already
separated out the code into an extra kld. (linux_dvbwrapper.ko)


Get the patches polished and committed. :) (Until they are you can check
my DVB page [http://people.FreeBSD.org/~nox/dvb/] and the
freebsd-emulation@ mailing list for updates.)


&os;/powerpc on Freescale QorIQ


Michal Dubiel md@semihalf.com Rafal Jaworowski raj@semihalf.com


QorIQ is a brand of Power Architecture-based communications
microprocessors from Freescale. It is an evolutionary step from the
PowerQUICC platform (MPC85xx) and is built around one or more Power
Architecture e500/e500mc cores. This work is bringing up &os; on these
system-on-chip devices along with device drivers for integrated
peripherials.


Current &os; QorIQ support includes:



		QorIQ P2020 support


		Booting via U-Boot bootloader


		L1, L2 cache


		Serial console (UART)


		Interrupt controller


		Ethernet (TSEC, SGMII mode)


		I2C


		EHCI controller (no Transaction Translation Unit)


		Security Engine (SEC) 3.1


		PCI Express controller (host mode)


		Enhanced SDHC (no MMC support)


		Dual-core (SMP) support





&os;/arm on Marvell Raid-on-Chip


Grzegorz Bernacki gjb@semihalf.com Rafal Jaworowski raj@semihalf.com


Marvell 88RC8180 is an integrated RAID-on-Chip controller, based on the
Feroceon 88FR331 CPU core (ARMv5TE). The 88RC9580 is a next generation
version, based on the Sheeva 88SV581 CPU core (ARMv6) of this
system-on-chip devices family.


Current &os; suppport for 88RC8180 and 88RC9580 includes:



		Booting via U-Boot bootloader


		L1, L2 cache


		Serial console support (UART)


		Interrupt controller


		Integrated timers


		PCI Express (root complex and endpoint modes)


		Doorbells and messages


		Ethernet controller





Complete, clean up, merge with HEAD.


BSDCan


Dan Langille dvl@FreeBSD.org BSDCan 2011


Our list of
talks [http://www.bsdcan.org/2011/schedule/events.en.html] has been
settled, and the
schedule [http://www.bsdcan.org/2011/schedule/index.en.html] is
pretty much finalized. There is still time to get into the Works In
Progress [http://www.bsdcan.org/2011/schedule/events/259.en.html]
session.


Best to book your on-campus
accommodation [http://www.bsdcan.org/2011/campus.php] now. Or stay at
one of the nearby hotels [http://www.bsdcan.org/2011/travel.php].


Show up. Enjoy. Profit.


Ports Collection


Thomas Abthorpe portmgr-secretary@FreeBSD.org Port Management Team
portmgr@FreeBSD.org


The ports tree slowly moves up closer to 23,000. The PR count still
remains at about 1000.


In Q1 we added 2 new committers, and took in 4 commit bits for safe
keeping.


After a year of serving as the team secretary, Thomas Abthorpe’s
membership was upgraded to full voting status.


The Ports Management team have been running -exp runs on an ongoing
basis, verifying how base system updates may affect the ports tree, as
well as providing QA runs for major ports updates. Of note, -exp runs
were done for:



		erwin did a clang -exp run, and sent results to interested parties


		kde@ requested an -exp run for KDE 4.6.1 and Qt 4.7.2


		linimon -exp for update of default zope version to 3.2


		miwi performed the following -exp runs, make fetch-original, xorg,
cmake, pear, kde4 / py-qt / sip, and python2.7


		mm requested an -exp run to test the last GPLv2 version of gcc 4.2.2


		pav completed open-motif and mono -exp runs for respective submitters


		ports/127214, -exp run to make copy/paste of portaudit user friendly


		ports/144482, -exp run to fix package depends


		ports/152102, -exp run to make dirrmtry more friendly


		ports/152268, -exp run to update binutils


		ports/153539, -exp run to allow checking STRIP when WITH_DEBUG is
defined


		ports/153547, -exp run to remove NO_SIZE


		ports/153625, -exp run to pass CPPFLAGS to MAKE/CONFIGURE_ENV


		ports/153634, -exp run to remove redundant PKGNAMEPREFIX for
localised ports


		ports/154121, -exp run to use –title for new libdialog


		ports/154122, -exp run to update libtool to 2.4


		ports/154186, -exp to allow using linux 2.4 emulation on &os; 8+


		ports/154390, -exp run to make fetching output copy/paste friendly


		ports/154653, -exp run to remove superfluous slash


		ports/154799, -exp run to update glib + gtk


		ports/154994, -exp run for MASTER_SITE_PERL_CPAN enhancements


		ports/155502, -exp run to remove sanity check for X_WINDOW_SYSTEM


		ports/155504, -exp run to remove USE_XPM from b.p.m.


		ports/155505, -exp run to update GNU m4





Looking for help fixing ports broken on
CURRENT [http://wiki.FreeBSD.org/PortsBrokenOnCurrent].


Looking for help with Tier-2
architectures [http://wiki.FreeBSD.org/PortsBrokenOnTier2Architectures].


Most ports PRs are assigned, we now need to focus on testing, committing
and closing.


GEOM-based ataraid(4) Replacement — geom_raid.


Alexander Motin mav@FreeBSD.org M. Warner Losh imp@FreeBSD.org


A new RAID GEOM class (geom_raid) was added to &os; 9-CURRENT, to
replace ataraid(4) in supporting various BIOS-based software RAIDs.
Unlike ataraid(4) this implementation does not depend on legacy ata(4)
subsystem and can be used with any disk drivers, including new CAM-based
ones (ahci(4), siis(4), mvs(4) and ata(4) with `options ATA_CAM`). To
make code more readable and extensible, this implementation follows
modular design, including a core part and two sets of modules,
implementing support for different metadata formats and RAID levels.


Support for such popular metadata formats is now implemented: Intel,
JMicron, NVIDIA, Promise (also used by AMD/ATI) and SiliconImage.


Such RAID levels are now supported: RAID0, RAID1, RAID1E, RAID10,
SINGLE, CONCAT.


For any all of these RAID levels and metadata formats this class
supports full cycle of volume operations: reading, writing, creation,
deletion, disk removal and insertion, rebuilding, dirty shutdown
detection and resynchronization, bad sector recovery, faulty disks
tracking, hot-spare disks. For Intel and Promise formats there is
support for multiple volumes per disk set.


See the graid(8) manual page for additional details.


Sponsored by: Cisco Systems, Inc. and iXsystems, Inc.


Implement metadata modules for other formats (DDF, Highpoint, VIA, ...).


Implement transformation modules for other RAID levels (RAID5, ...).


www/apache22 Default


Philip Gollucci pgollucci@FreeBSD.org Olli Hauer ohauer@FreeBSD.org
Apache Apache apache@FreeBSD.org prs -exp request


95% done, pending final -exp run, and pulling the switch. HEADS-UP
announcement already sent to relevant lists. This will be for 8.3/9.0.


&os;/EC2


Colin Percival cperciva@FreeBSD.org &os;/EC2 status page


&os; is now able to run on t1.micro and cc1.4xlarge instances in the
Amazon EC2 cloud. &os; 8.2-RELEASE is stable subject to the limitations
of the instance type (e.g., running ZFS on a micro instance with only
600 MB of RAM doesn’t work very well), but &os; 9.0 has significant
stability issues.


A list of available &os; AMIs (EC2 machine images) appears on the
&os;/EC2 status page.


Bring &os; to a wider range of EC2 instance types.


Completely rework the locking in head/sys/i386/xen/pmap.c to eliminate
races and make 9.0-CURRENT stable under paravirtualization.


Track down several possibly-related problems with scheduling and
timekeeping.


Fix other issues shown on the &os;/EC2 status page.


&os; Haskell Ports


Gábor János PÁLI pgj@FreeBSD.org Ashish SHUKLA ashish@FreeBSD.org
Giuseppe Pilichi jacula@FreeBSD.org &os; Haskell Wiki Page &os; Haskell
ports repository &os; Haskell mailing list


We are proud to announce that the &os; Haskell team has updated GHC to
7.0.3, and all other existing Haskell ports to the latest stable
versions, as well as added new ports. The total number of Haskell ports
in the &os; repository is now more than 200. These ports are still
waiting to be committed. At the moment, they are available from &os;
Haskell ports
repository [https://github.com/freebsd-haskell/freebsd-haskell]. Any
users who would like to get early access to them, please refer to the
&os; Haskell ports Call For
Testing [http://www.haskell.org/pipermail/freebsd-haskell/2011-April/000278.html].


Create a metaport for Haskell Platform.


Create a port for Happstack.


Create a port for gitit.


Journaled Soft Updates


Jeff Roberson jeff@FreeBSD.org Kirk McKusick mckusick@mckusick.com


All known problems with journaled soft updates have been fixed in head.
If you have any problems while running with journaled soft updates,
please report them to us.


We have addressed several performance issues that have been brought to
our attention. If you have any performance problems while running with
journaled soft updates, please report them to us.


We have improved the recovery of resources when running with soft
updates on small (root) filesystems. We anticipate being able to use
soft updates for root filesystems in the 9.0 system.


We expect to have journaled soft updates default to enabled in the 9.0
system. We encourage users of -CURRENT to enable journaled soft updates
to help shake out any remaining performance problems and bugs.


MIPS/Octeon Support and bootinfo


Andrew Duane aduane@juniper.net


Working on improving support for Octeon processors and integrating with
other MIPS processor families. Currently working on support for the
standard MIPS bootinfo structure as a boot API (to supplement/replace
the Caviums-specific structure). Other Octeon improvements including
cleanups to CF and USB drivers to come.


The &os; German Documentation Project Status Report


Johann Kois jkois@FreeBSD.org Benedict Reuschling bcr@FreeBSD.org
Website of the &os; German Documentation Project.


Benedict Reuschling contributed the translation of the new handbook
section about HAST, while Benjamin Lukas was working on the first
translation of the firewall chapter of the handbook. The committers to
the German Documentation Project were busy with keeping the existing
German documentation up-to-date. The website translations were also kept
in sync with the ones on &os;.org.


We tried to re-activate committers who did not contribute for some time
but most of them are currently unable to free up enough time. We hope to
gain fresh contributor blood as we are getting occasional reports about
bugs and grammar in the german translation.


Submit grammar, spelling or other errors you find in the german
documents and the website.


Translate more articles and other open handbook sections.


The &os; Japanese Documentation Project


Hiroki Sato hrs@FreeBSD.org Ryusuke Suzuki ryusuke@FreeBSD.org Japanese
&os; Web Pages The &os; Japanese Documentation Project Web Page


The www/ja and doc/ja_JP.eucJP/books/handbook have constantly been
updated. During this period, translation of the handbook installation
page was finished. The following chapters are now synchronized with the
English version:



		introduction


		install


		ports


		x11


		desktop


		multimedia


		mirrors


		pgpkeys





Merging translation results from the www tree on a separate repository
for the translation work into the main tree was also finished. Since
outdated and/or non-translated documents also remain in both
doc/ja_JP.eucJP and www, further translation work is still needed. Some
progress has been made in the Porter’s Handbook as well in this period.


Extfs Status Report


Zheng Liu lz@FreeBSD.org ext2fs ext4fs


I have implemented a reallocblks in ext2fs, like in ffs, and submitted a
patch file to mailing list. Next I will try to implement htree directory
index in ext2fs.


Linux Emulation Ports


Alexander Leidinger netchild@FreeBSD.org Emulation Mailinglist
freebsd-emulation@FreeBSD.org HOWTO: creÂ­atÂ­ing your own updated linux
RPM for the &os; linuxulator


Old linux_base ports (all which are not used by default in some
release) where marked as deprecated with a short expiration period. The
reason is that all those ports are long past their end of life and do
not receive security updates anymore. Unfortunately this is also true
for the linux_base ports which are still used by default in the
releases, but no replacement is available ATM (see open tasks).


The linux-f10-pango port was updated to a more recent version whoch does
not have a security problem by generating a linux-RPM in a VM with
“&os;” as the vendor (see the links section for a HOWTO).


Decide which RPM based linux distribution+version to track next for the
linux_base ports, create ports for it and test for compatibility with
our kernel code.


HAST (Highly Available Storage)


Pawel Jakub Dawidek pjd@FreeBSD.org Mikolaj Golub trociny@FreeBSD.org


HAST development is progressing nicely. Mikolaj Golub who contributes to
HAST is now a &os; src committer. Some changes worth noting since the
last report:



		Compression of the data being sent over the network. This can speed
up especially synchronization process.


		Optional checksuming for the data being send over the network.


		Capsicum sandboxing for secondary node and hastctl.


		Chroot+setuid+setgid sandboxing for primary node.


		Allow administrators to specify source IP address for connections.


		When changing role wait for a while for the other node to switch from
primary to secondary to avoid split-brain.


		Many bug fixes.





ZFSv28 available in &os; 9-CURRENT


Pawel Jakub Dawidek pjd@FreeBSD.org Martin Matuska mm@FreeBSD.org


ZFS v28 is now in HEAD! Test, test, test and test. Pretty please. New
features include:



		Data deduplication.


		Triple parity RAIDZ (RAIDZ3).


		zfs diff.


		zpool split.


		Snapshot holds.


		zpool import -F. Allows to rewind corrupted pool to earlier
transaction group.


		Possibility to import pool in read-only mode.





New &os; Handbook Section Covering HAST


Daniel Gerzo danger@FreeBSD.org


A new &os; Handbook section covering the Highly Available STorage, or
HAST developed by Pawel Jakub Dawidek has been recently added. In this
section, you will learn what HAST is, how it works, which features it
provides and how to set it up. It also includes a working example on how
it can be used together with devd(8) and CARP. Enjoy your reading.
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Introduction


The release engineering team utilizes a code freeze to maintain
stability in the period immediately preceding a release. The developers
below have been given explicit approval by re@ to continue conservative
work in a narrowly defined area until the expiration dates below. All
other developers are required to get approval for each individual change
from re@ before committing to the release branch.


General discussions about the release engineering process or quality
assurance issues should be sent to the public
freebsd-qa mailing list.
MFC
requests should be sent to re@FreeBSD.org.





Approval List









		Committer
		Area
		Expiration





		[STRIKEOUT:obrien]
		[STRIKEOUT:ARM-related toolchain]
		[STRIKEOUT:6.2-RC1]



		[STRIKEOUT:delphij]
		[STRIKEOUT:src/release/doc/zh_CN.GB2312/ (Simplified Chinese release documentation)]
		[STRIKEOUT:6.2-RC1]



		[STRIKEOUT:ru]
		[STRIKEOUT:Manual pages]
		[STRIKEOUT:6.2-BETA3]










Additional Information



		FreeBSD &local.rel; developer todo list.


		FreeBSD Release Engineering website.
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Next Quarterly Status Report submissions (April – June) due: July 14th, 2015


Use the xml generator [http://www.FreeBSD.org/cgi/monthly.cgi] or
download and edit the xml-template. Submissions
should be submitted by e-mail to monthly@FreeBSD.org.




One of the benefits of the FreeBSD development model is a focus on
centralized design and implementation, in which the operating system is
maintained in a central repository, and discussed on centrally
maintained lists. This allows for a high level of coordination between
authors of various components of the system, and allows policies to be
enforced over the entire system, covering issues ranging from
architecture to style. However, as the FreeBSD developer community has
grown, and the rate of both mailing list traffic and tree modifications
has increased, making it difficult even for the most dedicated developer
to remain on top of all the work going on in the tree.


The &os; Development Status Report attempts to address this problem by
providing a vehicle that allows developers to make the broader community
aware of their on-going work on FreeBSD, both in and out of the central
source repository. For each project and sub-project, a one paragraph
summary is included, indicating progress since the last summary. If it
is a new project, or if a project has not submitted any prior status
reports, a short description may precede the status information.


For more exact guidelines on how to write good status reports, please
consult our recommendations.


Periodically special status reports are also prepared and published. One
of those are the developer summit reports. Developer summits are places
where developers meet in person to discuss issues related to the
project. They are definitely worth attending if one is interested in
making significant contributions to the Project and they are open to
anybody!


These status reports may be reproduced in whole or in part, as long as
the source is clearly identified and appropriate credit given.





2015



		January, 2015 - March, 2015








2014



		October, 2014 - December, 2014


		July, 2014 - September, 2014


		April, 2014 - June, 2014


		January, 2014 - March, 2014








2013



		October, 2013 - December, 2013


		EuroBSDcon 2013 Developer Summit
Special


		July, 2013 - September, 2013


		April, 2013 - June, 2013


		BSDCan 2013 Developer Summit
Special


		January, 2013 - March, 2013








2012



		October, 2012 - December, 2012


		July, 2012 - September, 2012


		April, 2012 - June, 2012


		January, 2012 - March, 2012








2011



		October, 2011 - December, 2011


		July, 2011 - September, 2011


		April, 2011 - June, 2011


		January, 2011 - March, 2011








2010



		October, 2010 - December, 2010


		July, 2010 - September, 2010


		April, 2010 - June, 2010


		January, 2010 - March, 2010








2009



		October, 2009 - December, 2009


		April, 2009 - September, 2009


		January, 2009 - March, 2009








2008



		October, 2008 - December, 2008


		July, 2008 - September, 2008


		April, 2008 - June, 2008


		January, 2008 - March, 2008








2007



		October, 2007 - December, 2007


		July, 2007 - October, 2007


		April, 2007 - June, 2007


		January, 2007 - March, 2007








2006



		October, 2006 - December, 2006


		June, 2006 - October, 2006


		April, 2006 - June, 2006


		January, 2006 - March, 2006








2005



		October, 2005 - December, 2005


		July, 2005 - October, 2005


		March, 2005 - June, 2005


		January, 2005 - March, 2005








2004



		July, 2004 - December, 2004


		May, 2004 - June, 2004


		March, 2004 - April, 2004


		January, 2004 - February, 2004








2003



		October, 2003 - December, 2003


		March, 2003 - September, 2003


		January, 2003 - February, 2003








2002



		November, 2002 - December, 2002


		September, 2002 - October, 2002


		July, 2002 - August, 2002


		May, 2002 - June, 2002


		February, 2002 - April, 2002


		December, 2001 - January, 2002








2001



		November, 2001


		September, 2001


		August, 2001


		July, 2001


		June, 2001
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Date: Mon, 15 Jan 2007 00:29:19 -0500


From: Ken Smith <kensmith@FreeBSD.org>

To: freebsd-announce@FreeBSD.org

Subject: [FreeBSD-Announce] FreeBSD 6.2 Released





The FreeBSD Release Engineering Team is pleased to announce the
availability of FreeBSD 6.2-RELEASE. This release continues the
development of the 6-STABLE branch providing performance and stability
improvements, many bug fixes and new features. Some of the highlights:



		freebsd-update(8) provides officially supported binary updates for
security fixes and errata patches


		Experimental support for CAPP security event auditing


		OpenBSM audit command line tool suite and library


		KDE updated to 3.5.4, GNOME updated to 2.16.1


		csup(1) integrated cvsup client now included


		Disk integrity protection and authentication added to geli(8)


		New amdsmb(4), enc(4) ipmi(4), nfsmb(4), stge(4) drivers


		IPFW(4) packet tagging


		Linux emulation support for sysfs


		BIND updated to 9.3.3


		Many driver updates including em(4), arcmsr(4), ath(4), bce(4),
ata(4), and iwi(4)





For a complete list of new features and known problems, please see the
online release notes and errata list, available at:



http://www.FreeBSD.org/releases/6.2R/relnotes.html


http://www.FreeBSD.org/releases/6.2R/errata.html





For more information about FreeBSD release engineering activities,
please see:


http://www.FreeBSD.org/releng/



Availability


FreeBSD 6.2-RELEASE is now available for the alpha, amd64, i386, ia64,
pc98, powerpc, and sparc64 architectures. It can be installed from
bootable ISO images or over the network; the required files can be
downloaded via FTP or BitTorrent as described in the sections below.
While some of the smaller FTP mirrors may not carry all architectures,
they will all generally contain the more common ones, such as i386 and
amd64.


MD5 and SHA256 hashes for the release ISO images are included at the
bottom of this message.


The contents of the ISO images provided as part of the release has
changed for most of the architectures. Using the i386 architecture as an
example, there are ISO images named ``bootonly’‘, ``disc1’‘,
``disc2’‘, and ``docs’‘. The ``bootonly’’ image is suitable for
booting a machine to do a network based installation using FTP or NFS.
The ``disc1’’ and ``disc2’’ images are used to do a full
installation that includes a basic set of packages and does not require
network access to an FTP or NFS server during the installation. In
addition, ``disc1’’ supports booting into a ``live CD-based
filesystem’’ and system rescue mode. The ``docs’’ image has all of the
documentation for all supported languages. Most people will find that
``disc1’’ and ``disc2’’ are all that are needed.


FreeBSD 6.2-RELEASE can also be purchased on CD-ROM from several
vendors. Two of the vendors that will be offering FreeBSD 6.2-based
products are:



		FreeBSD Mall, Inc. http://www.freebsdmall.com/


		Daemonnews, Inc. http://www.bsdmall.com/freebsd1.html








Bittorrent


6.2-RELEASE ISOs are available via BitTorrent. A collection of torrent
files to download the images is available at:


http://torrents.freebsd.org:8080/





FTP


At the time of this announcement the following FTP sites have FreeBSD
6.2-RELEASE available.



		ftp://ftp.FreeBSD.org/pub/FreeBSD/


		ftp://ftp3.FreeBSD.org/pub/FreeBSD/


		ftp://ftp5.FreeBSD.org/pub/FreeBSD/


		ftp://ftp7.FreeBSD.org/pub/FreeBSD/


		ftp://ftp.at.FreeBSD.org/pub/FreeBSD/


		ftp://ftp2.ch.FreeBSD.org/pub/FreeBSD/


		ftp://ftp.cn.FreeBSD.org/pub/FreeBSD/


		ftp://ftp.cz.FreeBSD.org/pub/FreeBSD/


		ftp://ftp.ee.FreeBSD.org/pub/FreeBSD/


		ftp://ftp2.fr.FreeBSD.org/pub/FreeBSD/


		ftp://ftp2.ie.FreeBSD.org/pub/FreeBSD/


		ftp://ftp2.ru.FreeBSD.org/pub/FreeBSD/


		ftp://ftp.se.FreeBSD.org/pub/FreeBSD/


		ftp://ftp1.tw.FreeBSD.org/pub/FreeBSD/


		ftp://ftp2.uk.FreeBSD.org/pub/FreeBSD/


		ftp://ftp5.us.FreeBSD.org/pub/FreeBSD/


		ftp://ftp13.us.FreeBSD.org/pub/FreeBSD/





FreeBSD is also available via anonymous FTP from mirror sites in the
following countries and territories: Argentina, Australia, Brazil,
Bulgaria, Canada, China, Czech Republic, Denmark, Estonia, Finland,
France, Germany, Hong Kong, Hungary, Iceland, Ireland, Israel, Japan,
Korea, Latvia, Lithuania, the Netherlands, New Zealand, Poland,
Portugal, Romania, Russia, Saudi Arabia, South Africa, Slovak Republic,
Slovenia, Spain, Sweden, Taiwan, Thailand, Ukraine, and the United
Kingdom.


Before trying the central FTP site, please check your regional mirror(s)
first by going to:


ftp://ftp.<yourdomain>.FreeBSD.org/pub/FreeBSD


Any additional mirror sites will be labeled ftp2, ftp3 and so on.


More information about FreeBSD mirror sites can be found at:


http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/mirrors-ftp.html


For instructions on installing FreeBSD, please see Chapter 2 of The
FreeBSD Handbook. It provides a complete installation walk-through for
users new to FreeBSD, and can be found online at:


http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/install.html





FreeBSD Update


The freebsd-update(8) utility, which is the client half of the FreeBSD
Update binary update system, is now included in the FreeBSD base system
and supported by the FreeBSD Security Team, which will be building
binary security and errata updates for the i386 and amd64 platforms.


In addition, an experimental version of the freebsd-update(8) utility is
available which supports upgrading systems between FreeBSD releases.
Administrators of FreeBSD 6.1 systems are encouraged to test this and
report any problems encountered on the freebsd-stable mailing list. For
more information, see:


http://www.daemonology.net/blog/2006-11-26-freebsd-6.1-to-6.2-binary-upgrade.html
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ISO Image Checksums


MD5 (6.2-RELEASE-alpha-bootonly.iso) = e8e29790cb6e621c7dfbe3ab4b5a30f5
MD5 (6.2-RELEASE-alpha-disc1.iso) = 8c80f84e59aff027eab3dcebac87c823
MD5 (6.2-RELEASE-alpha-docs.iso) = 9de4213a490341738cd06f0e943cabfd

MD5 (6.2-RELEASE-amd64-bootonly.iso) = da90d52b86f956c8eb0980ca77d06fd7
MD5 (6.2-RELEASE-amd64-disc1.iso) = bf42599b11b7d8fb468160bd8168e053
MD5 (6.2-RELEASE-amd64-disc2.iso) = 703435e3e34c1c7729cab8a98378d6df
MD5 (6.2-RELEASE-amd64-docs.iso) = 0c826df4dd7280738392cb04188cb183

MD5 (6.2-RELEASE-i386-bootonly.iso) = 4e8701ac951bc4537f8420fdac7efbb5
MD5 (6.2-RELEASE-i386-disc1.iso) = 3d27214700687c0b5390e8b6dd3706e3
MD5 (6.2-RELEASE-i386-disc2.iso) = fd30bfc65ef8adaa67aeffd07c72bf21
MD5 (6.2-RELEASE-i386-docs.iso) = e3512834982a9beebc3670499c7f3817

MD5 (6.2-RELEASE-ia64-bootonly.iso) = a678f17e66b306c9ceabf17d2e820cfc
MD5 (6.2-RELEASE-ia64-disc1.iso) = 30ea0bbef1d6400f8d9c30e2d7cea764
MD5 (6.2-RELEASE-ia64-disc2.iso) = fd0d68530582208fab0377c419500153
MD5 (6.2-RELEASE-ia64-docs.iso) = 4abb963dec5d4f957a3185cebd8534e8
MD5 (6.2-RELEASE-ia64-livefs.iso) = d5325d0084f59b6dbbca4706da7c78e6

MD5 (6.2-RELEASE-pc98-bootonly.iso) = da1bdf4c43dd6e8adcf5bd610a0aa3ad
MD5 (6.2-RELEASE-pc98-disc1.iso) = 31b56ea419c7d1071cbd68f8a1fa2628

MD5 (6.2-RELEASE-powerpc-bootonly.iso) = 3d5ecb6c20a692be9554ba9959e34519
MD5 (6.2-RELEASE-powerpc-disc1.iso) = 53f47b625ef4a6e2ab9ef51e415333d0

MD5 (6.2-RELEASE-sparc64-bootonly.iso) = 40d2e78c023284722478e82f16f77963
MD5 (6.2-RELEASE-sparc64-disc1.iso) = d9830e979013d9e4ac67eab4565aecde
MD5 (6.2-RELEASE-sparc64-disc2.iso) = 9f93f1cf2cb07e40b78b1217b52242c2
MD5 (6.2-RELEASE-sparc64-docs.iso) = 7226efa1edb55a6ee0b8286ee2fe3be6

SHA256 (6.2-RELEASE-alpha-bootonly.iso) = ce8d9183b8c15a9b1fe6ebbf2a72f9797baa5fe3a80e726041eea23efe027b59
SHA256 (6.2-RELEASE-alpha-disc1.iso) = 6ecb22ddd1b400699707c7584bef4fc90ea53852b23859a95aa2b4d659c6baf4
SHA256 (6.2-RELEASE-alpha-docs.iso) = 086b58bda8f89ca942f9f46af77de0ee95cf5a5aa15045b7bbe043ea0d220ae7

SHA256 (6.2-RELEASE-amd64-bootonly.iso) = 29b3c796fffbe758913e45787f2467f2d21f9e2074ff642b3f1b092f59888960
SHA256 (6.2-RELEASE-amd64-disc1.iso) = 60d2d13a23c0e6ecac5547c5e83c53c378c37ae40a04ef4f5f0964c79955cc6f
SHA256 (6.2-RELEASE-amd64-disc2.iso) = b4e9d7e396d60c0b1311853a3f67e8edbbe882ce1ed65b885eaf91e1f553c171
SHA256 (6.2-RELEASE-amd64-docs.iso) = 5c9a5c1ff8d8b588485cfbedf0d7482e3c70841d53f4750ab33e4efdccd67911

SHA256 (6.2-RELEASE-i386-bootonly.iso) = f338404690ebca656c6c15b20a8f82d10fb3f37c237808a3ce7d786509123378
SHA256 (6.2-RELEASE-i386-disc1.iso) = 2099715d561df721833322bc56a4fa8b02c2b77713a1e0bc17fc4b2dded20212
SHA256 (6.2-RELEASE-i386-disc2.iso) = 7399fa52298a76eebedd70436361f0de980412a2d88679054ed5338b7c30a4bf
SHA256 (6.2-RELEASE-i386-docs.iso) = 3962be41cbdf8341e5ed38c8a7ceb762d3b1feb275f961fe21d74e5312e43377

SHA256 (6.2-RELEASE-ia64-bootonly.iso) = 950bdbd9c46aef3e55e98b429813bd7812e2300bbea4c31304282930e04ae25e
SHA256 (6.2-RELEASE-ia64-disc1.iso) = eaf3fe8ffb1458fc0629453ffe58b44f161d4a915dba1fca7f055b4b8209db24
SHA256 (6.2-RELEASE-ia64-disc2.iso) = e43e1360984dae64b9f917118fab8e9e6f0428b9533e11996190f894b035b3ad
SHA256 (6.2-RELEASE-ia64-docs.iso) = f69c57f47fb289da1bee1a812c17f209b48fb7dd1b28cbc7d9ae9719d12f5755
SHA256 (6.2-RELEASE-ia64-livefs.iso) = 0af88079c7451169b09d3765a85042bdc33e1334df5dd5c8a1fbff33e8d16170

SHA256 (6.2-RELEASE-pc98-bootonly.iso) = ee73ce2ab7a7f37adb5d71eb054e6e0ca3d986d2f7b6d80273139bba029cb091
SHA256 (6.2-RELEASE-pc98-disc1.iso) = 22ffa26aecbfad9efafd115ec6b4a74ce75bc920b0b63d159ee5c4bb35d79d1d

SHA256 (6.2-RELEASE-powerpc-bootonly.iso) = 7abc11e7bc9c80e11bcd87e8c85016ca3a6affbc986bbd9b4e02aec4dea17958
SHA256 (6.2-RELEASE-powerpc-disc1.iso) = 0c4533f474f6b79b37bfd3bf3297ef6fc044d82e2b8a64829900924685d2d1db

SHA256 (6.2-RELEASE-sparc64-bootonly.iso) = 902509d63d4beef190c0260ea570901769cb87e30904f7144e45583a5d81913b
SHA256 (6.2-RELEASE-sparc64-disc1.iso) = 9a864e017d652e584a959335088aa36be85d3c78568546afddf2c743e74111c1
SHA256 (6.2-RELEASE-sparc64-disc2.iso) = b5c34512fbc2edc1920ab1f7d811b06be0f79cd27f58ca9c8b93c5d5ebd041d7
SHA256 (6.2-RELEASE-sparc64-docs.iso) = 9d974edf7f100512b2c67fd1b8c0124e370e7b687120f5284e5cc8979e0e18d2
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Introduction


Since the last Status Reports there has been interesting progress in
FreeBSD Development. FreeBSD 7.2 was released just a few days ago. Some
of the highlights include: Support for superpages in the FreeBSD Virtual
Memory subsystem. The FreeBSD Kernel Virtual Address space has been
increased to 6GB on amd64. An updated jail(8) subsystem that supports
multi-IPv4/IPv6/noIP and much more. Lots of FreeBSD Developers are in
Ottawa, Canada attending the FreeBSD Developer Summit that is before
BSDCan. BSDCan officially starts tomorrow and should cover lots of
interesting topics, see the BSDCan
Website [http://www.bsdcan.org/2009/] for more information.


Thanks to all the reporters for the excellent work! We hope you enjoy
reading.


proj Projects team FreeBSD Team Reports arch Architectures docs
Documentation soc Google Summer of Code


FreeBSD BugBusting Team


Mark Linimon bugmeister@ Remko Lodder bugmeister@


We continue to classify PRs as they arrive, with ‘tags’ corresponding to
the kernel subsystem, or man page references for userland PRs. These
tags, in turn, produce lists of PRs sorted both by
tag [http://people.freebsd.org/~linimon/studies/prs/pr_tag_index.html]
and by
manpage [http://people.freebsd.org/~linimon/studies/prs/pr_manpage_index.html]


Mark Linimon (linimon@) has created special reports for the Release
Engineering
Team [http://people.freebsd.org/~linimon/annotated_prs.re.html] to
help focus on regressions and other areas of interest relating to the
release of FreeBSD 7.2 in the coming weeks. This is a refinement of the
‘customized reports for
developers’ [http://people.freebsd.org/~linimon/annotated_prs.sample.html]
announced in the last status report.


A full list of all the automatically generated
reports [http://people.freebsd.org/~linimon/studies/prs/] is also
available. Any recommendations for reports which do not currently exist
but which would be beneficial are welcomed.


Mark Linimon also continues attempting to define the general problem and
investigating possible new work flow models, and will be presenting on
the subject at BSDCan.


The list of PRs recommended for committer
evaluation [http://people.freebsd.org/~linimon/studies/prs/recommended_prs.html]
by the BugBusting team continues to receive new additions. This list
contains PRs, mostly with patches, that the BugBusting team feel are
probably ready to be committed as-is, or are probably trivially resolved
in the hands of a committer with knowledge of the particular subsystem.
All committers are invited to take a look at this list whenever they
have a spare 5 minutes and wish to close a PR.


Since the last status report, the number of open bugs continued to hover
around the 5600 mark, although has began to rise with the 7.2 ports
freeze.


As always, more help is appreciated, and committers and non-committers
alike are invited to join us on #freebsd-bugbusters on EFnet and help
close stale PRs or commit patches from valid PRs.


Try to find ways to get more committers helping us with closing PRs that
the team has already analyzed.


Think of some way for committers to only view PRs that have been in some
way ‘vetted’ or ‘confirmed’.


Generate more publicity for what we’ve already got in place, and for
what we intend to do next.


Define new categories, classifications, and states for PRs, that will
better match our work flow (in progress).


Clang replacing GCC in the base system


Ed Schouten ed@FreeBSD.org Roman Divacky rdivacky@FreeBSD.org Brooks
Davis brooks@FreeBSD.org Pawel Worach pawel.worach@gmail.com Building
FreeBSD with Clang Clang patchset Clang website


The last 3-4 months we’ve been working together with the LLVM developers
to discuss any bugs and issues we are experiencing with their Clang
compiler frontend. The FreeBSD project is looking at the possibility to
replace GCC with Clang as a system compiler. It can compile 99% of the
FreeBSD world and can compile booting kernel on i386/amd64 but it still
contains bugs and its C++ support is still immature.


Ed is maintaining a patchset for the FreeBSD sources to replace cc(1) by
a Clang binary and bootstrap almost all sources with the Clang compiler.


The LLVM developers are very helpful fixing most of the bugs we’ve
reported (over 100). Unfortunately we are currently blocked on some bug
reports that prevent us from building libc, libm, libcrypto and various
CDDL libraries with Clang but the FreeBSD kernel itself compiles and
boots.


Testing Clang with compilation of various applications and reporting
bugs.


Testing the llvm-bmake branch to find more bugs.


Arranging an experimental ports build.


Hungarian Documentation Project


Gábor Kövesdán gabor@FreeBSD.org Gábor Páli pgj@FreeBSD.org Hungarian
Web Page for FreeBSD Hungarian Documentation for FreeBSD The FreeBSD
Hungarian Documentation Project’s Wiki Page Perforce Depot for the
FreeBSD Hungarian Documentation Project


We are proud to announce that the FreeBSD Hungarian web pages have been
extended by the following items:



		Project news entries, staring from 2009 (HTML, RSS, RDF)


		Press releases, starting from 2008 (HTML, RSS)


		Events, starting from 2009 (HTML, RSS)


		Security advisories (HTML, RSS)





We are still hoping that having the FDP
Primer [http://www.freebsd.org/doc/hu/books/fdp-primer/] translated
will encourage others to help our work. Feel free to contribute, every
submitted line of translation or feedback is appreciated and is highly
welcome. For more information on how to contribute, please read the
project’s
introduction [http://www.freebsd.org/hu/docproj/hungarian.html] (in
Hungarian).


Translate news entries, press releases.


Translate Release Notes for -CURRENT and 8.X.


Translate articles.


Translate web pages.


Read the translations, send feedback.


German Documentation Project


Johann Kois jkois@FreeBSD.org Martin Wilke miwi@FreeBSD.org


In February 2009 the German version of the FreeBSD Developer’s handbook
went online. Additionally we managed to update large areas of the FAQ
thanks to the contributions of Benedict Reuschling.


The website (at least the areas we see as relevant for a translation) is
translated and updated constantly.


More volunteers are always welcome of course, as there is still plenty
of work to be done.


Update the existing documentation set (especially the handbook).


Read the translations. Check for problems/mistakes. Send feedback.


BSD-licensed text-processing tools


Gábor Kövesdán gabor@FreeBSD.org Perforce repository


Currently, grep is finished and is only waiting for a portbuild test. It
is known to be more or less feature complete, while it is much smaller
than the GNU version.


As for sort, there has been some progress with the complete rewrite and
it is lacking few options. Performance is to be measured, as well.


Test grep on pointyhat.


Complete sort with the missing features.


Do performance measurements for sort and look for possible optimization
opportunities.


Test sort on pointyhat.


OpenBSM


Robert Watson rwatson@FreeBSD.org TrustedBSD audit mailing list
trustedbsd-audit@TrustedBSD.org OpenBSM web page


The TrustedBSD Project has now released OpenBSM 1.1, the second
production release of the OpenBSM code base. OpenBSM 1.1 has been merged
to FreeBSD 8-CURRENT, and will be merged to 7-STABLE before FreeBSD 7.3.
Major changes since OpenBSM 1.0 include:



		Trail files now include the host where the trail is generated. Crash
recovery has been improved. Trail expiration based on size and date
is now supported; by default trail files will be expired after 10MB
of trails. The default individual trail limit is now 2MB.


		Mac OS X Snow Leopard is now a fully supported platform; launchd(8)
can now be used to launchd auditd(8). Command line tools and
libraries are now supported on Mac OS X Leopard.


		Extended header tokens are now supported, allowing audit trails to be
tagged with a host identifier. IPv6 addresses are now supported in
subject tokens. BSM token and record types have been further
synchronized to OpenSolaris; support for many new system calls has
been added. Local errors and socket types are mapped to and from BSM
values.





Since the last test release, OpenBSM 1.1 beta 1, 32/64-bit compatibility
has been fixed for the auditon(2) system call. A default “expire-after”
of 10MB is now set in audit_control(5). Local fcntl(2) arguments are
now mapped to wire BSM versions using new APIs. The audit_submit(3) man
page has been fixed. A new audit event class has been added for
post-login authentication and access control events.


Migrate to sbufs in token-encoding.


Support for auditing NFS RPCs.


FreeBSD/powerpc G5 Support


Nathan Whitehorn nwhitehorn@freebsd.org


FreeBSD 8.0-CURRENT now has support for PowerPC CPUs operating in the
64-bit bridge mode. This includes the PowerPC 970 (G5) as well as the
POWER3 and POWER4. Currently only Apple systems are known to work.


IBM systems currently are not supported due to missing northbridge
support.


Software fan control on SMU-based Apple G5 systems (G5 iMac, later
Powermac G5) is not available.


Release Engineering


Release Engineering Team re@FreeBSD.org


The Release Engineering Team (with lots of help from lots of other
people) released FreeBSD 7.2 on May 4th, 2009. During this period we
have also begun reminding developers of the upcoming FreeBSD 8.0 release
cycle which is scheduled to begin in early June 2009 with release
targeted at early September 2009.


Dutch Documentation Project


Remko Lodder remko@FreeBSD.org René Ladan rene@FreeBSD.org Overview of
the project and current status Released documentation Perforce
repository


The FreeBSD Dutch Documentation Project is an ongoing project to
translate FreeBSD Documentation into the Dutch language.


The translation of the Handbook was completed last January. It is kept
up-to-date with the English version. Furthermore five articles and the
flyer have been translated.


Some initial work has been done to translate the website, but most
likely more translators are needed to fully realize it.


Recruit more translators.


Keep the translations up-to-date with the English versions.


Finish the translation of the FAQ.


Translate more articles and maybe some books.


Sysinfo - a set of scripts which document your system


Daniel Gerzo danger@FreeBSD.org Public release announcement The FreeBSD
Forums thread


Sysinfo is a shell script, the purpose of which is to automatically
gather system information and document the hardware and software
configuration of the given host system. The goal is to provide a system
operator with descriptive information about an unknown FreeBSD
installation.


It consists of several modules (also shell scripts), thus is easily
extensible and provides an easy way to inspect overall system
configuration.


It has been written as part of my Bachelor thesis and its development is
a work in progress. Therefore, I would appreciate if you could provide
me with some feedback as I will defend my thesis soon. Your feedback is
welcome at the
forums [https://forums.freebsd.org/showthread.php?p=19321] , or
alternatively you can send me a private email.


The tool itself can now be installed using the Ports tree from the
sysutils/sysinfo [http://www.freshports.org/sysutils/sysinfo] port.


Receive additional feedback.


Perform more testing.


Extend and improve the tool.


TrustedBSD MAC Framework in GENERIC


Robert Watson rwatson@FreeBSD.org TrustedBSD discussion mailing list
trustedbsd-discuss@TrustedBSD.org TrustedBSD MAC home page


There is on-going work to allow “options MAC” to be included in the
GENERIC kernel for 8.0. This primarily consists of performance work to
reduce overhead when policies are used, and eliminate when none are
configured. Work to date includes:



		The MAC Framework now detects which object types are labeled by
policies, and MAC label storage is not allocated when it won’t be
used.


		Add MAC Framework DTrace probes so allow more easy analysis of MAC
Framework and policy interactions.


		Eliminate mutex-protected reference count used to prevent module
unload during entry point invocation, and replace with an sx lock and
an rwlock, respectively for long-sleepable and short-sleepable entry
points, significantly lowering the overhead of entering the MAC
Framework. If no dynamic policies are loaded, no locking overhead is
taken.





Move to rmlocks for non-sleepable entry points to reduce cache line
thrashing under load.


Macroize invocation of MAC Framework entry points from the kernel, and
perform caller-side determination of whether MAC is enabled in order to
avoid additional function call overhead in the caller path if MAC is
disabled.


FreeBSD/sparc64 UltraSPARC III support


Marius Strobl marius@FreeBSD.org


Like announced in the previous status report, support for sun4u-machines
based on UltraSPARC III and beyond has been MFC’ed to stable/7 (the last
missing piece was r190297) and thus will be present in the upcoming
7.2-RELEASE and can be already tested with 7.2-RC1. Additionally, as of
r191076 machfb(4) has been fixed to work with UltraSPARC III and beyond,
that fix unfortunately did not make it into 7.2-RC1 but will be in the
final version. The X.Org 7.4 and Firefox ports as well as some other
gecko-based ones like Seamonkey once again have been fixed to also work
and package on sparc64, including on UltraSPARC III and UltraSPARC IIIi
based machines equipped with cards driven by creator(4) or machfb(4).
The driver for the Sun Cassini/Cassini+ as well as National
Semiconductor DP83065 Saturn Gigabit NICs found on-board for example in
Fire V440 and as add-on cards is coming along nicely, the last thing
which needs to be implemented before it can hit CURRENT is support for
jumbo frames.


VFS/NFS DTrace Probes


Robert Watson rwatson@FreeBSD.org


A new DTrace provider, dtnfsclient, has been added to the FreeBSD 8.x
kernel, and will be merged to 7.x before 7.3. The following probes are
available:



		nfsclient:{nfs2,nfs3}:{procname}:start - NFSv2 and NFSv3 RPC start
probes


		nfsclient:{nfs2,nfs3}:{procname}:done - NFSv2 and NFSv3 RPC done
probes


		nfsclient:accesscache:: - NFS access cache flush/hit/miss/load probes


		nfsclient:attrcache:: - NFS attribute cache flush/hit/miss/done





In addition, a number of VFS probes have been added:



		vfs:vop:{vopname}:entry - VOP entry probe


		vfs:vop:{vopname}:return - VOP return probe


		vfs:namei:lookup:entry - VFS name lookup entry probe


		vfs:namei:lookup:return - VFS name lookup return probe


		vfs:namecache:*:* - VFS namecache
enter/enter_negative/fullpath_enter/fullpath_hit/fullpath_miss/fullpath_return/lookup_hit/lookup_hit_negative/lookup_miss/purge/purge_negative/purgevfs/zap/zap_negative
probes





These probes make it much easier to trace NFS and VFS events.


Add VFSOP tracing.


Add RPC-layer tracing, such as RPC retransmits.


Provide decoded NFS RPCs in order to expose transaction IDs and file
handles.


VirtualBox on FreeBSD


Beat Gaetzi beat@FreeBSD.org Bernhard Froehlich decke@bluelife.at Dennis
Herrmann dhn@FreeBSD.org Martin Wilke miwi@FreeBSD.org Virtualbox on
FreeBSD Announcement VirtualBox first Screenshots SUCCESS from Bernhard
Froehlich


After the first mail from Alexander Eichner on the vbox-dev mailinglist,
we started the work on a VirtualBox port. 6 Days was needed to get
VirtualBox to start with over 20 patches. We’d like to say thanks to
Alexander Eichner, all the VirtualBox Developers, Gustau Perez and Ulf
Lilleengen. If you like to play with the current port you can checkout
the port
here [http://svn.bluelife.at/projects/packages/blueports/emulators/virtualbox/].
Please do not ping us about any problems, we know about a lot and are
still working to get them all solved before we do an official call for
testing.


Fix kernel crashes on 7.2-RELEASE.


Code cleanup.


Fix errors on AMD64.


Fix user/permission problems.


Device mmap() Extensions


John Baldwin jhb@FreeBSD.org


GPU device drivers are increasingly requiring more sophisticated support
for mapping objects into both userland and the kernel. For example,
memory used for textures often needs to be mapped Write-Combining rather
than Write-Back. I have recently created three patches to provide
several extensions.


The first patch allows device drivers to use a different VM object to
back specific mmap() calls instead of always using the device pager. The
second patch introduces a new VM object type that can map an arbitrary
set of physical address ranges. This can be used to let userland mmap
PCI BARs, etc. The third patch allows memory mappings to use different
caching modes (e.g. Write-Combining or Uncacheable).


Together I believe these patches provide the remaining pieces needed for
an Nvidia amd64 driver. They will also be useful for future Xorg DRM
support as well. The current set of patches can be safely merged back to
7.x as well.


Currently I am waiting for review and feedback from several folks. I am
hopeful that these patches will be in HEAD soon, prior to the 8.0
freeze.
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The file
ERRATA.TXT contains post-release ERRATA for 3.3 and should always
be considered the definitive place to look *first* before reporting
a problem with this release.  This file will also be periodically
updated as new issues are reported so even if you've checked this
file recently, check it again before filing a bug report.  Any
changes to this file are also automatically emailed to:

    freebsd-stable@FreeBSD.org

For all FreeBSD security advisories, see:

ftp://ftp.FreeBSD.org/pub/FreeBSD/CERT/

For the latest information.

---- Security Advisories:

Current active security advisories for 3.3:     None

---- System Update Information:

The fvwm desktop choice in the X Desktops menu doesn't work.

Fix: Install fvwm from /usr/ports/x11-wm/fvwm2 instead of using the
     desktop menu item and put "fvwm" in your $HOME/.xinitrc and
     $HOME/.xsession files for use by startx/xdm.  You can also build
     and reinstall /usr/src/release/sysinstall from 3.3-STABLE sources
     to fix the X Desktop menu item in question.

The lo0 (loop-back) device is not configured on startup, causing
utilities like mountd to fail.

Fix: Assuming that you experience this problem at all, edit /etc/rc.conf
     and search for where the network_interfaces variable is set.  In
     its value, change the word "auto" to "lo0" since the auto keyword
     doesn't bring the loop-back device up properly, for reasons yet to
     be adequately determined.  Since your other interface(s) will already
     be set in the network_interfaces variable after initial installation,
     it's reasonable to simply s/auto/lo0/ in rc.conf and move on.

The 3.3 ISO image (and 3.3 CDROM #1 from Walnut Creek CDROM)
     mysteriously fails to boot on an ATAPI CDROM device but works
     with SCSI CDROMs (on adaptors which support bootable CDs).

Fix: Either install using boot floppies (see floppies/README.TXT)
     rather than booting from the CDROM or grab the updated ISO image
     from:

       ftp://ftp.FreeBSD.org/pub/FreeBSD/releases/i386/ISO-IMAGES/

     See also the CHECKSUM.MD5 file in that directory to verify whether
     you have the "old" or new image - some mirrors may be slow
     in picking up the uncompressed and gzipped versions of the ISO 9660
     installation image.  As always, Walnut Creek CDROM will also provide
     replacement CDs (once they become available) on request to purchasers
     of the 3.3-RELEASE product.

     This problem was caused by a bug in mkisofs which we're still
     chasing but have, for now, simply worked-around.

Ppp(8) does not properly detect carrier in direct mode.

Fix: Download and install the latest version of ppp(8) from:

       http://www.FreeBSD.org/~brian/ (US)
       http://www.Awfulhak.org/~brian/ (UK)

     or upgrade your system to -stable.

Hitting Ctl-Alt-Space may panic the kernel with the
apm driver which is disabled or is not functional because of
the lack of APM support in the motherboard.

Fix: To fix this, apply the following patch to
     /sys/i386/apm/apm.c and rebuild the kernel.

Index: apm.c
===================================================================
RCS file: /src/CVS/src/sys/i386/apm/apm.c,v
retrieving revision 1.77.2.8
retrieving revision 1.77.2.9
diff -u -r1.77.2.8 -r1.77.2.9
--- apm.c   1999/09/12 01:06:28 1.77.2.8
+++ apm.c   1999/09/20 15:34:29 1.77.2.9
@@ -621,6 +621,9 @@
 apm_suspend(int state)
 {
    struct apm_softc *sc = &apm_softc;
+
+   if (!sc->initialized)
+       return;

    switch (state) {
    case PMST_SUSPEND:


    If you don't like to rebuild the kernel, you can edit your
    keymap file so that it won't cause panic.  Find your keymap
    file in /usr/share/syscons/keymap.  Open it with an editor
    program and locate the following line.

      057   ' '  ' '  nul  ' '  ' '  ' '  susp ' '  O
                                          ~~~~
    Change it to

      057   ' '  ' '  nul  ' '  ' '  ' '  ' '  ' '  O
                                          ~~~ (a quoted space)
    You must change the next line too.

      104   slock saver slock saver susp nop  susp nop  O
                                    ~~~~      ~~~~
    Edit this to

      104   slock saver slock saver nop  nop  nop  nop  O
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  %%START%%-%%STOP%% %%YEAR%%


Introduction


This is a draft of the %%START%%–%%STOP%% %%YEAR%% status report.
Please check back after it is finalized, and an announcement email is
sent to the &os;-Announce mailing list.


This report covers &os;-related projects between %%START%% and %%STOP%%
%%YEAR%%. This is the %%NUM%% of four reports planned for %%YEAR%%.


The %%NUM%% quarter of %%YEAR%% was another productive quarter for the
&os; project and community. [...]


Thanks to all the reporters for the excellent work!


The deadline for submissions covering the period from %%STARTNEXT%% to
%%STOPNEXT%% %%YEARNEXT%% is %%DUENEXT%%, %%YEARNEXT%%.


?>


team &os; Team Reports proj Projects kern Kernel arch Architectures bin
Userland Programs ports Ports doc Documentation misc Miscellaneous
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&title;


]>



Date: Fri, 17 Sep 1999 05:06:44 -0700


From: “Jordan K. Hubbard” <jkh@freebsd.org>

Subject:FreeBSD 3.3-RELEASE is now available.





Yes, it’s that time again! I’m very happy to announce the availability
of FreeBSD 3.3-RELEASE, the latest in our line of releases from the
3.x-STABLE branch. The follow-on to FreeBSD 3.2 (released in May, 1999),
a lot of new drivers have been added, many bugs were fixed and several
important security issues where dealt with. Please see the release
notes for more information.


FreeBSD 3.3-RELEASE is available at
ftp.freebsd.org [ftp://ftp.freebsd.org/pub/FreeBSD] and various FTP
mirror sites throughout the world. It
can also be ordered on CD from The FreeBSD
Mall [http://www.freebsdmall.com/], from where it will be shipping
soon on a 4 CD set containing installation bits for the x86
architectures, as well a lot of other material of general interest to
programmers and end-users alike. (3.3-RELEASE for the Alpha architecture
is available from the FTP site).


NOTE: All of the profits from the sales of this CD set go to support the
FreeBSD Project! We are also trying something new with 3.3-RELEASE in
making disc
#1 [ftp://ftp.FreeBSD.org/pub/FreeBSD/releases/i386/ISO-IMAGES/3.3-install.cd0]
from Walnut Creek CDROM’s official distribution available via anonymous
FTP. [ftp://ftp.freebsd.org/pub/FreeBSD/] This is the most important
CD of their 4 set, one which will allow users to install the base system
and all of its most important add-ons from a single ISO 9660 image. We
are doing this because the ISO image is rapidly becoming the preferred
format for distributing operating system releases and we’re certainly
not going to go out of our way to make FreeBSD harder to “test drive” if
providing the standard NFS/FTP network installation methods is no longer
enough. We can’t promise that all the mirror sites will carry the rather
large installation (660MB) image, but it will at least be available
from:


ftp://ftp.FreeBSD.org/pub/FreeBSD/releases/i386/ISO-IMAGES/3.3-install.cd0.


along with the more traditional 3.3-RELEASE bits. If you can’t afford
the CDs, are impatient, or just want to use it for evangelism purposes,
then by all means download the ISO, otherwise please do continue to
support the FreeBSD project by purchasing one of its official CD
releases from Walnut Creek CDROM [http://www.freebsdmall.com].


The official FTP distribution site for FreeBSD is:



ftp://ftp.FreeBSD.org/pub/FreeBSD



Or via the WEB page at:



http://www.freebsdmall.com



and



http://www.cdrom.com



And directly from Walnut Creek CDROM:




Walnut Creek CDROM


4041 Pike Lane, #F

Concord CA, 94520 USA

Phone: +1 925 674-0783

Fax: +1 925 674-0821

Tech Support: +1 925 603-1234

Email: info@cdrom.com

WWW: http://www.cdrom.com/









Additionally, FreeBSD is available via anonymous FTP from mirror
sites in the following countries:
Argentina, Australia, Brazil, Bulgaria, Canada, the Czech Republic,
Denmark, Estonia, Finland, France, Germany, Hong Kong, Hungary, Iceland,
Ireland, Israel, Japan, Korea, Latvia, Malaysia, the Netherlands,
Poland, Portugal, Romania, Russia, Slovenia, South Africa, Spain,
Sweden, Taiwan, Thailand, the Ukraine and the United Kingdom (and quite
possibly several others which I’ve never even heard of :).


Before trying the central FTP site, please check your regional mirror(s)
first by going to:



ftp://ftp.<yourdomain>.freebsd.org/pub/FreeBSD



Any additional mirror sites will be labeled ftp2, ftp3 and so on.


The latest versions of export-restricted code for FreeBSD (2.0C or
later) (eBones and secure) are also being made available at the
following locations. If you are outside the U.S. or Canada, please get
secure (DES) and eBones (Kerberos) from one of the following foreign
distribution sites:



		South Africa


		
ftp://ftp.internat.FreeBSD.ORG/pub/FreeBSD


ftp://ftp2.internat.FreeBSD.ORG/pub/FreeBSD








		Brazil


		ftp://ftp.br.FreeBSD.ORG/pub/FreeBSD


		Finland


		ftp://nic.funet.fi/pub/unix/FreeBSD/eurocrypt
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  October-December 2009


Introduction


This report covers &os; related projects between October and December
2009. This is the last of the four reports covering 2009, which has
shown to be a very important year for the &os; Project. Besides other
notable things, a new major version of &os;, 8.0-RELEASE, has been
released, while the release process for 7.3-RELEASE is soon to begin.


Thanks to all the reporters for the excellent work! We hope you enjoy
reading. Let us also take this opportunity to wish you all a happy and
successful new year for 2010.


Please note that the deadline for submissions covering the period
between January and March 2010 is April 15th, 2010.


soc Google Summer of Code proj Projects team &os; Team Reports net
Network Infrastructure kern Kernel docs Documentation arch Architectures
ports Ports vendor Vendor / 3rd Party Software misc Miscellaneous bin
Userland utilities


DAHDI (Zaptel) support for &os;


Max Khon fjoe@FreeBSD.org Official Announcement SVN repository


A DAHDI support module for &os; has been created in the official
Asterisk SVN repository.


The following drivers are currently ported:



		main DAHDI driver


		all software echo cancellation drivers


		dahdi_dynamic


		dahdi_dynamic_loc





The following HW drivers are currently ported and tested:


wct4xxp, including HW echo cancellation support (Octasic)



		Digium TE205P/TE207P/TE210P/TE212P: PCI dual-port T1/E1/J1


		Digium TE405P/TE407P/TE410P/TE412P: PCI quad-port T1/E1/J1


		Digium TE220: PCI-Express dual-port T1/E1/J1


		Digium TE420: PCI-Express quad-port T1/E1/J1





wcb4xxp



		Digium B410: PCI quad-port BRI


		Junghanns.NET HFC-2S/4S/8S duo/quad/octoBRI


		OpenVox B200P/B400P/B800P


		BeroNet BN2S0/BN4S0/BN8S0





The port for dahdi_dynamic_eth and dahdi_dynamic_ethmf is underway.


More HW drivers need to be ported.


Please let me know if you can provide remote access with serial console
to any box with ISDN/T1/E1 HW not currently supported by DAHDI for &os;
but supported by DAHDI for Linux. I am also interested in porting
drivers for FXO/FXS cards. Please let me know if you can provide a
remote access or donate a card.


CAM-based ATA implementation


Alexander Motin mav@FreeBSD.org Scott Long scottl@FreeBSD.org


Existing ata(4) infrastructure, which has been around many years, has
various problems and limitations when compared to modern
controllers/device support. Although the CAM subsystem (used for SCSI)
is almost as old as ata(4), it is more eligible to solve the current
problems. To reduce code duplication and better support border cases
such as ATAPI and SAS, we have started to develop a new CAM based ATA
implementation.


As such, CAM infrastructure has been extended to support different
transports. New transport has been implemented to support PATA/SATA
buses. To support ATA disks, a new CAM driver (ada) has been written.
ATAPI devices are supported by existing SCSI drivers cd, da, sa, etc. To
support SATA port-multipliers another new CAM driver (pmp) has been
written. To support most featured and widespread SATA controllers, new
drivers ahci(4) and siis(4) have been developed.


To support legacy ATA controllers, a kernel option ATA_CAM has been
added. When used, it makes all ata(4) controllers directly available to
CAM, deprecating ata(4) peripheral drivers and external APIs. To make
this possible, ata(4) code has been heavily refactored, making
controller driver API stricter.


Command queuing support gives new ATA implementation up to double
performance benefit on some workloads, with 20-30% improvement quite
usual.


SATA Port Multiplier support makes it easy to build fast and cheap
storage with huge capacities, by using dozens of SATA drives in one
system or external enclosures,


Some of that code has been presented in the recently released &os;
8.0-RELEASE but 8-STABLE now includes a much improved version.


Improve timeout and transport error recovery.


Improve hot-plug support.


Find and fix any show stoppers for legacy ata(4) deprecation.


Write a new, more featured driver for Marvell SATA controllers
(specifications desired).


Write SAS-specific transport and drivers for SAS HBAs (specifications
desired). SAS controllers can support SATA devices and multipliers, so
it should fit nicely into the new infrastructure.


Chromium web browser


Ben Laurie ben@links.org test builds and port progress first build
information


Chromium is a Webkit-based web browser that is largely BSD licensed. It
has been ported from Linux to &os; in October and we have been posting
patches and test builds periodically since then. Chromium works well on
&os; — it is very fast and stable but there are a handful of rough edges
that need to be polished up. Two remaining bugs should probably be fixed
before releasing a chromium-devel port. We are looking for volunteers to
test and maintain this port to make this BSD browser a viable option on
&os; desktop systems.


Fix sporadic rendering freezes.


Fix JavaScript interpreter, v8, on i386 architecture.


SUJ — Journaled SoftUpdates


Jeff Roberson jeff@FreeBSD.org


I have been adding a small intent log to SoftUpdates to eliminate the
requirement for fsck after an unclean shutdown. This work has been
funded by Yahoo!, iXsystems, and Juniper. Kirk McKusick has been aiding
me with design critiques and helping me better understand SoftUpdates.


Extensive testing by myself and Peter Holm has yielded a stable patch.
Current users are encouraged to follow the instructions posted to the
current@FreeBSD.org mailing list to verify stability in your own
workloads. Updates are forthcoming and it is expected to be merged to
9.0-CURRENT before the end of January. Ports to older versions of &os;
will be available in SVN under alternate branches. Official backports
will be decided by re@ when 9.0-CURRENT is stable.


The changes are fully backwards and forwards compatible as there are
very few metadata changes to the filesystem. The journal may be enabled
or disabled on existing FFS filesystems using tunefs(8). The log
consumes 64 MB of space at maximum and fsck time is bounded by the size
of the log rather than the size of the filesystem. Other details are
available in my technical journal.


Ports Collection


Mark Linimon linimon@FreeBSD.org The &os; Ports Collection Contributing
to the &os; Ports Collection &os; ports monitoring system The &os; Ports
Management Team marcuscom Tinderbox


Most of the recent activity has been dealing with the 8.0-RELEASE
process. As an experiment, we have tried to decouple the ports QA
timeline as much as possible from the src QA timeline. Although this
meant that the impact on people actively maintaining and using ports has
been much less than in previous releases, it still has not solved the
problem of the release going out with a stale set of packages. We are
still trying to come up with a better solution for the problem.


The ports count is over 21,000. The PR count jumped to over 1,000 but is
now back to around 950.


We are currently building packages for amd64-6, amd64-7, amd64-8,
i386-6, i386-7, i386-8, i386-9, ia64-8, sparc64-7, and sparc64-8. This
represents the addition of i386-9 and ia64-8 since the last report.


There has been some discussion of when to drop regular package builds
for 6.X but no decision has been made yet. The cluster and the port
managers are struggling to keep up with so many branches being active
all at the same time.


Mark Linimon continues to make progress on the cluster nodes. Almost
every node that does not have a hard disk failure is now online. In
addition, he continues to make progress debugging problems that
occasionally take nodes offline.


The next task is to characterize the overall performance of the build
cluster. The question has been asked of us, “what would it take to speed
up package builds?” There is no one simple answer. It is not merely a
matter of having a larger number of package building machines, so before
asking for funding we first need to identify the current bottlenecks.
While we are starting to understand the problems on the nodes, the
problems on the dispatch machine itself are much harder. Complicating
the matter is that there are several periodic processes (ZFS backup, ZFS
expiration, and errorlog compression, among others) that can combine to
slow that machine significantly. The simultaneous interaction of all
these is proving difficult to quantify.


Between Pav Lucistnik and Martin Wilke, many more experimental ports
runs have been completed and committed.


We have added 3 new committers since the last report, and 1 older one
has rejoined us.


We are still trying to set up ports tinderboxes that can be made
available to committers for pre-testing.


Most of the remaining ports PRs are “existing port/PR assigned to
committer”. Although the maintainer-timeout policy is helping to keep
the backlog down, we are going to need to do more to get the ports in
the shape they really need to be in.


Although we have added many maintainers, we still have more than 4,700
unmaintained ports. (See, for instance, the list on portsmon. The
percentage remains steady at just over 22%.) We are always looking for
dedicated volunteers to adopt at least a few unmaintained ports. As
well, the packages on amd64 and especially sparc64 lag behind i386, and
we need more testers for those.


&os;/sparc64


Marius Strobl marius@FreeBSD.org


The main thing that has taken place since the last Status Report is that
I have gotten to the bottom of the remaining PCI problems with Sun Fire
V215/V245 and support for these has been completed and since r202023 now
is part of 9.0-CURRENT. With some luck it will also be part of the
upcoming 7.3-RELEASE.


Some other news:



		Two bugs in the NFS server causing unaligned access and thus panics
on sparc64 and all other architectures with strict alignment
requirements (basically all Tier-2 ones) have been fixed. There
likely will be a 8.0-RELEASE Erratum Notice released for these.


		&os; has been adopted to the changed firmware of newer Sun Fire V480
(those equipped with version 7 Schizo bridges) and has been reported
to now run fine on these. The necessary change will be part of
7.3-RELEASE. Unfortunately, using the on-board NICs in older models
of Sun Fire V480 (at least those equipped with version 4 Schizo
bridges) under &os; still leads to the firmware issuing a FATAL RESET
due to what appears to be a CPU bug, which needs to be worked around.


		Work on supporting Sun Fire V1280 has been started but still is in
very early stages. Unfortunately, these are rather quirky machines.
After solving two firmware specialties the loader now is able to boot
the kernel but the latter currently still fails in early cycles as
trying to take the trap table over from the firmware results in a
solid hang.





3G USB support


Andrew Thompson thompsa@FreeBSD.org


Recently, a bunch of new device IDs have been added for the u3g(4)
cellular wireless driver; the list should be comparable now with other
operating systems around. A lot of these devices have a feature where
the unit first attaches as a disk or CD-ROM that contains the Win/Mac
drivers. This state should be detected by the u3g driver and the usb
device is sent a command to switch to modem mode. This has been working
for quite some time but as it is implemented differently for each vendor
I am looking for feedback on any units where the auto switchover is not
working (or the init is not recognized at all). Please ensure you are
running an up to date kernel, like r201681 or later from 9.0-CURRENT, or
8-STABLE after the future merge of this revision.


The &os; German Documentation Project


Johann Kois jkois@FreeBSD.org Benedict Reuschling bcr@FreeBSD.org Martin
Wilke miwi@FreeBSD.org German Documentation Project Homepage


We are happy to announce that Benedict Reuschling is now free from
mentorship and can commit to the documentation tree on his own.


Since the last status report, the German Documentation Team has chased
updates to various sections of the &os; Handbook, FAQ and the German
website. Many handbook pages have been updated to the latest version,
including chapters about configuration, disks, kernel configuration,
printing, multimedia and virtualization.


We require help from volunteers that are willing to contribute bug fixes
or translations. The following documents need active maintainership and
are a good training ground for those willing to join the translation
team:



		arch-handbook/jail/


		developers-handbook/I10n/


		developers-handbook/policies/


		developers-handbook/sockets/ (translation from scratch)


		handbook/firewalls/ (translation from scratch)


		handbook/security/


		porters-handbook/





Read the translations and report bugs to
de-bsd-translators@de.FreeBSD.org.


Translate articles or missing sections listed above.


The &os; Spanish Documentation Project


Gábor Kövesdán gabor@FreeBSD.org Introduction to the Spanish
Documentation Project Translators’ Mailing List


There is one article translation pending review. Apart from this,
neither translations nor maintenance work have been done. We need more
volunteers, mostly translators but we are glad to have more reviewers,
as well. One can join by simply subscribing to the translators’ mailing
list where all the work is done.


Update Handbook translation.


Update webpage translation.


Add more article translations.


The &os; Hungarian Documentation Project


Gábor Kövesdán gabor@FreeBSD.org Gábor Páli pgj@FreeBSD.org Hungarian
Web Page for &os; Hungarian Documentation for &os; The &os; Hungarian
Documentation Project’s Wiki Page Perforce Depot for the &os; Hungarian
Documentation Project


In the last months, no new translation has been added. Lacking human
resources, we can only manage to keep the existing documentation and web
page translations up to date. If you are interested in helping us,
please contact us via the email addresses noted above.


Translate release notes.


Add more article translations.


The &os; Forums


&os; Forums Admins forum-admins@FreeBSD.org &os; Forums Moderators
forum-moderators@FreeBSD.org


Since the last report we have seen a growth of 2,000 users on our forums
resulting in approximately 10,000 registered users at this time. The
posts count is about to reach 60,000 soon, which are contained in almost
9,000 threads.


The sign-up rate still hovers between 50-100 each week. The total number
of visitors (including ‘guests’) is currently hard to gauge, but is
likely to be a substantial multiple of the registered userbase.


New topics and posts are actively ‘pushed out’ to search engines. This
in turn makes the forums show up in search results more and more often,
making it a valuable and very accessible source of information for the
&os; community.


One of the contributing factors to the forums’ success is their
‘BSD-style’ approach when it comes to administration and moderation. The
forums have a strong and unified identity and are very actively
moderated, spam-free, and with a core group of very active and helpful
members, dispensing many combined decades’ worth of knowledge to
starting, intermediate and professional users of &os;.


V4L support in Linux emulator


J.R. Oldroyd fbsd@opal.com


V4L video support in the Linux emulator is now available.


This work allows Linux applications using V4L video calls to work with
existing &os; video drivers that provide V4L interfaces. It is tested
and working with the net/skype port and also with browser-based Flash
applications that access webcams. An early version has been committed to
9.0-CURRENT and work is in progress to commit the latest version and
then MFC. It is also tested on &os;-8.0/amd64 and &os;-7.2/i386.


Note: to be clear, this does not add V4L support to all webcams. The
&os; camera driver must already offer V4L support itself in order for a
Linux application to be able to use that camera. The multimedia/pwcbsd
port provides the pwc(4) driver that already has V4L support. If your
camera is supported by a different driver, you will need to enhance that
driver to add V4L support.


The webcamd deamon


Hans Petter Selasky hselasky@FreeBSD.org


The webcamd daemon enables hundreds of different USB based webcam
devices to be used under the &os;-8/9 operating system. The webcam
daemon is basically an application, which is a port of Video4Linux USB
webcam drivers into userspace on &os;. The daemon currently depends on
libc, pthreads, libusb and the VIDEO4BSD kernel module.


Add support for the remaining Video4Linux USB devices.


Make patches for increased buffer sizes, due to higher latency in
userspace. Especially for High Speed USB.


Group Limit Increase


Brooks Davis brooks@FreeBSD.org


Historically, &os; has limited the number of supplemental groups per
process to 15 (NGROUPS_MAX was incorrectly declared to be 16). In &os;
8.0-RELEASE we raised the limit to 1023, which should be sufficient for
most users and will be acceptably efficient for incorrectly written
applications that statically allocate NGROUPS_MAX + 1 entries.


Because some systems such as Linux 2.6 support a larger group limit, we
have further relaxed this restriction in 9.0-CURRENT and made
kern.ngroups a tunable value, which supports values between 1023 and
INT_MAX - 1. We plan to merge this to 8-STABLE before 8.1-RELEASE.


Syncing pf(4) with OpenBSD 4.5


Ermal LuÃ§i eri@FreeBSD.org Viewing the changes. The actual repo to
build from.


This import is based on OpenBSD 4.5 state of pf(4). It includes many
improvements over the code currently present in &os;. The actual new
feature present in pf45 repository is support for divert(4), which
should allow tools like snort_inline to work with pf(4) too.


Currently, the pf(4) import is considered stable with normal kernel, as
well as VIMAGE enabled kernels.


pflow(4)/pflog(4)/pfsync(4) need to be made VIMAGE aware.


More regression testing is needed.


NFSv4 ACL support


Edward Tomasz Napierala trasz@FreeBSD.org


Native NFSv4 ACL support in ZFS and UFS has been committed into
9.0-CURRENT. It is expected to be MFCed in order to make it into &os;
8.1-RELEASE.


Support for NFSv4 ACLs in tar(1).


MFC.


Ralink wireless RT2700U/2800U/3000U run(4) USB driver


Akinori Furukoshi moonlightakkiy@yahoo.ca Announcement on the &os;
Forums


The run(4) driver brings support for Ralink RT2700U/2800U/3000U USB
wireless devices. For detailed information and list of all the supported
devices, please see the above mentioned URL. The source code has been
imported to the USB P4 repository on January 10, 2010 (172906).


Solve USB_TIMEOUT problem when sending beacons, and/or confirm which
chipsets supports AP mode if all of them do not support it.


Read TX stats for AMRR on AP mode, and/or confirm which chipsets
supports AP mode if all of them do not support it.


Maintain the code.


&os;/mips


The &os;/mips mailing list mips@FreeBSD.org Warner Losh imp@FreeBSD.org


The base/projects/mips branch has been merged into 9.0-CURRENT. The
merge is complete and the sanity tests have passed. The code has booted
on both a Ubiquiti RouterStation (big endian) as well as in gxemul
(little endian).


The branch lived for one year, minus a day, and accumulated much work:



		A new port to the Atheros AR71xx series of processors. This port
supports the RouterStation and RouterStation PRO boards from
Ubiquiti. Other boards should work with minimal tweaking. This port
should be considered as nearing production quality, and has been used
extensively by the developers. The primary author of this port is
Oleksandr Tymoshenko (gonzo@FreeBSD.org).


		A new port to the SiByte BCM1250 SoC on the BCM91250 evaluation board
(aka SWARM). This port is reported to be stable, but this hardware is
a little old and not widely available. The primary author of this
port is Neel Natu (neel@FreeBSD.org). Only one core is presently
supported.


		A port, donated by Cavium, to their Octeon and Octeon plus series of
SoC (CN3xxx and CN5xxx). This code is preliminary, supporting only a
single core right now. It has been lightly tested on the CN3860
evaluation board only in 32-bit mode. Warner Losh (imp@FreeBSD.org)
has been driving the efforts to get this code into the tree.


		A port, donated by RMI, to their XLR series of SoCs. This port is
single core only, as well. The code reaches multi-user but should be
considered beta quality for the moment. Randal Stewart
(rrs@FreeBSD.org) has been driving the efforts to integrate this into
the tree.


		Preliminary support for building a mips64 kernel from this source
base. More work is needed here, but at least two kernels successfully
build in 64-bit mode (OCTEON1 and MALTA64).


		Very early support for N32 and N64 ABIs


		Support for booting compressed kernels has been added (gonzo@).


		Improved support for debugging


		Improved busdma and bus_space support


		Many bug fixes


		More types of MIPS cores are recognized


		Expanded cache handling for newer processors


		Beginning of a port to the alchemy au1XXX cpus is present, but
experimental.


		Work on SMP is underway to support multicore processors like the
SiByte, Octeon and XLR processors.





The development branch had been updated incorrectly several times over
the past year, and the damage was too much to repair. We have retired
the branch and will do further mips development in 9.0-CURRENT for the
time being. If you have a checked out tree, the suggested way to update
the projects/mips tree you have is to do a “svn switch
svn://svn.FreeBSD.org/base/head” in that tree.


I would like to thank everybody that has contributed time, code or
hardware to make &os;/mips better.


As development proceeds, I will keep posting updates. In addition, I
hope to have some mini “how-to” wiki pages done for people that want to
try it out.


We are still investigating how feasible merging all this work into
8-STABLE will be, as it represents a huge leap forward in code stability
and quality.


Flattened Device Tree for embedded &os;


Rafal Jaworowski raj@semihalf.com Project wiki pages Project P4 branch


The purpose of this project is to provide &os; with support for the
Flattened Device Tree (FDT) technology, the mechanism for describing
computer hardware resources, which cannot be probed or self enumerated,
in a uniform and portable way. The primary consumers of this technology
are embedded &os; platforms (ARM, AVR32, MIPS, PowerPC), where a lot of
designs are based on similar chips but have different assignment of
pins, memory layout, addresses bindings, interrupts routing and other
resources.


Current state highlights:


Environment, supported tools



		Integrated device tree compiler (dtc) and libfdt into &os; userspace,
kernel and loader build





loader(8)



		Full support for device tree blob handling


		Load, traverse, modify (including add/remove) device tree nodes and
properties


		Pass the device tree blob to the kernel


		Both ARM and PowerPC loader(8) supported





Kernel side FDT support (common)



		Developed OF interface for FDT-backed platforms


		ofw_bus I/F (and /dev/openfirm) available with FDT


		Integrated FDT resources representation with newbus (fdtbus and
simplebus drivers)





PowerPC kernel (Freescale MPC85XX SOC)



		MPC8555CDS and MPC8572DS successfully converted to FDT conventions





ARM kernel (Marvell Orion, Kirkwood and Discovery SOC)



		Work in progress on integrating FDT infrastructure with ARM platform
code





Work on this project has been sponsored by the &os; Foundation.


Complete missing pieces for PowerPC (PCI bridge driver conversion to
FDT).


Complete ARM support.


Merge to SVN.


HAST — Highly Available Storage


Pawel Jakub Dawidek pjd@FreeBSD.org Announcement


HAST software will provide synchronous replication of any GEOM provider
(eg. disk, partition, mirror, etc.) or file from one &os; machine
(primary node) to another one (secondary node).


Because data is replicated at the block level neither applications, nor
file systems have to be modified to take advantage of this
functionality.


The functionality that HAST software will provide is very similar to the
functionality provided by the DRBD project for Linux.


The HAST project is sponsored by the &os; Foundation.


Work is progressing well; first milestone was reached in December 2009
and the expected project completion date is January 31, 2010.


Check out &os; mailing lists for patches to test in February and wish me
good luck!


And by the way, do not forget to donate to the &os; Foundation, as your
donations make projects like this possible.


Thank you!


Wireless mesh networking


Rui Paulo rpaulo@FreeBSD.org


Development of the &os; 802.11s stack continues. The code in &os; HEAD
has been updated to comply with draft 4.0. Merge to &os; 8-STABLE will
be done soon.


The developer is looking for funding to be able to implement mesh link
security algorithms and/or coordinated channel access (performance
improvement).


&os; TDM Framework


Rafal Czubak rcz@semihalf.com Michal Hajduk mih@semihalf.com


Important changes regarding &os; TDM Framework since the last status
report:



		Fully functional TDM controller driver for Marvell Kirkwood and
Discovery SoCs.


		Working voiceband channel character device driver.


		Working Si3215, Si3050 codec drivers on corresponding FXS, FXO ports.


		Demo application, which is capable of manipulating voiceband channel
and codec state, starting/stopping channel transfers and echoing on
single channel.


		Preliminary version of driver bridging the voiceband infrastructure
with Zaptel/DAHDI.





Improve various issues regarding working drivers and demo application.


Test Si3050 codec driver operation with PSTN.


Fully integrate voiceband infrastructure with Zaptel/DAHDI telephony
hardware drivers.


POSIX utmpx for &os;


Ed Schouten ed@FreeBSD.org Announcement POSIX specification NetBSD’s
implementation OpenSolaris’ implementation


On January 13, I removed the utmp user accounting database and replaced
it with a new POSIX utmpx implementation. Unfortunately, the upgrade
path is a bit complex, because the utmp interface provided almost no
library interface to interact with the database files.


This change may have caused some regressions. Some ports may fail to
build, while there could also be bugs in the library functions.


Get a list of broken ports.


Fix them to comply to standards.


Send patches upstream.


BSD-licensed iconv


Gábor Kövesdán gabor@FreeBSD.org Sources in the Perforce repository


Good compatibility has been ensured and there are only few pending items
that have to be reviewed/enhanced. Recently, an enhancement has been
completed, which makes it possible to accomplish better transliteration,
just like in the GNU version. An initial testing patch is expected at
the beginning of February.


Enhance conversion tables to make use of enhanced transliteration.


A performance optimization might be done later.


BSD-licensed text processing tools


Gábor Kövesdán gabor@FreeBSD.org Perforce repository


As 8.0-RELEASE is out, BSD bc/dc can be now committed to 9.0-CURRENT. We
are only waiting for an experimental package building to make sure there
are no regressions after this change. BSD grep is complete but it cannot
be integrated yet because of some regex library issues. We need first a
fast and modern regex library so that we can change to BSD grep. BSD
sort has few incomplete features and needs some performance review.


Commit BSD bc/dc.


Implement remaining features for sort and optimize performance.


NVIDIA amd64 driver


John Baldwin jhb@FreeBSD.org Release Announcement


NVIDIA has released the first BETA version of its graphics drivers for
&os;/amd64. Note that this driver will work on &os; versions 7.3-RELEASE
or 8.0-RELEASE and later. It also works on very recent versions of
7.2-STABLE. More details are provided in the official release
announcement.


&os; Bugbusting Team


Gavin Atkinson gavin@FreeBSD.org Mark Linimon linimon@FreeBSD.org Remko
Lodder remko@FreeBSD.org Volker Werth vwe@FreeBSD.org GNATS BugBusting
Experimental report pages PRs recommended for committer evaluation by
the bugbusting team Subscription list for the above report)


Bugmeister Gavin Atkinson has now been granted a src commit bit, and is
now starting to work through some of our backlog.


The list of PRs recommended for committer evaluation by the Bugbusting
Team continues to receive new additions; however, it has not yet
achieved high visibility. (This list contains PRs, mostly with patches,
that the Bugbusting Team consider potentially ready to be committed
as-is, or are probably trivially resolved in the hands of a committer
with knowledge of the particular subsystem.) One of the suggestions at
the Cambridge devsummit was to create a way for people to be emailed the
weekly summary that is posted to freebsd-bugs@, and this has now been
implemented. Please email linimon@FreeBSD.org to ask to be added to the
recommended_subscribers.txt file (see above).


We continue to classify PRs as they arrive, adding ‘tags’ to the subject
lines corresponding to the kernel subsystem involved, or man page
references for userland PRs. These tags, in turn, produce lists of PRs
sorted both by tag and by manpage. At this point most of the PRs that
refer to supported versions of &os; have been converted, and we are
keeping up as new ones come in. We hope that this is making it easier to
browse the PR database.


The overall PR count jumped to over 6,200 during the 8.0-RELEASE release
cycle but seems to have stabilized at around 6,100. As in the past, we
have a fairly good clearance rate for ports PRs but much less so for
other PRs. (Partly this is due to the concept of individual ports having
‘maintainers’.)


Try to find ways to get more committers helping us with closing PRs that
the team has already analyzed.


&os;/ia64


Marcel Moolenaar marcel@FreeBSD.org


Work continues on our ia64 port. Many recent commits to help improve
stability have been made to 9.0-CURRENT and MFCed to 8-STABLE.


Due to interest from a very motivated user, package builds have been
restarted for ia64-8. This is primarily intended as a QA step to
discover and fix bugs on ia64, rather than to create packages for
upload.


Based on the above, Mark Linimon documented how to add more
architectures to the package cluster scheduler. (This work will also be
of use in an upcoming effort to start powerpc package builds.)


There are currently 3 ia64 machines online and building packages. The
machines seem stable as long as multiple simultaneous package builds are
not attempted, in which case they get machine checks. This is puzzling,
since other heavy workloads seem stable on the same machines.


Continue to try to understand why multiple simultaneous package builds
bring the machines down.


Upgrade the firmware on the two machines at Yahoo! to see if that helps
the problem.


Configure a fourth machine that has been made available to us.


Figure out the problems with the latest GCC port on ia64.


We can use some help with reviewing the ia64 platform pages and bringing
them up-to-date.


bwn(4) — Broadcom Wireless driver


Weongyo Jeong weongyo@FreeBSD.org bwn(4) sources in P4


bwn(4) is replacing bwi(4) driver for to the following reasons:



		Uses latest v4 firmware image instead of using the much older v3
firmware. In this way, we have some great benefits, such as support
for N-PHYs and the fixes of various earlier firmware bugs.


		Supports PIO mode. This is important because — as you might know —
the Broadcom Wireless Driver is created by reverse-engineering so
some pieces of hardware might not work with DMA operations.


		Supports 64 bit DMA operations.


		Separates bwi(4) driver into two parts; siba(4) driver and bwn(4)
driver. Many Broadcom wireless and NIC devices are based on Silicon
Sonics Backplane, such as bwi(4), which implemented the SIBA
operations internally. This resulted in code duplication as other
drivers had to implement their own routines to deal with SIBA. In the
case of bwn(4), these two parts have been separated and implemented
in their own kernel modules to avoid this problem and help further
development by providing a standalone siba(4) driver.





Currently, it is tested on big/little endian machines and 32/64-bit DMA
operation with STA mode. A major patch for siba(4) is being reviewed
before committing into 9.0-CURRENT.


MESH/IBSS/HOSTAP mode is not supported.


LP/N PHYs are not supported.


&os; Release Engineering


Release Engineering Team re@FreeBSD.org


The Release Engineering Team announced &os; 8.0-RELEASE on November
26th, 2009. With 8.0-RELEASE completed planning has begun for
7.3-RELEASE. The schedule has been set with the release date planned for
early March 2010.


The Release Engineering Team would like to thank George Neville-Neil
(gnn@) for his service on the team. George continues to work with the
&os; Project but has stepped down from the Release Engineering Team to
focus on other activities.


IP Payload Compression Protocol support


Bjoern A. Zeeb bz@FreeBSD.org


One of the longer outstanding feature problems with the &os; IP security
stack, broken IP Payload Compression Protocol (IPcomp) support, has been
fixed.


While working on the fix, various problems had been identified:



		Problems with the IPcomp packet handling in IPsec.


		opencrypto compression handling and deflate implementation
limitations. These were debugged using DTrace SDT probes.


		Problems due to an outdated version of zlib used in some parts of the
network stack and by the opencrypto framework.





Patches for all but the zlib support have been committed to 9.0-RELEASE
and merged to all supported stable branches including 6-STABLE. Special
thanks to Eugene Grosbein for helping with testing.


Fix ng_deflate so that we can make use of Kip Macy’s work on an
up-to-date unified zlib version in the kernel, which would also fix the
last occasional IPcomp hiccups.


The &os; Foundation Status Report


Deb Goodkin deb@FreeBSDFoundation.org The &os; Foundation Follow us on
Twitter


Despite a difficult economy, we more than doubled our number of donors,
we raised $269K towards our goal of $300K, and with an improved economy
hope to surpass that this year.


We have funded two new projects. One is the Flattened Device Tree by
Rafal Jaworowski. And, the second one is Highly Available Storage by
Pawel Jakub Dawidek. We continued supporting the New Console Driver by
Ed Schouten and Improvements to the &os; TCP Stack by Lawrence Stewart.
We also purchased equipment for several projects.


We have big plans for the new year! We are going to significantly
increase our project development and equipment spending. Stay tuned for
a project proposal submission announcement soon. We just announced that
we are accepting travel grant applications for AsiaBSDCon and will be
accepting them soon for BSDCan. And, we are working on infrastructure
projects to beef up hardware for package-building, network-testing, etc.


Read more about how we supported the project and community by reading
our end-of-year newsletter available at
http://www.FreeBSDFoundation.org/press/2009Dec-newsletter.shtml.


We are fund-raising for 2010 now! Find out more at
http://www.FreeBSDFoundation.org/donate/.


VirtualBox on &os;


Beat Gaetzi beat@FreeBSD.org Bernhard Froehlich decke@bluelife.at
Juergen Lock nox@FreeBSD.org Martin Wilke miwi@FreeBSD.org


VirtualBox 3.1.2 has been committed to the ports tree.


Several changes to the port have been performed with this update
including:



		Port has been renamed to virtualbox-ose to reflect that we are now
using the OSE version.


		A separate port for the kernel modules has been created —
virtualbox-ose-kmod.


		A separate port for guest additions for &os; guests has been created
— virtualbox-ose-additions.


		Proper &os; support for PulseAudio has been added.


		Procfs is not required anymore because vbox uses sysctl(3) now.


		Juergen Lock’s &os; host networking patches have been added. They are
now also in the upstream vbox SVN (modulo vbox variable naming style
adjustments).


		Allow direct tap networking again (for users that need the best
network performance and/or need more complex network setups, like
when they want to use routing instead of bridging to e.g. protect
guests from messing with the lan’s ARP tables; a tap + routing +
proxy arp example is in the above freebsd-emulation@ posting.)


		Enable vbox’s shared MAC feature when using bridged mode on a Wifi
interface, together with the virtualbox-ose-kmod change this should
fix bridged mode for Wifi users.





We would like to say thanks to all the people that helped us by
reporting bugs and submitting fixes. We also thank the VirtualBox
developers for their help with the ongoing effort to port VirtualBox to
&os;


BSDCan 2010 — The BSD Conference


BSDCan Information info@BSDCan.org


BSDCan, a BSD conference held in Ottawa, Canada, has quickly established
itself as the technical conference for people working on and with 4.4BSD
based operating systems and related projects. The organizers have found
a fantastic formula that appeals to a wide range of people from extreme
novices to advanced developers.


BSDCan 2010 will be held on 13-14 May 2010 at the University of Ottawa,
and will be preceded by two days of Tutorials on 11-12 May 2010.


There will be related events (of a social nature, for the most part) on
the day before and after the conference.


Please check the conference web site for more information.


AsiaBSDCon 2010 — The BSD Conference


AsiaBSDCon Information secretary@AsiaBSDCon.org


AsiaBSDCon is a conference for users and developers on BSD based
systems. AsiaBSDCon is a technical conference and aims to collect the
best technical papers and presentations available to ensure that the
latest developments in our open source community are shared with the
widest possible audience. The conference is for anyone developing,
deploying and using systems based on FreeBSD, NetBSD, OpenBSD,
DragonFlyBSD, Darwin and MacOS X.


The next conference will be held at the Tokyo University of Science,
Tokyo, Japan, on 11th to 14th March, 2010.


For more detailed information, please check the conference web site.


meetBSD 2010 — The BSD Conference


meetBSD Information info@meetBSD.org


The meetBSD conference is an annual event gathering users and developers
of the BSD operating system family, mostly &os;, NetBSD and OpenBSD.
Afer the special California edition, meetBSD Wintercamp in Livigno, this
year we are back to Krakow, Poland.


In 2010, meetBSD will be held on 2-3 July at the Jagiellonian
University.


See the conference main web site for more details.


Clang replacing GCC in the base system


Ed Schouten ed@FreeBSD.org Roman Divacky rdivacky@FreeBSD.org Brooks
Davis brooks@FreeBSD.org Pawel Worach pawel.worach@gmail.com


We are again able to build bootable i386/amd64 kernel. Nathan Whitehorn
committed a fix to &os;, which enabled LLVM/clang to work mostly fine on
PowerPC. There is some preliminary testing of LLVM/clang on ARM and MIPS
being done. We have some ideas about sparc64 support which are currently
being investigated. You are welcome to contact us if you want to help.


Since the last report, a lot has happened mostly in the area of C++;
clang is currently able to build working groff, gperf and devd, i.e. all
of the C++ apps we have in base. Unfortunately, it still cannot build
any of the C++ libraries — two of them are missing builtins and
libstdc++ is broken for other reasons.


Not much happened in the clangbsd branch as we cannot upgrade the
clang/llvm there because we are blocked by a bug that requires using
newer assembler than we can ship. This might be solved by either fixing
this (short term) or using llvm-mc instead of GNU as for assembling
(longer term).


Help with ARM/MIPS/sparc64.


More testing of clang on 3rd party apps (ports).


Discussion on integrating LLVM/clang into &os;.


Intel XScale hwpmc(9) support


Rui Paulo rpaulo@FreeBSD.org


Preliminary Hardware Performance Counter support for Intel XScale ARM
processors was committed to &os; 9.0-CURRENT in December. This adds
another supported architecture to hwpmc(9). The system works for basic
performance counter usage but more advanced usage scenarios, namely
callchain support, are not yet implemented.
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Date: Mon, 12 Jan 2004 13:25:30 -0700 (MST)


From: Scott Long <scottl@FreeBSD.org>

To: freebsd-announce@FreeBSD.org

Subject: [FreeBSD-Announce] FreeBSD 5.2 Released!





It is once again my great privilege and pleasure to announce the
availability of FreeBSD 5.2-RELEASE. Building upon the success of
FreeBSD 5.1, this release includes:



		Full Tier-1 support for single and multiprocessor AMD Athlon64 and
Opteron systems.


		Dynamically linked root partition for a smaller installation
footprint and better integration with the Name Service Switch
subsystem.


		New and improved driver support for IDE, SATA, and 802.11a/b/g
devices, and significantly better integration with the ACPI power
management subsystem.


		Client support for the Network File System version 4 protocol.


		Experimental first-stage support for multithreaded filtering and
forwarding of IP traffic. This also provides the foundation for a
fully multi-threaded network stack in the next release of FreeBSD.


		In-box support for the latest Gnome 2.4 and KDE 3.1 desktops.





FreeBSD 5.2 also contains a number of significant stability and
performance improvements over FreeBSD 5.1. However, it is still
considered a ‘New Technology’ release and might not be suitable for all
users. Users with more conservative needs may prefer to continue using
FreeBSD 4.X. Information on the various trade-offs involved, as well as
some notes on future plans for both FreeBSD 4.X and 5.X, can be found in
the Early Adopter’s Guide, available here:


http://www.FreeBSD.org/releases/5.2R/early-adopter.html


For a complete list of new features and known problems, please see the
release notes and errata list, available here:


http://www.FreeBSD.org/releases/5.2R/relnotes.html


http://www.FreeBSD.org/releases/5.2R/errata.html


For more information about FreeBSD release engineering activities,
please see:


http://www.FreeBSD.org/releng/


Availability


FreeBSD 5.2-RELEASE supports the i386, pc98, alpha, sparc64, amd64, and
ia64 architectures and can be installed directly over the net using the
boot floppies or copied to a local NFS/FTP server. Distributions for all
architectures are available now.


Please continue to support the FreeBSD Project by purchasing media from
one of our supporting vendors. The following companies will be offering
FreeBSD 5.2 based products:








		FreeBSD Mall, Inc.
		http://www.freebsdmall.com/



		Daemonnews, Inc.
		http://www.bsdmall.com/freebsd1.html







If you can’t afford FreeBSD on media, are impatient, or just want to use
it for evangelism purposes, then by all means download the ISO images.
We can’t promise that all the mirror sites will carry the larger ISO
images, but they will at least be available from:



		ftp://ftp.FreeBSD.org/pub/FreeBSD/


		ftp://ftp2.FreeBSD.org/pub/FreeBSD/


		ftp://ftp3.FreeBSD.org/pub/FreeBSD/


		ftp://ftp4.FreeBSD.org/pub/FreeBSD/


		ftp://ftp5.FreeBSD.org/pub/FreeBSD/


		ftp://ftp6.FreeBSD.org/pub/FreeBSD/


		ftp://ftp7.FreeBSD.org/pub/FreeBSD/


		ftp://ftp9.FreeBSD.org/pub/FreeBSD/


		ftp://ftp11.FreeBSD.org/pub/FreeBSD/


		ftp://ftp12.FreeBSD.org/pub/FreeBSD/


		ftp://ftp2.jp.freebsd.org/pub/FreeBSD/


		ftp://ftp4.jp.freebsd.org/pub/FreeBSD/


		ftp://ftp5.jp.freebsd.org/pub/FreeBSD/


		ftp://ftp.cz.FreeBSD.org/pub/FreeBSD/


		ftp://ftp7.de.FreeBSD.org/pub/FreeBSD/


		ftp://ftp.se.FreeBSD.org/pub/FreeBSD/


		ftp://ftp1.ru.FreeBSD.org/pub/FreeBSD/


		ftp://ftp2.ru.FreeBSD.org/pub/FreeBSD/





FreeBSD is also available via anonymous FTP from mirror sites in the
following countries: Argentina, Australia, Brazil, Bulgaria, Canada,
China, Czech Republic, Denmark, Estonia, Finland, France, Germany, Hong
Kong, Hungary, Iceland, Ireland, Japan, Korea, Lithuania, Amylonia, the
Netherlands, New Zealand, Poland, Portugal, Romania, Russia, Saudi
Arabia, South Africa, Slovak Republic, Slovenia, Spain, Sweden, Taiwan,
Thailand, Ukraine, and the United Kingdom.


Before trying the central FTP site, please check your regional mirror(s)
first by going to:


ftp://ftp.<yourdomain>.FreeBSD.org/pub/FreeBSD


Any additional mirror sites will be labeled ftp2, ftp3 and so on.


More information about FreeBSD mirror sites can be found at:


http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/mirrors-ftp.html


For instructions on installing FreeBSD, please see Chapter 2 of The
FreeBSD Handbook. It provides a complete installation walk-through for
users new to FreeBSD, and can be found online at:


http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/install.html
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		Bruce A. Mah <bmah@FreeBSD.org>
		Release Engineering, Documentation



		Robert Watson <rwatson@FreeBSD.org>
		Release Engineering, Security



		John Baldwin <jhb@FreeBSD.org>
		Release Engineering



		Murray Stokely <murray@FreeBSD.org>
		Release Engineering



		Ken Smith <kensmith@FreeBSD.org>
		Sparc64 Release Building, Mirror Site Coordinator



		Marcel Moolenaar <marcel@FreeBSD.org>
		IA64 Release Building



		David O’Brien <obrien@FreeBSD.org>
		AMD64 Release Building



		Takahashi Yoshihiro <nyan@FreeBSD.org>
		PC98 Release Building



		Kris Kennaway <kris@FreeBSD.org>
		Package Building



		Joe Marcus Clarke <marcus@FreeBSD.org>
		Package Building



		Jacques A. Vidrine <nectar@FreeBSD.org>
		Security Officer







CD Image Checksums


MD5 (5.2-RELEASE-i386-bootonly.iso) = 3adbf5641c35ce2fb4f60295a9131794
MD5 (5.2-RELEASE-i386-disc1.iso) = cc2c9f647850df2bf96a478f0cbf18b6
MD5 (5.2-RELEASE-i386-disc2.iso) = ae5e15ee38e3f4f2a05c9355fa0a1aed
MD5 (5.2-RELEASE-i386-miniinst.iso) = 40c9a789d7d8e472914f9bc1e34ea04f

MD5 (5.2-RELEASE-alpha-bootonly.iso) = 75f19aa7c24ac91af9bc21376a1d980b
MD5 (5.2-RELEASE-alpha-disc1.iso) = 727785cb6485828db5e7f6b75217ed55
MD5 (5.2-RELEASE-alpha-disc2.iso) = b83e38a9cd698051fc05915932b03b82
MD5 (5.2-RELEASE-alpha-miniinst.iso) = 87042a14d0de3979667bb9d41bd84d45

MD5 (5.2-RELEASE-sparc64-bootonly.iso) = e08fe8cf77549c7404acf7ee03eeeb0e
MD5 (5.2-RELEASE-sparc64-disc1.iso) = 2373f5bd491a15cfc8fa856fe92b75b9
MD5 (5.2-RELEASE-sparc64-disc2.iso) = 2fb598c20873f79fcf1afc112de06641
MD5 (5.2-RELEASE-sparc64-miniinst.iso) = f6f064e3785367f1b2d673502f59565a

MD5 (5.2-RELEASE-ia64-bootonly.iso) = b8ac4103a1703df9dba00f14a7c7557c
MD5 (5.2-RELEASE-ia64-disc1.iso) = d473c7fc79f8e40b3e331300ead5b90e
MD5 (5.2-RELEASE-ia64-disc2.iso) = c2a59d77bac522e7f8dee0460423cc2a
MD5 (5.2-RELEASE-ia64-miniinst.iso) = a545b3974d18f0fd7796bff84b50825f

MD5 (5.2-RELEASE-amd64-bootonly.iso) = 4cefddd4dd3f1b67e9f78380a058de81
MD5 (5.2-RELEASE-amd64-disc1.iso) = 308af2fa0e96a394d445e8e89c1cbece
MD5 (5.2-RELEASE-amd64-disc2.iso) = b00834c97fbab12d3ea4b159134a8f63
MD5 (5.2-RELEASE-amd64-miniinst.iso) = 06f19271f985ca1acbd45fe9a6b13204

MD5 (5.2-RELEASE-pc98-disc2.iso) = b167880c4e644f16f7377b715ccbf7c6
MD5 (5.2-RELEASE-pc98-miniinst.iso) = 3b6ca2637d41e7052c028a41a1cefc6d
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Introduction


This report covers FreeBSD related projects between April and June 2007.
Again an exciting quarter for FreeBSD. In May we saw one of the biggest
developers summits to date at BSDCan [http://www.bsdcan.org/2007/] ,
our 25 Google Summer of Code students started working on their
projects [http://www.freebsd.org/projects/summerofcode-2007.html] -
progress reports are available below, and finally the 7.0 release cycle
was started three weeks ago.


If your are curious about what’s new in FreeBSD 7.0 we suggest reading
Ivan Voras’ excellent summary at:
http://ivoras.sharanet.org/freebsd/freebsd7.html and of course these
reports.


The next gathering of the BSD community will be at EuroBSDCon in
Copenhagen [http://2007.eurobsdcon.org/] , September 14-15. More
details about the conference and the developer summit are available in
the respective reports below.


Thanks to all the reporters for the excellent work! We hope you enjoy
reading.


soc Google summer of code proj Projects team FreeBSD Team Reports kern
Kernel net Network Infrastructure vendor Vendor / 3rd Party Software
misc Miscellaneous


Multi-link PPP daemon (MPD)


Alexander Motin mav@FreeBSD.org Project home ChangeLog


Mpd-4.2 has been released. It includes many new features, performance
improvements and fixes.


The most significant and unique new feature is a link repeater
functionality. It allows mpd to accept incoming connection of any
supported type and forward it out as same or different type outgoing
connection. As example, this functionality allows mpd to implement real
LAC with accepting incoming PPPoE connection from client and forwarding
it using L2TP tunnel to LNS. All other software L2TP implementations I
know is only a LAC emulators without real incoming calls forwarding
abilities.


Also mpd-4.2 presents:



		PPTP listening on multiple different IPs,


		L2TP tunnel authentication with shared secret,


		fast traffic filtering, shaping and rate-limiting using ng_bpf and
ng_car,


		new ‘ext-auth’ auth backend as full-featured local alternative to
‘radius-auth’,


		NetFlow generation for both incoming and outgoing packets same time.





Replacing external ifconfig and route calls with their internal
implementations and other optimizations in 4.2 gave significant
performance boost in session management. Newly implemented overload
protection mechanism partially drops incoming connection requests for
periods of critical load by monitoring daemon’s internal message queue.
As result, simple 2GHz P4 system is now able to accept, authenticate and
completely process spike of 1000 concurrent PPPoE connections in just a
30 seconds.


Implement dynamic link/bundle creation.


Auth proxying support in repeater mode. It is required for some LAC/PAC
and Tunnel Switching Aggregator (TSA) setups.


Remove static phys - link - bundle and phys - repeater relations.
Implement ability to differentiate incoming connections processing
depending on user login, domain and/or other parameters.


Distributed Logging Daemon


Alexey Mikhailov karma@FreeBSD.org Bjoern Zeeb bz@FreeBSD.org
Description of the project design Perforce repository for project
hosting


The basic idea behind this project is to implement secure and reliable
log file shipping to remote hosts. While the implementation focuses on
audit logs, the goal is to build tools that will make it possible to
perform distributed logging for any application by using a simple API
and linking with a shared library.


Network protocol implementation


Spooling


SSL support


Porting OpenBSD’s sysctl Hardware Sensors Framework to FreeBSD


Constantine A. Murenin cnst@FreeBSD.org Shteryana Shopova
syrinx@FreeBSD.org Port OpenBSD’s sysctl hw.sensors framework to
FreeBSD, original proposal for GSoC2007 cnst’s GSoC2007 blog cnst’s
GSoC2007 atom feed cnst-sensors in soc2007 in perforce


OpenBSD includes sysctl hw.sensors framework since 2003; since 2005 the
frameworks supports raid drives and most known i2c sensors; since 2006
the framework is redesigned with a sensor device concept in mind to
accommodate continued growth. Consists of kernel api,
sysctl(3)/sysctl(8), sensorsd(8), ntpd(8), systat(1),
ports/sysutils/symon and 51 drivers as of 2007-07-07.


This GSoC2007 project is to port the underpinnings of this unified
hardware monitoring interface to FreeBSD. Whilst it won’t be possible to
port all of the drivers due to architecture differences, we aim at
porting all other parts of the framework and accompanying userland
utilities.


At this time, lm(4) at isa and some kernel api have already been ported.
The next big step is to complete sysctl(3) glue code so that further
work on porting userland utilities could be accomplished. Details about
sysctl are being discussed on arch@.


sysctl(3) glue code


Porting Linux KVM to FreeBSD


Fabio Checconi fabio@FreeBSD.org Luigi Rizzo luigi@FreeBSD.org


The Linux kernel-based Virtual Machine (KVM) is a mechanism to exploit
the virtualization extensions present in some modern CPUs (e.g., Intel
VT and AMD-V). Virtualization extensions let ordinary processes execute
a subset of privileged instructions in a controlled way at near-native
speed. This in turn may improve the performance of system emulators such
as qemu, xen, vmware, vkernel, User Mode Linux (UML), etc.


This project consists in porting to FreeBSD the Linux KVM, implemented
as a loadable module, lkvm.ko. We use the approach in
ports/devel/linux-kmod-compat to reuse the original Linux source code
almost unmodified. We will also port a modified version of qemu which
exploits the facilities made available by the Linux KVM to speed up
emulation.


The URL above links to progress report detailing the exact project
goals, milestones reached, and commit log details.


As of end of June 2007, we have mainly extended linux-kmod-compat to
support the kernel API used by the Linux KVM code. The required
functions have been implemented at various degrees, from simple stubs to
fully functional ones. We have also imported the modified qemu and the
libraries that are used to build the Linux KVM userspace client. In the
second half of the SoC work we plan to complete the implementation of
the kernel API and have a fully functional Linux KVM module, together
with its client (qemu).


Multicast DNS and Service Discovery


Fredrik Lindberg fli@FreeBSD.org


This project aims to create a multicast DNS daemon and service discovery
utilities suitable for the base system. Multicast DNS is a part of Zero
Configuration Networking (Zeroconf) and provides the ability to address
hosts using DNS-like names without the need of an existing (unicast),
managed DNS server. Work on the responder daemon is well underway and
the only large missing piece of the puzzle is a way for local clients to
do queries. The code can be found in the p4 branch
projects/soc2007/fli-mdns_sd if anyone would like to give it a spin,
even though it’s incomplete. The project plan can be found on the wiki.


FreeBSD-update front end


Andrew Turner andrew@FreeBSD.org


The project is split up with a front end to interact with the user and a
back end to interact with freebsd-update. The back and front ends are
able to communicate with each other using an XML protocol. The GUI is
almost at the point it can take a command from the user and send it to
the back end. The back end is able to detect when updates are ready.


EuroBSDcon 2007


EuroBSDCon 2007 Organizing Committee info@EuroBSDCon.dk


The sixth EuroBSDCon will take place at Symbion in Copenhagen, Denmark
on Friday the 14th and Saturday 15th of September 2007.



The programme is ready and online at the webpage. Registration is
open. Details about tutorials and Legoland trip are ready too.


The keynote will be John Hartman: Real men’s pipes





If you share a room with friends at the hostel, then lodging is really
inexpensive, and the lounge has high speed Internet access. Staying at
the hostel is of course optional, and the area has several hotels.


KD85.com and O’Reilly will each have a booth at the conference.


We are still looking for more sponsors.


A public IRC channel #eurobsdcon on EFnet has been created for
discussion and questions about the conference.


FreeSBIE


Matteo Riondato matteo@FreeBSD.org FreeSBIE Staff staff@freesbie.org
FreeSBIE ML freesbie@gufi.org FreeSBIE Website Freesbie ML Subscription


After the success of FreeSBIE-2.0.1-RELEASE, development slew down a
bit, but we have a big task for the summer: enable unionfs again and
trying the new efficient memory filesystem, tmpfs.


For all new ISO images we will be following RELENG_7, with the hope to
release a stable image once 7.0-RELEASE have been released.


Build and test an ISO image with FreeSBIE+unionfs+tmpfs.


Ports Collection infrastructure improvements


Gábor Kövesdán gabor@FreeBSD.org Andrew Pantyukhin sat@FreeBSD.org
Gábor’s SoC 2007 wiki page


Gábor Kövesdán is working on some improvements for the Ports Collection
infrastructure. This year, he aimed to work on long-standing issues,
which are tracked in GNATS, but we have not had a volunteer for
recently. With the mentorship of Andrew Pantyukhin, he is also
reimplementing the DESTDIR support for Ports Collection in a more
practical way. The complete description and status of this project is
available on Gábor’s SoC 2007 Wiki page.


Please see the Wiki page for the current status.


The Hungarian Documentation Project


Gábor Kövesdán gabor@FreeBSD.org Info for volunteers Hungarian Webpages
Latest translation


We have added one translated article since the last status report about
this project. The infrastructure is ready to support localized articles
and books as well, we just lack of human resource. New volunteers are
highly welcome! Please see the link below and contact Gábor if you are
interested.


Translate more articles and books.


tarfs: A tar File System


Eric Anderson anderson@FreeBSD.org TarFS Wiki


Tarfs is a simple tar file system implementation for FreeBSD.


The current goals are:



		Support all standard read-only operations


		Support large tar files (several gb’s)


		Use minimal memory


		Allow using tar file as a root file system


		Fast enough to actually use





Here’s the current state of things:



		Can mount most tar files


		Can do most operations (open,lookup,stat,readdir,etc)


		Supports large tar files (tested up to 2GB)


		Uses a relatively small amount of memory - proportional to number of
files/dirs





No `..’ directory in root of mounted tar file system


Locking issues regarding `..’ in subdirs off root of fs


No block/char special device support. Needed?


Needs a directory hashing method


More testing needed.


FAST_IPSEC Upgrade


George Neville-Neil gnn@FreeBSD.org Bjoern Zeeb bz@FreeBSD.org


FAST_IPSEC has now replaced Kame IPsec as the IPsec stack in HEAD. This
will be part of the 7.0 release. The merge happened in early July with
George handling the kernel bits and Bjoern handling user space.


The kernel option IPSEC is now the ONLY option for IPsec support in the
FreeBSD kernel.


Test test test!!!!


USB


Hans Petter Sirevaag Selasky hselasky@FreeBSD.org Current USB files My
USB Homepage Code reference for the new USB stack and USB device drivers


During the last three months there has been several changes to the USB
stack. Here is a quick list of the most important changes:



		FULL speed isochronous devices over HIGH speed USB Hubs are now fully
supported. Due to various reasons the maximum isochronous bandwidth
has been limited to 6MBit/s. This limit is tunable.


		There is now full support for Linux USB device drivers through a
Linux USB API emulation layer.


		Various cleanups and fixes.





Markus Brueffer is still working on the USB HID parser and support.
Nothing has been committed yet.


If you want to test the new USB stack, checkout the USB perforce tree or
download the SVN version of the USB driver from my USB homepage. At the
moment the tarballs are a little out of date.


Ideas and comments with regard to the new USB API are welcome at
freebsd-usb@FreeBSD.org .


gvirstor


Ivan Voras ivoras@FreeBSD.org


Gvirstor is a GEOM class which provides virtual storage capacity
(something like virtual memory for storage devices). It’s ready to be
committed to HEAD (the plan is for it to get into 7.0-RELEASE).


Any interested testers are welcome!


finstall


Ivan Voras ivoras@FreeBSD.org


Project “finstall” aims to create a next-generation FreeBSD installer
that will make use of the newest features present in the system. The
project should yield something usable for 7.0-RELEASE, but the intention
is to keep it as a “second” installer system during 7.x, alongside
sysinstall. In any case, sysinstall will be kept for architectures not
supported by finstall (e.g. all except i386 and amd64).


The work is progressing well and on plan. There’s a small setback
currently with X11 applications executing of a read-only file system (at
least that’s the currently recognizable symptom).


Any interested testers are very much welcome!


HDTV Drivers (ATSC)


John-Mark Gurney jmg@FreeBSD.org bktrau Perforce source repository cxd
Perforce source repository


This entry was previously the Bt878 Audio Driver (aka FusionHDTV 5 Lite
driver) announcement, but as work expanded slightly, it’s a bit more
generic now.


A few bugs in bktrau has been fixed since January. If you have been
running an earlier version, it is recommended to upgrade as the driver
could panic. The driver works with multiple cards in the same machine
(tested with two).


FusionHDTV 5 Lite – Due to lack of documentation from DViCO and LG,
I have copied magic values from the Linux driver to get ATSC capturing
working.


ATI HDTV Wonder – After years of trying to get into the ATI
developer program, they have finally suspended it, so no support from
ATI. I have started work on a driver, cxd, for the Conexant CX2388x
based cards. The ATI HDTV Wonder uses ATI’s own demodulator, and I was
able to get it to tune, after cribbing from the Linux driver. When
capturing, I get some valid data, but not all the data. Due to lack of
support from ATI and linux-dvb the project has been put on indefinite
hold.


If someone has another CX2388x based card, it shouldn’t be too hard to
take the driver and get it working with a different tuner.


A Python module is available for both drivers/cards, along w/ a sample
capture application using it. The module is now known to work well with
threads so that tuning (expensive due to i2c ioctl’s) can happen in
another thread without causing program slow down. The module is working
well with a custom PVR backend.


Provide support for NTSC and FM tuning.


Add support for other cards and tuners that use the Bt878 chip.


Add support for other cards and tuners that use the CX2388x chip.


Problem Report Database


Mark Linimon bugmeister_at_FreeBSD_dot_org GNATS PR statistics


Gavin Atkinson has joined the bugbuster team via getting a GNATS account
on the FreeBSD cluster. He is following in the footsteps of Matteo
Riondato, who later graduated to a full src commit bit. So far, he has
helped close nearly 150 PRs, including many that had become stale.
Welcome!


Our short-term goal is to try to identify bugs that we might be easily
able to fix before the 6.3/7.0 simultaneous release. So far, great
progress has been made on ata- and usb-related PRs.


The goal for the rest of this year is to generate more developer
interest in fixing bugs. To do this, we are, first, trying to do more
work on triaging PRs as they come in, to help flag ones that seem to be
valid problems (especially if they include patches.) Secondly, we have
started a new weekly periodic posting to the
freebsd-bugbusters@FreeBSD.org mailing list, which is a short list of
PRs that we feel are ready for committer action. This posting is
automatically generated from a text-file list that we maintain.


We are continuing to try to manage our community’s expectations of what
we can do with the incoming PRs. In particular, we are trying to
discourage submissions of the form “I cannot get the XYZ function to
work”. In practice, these PRs are not worked on. Instead, we are now
encouraging these postings to go to one of the mailing lists such as
freebsd-questions@, freebsd-x11@, and so forth. The idea is to emphasize
GNATS as a “Problem Report” method, rather than a “general FreeBSD
support” method. I feel that, otherwise, we were creating a false
expectation.


The overall PR count has dropped to below 5000, despite the extra PRs
still not cleared up from the ports freeze for the xorg7.2 import.
Significant progress has been made on the i386, kern, and bin PRs, as
well as PRs in the ‘feedback’ state. In addition, Warner Losh has made
progress on closing many of the usb PRs.


Please join us on the freebsd-bugbusters@ mailing list, or on
#freebsd-bugbusters on EFNet, to help us triage PRs as they come in and
also help us to work through the backlog, and help us to try to create a
bugbusting “community”.


Ports Collection


Mark Linimon linimon@FreeBSD.org The FreeBSD Ports Collection
Contributing to the FreeBSD Ports Collection FreeBSD ports unfetchable
distfile survey (Bill Fenner’s report) FreeBSD ports monitoring system
The FreeBSD Ports Management Team marcuscom tinderbox


The ports count is over 17,300. The PR count has been stable at around
800; we have not quite cleared up the backlog that showed up during the
freeze to import xorg7.2.


There have been 4 experimental runs on the build cluster, most notably
resulting in some speedups for package registration. A further
experimental run to genericize autotools handling is in progress.


One of the most sweeping ports commits to happen in years was the
upgrade of xorg from 6.9 to 7.2. This involved a complete rework of the
internals of the port, as X.org itself has effectively pushed the
responsibility for packaging to the OSes that incorporate it. The idea
was to be able for them to update individual code (such as video
drivers) without having to reroll the entire distribution. This commit
caused us to have the longest period of preparation work, and actual
tree lockdown, that I am aware of. The commit continues to be
controversial, partly due to the fact that none of our port upgrade
tools was up to the task of doing the upgrade without manual
intervention.


At the same time that xorg was upgraded, we moved the installation
directory from the obsolete /usr/X11R6 to our default /usr/local. This
further complicated the upgrade.


There have been new releases of the ports tinderbox code, the portmaster
update utility, and portupgrade.


GNOME was updated to 2.18.2.


We have added 7 new committers since the last report. We appreciate all
the new help. However, a few committers have turned in their commit bits
for safekeeping, due to lack of time.


Unfortunately, Clement Laforet has also had to step down from portmgr
due to lack of time. We thank him for his help so far.


Erwin, Kris and Mark met up at BSDCan and reviewed all the portmgr-owned
PRs. A large number were closed, or suspended pending more work from the
submitter. After closing the PRs that were committed after the -exp
builds, the number of portmgr owned PRs came down to an all time low of
48 from around 70. We hope to make further progress during the rest of
the year.


gcc4.2 has been imported to the base for 7.0. Unfortunately, this breaks
a large number of ports. We need committer and maintainer help to get
these in good shape for the release.


Most of the remaining ports PRs are “existing port/PR assigned to
committer”. Although the maintainer-timeout policy is helping to keep
the backlog down, we are going to need to do more to get the ports in
the shape they really need to be in.


Although we have added many maintainers, we still have many unmaintained
ports. The packages on amd64 are lagging behind a bit; those on sparc64
require even more work.


Network Stack Virtualization


Marko Zec zec@fer.hr


The network stack virtualization project aims at extending the FreeBSD
kernel to maintain multiple independent instances of networking state.
This will allow for complete networking independence between jails on a
system, including giving each jail its own firewall, virtual network
interfaces, rate limiting, routing tables, and IPSEC configuration.


I believe that the prototype, which is kept in sync with FreeBSD
-CURRENT, is now sufficiently stable for testing. It virtualizes the
basic INET and INET6 kernel structures and subsystems, including IPFW
and PF firewalls, and more. In the next month I plan to have the IPSEC
code fully virtualized, and refine and document the management APIs. The
short-term goal is to deliver production-grade kernel support for
virtualized networking for FreeBSD 7.0-RELEASE (as a snap-in kernel
replacement), while continuing to keep the code in sync with -CURRENT
for possible merging at a later date.


mtund - Magic Tunnel Daemon


Matus Harvan mharvan@FreeBSD.org mtund wiki page


IP can easily be tunneled over a plethora of network protocols at
various layers, such as IP, ICMP, UDP, TCP, DNS, HTTP, SSH. While a
direct connection may not always be possible due to a firewall, the IP
packets could be encapsulated as payload in other protocols, which would
get through. However, each such encapsulation requires the setup of a
different program and the user has to manually probe different
encapsulations to find out which of them works in a given environment.


mtund is a tunneling daemon using run-time loadable plugins for the
different encapsulations. It automagically selects the best
encapsulation in each environment and fails over to another
encapsulation in case the environment changes. There already is running
code available, capable of tunneling via TCP and UDP with a working
failover mechanism. As this is a Summer of Code project, rapid changes
and addition of new features can be expected during the summer. Please
see the wiki page for more details and up-to-date information.


Note that the project originally started under the name of Super Tunnel
Daemon, but was later renamed to mtund for Magic Tunnel Daemon.


I am always happy to hear from others trying out the code and providing
feedback, both positive and negative.


Fine grain thread locking


Jeff Roberson jeff@FreeBSD.org Attilio Rao attilio@FreeBSD.org Kris
Kennaway kris@FreeBSD.org


Over the past 6 months several developers undertook an effort to replace
the global scheduler lock with a finer-grain interface modeled on the
Solaris container lock approach. This significantly reduces contention
on higher-end multiprocessor machines.


This patch went into 7.0-CURRENT and has proven to be very stable. The
last remaining bugs are in rusage and effect only process time
accounting statistics.


SCHED_SMP and SCHED_ULE


Jeff Roberson jeff@FreeBSD.org Benchmarks and SCHED_SMP discussion.


SCHED_SMP is a fork of the ULE scheduler which makes use of the new
fine grain scheduler locking in 7.0-CURRENT to significantly improve SMP
performance on some workloads. It has improved and stronger affinity,
smarter CPU load balancing, structural improvements and many sysctl
tunables. This can be considered ULE 3.0. Discussions are ongoing as to
whether this will go into 7.0 as SCHED_SMP or as SCHED_ULE in 7.0 or
7.1.


SCHED_ULE has had many bugfixes and performance improvements over the
7.0 development cycle and should no longer be considered unstable or
experimental. On most workloads it significantly outperforms SCHED_4BSD
on SMP and even slightly outperforms it on UP. There are some
pathlogical workloads which exhibit as much as a 5% performance penalty.
Many thanks to Kris Kennaway and current users for bug reports and
performance testing.


Kernel contention reduction using mysql


Jeff Roberson jeff@FreeBSD.org mysql benchmarks and discussion.


FreeBSD developers have been using mysql as a testbed to find kernel
contention hotspots in the kernel. As a result of this we have seen a 5x
performance improvement over 6.0 on 8way machines. Recent changes
include finer locking in fcntl(), removing Giant from flock and fcntl
F_SETLK. These changes will be available in 7.0 and primarily improve
write performance. Experimental changes to select() have also been
discussed on arch@ that solve contention issues there however these will
not be ready in the 7.0 timeframe.


PC-BSD


Kris Moore kris@pcbsd.com PC-BSD Homepage


The last major updates are currently being made to PC-BSD 1.4, which
will include KDE 3.5.7, Beryl, Flash, Intel Wireless, Nvidia Drivers and
more! This release will also include new utilities to make running
PC-BSD on the desktop easier than ever, including:



		Network Manager with WIFI Support


		Add / Remove Components


		Firewall Manager for PF


		Xorg Display setup wizard





Once any final major issues are resolved, we will be issuing a public
beta of PC-BSD 1.4 to ensure compatibility across a variety of
platforms.


EuroBSDCon 2007 Developer Summit


Poul-Henning Kamp phk@FreeBSD.org


The next developer summit will be different from the previous ones.


Very different.


Gone are the auditorium style seating, beamers, endless presentations
and soggy sandwiches.


Instead we head out to an old village school in the beautiful Danish
countryside, we hang around all over the place, sleep in the old science
room, cook our own food and hack the living daylights out of anything we
care for.


September 17th and 18th, right after EuroBSDcon2007 in Copenhagen.
(Well, right after the optional trip to legoland...)


Be there!


PS: Yes, it’s not uncivilized, there is a full speed ADSL and WLAN.


http support for PXE


Alexey Tarasov taleks@FreeBSD.org Project repository. Project related
Wiki-page.


Main goal of project is to introduce code working in PXE preboot
environment, able to download from web server via direct connection or
http proxy and prepare booting of FreeBSD kernel.


Already implemented, but haven’t thoroughly tested: PXE wrappers core
code, ARP, ICMP echo request/reply, sockets code similar to common
sockets (UDP and TCP modules). On base of sockets: simple DHCP client,
DNS client.


Currently working on http client, TCP testing, kernel booting and
documenting main concepts of project modules.


Testing PXE API related code in different PXE implementations.


Testing of implemented protocols.


Release Engineering


Release Engineering Team re@FreeBSD.org


Code freeze in preparation for FreeBSD 7.0 began on June 18th. There are
several large projects still being finished up as well as some issues
that resulted as “fallout” from the work done just before the code
freeze started (e.g. things resulting from the GCC 4.2 import). A
schedule for the 7.0 release has not been set yet but the hope is that
the first BETA build will be done near the end of July with a “fairly
normal” release cycle (a few BETA builds followed by two or three RCs,
each separated by around two weeks).


We are planning to release FreeBSD 6.3 around the same time as FreeBSD
7.0 is released so the release schedule for that will be set at the same
point we set the release cycle for 7.0, hopefully late in July.


10Gigabit Network Support


Kip Macy kmacy@FreeBSD.org Andrew Gallatin gallatin@FreeBSD.org Jack
Vogel jfv@FreeBSD.org Robert Watson rwatson@FreeBSD.org


Support was added for two more 10gigabit network drivers and there were
major advances on improving system performance over 10g media.


Kip Macy committed a new driver for the Chelsio adapters. The cxgb
driver supports all current 10g adapters, as well as the new four-port
gigabit model. The cxgb driver work was supported by Chelsio.


Drew Gallatin made significant improvements to the Myricom 10g driver
mxge. With these updates the driver does line rate transfers with less
system overhead.


Neterion contributed the nxge driver to support all their Xframe 10Gbe
Server/Storage adapters. The initial driver import was done by Sam
Leffler; a switch over to vendor support will happen soon.


Jack Vogel is preparing a driver to support the latest Intel 10g
hardware devices. The new driver - ixgbe - will complement the existing
ixgb driver that supports older Intel 10g cards.


Kip and Drew worked with other folks on performance analysis and tuning.
This work improved cpu affinity and reduced overhead for managing
network resources. Work is also underway to define a common Large
Receive Offlaod (LRO) infrastructure. LRO is analogous to TSO on the
receive side enabling drivers to receive at near line rate with normal
sized frames. This common code base will help replace driver-specific
code.


A GUI audit analyzer for FreeBSD


Dongmei Liu ldm@ercist.iscas.ac.cn


This project is due to provide a GUI audit log analysis tool for
FreeBSD. Refer to ethereal/wireshark packet parsing engine and its
framework to view and parse audit logs.


Get a GUI framework using GTK2.0 include menu bar, toolbar, list view
and tree view.


Parse and display audit log in the trailer file in the list view and
tree view.


Online capture audit log and parse and display them in the list view and
tree view


Add the filter mechanism


Add the statistic mechanism


Remote audit log analysis mechanism


BSD Bintools project


Kai Wang kaiw27@gmail.com


A basic implementation of ar(1) (include ranlib) was finished and
available in the perforce repository. Currently it provides all the main
functions an ar(1) should have and it is based on the libarchive and
libelf library thus is expected to have a better and simpler structure
than the GPL’ed version. The work left in this part of the project is to
perform a elaborate test and add additional functions.


Stack trace capture in PMCTools


Joseph Koshy jkoshy@FreeBSD.org PMCTools Wiki page.


The kernel/hwpmc(4) bits of stack trace capture have been implemented
and are available in Perforce under path
‘//depot/user/jkoshy/projects/pmc/...’. I’m currently enhancing
pmcstat(8) to extract and summarize this information. Support by Google
Inc. for this project is thankfully acknowledged.


Linuxulator update


Roman Divacky rdivacky@FreeBSD.org Konstantin Belousov kib@FreeBSD.org
Linuxulator update 2007


Just like last year I got the opportunity to work on updating the
Linuxulator to Linux version 2.6. This year I work on finishing futexes,
*at syscalls and epoll/inotify.


I, cooperating with Konstantin Belousov, have managed to fix futexes to
the state of passing the official futex testing program. The fix was
committed and 7.0R will ship with correct futex implementation. Work is
planned on removing Giant locking from futexes. This only needs some
careful review and testing.


These days I mostly focus on *at syscalls, the patch is almost finished
for committing and I hope that it will make it into 7.0R. As a part of
this work I implemented native FreeBSD syscalls as well. Watch arch
mailing list as I post the patch there.


I also finished writing my master thesis describing how the Linuxulator
works and Gábor Kövesdán is working on integrating it into official
FreeBSD articles.


No work has happened in the epoll/inotify area but I hope to work on it
right after I finish the *at syscalls.h


Finishing *at syscalls.


Start the epoll/inotify work.


Finish removal of Giant from futexes.


Security Regression Test


Zhouyi Zhou zhouzhouyi@FreeBSD.org Robert Watson rwatson@FreeBSD.org
Perforce Repository.


Security Regression Test is supported by the project of Google summer
code 2007. The main objective of this stage is to test the correctness
of FreeBSD Mandatory Access Control Framework including correctly
passing the security label from userland to kernel and non-bypassibility
of Mandatory Access Control Hooks.


Work performed in the last month:



		Constructed a pair of pseudo ethernet drivers used for testing
network related hooks. To avoid the packet go through the lo
interface, the IP address in the packet is twisted in the driver.


		Constructed a framework for logging Mandatory Access Control hooks
which is got called during a period of time.
		In kernel, every non-null label is got externalized into human
readable string and recorded in a tail queue together with the
name of hook that got called and possible flags or modes (etc.
VREAD/VWRITE for mac_check_vnode_open hook). There is a thread
much like audit subsystem’s audit_worker logging the queue into a
userspace file. The userland program use open, ioctl and close the
/dev/mactest node to trigger and stop the logging. The logging
file is truncated to zero every time the logging mechanism is
triggered.


		In userland, a bison based parsing tool is used to parse the
logged file and reconstruct the record chain which will be
compared with testsuite supplied configuration file to examine if
expected hooks is got called and the label/flags/modes are
correct. c) The testsuite mainly follows
src/tools/regression/fstest, modified to adapt to test Mandatory
Access Control Framework and include tests for signals











The code is quick and dirty. For example, a call to vn_open without
checking its return value which is not fault tolerance. The coding style
also needs modifications.


Although a test framework is completely constructed, the detailed test
cases still need to be written, the test cases beside fstest and signal
need to be add.


Testing of audit subsystem has not begin.


Other parts of Security Subsystem in FreeBSD also need concern.


TrustedBSD Audit


Robert Watson rwatson@FreeBSD.org Christian Peron csjp@FreeBSD.org
trustedbsd-audit@TrustedBSD.org TrustedBSD Audit Page


General cleanups in preparation for 7.0.


Process audit state moved to the credential to allow it to be accessed
lock-free in most cases, as well as allowing it to be used in
asynchronous contexts.


OpenBSM 1.0a14 has been imported, which: fixes IPv6 endian issues, makes
OpenBSM gcc41 warnings clean, teaches audit_submit(3) about
getaudit_addr(), adds zonename tokens; other changes since the existing
CVS 1.0a12 release previously imported include man page improvements,
XML printing support, better audit.log.5 documentation, additional
64-bit token types, and new audit event identifiers.


MAC checks have been added so that MAC policies can control use of audit
system calls.


Additional system call arguments are now audited.


Audit now provides a security.audit sysctl node in order to determine if
audit support is compiled in; boot-time console printfs have been
removed.


“options AUDIT” is now in the 7-CURRENT GENERIC kernel, so AUDIT support
will be available out of the box in 7.0 without a kernel recompile.
Manually enabling audit support in rc.conf will still be required. With
FreeBSD 7.0, AUDIT will be a fully supported, rather than experimental,
feature.


The FreeBSD Foundation


Deb Goodkin deb@FreeBSD.org The FreeBSD Foundation


The FreeBSD Foundation ended Q2 raising over $116,000. We’re almost half
way to our goal of raising $250,000 this year! We continued our mission
of supporting developer communication by helping FreeBSD developers
attend BSDCan. We were also a sponsor of BSDCan and the developer
summit. We are a sponsor of EuroBSDCon 2007 and are now accepting travel
grant applications for this conference. Foundation board members met
with representatives of companies that use or are thinking of using
FreeBSD both in the bay area and Ottawa.


The Foundation has negotiated a joint development agreement with Google,
Inc. to sponsor FreeBSD developer Joseph Koshy to improve FreeBSD’s
HWPMC implementation, including adding stacktrace support, and a
donation of SMP hardware for future SMP scalability work. We greatly
appreciate Google’s support for this project, which will facilitate
performance measurement and optimization of both the FreeBSD operating
system and applications running on it.


To learn more about what we’re doing, go to our website at
http://www.FreeBSDFoundation.org/ [http://www.freebsdfoundation.org/]
. Our July newsletter will be published soon to update you on how we’ve
been supporting the project and community worldwide.


TrustedBSD MAC Framework


Robert Watson rwatson@FreeBSD.org trustedbsd-discuss@TrustedBSD.org
TrustedBSD MAC Page


Cleanup of MAC Framework API/KPI layers: mac.h is now just the user and
user<->kernel API; mac_framework.h is the kernel<->MAC Framework KPI,
and mac_policy.h is the MAC Framework<->MAC policy module KPI. Along
similar lines, mac_label_get() and mac_label_set() accessor
functions now allow policies to access label data without encoding
struct label binary layout into policy modules, opening the door to more
efficient layouts. struct label is now in mac_internal.h and used only
inside the MAC Framework.


General MAC policy cleanup, including removing no-op entry points and
sysctls for some sample policies. mac_test(4) has been cleaned up
significantly, and counters for all entry points added.


A MAC check for UNIX domain socket connect has been added.


MAC checks have been added so that MAC policies can control use of audit
system calls.


MAC checks that duplicate existing privileges but add no additional
context have been removed (such as sysarch_ioperm, kld_unload,
settime, and system_nfsd) – checks aligned with privileges but that do
provide additional context, such as additional arguments, have been
kept.


The Biba and LOMAC policies now implement priv(9) checks,
differentiating between privileges that may compromise system integrity
models, and those that don’t.


The essentially unused mnt_fslabel / mnt_label distinction has been
eliminated by moving to a single mnt_label. No functional change to any
policy.


Several MAC-related interfaces have been modified to synchronize with
the naming conventions present in the version of the MAC Framework
adopted in Mac OS X Leopard; significant further changes are in the
pipeline to complete this synchronization. While it will not be possible
to reuse a policy between the two platforms without careful thinking and
modification, this makes porting much easier.


Multiprocessor Network Stack


Robert Watson rwatson@FreeBSD.org net@FreeBSD.org Netperf Project Page


The custom file descriptor array lock has been replaced with an
optimized sx lock, resulting in 2x-4x improvement in MySQL transaction
rates on 8-core MySQL benchmarks. This improvement is due to moving to
shared locking for frequent fd lookup operations, as well as significant
optimization of the case where the filedesc lock is highly contended (as
occurs in the threaded MySQL server performing constant socket I/O).


The custom socket buffer I/O serialization lock (sblock), previously
created by interlocking SB_WANT and SB_LOCK flags with the socket
buffer mutex, has been replaced with an optimized sx lock, leading to a
10% performance improvement in MySQL and PostgreSQL benchmarks on 8-core
systems. As part of this change, sx locks now have interruptible sleep
primitives to allow the SB_NOINTR flag to work properly.


These changes also correct a long-standing bug in socket buffer lock
contention and SB_NOWAIT reported by Isilon; a simpler patch has been
merged to 6.x to fix this bug without merging loocking changes.


TCP debugging is now properly synchronized using a new tcp_debug_mtx.


UMA allocation counters are now used for pipes rather than custom atomic
counters, resulting in lowered overhead for pipe allocation and free.


Significant code cleanup, commenting, and in some cases MFC’ing, has
taken place with respect to the network stack and synchronization.
Additional DDB debugging commands for sockets of various sorts have been
added, allowing listing of socket state from DDB without the use of GDB.


Certain non-MPSAFE subsystems have been removed or will be removed from
FreeBSD 7.0, including IPX over IP tunneling (not general IPX/SPX
support, just the tunneling over IP), KAME IPSEC (FAST_IPSEC is MPSAFE
and now now supports IPv6), i4b, netatm (two other ATM stacks are still
present), and ng_h4. Some of these features will be reintroduced in
FreeBSD 7.1, but by removing them now, we are able to remove the
NET_NEEDS_GIANT compatibility infrastructure that significant
complicates and obfuscates the socket and network stack code.


Other measurement and optimization projects continue; however, the 7.0
locking/synchronization work for the network stack is essentially
complete.


New work to parallelize the netisr thread (netisr2) as well as
distribute UDP and TCP processing over multiple CPUs by connection,
rather than just by input source as in 7.0, was presented at BSDCan.
This work will be targeted at the 8-CURRENT branch.


Complete netatm and NET_NEEDS_GIANT removal for 7.0.


Complete MPSAFE locking of mld6 and nd6 IPv6 subsystems, which currently
run under a global lock.


TrustedBSD priv(9)


Robert Watson rwatson@FreeBSD.org trustedbsd-discuss@TrustedBSD.org
TrustedBSD Project


Further reduction of suser(9) consumers in order to attempt to remove
the suser(9) KPI for 7.0. This includes resource limits, System V IPC,
PPP, netinet port reuse, the NFS server, and netatalk. Remove
unnecessary or redundant privilege checks were possible. UFS-privileges
that apply to other file systems have been renamed to VFS privileges.


All suser_cred() flags and priv_check_cred() flags are no longer
required, as SUSER_ALLOWJAIL and SUSER_RUID use are determined
entirely inside kern_jail.c and kern_priv.c and selected based on the
privilege number, not a calling context flag. All privileges are now
consistently allowed or not allowed in jail, and consistently use the
ruid or euid. We will leave the flags field there as it will likely be
used for other things in the future.


Documentation in suser(9) and priv(9) has been updated.


Apple’s MacBook on FreeBSD


Rui Paulo rpaulo@FreeBSD.org P4 repository wiki page


Apple’s MacBook computers are nicely designed and have neat features
that other laptops don’t. While Mac OS X is a nice operating system,
UNIX folks (like me) would prefer to run other operating systems like
FreeBSD. This project aims to bring bug fixes and new drivers to FreeBSD
that would help running this OS on this platform.


Write drivers or fix issues for/with the touchpad, keyboard, remote
control IR receiver, Bluetooth.


Fix reboot, halt, suspend/resume issues.


Security Officer and Security Team


Security Officer security-officer@FreeBSD.org Security Team
security-team@FreeBSD.org


In the time since the last status report, two security advisories have
been issued concerning problems in the base system of FreeBSD; both of
these problems were in “contributed” code maintained outside of FreeBSD.
The FreeBSD Vulnerabilities and Exposures Markup Language (VuXML)
document has continued to be updated; since the last status report, 35
new entries have been added, bringing the total up to 925.


In order to improve handling of security issues in the FreeBSD Ports
Collection a new “ports-security” team has been created to include ports
committers who periodically help with fixing ports security issues and
documenting them in the FreeBSD VuXML document. Committers who wish to
help with this effort can contact simon@ for details.


The following FreeBSD releases are supported by the FreeBSD Security
Team: FreeBSD 5.5, FreeBSD 6.1, and FreeBSD 6.2. The respective End of
Life dates of supported releases are listed on the web site; it is
expected that of the upcoming releases, FreeBSD 6.3 will be supported
for two years after release, while FreeBSD 7.0 will be supported for one
year after release.


lockmgr rewriting


Attilio Rao attilio@FreeBSD.org Jeff Roberson jeff@FreeBSD.org
http://wiki.freebsd.org/AttilioRao


The project consists in a rewriting of the lockmgr(9) interface on a
lighter basis, using atomic instructions and direct usage of the
sleepqueue interface. This should lead to a faster primitive, a saner
interface and an higher maintainability of the code.


So far, 3 newly files called kern/kern_lockng.c, sys/_lockmgrng.h and
sys/lockmgrng.h have been created for the new primitive and an initial
implementation has been committed into the perforce branch:
//depot/user/attilio/attilio_lockmgr/...


The implementation contains a good set of code intended to replace old
lockmgr. Actually it only misses the support for lock draining that will
be committed after an initial phase of testing and the inclusion of a
better wake-up algorithm (which will simplify draining a lot and will
improve performance on wakeup).


Need some testing


Gvinum improvements


Ulf Lilleengen lulf@FreeBSD.org Patches of my SoC wo Weblog Wikipage


My previous status reports contained a lot of code that updated gvinum
with the old vinum features.


This year gvinum has been significantly rewritten. Lukas Ertl began
rewriting the way gvinum is organized from using a multi
consumer/provider model, to use a single consumer and provider, and
having an event-system that first handles user-requests, and then runs
normal I/O operations (Much like other GEOM classes). This makes the
code easier to read, and perhaps there will be less bugs :)



		setstate on plexes and volumes.


		attach/detach command now works.


		concat/stripe/mirror commands. The previous code conflicted more than
I expected with the new gvinum system, but it should work now.


		(Mounted) rebuilds possible.


		(Mounted) sync possible.


		Some refactoring of old code (Basically updating old code to use the
new event system, and add some abstractions where possible)





And of course, some time has gone to work out how things should be done,
and to fix other bugs. I hope some of you are interested in trying this
out (all the work has been in perforce so far), a patch can be found in
the URL section. . This is a bit experimental, and although I’ve done
much testing to hunt down bugs, there are most probably bugs left.


I have other goals this summer as well. However, since some parts of
gvinum was rewritten, I might not be able to do all of these, but
growing is already working for the concatenated volumes (and also
mirrored). I’d also like to implement growing for Raid5 arrays as well.
Logging plexes would also be cool to have, but this is not really
needed, since we have g_journal. Both these features will be addressed
after I’ve made sure gvinum does all old vinum does, and also perhaps
better. As I might have some extra time on my hands this summer, so I
gladly accept suggestions on what else I might fix or implement “while
I’m at it”.


Stability, stability, stability. I want gvinum to work really well. To
accomplish that I have several test-machines I’m going to do different
tests on. I sort of have a little test-plan in the working that I’ll be
using.


A gvinumadmin tool that would make gvinum easier to use for
unexperienced users. Perhaps integrate this into the installer. This is
now probably something I’ll do at the end, when hopefully everything
works :) I might poke Ivan Voras a bit on this.


Documenting gvinum and it’s differences to vinum better. I take notes on
where I need to document, so this is in progress.


Implementing growing and shrinking of volumes.


Implement logging plexes. Log all parity data being written.


libarchive/bsdtar


Tim Kientzle kientzle@FreeBSD.org Colin Percival cperciva@FreeBSD.org
Project page


Both libarchive 2 and bsdtar 2 are now in -CURRENT and will be in 7.0.
Libarchive 1.9 and bsdtar 1.9 should be in 6-STABLE in time for 6.3.


libarchive 2 is much faster writing to disk than libarchive 1. It also
supports new formats, has several minor API/ABI corrections, is more
portable, and has many fewer bugs. Of special note is
“libarchive_test”, a new program that exercises much of the libarchive
functionality; anyone interested in working on libarchive should become
familiar with this test suite. bsdtar 2 is less ambitious, but does have
a number of bug fixes and takes advantage of several new features in
libarchive 2.


libarchive 1.9 is identical to libarchive 2 except it maintains the old
API/ABI. Similarly, bsdtar 1.9 is nearly identical to bsdtar 2, lacking
only a few features that would prevent it from being used with existing
libarchive 1 libraries.


Tim Kientzle has started work on a libarchive-based cpio implementation
that should be ready for inclusion with FreeBSD 8.


Volunteer needed: We want a libarchive-based pax to replace our
out-of-date pax implementation.


Volunteer needed: pkg_add should use libarchive instead of forking an
external tar; this could eventually make it much faster.


Volunteer(s) needed: libarchive should write more cpio variants (easy);
libarchive should read and write mtree format (not difficult);
libarchive should write GNUtar 1.0 format sparse tar entries (tricky);
bsdtar should support –metadata=<archive> to read names and properties
from one archive, with data from disk, to create a new archive (mtree
support in libarchive would make this very useful); bsdtar should
preserve sparseness when creating archives.


USB update


Warner Losh imp@FreeBSD.org


About 18 months ago, I started to remove the compatibility macros that
we had in the USB stack. These macros made it very hard to read the code
and to diagnose problems. They represented a barrier to entry for people
reading and understanding the stack. In addition, many of them
effectively hid bugs from all but the most intensive investigations of
the code.


I’ve removed almost all of the macros in the client drivers, and all
instances of the macros in the core FreeBSD USB stack. This makes the
drivers more readable, and a little more robust. During this process, I
fixed a lot of little bugs that people had been tripping over, and some
that people hadn’t reported. I’ve added a boatload of new vendor and
product ids to the drivers from user PRs as well as from OpenBSD/NetBSD
drivers.


I finished up this work so that the FreeBSD USB stack would be more
maintainable during the RELENG_7 period of time. I plan on MFCing most
of the changes I’ve made into RELENG_6 after they have been shaken out
in current. There was only one API changes in this work, so this is
doable, and makes sharing drivers between 6.x and 7.x much easier. At
this stage, it is unclear how long RELENG_6 will be around, so I’m
hoping this will make USB much better in 6.3 if that’s the release
people choose to run.


I’ve shied away from many of the more complicated changes to the stack.
There’s work being done outside of the tree by Hans Petter Selasky (hps)
to make these sorts of changes. There is much in his stack that’s ready
to be merged, and I hope to integrate from that work useful bits that
can be merged without disruption to improve the FreeBSD USB stack.


I’m also looking for other FreeBSD developers that can jump in and help.
Nearly all of the improvements I’ve done by spending a few hours a week
sorting through the PRs for extremely low hanging fruit. There’s plenty
of room for others to be involved as well in improving FreeBSD’s USB
stack, as well as chances for us to import the now-useful bits from the
evolving hps USB stack, hopefully reducing the diffs between it and the
present FreeBSD USB stack. In addition, I’m looking for someone to do
similar device ID merges from DragonFlyBSD.


Finally, I’ve embarked on a mission to try to merge all the BSD’s
usbdevs files. There’s no reason to have separate ones. I’ve started to
modify usbdevs(1) to read the src/sys/dev/usb/usbdevs file and report
more verbose information that way. A merged usbdevs would be larger, and
take up more memory in a USBVERBOSE kernel, so to mitigate that effect,
I’m making changes to usbdevs(1).


The biggest area of concern before the 7.0 release is to get the updated
device lists into the manual pages. This task is too big for me to take
on in addition to the work I’m doing in cleaning up.


We need more people that are willing to help out on the ‘trivial’ PRs
that add IDs to the driver. In addition, we need people to periodically
sync our driver lists with DragonFlyBSD, NetBSD, and OpenBSD drivers.


Merging the other BSD’s usbdevs tables would be very helpful.


Writing a usbdevs parser for usbdevs(1) to use.


Wireless Networking


Sam Leffler sam@FreeBSD.org Andrew Thompson thompsa@FreeBSD.org


A major update of the 802.11 wireless support was committed. Changes
include advanced station mode facilities such as background scanning and
roaming, and support for 802.11n devices. In addition parts of the
Atheros’ SuperG protocol extensions were added so that wireless clients
that communicate with Atheros-based access points can operate more
effectively. The changes to the infrastructure are also important
because they simplify future distribution of Virtual AP (VAP) support.


This work represents the effort of many people including Kip Macy,
Andrew Thompson, Sepherosa Ziehau, Max Laier, and Kevin Lo. Getting
these changes into the tree now ensures they will be present for the
lifetime of the 7.x branch.


The scanning and SuperG work were supported by Atheros. The
802.11n-related work was supported by Marvell.


Please test your wireless networking, especially during the 7.0 BETA and
RC period.


FreeBSD and Wake On Lan


Stefan Sperling stsp@stsp.name


I have been working on making wake on lan (WOL) work with FreeBSD.
Contrary to popular believe OS support is required for WOL to work
properly. In particular network card drivers need to configure network
cards for WOL during system shutdown, else the cards won’t wake up. WOL
is _not_ just a BIOS issue.


This is work in progress. Currently the following cards/chipsets are
supported:



		NatSemi DP83815 (if_sis)


		Via Rhine (if_vr, only VT6102 and up chips support WOL)


		Nvidia nForce (if_nve, needs testing )


		3Com Etherlink XL and Fast Etherlink XL (if_xl, needs testing ,
only 3c905B type adapters support WOL)





I would be glad to get more feedback on my patch. I can add support for
more chipsets but I need testers for hardware I don’t have. I would
appreciate access to data sheets for any NIC chipsets that are supported
by FreeBSD and have WOL support.


I would especially appreciate technical feedback on the patch,
preferably by a committer who is willing to nitpick the patch to make it
ready for inclusion in -CURRENT. I currently maintain the patch against
RELENG_6_2 for my own use but I would port it to -CURRENT for
inclusion.


FreeBSD/xen


Rink Springer rink@FreeBSD.org


Work is well under way to finish Kip Macy’s FreeBSD/xen port, and get it
into a shape which is suitable for inclusion in 7.0.


Generally, the port is stable and performs quite well. The major
bottleneck is the inability to work with GCC 4.2, this is the last major
TODO before the work can be committed.


Fix the port to correctly work with GCC 4.2.


Port the Xen drivers to newbus.


Test/fix PAE support.


Start on amd64 support.


OpenBSD packet filter - pf


Max Laier mlaier@FreeBSD.org


pf in HEAD (soon to be FreeBSD 7.0) has been updated to OpenBSD 4.1
bringing in a couple of new features:



		ftp-proxy has been rewritten, and a tftp version, tftp-proxy, has
been added


		pf(4) now supports Unicast Reverse Path Forwarding (uRPF) checks for
simplified ingress filtering


		The pflog(4) interface is now clonable. pf(4) can log to multiple
pflog interfaces now, each rule can specify which pflog interface to
log to


		pflogd(8) can now be told which pflog interface to work with


		pfctl(8) can now expire table entries


		keep state is now the default for pf.conf(5) rules, as is the flags
S/SA option on TCP connections. no state and flags any can be used to
disable stateful filtering or TCP flags checking


		The pfctl(8) ruleset optimiser can be enabled in pf.conf(5)


		pf(4) anchors can now be loaded inline in the main pf.conf(5) and can
be printed recursively


		Allow pf(4) rules inside anchors to have their counters reset, and
make counter read & reset an atomic operation





Some patches that went into OpenBSD after 4.1 and improve performance
significantly will be merged later.


Work to support pf and netgraph interaction is underway and will be
imported after 7.0. As all required ABI changes have been made during
the update, we will be able to MFC this work for 7.1 later on.


FreeBSD and Coverity Prevent


Pawel Jakub Dawidek pjd@FreeBSD.org David Maxwell dmaxwell@coverity.com


FreeBSD’s static analysis scans have been updated with a recent version
of Coverity Prevent. Coverity is providing additional advice on
configuration of the analysis to maximize the benefit from the tools.


At BSDCan2007, Coverity provided FreeBSD with a license for an
additional analysis tool called Extend, which allows writing custom
FreeBSD specific code checkers. David Maxwell presented training
material for interested FreeBSD developers. Some applications of custom
checkers have been considered, and more results will be forthcoming as
they are implemented and tested.
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                                 RELEASE NOTES
                              FreeBSD 3.3-RELEASE

Welcome to 3.3-RELEASE, a full follow-on to 3.2-RELEASE released
May 1999.  In the months since 3.2 was released, many bug fixes and
general enhancements have been made to the system.  Please see relevant
details below.

Any installation failures or crashes should be reported by using the
send-pr command (those preferring a WEB based interface can also see
this page).

For information about FreeBSD and the layout of the 3.3-RELEASE
directory (especially if you're installing from floppies!), see
ABOUT.TXT.  For installation instructions, see the INSTALL.TXT and
HARDWARE.TXT files.
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1. What's new since 3.2-RELEASE
---------------------------------

1.1. KERNEL CHANGES
-------------------
The Berkeley Packet Filter (bpf) is enabled by default.  This is to allow
DHCP supported installs.

Linux mode has undergone significant bug fixes and improvements.

The i386 bootstrap has been enhanced for some problematic systems.

Driver support has been added for IEEE 802.11 PCMCIA wireless network
adapters based on the Lucent Hermes chipset, including the Lucent
WaveLAN/IEEE 802.11 and the Cabletron RoamAbout.  Both 2Mbps and
6Mbps Turbo adapters are supported. [MERGED]

Driver support has been added for PCI fast Ethernet cards based
on the ADMtek Inc. AL981 Comet chipset.

Driver support has been added for PCI fast Ethernet cards based
on the LC82C115 'PNIC II' chipset.

Driver support has been added for SysKonnect SK-984x PCI gigabit
Ethernet adapters.

Driver support has been added for Adaptec Duralink PCI Ethernet adapters
based on the Adaptec AIC-6915 fast Ethernet controller.

Driver support for M-systems DiskOnChip products integrated.

Driver support has been added for the 3Com 3c905C-TX.

Driver support has been added for the 3Com 3x574-TX 16-bit FastEtherlink
PC-card support.

Driver support has been added for the Compaq Smart Raid family of
RAID controllers.

Driver support for a number of Realtek and Avance Asound audio cards
has been added.

USB support has been improved.

Major updates to the Vinum volume manager have been incorporated.
[Though the new RAID-5 features should still be considered
experimental since they are, well, new].

A number of NFS problems have been fixed.

APM support has been improved.  A kernel panic problem with an
older APM BIOSes has been fixed.  Also, the suspend/standby
transition is more robust.

User- and group-based IPFW firewalling has been added.

Support for probabilistic rule matching has been added to IPFW.

IPFW logging is now dynamic. IPFW logging counts can be reset, and any
given rule can be given an arbitrary logging limit.


1.2. SECURITY FIXES
-------------------
A problem with filesystems flags has been corrected.

A problem with profil(2) remaining inactive after an exec call.

A remotely exploitable root hole in amd (the automount daemon) has been
fixed.

The wu-ftpd port has been updated with the latest patches to prevent
possible remote root exploits.

The proftpd port has been updated with the latest patches to prevent
possible remote root exploits.

The samba port has been updated with the latest patches to prevent
possible remote root exploits.

The inn port has been updated to a new version that corrects some buffer
overflows.

Since FreeBSD 3.0 RELEASE, many minor problems with the network stack
have been corrected which could have been exploited for denial of
service attacks.


1.3. USERLAND CHANGES
---------------------
The support environment for Linux mode has finally been updated. The
linux_lib and linux_devel ports are replaced by resp. linux_base and
linux_devtools. These new ports are based on Red Hat 5.2 packages
and include support for both glibc2 and libc5 based applications.

Sysinstall now contains DHCP client support.

TCP Wrapper support in inetd(8) is now controlled with command-line
options and data-gram (UDP) services may be wrapped in addition to previously
wrapped service types. Please see the manpage for details, since inetd
run without command-line options will do no wrapping.

ISC's DHCP client has been upgraded to version 2.0.

Bison, the GNU parser generator, has been upgraded to version 1.28.

The Advanced Power Management monitor daemon, apmd(8), has been added.
This allows the user to select the APM events to be handled from
userland and specify the commands for a given event.  This allows the
APM behavior to be configured in a flexable manner.  Please see the
manpage for details.


2. Supported Configurations
---------------------------
FreeBSD currently runs on a wide variety of ISA, VLB, EISA and PCI bus
based PC's, ranging from 386sx to Pentium class machines (though the
386sx is not recommended).  Support for generic IDE or ESDI drive
configurations, various SCSI controller, network and serial cards is
also provided.

What follows is a list of all peripherals currently known to work with
FreeBSD.  Other configurations may also work, we have simply not as yet
received confirmation of this.


2.1. Disk Controllers
---------------------
WD1003 (any generic MFM/RLL)
WD1007 (any generic IDE/ESDI)
IDE
ATA

Adaptec 1535 ISA SCSI controllers
Adaptec 154x series ISA SCSI controllers
Adaptec 174x series EISA SCSI controller in standard and enhanced mode.
Adaptec 274X/284X/2920C/294x/2950/3940/3950 (Narrow/Wide/Twin) series
EISA/VLB/PCI SCSI controllers.
Adaptec AIC7850, AIC7860, AIC7880, AIC789x, on-board SCSI controllers.

AdvanSys SCSI controllers (all models).

BusLogic MultiMaster controllers:

[ Please note that BusLogic/Mylex "Flashpoint" adapters are NOT yet supported ]

BusLogic MultiMaster "W" Series Host Adapters:
    BT-948, BT-958, BT-958D
BusLogic MultiMaster "C" Series Host Adapters:
    BT-946C, BT-956C, BT-956CD, BT-445C, BT-747C, BT-757C, BT-757CD, BT-545C,
    BT-540CF
BusLogic MultiMaster "S" Series Host Adapters:
    BT-445S, BT-747S, BT-747D, BT-757S, BT-757D, BT-545S, BT-542D, BT-742A,
    BT-542B
BusLogic MultiMaster "A" Series Host Adapters:
    BT-742A, BT-542B

AMI FastDisk controllers that are true BusLogic MultiMaster clones are also
supported.

DPT SmartCACHE Plus, SmartCACHE III, SmartRAID III, SmartCACHE IV and
SmartRAID IV SCSI/RAID controllers are supported.  The DPT SmartRAID/CACHE V
is not yet supported.

SymBios (formerly NCR) 53C810, 53C810a, 53C815, 53C820, 53C825a,
53C860, 53C875, 53C875j, 53C885, 53C895 and 53C896 PCI SCSI controllers:
        ASUS SC-200
        Data Technology DTC3130 (all variants)
        Diamond FirePort (all)
        NCR cards (all)
        Symbios cards (all)
        Tekram DC390W, 390U and 390F
        Tyan S1365


QLogic 1020, 1040, 1040B, 1080 and 1240 SCSI Host Adapters.
QLogic 2100 Fibre Channel Adapters (private loop only).

DTC 3290 EISA SCSI controller in 1542 emulation mode.

With all supported SCSI controllers, full support is provided for
SCSI-I & SCSI-II peripherals, including hard disks, optical disks,
tape drives (including DAT and 8mm Exabyte), medium changers, processor
target devices and CDROM drives.  WORM devices that support CDROM commands
are supported for read-only access by the CDROM driver.  WORM/CD-R/CD-RW
writing support is provided by cdrecord, which is in the ports tree.

The following CD-ROM type systems are supported at this time:
(cd)    SCSI interface (also includes ProAudio Spectrum and
        SoundBlaster SCSI)
(matcd) Matsushita/Panasonic (Creative SoundBlaster) proprietary
        interface (562/563 models)
(scd)   Sony proprietary interface (all models)
(wcd)   ATAPI IDE interface

The following drivers were supported under the old SCSI subsystem, but are
NOT YET supported under the new CAM SCSI subsystem:

  Tekram DC390 and DC390T controllers (maybe other cards based on the
  AMD 53c974 as well).

  NCR5380/NCR53400 ("ProAudio Spectrum") SCSI controller.

  UltraStor 14F, 24F and 34F SCSI controllers.

  Seagate ST01/02 SCSI controllers.

  Future Domain 8xx/950 series SCSI controllers.

  WD7000 SCSI controller.

  Adaptec 1510 series ISA SCSI controllers (not for bootable devices)
  Adaptec 152x series ISA SCSI controllers
  Adaptec AIC-6260 and AIC-6360 based boards, which includes the AHA-152x
  and SoundBlaster SCSI cards.

  [ Note:  There is work-in-progress to port the AIC-6260/6360 and
    UltraStor drivers to the new CAM SCSI framework, but no estimates on
    when or if they will be completed. ]

Unmaintained drivers, they might or might not work for your hardware:

  Floppy tape interface (Colorado/Mountain/Insight)

  (mcd)   Mitsumi proprietary CD-ROM interface (all models)

2.2. Ethernet cards
-------------------

Adaptec Duralink PCI fast Ethernet adapters based on the Adaptec
AIC-6915 fast Ethernet controller chip, including the following:
  ANA-62011 64-bit single port 10/100-BaseTX adapter
  ANA-62022 64-bit dual port 10/100-BaseTX adapter
  ANA-62044 64-bit quad port 10/100-BaseTX adapter
  ANA-69011 32-bit single port 10/100-BaseTX adapter
  ANA-62020 64-bit single port 100-BaseFX adapter

Allied-Telesis AT1700 and RE2000 cards

Alteon Networks PCI gigabit Ethernet NICs based on the Tigon 1 and Tigon 2
chipsets, including the following:
  Alteon AceNIC (Tigon 1 and 2)
  3Com 3c985-SX (Tigon 1 and 2)
  Netgear GA620 (Tigon 2)
  Silicon Graphics Gigabit Ethernet
  DEC/Compaq EtherWORKS 1000
  NEC Gigabit Ethernet

AMD PCnet/PCI (79c970 & 53c974 or 79c974)

SMC Elite 16 WD8013 Ethernet interface, and most other WD8003E,
WD8003EBT, WD8003W, WD8013W, WD8003S, WD8003SBT and WD8013EBT
based clones.  SMC Elite Ultra.  SMC Etherpower II.

RealTek 8129/8139 fast Ethernet NICs including the following:
  Allied Telesyn AT2550
  Allied Telesyn AT2500TX
  Genius GF100TXR (RTL8139)
  NDC Communications NE100TX-E
  OvisLink LEF-8129TX
  OvisLink LEF-8139TX
  Netronix Inc. EA-1210 NetEther 10/100
  KTX-9130TX 10/100 Fast Ethernet
  Accton "Cheetah" EN1027D (MPX 5030/5038; RealTek 8139 clone?)
  SMC EZ Card 10/100 PCI 1211-TX

Lite-On 82c168/82c169 PNIC fast Ethernet NICs including the following:
  LinkSys EtherFast LNE100TX
  NetGear FA310-TX Rev. D1
  Matrox FastNIC 10/100
  Kingston KNE110TX

Macronix 98713, 98713A, 98715, 98715A and 98725 fast Ethernet NICs
  NDC Communications SFA100A (98713A)
  CNet Pro120A (98713 or 98713A)
  CNet Pro120B (98715)
  SVEC PN102TX (98713)

Macronix/Lite-On PNIC II LC82C115 fast Ethernet NICs including the following:
  LinkSys EtherFast LNE100TX Version 2

Winbond W89C840F fast Ethernet NICs including the following:
  Trendware TE100-PCIE

VIA Technologies VT3043 "Rhine I" and VT86C100A "Rhine II" fast Ethernet
NICs including the following:
  Hawking Technologies PN102TX
  D-Link DFE530TX

SysKonnect SK-984x PCI gigabit Ethernet cards including the following:
  SK-9841 1000baseLX single mode fiber, single port
  SK-9842 1000baseSX multi-mode fiber, single port
  SK-9843 1000baseLX single mode fiber, dual port
  SK-9844 1000baseSX multi-mode fiber, dual port

Texas Instruments ThunderLAN PCI NICs, including the following:
  Compaq Netelligent 10, 10/100, 10/100 Proliant, 10/100 Dual-Port
  Compaq Netelligent 10/100 TX Embedded UTP, 10 T PCI UTP/Coax, 10/100 TX UTP
  Compaq NetFlex 3P, 3P Integrated, 3P w/ BNC
  Olicom OC-2135/2138, OC-2325, OC-2326 10/100 TX UTP
  Racore 8165 10/100-BaseTX
  Racore 8148 10-BaseT/100-BaseTX/100-BaseFX multi-personality

ADMtek Inc. AL981-based PCI fast Ethernet NICs

ASIX Electronics AX88140A PCI NICs, including the following:
  Alfa Inc. GFC2204
  CNet Pro110B

DEC EtherWORKS III NICs (DE203, DE204, and DE205)
DEC EtherWORKS II NICs (DE200, DE201, DE202, and DE422)
DEC DC21040, DC21041, or DC21140 based NICs (SMC Etherpower 8432T, DE245, etc)
DEC FDDI (DEFPA/DEFEA) NICs

Fujitsu MB86960A/MB86965A

HP PC Lan+ cards (model numbers: 27247B and 27252A).

Intel EtherExpress 16
Intel EtherExpress Pro/10
Intel EtherExpress Pro/100B PCI Fast Ethernet

Isolan AT 4141-0 (16 bit)
Isolink 4110     (8 bit)

Novell NE1000, NE2000, and NE2100 Ethernet interface.

PCI network cards emulating the NE2000: RealTek 8029, NetVin 5000,
Winbond W89C940, Surecom NE-34, VIA VT86C926.

3Com 3C501 cards

3Com 3C503 Etherlink II

3Com 3c505 Etherlink/+

3Com 3C507 Etherlink 16/TP

3Com 3C509, 3C579, 3C589 (PCMCIA), 3C590/592/595/900/905/905B/905C PCI
and EISA (Fast) Etherlink III / (Fast) Etherlink XL

3Com 3c980/3c980B Fast Etherlink XL server adapter

3Com 3cSOHO100-TX OfficeConnect adapter

Toshiba Ethernet cards

Crystal Semiconductor CS89x0-based NICs, including:
  IBM Etherjet ISA

PCMCIA Etherjet cards from IBM and National Semiconductor are also
supported.

Note that NO token ring cards are supported at this time as we're
still waiting for someone to donate a driver for one of them.  Any
takers?

2.3 ATM
-------

   o ATM Host Interfaces
        - FORE Systems, Inc. PCA-200E ATM PCI Adapters
        - Efficient Networks, Inc. ENI-155p ATM PCI Adapters

   o ATM Signaling Protocols
        - The ATM Forum UNI 3.1 signaling protocol
        - The ATM Forum UNI 3.0 signaling protocol
        - The ATM Forum ILMI address registration
        - FORE Systems's proprietary SPANS signaling protocol
        - Permanent Virtual Channels (PVCs)

   o IETF "Classical IP and ARP over ATM" model
        - RFC 1483, "Multi-protocol Encapsulation over ATM Adaptation Layer 5"
        - RFC 1577, "Classical IP and ARP over ATM"
        - RFC 1626, "Default IP MTU for use over ATM AAL5"
        - RFC 1755, "ATM Signaling Support for IP over ATM"
        - RFC 2225, "Classical IP and ARP over ATM"
        - RFC 2334, "Server Cache Synchronization Protocol (SCSP)"
        - Internet Draft draft-ietf-ion-scsp-atmarp-00.txt,
                "A Distributed ATMARP Service Using SCSP"

   o ATM Sockets interface

2.4. Misc
---------

AST 4 port serial card using shared IRQ.

ARNET 8 port serial card using shared IRQ.
ARNET (now Digiboard) Sync 570/i high-speed serial.

Boca BB1004 4-Port serial card (Modems NOT supported)
Boca IOAT66 6-Port serial card (Modems supported)
Boca BB1008 8-Port serial card (Modems NOT supported)
Boca BB2016 16-Port serial card (Modems supported)

Comtrol Rocketport card.

Cyclades Cyclom-y Serial Board.

STB 4 port card using shared IRQ.

SDL Communications Riscom/8 Serial Board.
SDL Communications RISCom/N2 and N2pci high-speed sync serial boards.

Stallion multi-port serial boards: EasyIO, EasyConnection 8/32 & 8/64,
ONboard 4/16 and Brumby.

Specialix SI/XIO/SX ISA, EISA and PCI serial expansion cards/modules.

Adlib, SoundBlaster, SoundBlaster Pro, ProAudioSpectrum, Gravis UltraSound
and Roland MPU-401 sound cards. (snd driver)

Most ISA audio codecs manufactured by Crystal Semiconductors, OPTi, Creative
Labs, Avance, Yamaha and ENSONIQ. (pcm driver)

Connectix QuickCam
Matrox Meteor Video frame grabber
Creative Labs Video Spigot frame grabber
Cortex1 frame grabber
Hauppauge Wincast/TV boards (PCI)
STB TV PCI
Intel Smart Video Recorder III
Various Frame grabbers based on Brooktree Bt848 / Bt878 chip.

HP4020, HP6020, Philips CDD2000/CDD2660 and Plasmon CD-R drives.

PS/2 mice

Standard PC Joystick

X-10 power controllers

GPIB and Transputer drivers.

Genius and Mustek hand scanners.

Xilinx XC6200 based reconfigurable hardware cards compatible with
the HOT1 from Virtual Computers (www.vcc.com)

Support for Dave Mills experimental Loran-C receiver.

Lucent Technologies WaveLAN/IEEE 802.11 PCMCIA and ISA standard speed
(2Mbps) and turbo speed (6Mbps) wireless network adapters and work-a-likes
(NCR WaveLAN/IEEE 802.11, Cabletron RoamAbout 802.11 DS). Note: the
ISA versions of these adapters are actually PCMCIA cards combined with
an ISA to PCMCIA bridge card, so both kinds of devices work with
the same driver.

FreeBSD currently does NOT support IBM's microchannel (MCA) bus.

3. Obtaining FreeBSD
--------------------

You may obtain FreeBSD in a variety of ways:

3.1. FTP/Mail
-------------

You can ftp FreeBSD and any or all of its optional packages from
`ftp.FreeBSD.org' - the official FreeBSD release site.

For other locations that mirror the FreeBSD software see the file
MIRROR.SITES.  Please ftp the distribution from the site closest (in
networking terms) to you.  Additional mirror sites are always welcome!
Contact freebsd-admin@FreeBSD.org for more details if you'd like to
become an official mirror site.

If you do not have access to the Internet and electronic mail is your
only recourse, then you may still fetch the files by sending mail to
`ftpmail@ftpmail.vix.com' - putting the keyword "help" in your message
to get more information on how to fetch files using this mechanism.
Please do note, however, that this will end up sending many *tens of
megabytes* through the mail and should only be employed as an absolute
LAST resort!


3.2. CDROM
----------

FreeBSD 3.3-RELEASE CDs may be ordered on CDROM from:

        Walnut Creek CDROM
        4041 Pike Lane, Suite F
        Concord CA  94520
        1-800-786-9907, +1-925-674-0783, +1-925-674-0821 (FAX)

Or via the Internet from orders@cdrom.com or http://www.cdrom.com.
Their current catalog can be obtained via ftp from:

        ftp://ftp.cdrom.com/cdrom/catalog

Cost per -RELEASE CD is $39.95 or $24.95 with a FreeBSD subscription.
FreeBSD SNAPshot CDs, when available, are $39.95 or $14.95 with a
FreeBSD-SNAP subscription (-RELEASE and -SNAP subscriptions are entirely
separate).  With a subscription, you will automatically receive updates as
they are released.  Your credit card will be billed when each disk is
shipped and you may cancel your subscription at any time without further
obligation.

Shipping (per order not per disc) is $5 in the US, Canada or Mexico
and $9.00 overseas.  They accept Visa, Mastercard, Discover, American
Express or checks in U.S. Dollars and ship COD within the United
States.  California residents please add 8.25% sales tax.

Should you be dissatisfied for any reason, the CD comes with an
unconditional return policy.


4. Upgrading from previous releases of FreeBSD
----------------------------------------------

If you're upgrading from a previous release of FreeBSD, most likely
it's 2.2.x or 2.1.x (in some lesser number of cases) and some of the
following issues may affect you, depending of course on your chosen
method of upgrading.  There are two popular ways of upgrading
FreeBSD distributions:

        o Using sources, via /usr/src
        o Using sysinstall's (binary) upgrade option.

In the case of using sources, there are simply two targets you need to
be aware of: The standard ``upgrade'' target, which will upgrade a 2.x
or 3.0 system to 3.3 and the ``world'' target, which will take an
already upgraded system and keep it in sync with whatever changes have
happened since the initial upgrade.

In the case of using the binary upgrade option, the system will go
straight to 3.3/ELF but also populate the /<basepath>/lib/aout
directories for backwards compatibility with older binaries.

In either case, going to ELF will mean that you'll have somewhat
smaller binaries and access to a lot more compiler goodies which have
been already been ported to other ELF environments (our older and
somewhat crufty a.out format being largely unsupported by most other
software projects).  Those who wish to retain access to the older
a.out dynamic executables should be sure and install the compat22
distribution. Notice that the a.out libraries won't be accessible
until the system is rebooted, which may cause trouble with certain
a.out packages.

Also, do not use install disks or sysinstall from previous versions,
as version 3.1 introduced a new bootstrapping procedure, requiring
new boot blocks to be installed (because of elf kernels), and version
3.2 has further modifications to the bootstrapping procedure.

[ other important upgrading notes should go here]


5. Reporting problems, making suggestions, submitting code.
-----------------------------------------------------------
Your suggestions, bug reports and contributions of code are always
valued - please do not hesitate to report any problems you may find
(preferably with a fix attached, if you can!).

The preferred method to submit bug reports from a machine with
Internet mail connectivity is to use the send-pr command or use the CGI
script at http://www.FreeBSD.org/send-pr.html.  Bug reports
will be dutifully filed by our faithful bugfiler program and you can
be sure that we'll do our best to respond to all reported bugs as soon
as possible.  Bugs filed in this way are also visible on our WEB site
in the support section and are therefore valuable both as bug reports
and as "signposts" for other users concerning potential problems to
watch out for.

If, for some reason, you are unable to use the send-pr command to
submit a bug report, you can try to send it to:

                freebsd-bugs@FreeBSD.org

Note that send-pr itself is a shell script that should be easy to move
even onto a totally different system.  We much prefer if you could use
this interface, since it make it easier to keep track of the problem
reports.  However, before submitting, please try to make sure whether
the problem might have already been fixed since.


Otherwise, for any questions or tech support issues, please send mail to:

                freebsd-questions@FreeBSD.org


Additionally, being a volunteer effort, we are always happy to have
extra hands willing to help - there are already far more desired
enhancements than we'll ever be able to manage by ourselves!  To
contact us on technical matters, or with offers of help, please send
mail to:

                freebsd-hackers@FreeBSD.org


Please note that these mailing lists can experience *significant*
amounts of traffic and if you have slow or expensive mail access and
are only interested in keeping up with significant FreeBSD events, you
may find it preferable to subscribe instead to:

                freebsd-announce@FreeBSD.org


All of the mailing lists can be freely joined by anyone wishing
to do so.  Send mail to MajorDomo@FreeBSD.org and include the keyword
`help' on a line by itself somewhere in the body of the message.  This
will give you more information on joining the various lists, accessing
archives, etc.  There are a number of mailing lists targeted at
special interest groups not mentioned here, so send mail to majordomo
and ask about them!
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-------------------
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Introduction


This report covers &os;-related projects between April and June 2011. It
is the second of the four reports planned for 2011. Since this quarter,
the work is being focused on the next major version of &os;, 9.0, which
is to be released in September.


Thanks to all the reporters for the excellent work! This report contains
36 entries and we hope you enjoy reading it.


Please note that the deadline for submissions covering the period
between July and September 2011 is October 15th, 2011.


proj Projects team &os; Team Reports net Network Infrastructure kern
Kernel docs Documentation arch Architectures ports Ports misc
Miscellaneous gsoc Google Summer of Code


Disk device error counters


Oleksandr Dudinskyi dudinskyj@gmail.com Wiki page


Currently, I work on schedule, I printed the information of disk error
in utility iostat option -E. While only displays five types of errors.
Further analysis will give me the opportunity to identify other types of
disk errors.


Search other type of error and the place of their registration.


Maybe find a better place registration of errors than xpt_done().


&os; June 6th, 2011 Doc Sprint


Benedict Reuschling bcr@FreeBSD.org Dru Lavigne dru@FreeBSD.org The
DocSprints page in the &os; wiki Results of the June 6 Doc Sprint Closed
PRs during the doc sprint Website of the Open Help conference


On June 6, the &os; documentation project held a doc sprint where a
number of documentation issues were discussed. The sprint took place
primarily in IRC channel #bsddocs on EFNet. Notes were taken in an
Etherpad document where all participants could concurrently edit them in
an easy to use interface. Parallel to the discussion, a number of doc
problem reports have been closed. There are still some doc PRs that have
been identified that could also be closed, because their original issue
was already committed but the PR is still open. This needs to be
investigated on a case by case basis.


Dru Lavigne brought in her experiences from the Open Help conference
that she was attending during the sprint. It would be good to have some
&os; documentation people at a future Open Help conference to exchange
ideas with other open source documentation projects and how they go
about doing their work.


The primary discussion focused on the issues that have been talked about
at the documentation working group at BSDCan’s DevSummit in May.
Subjects like converting the documentation repository from CVS to SVN,
the move from DocBook SGML to XML-based documentation as well as other
formats like RST (re-restructured text), and publication efforts of the
handbook in electronic and dead-tree form were thoroughly debated.


Overall participation was good, but we would like to have more
documentation folks to participate in future sprints. The next sprint is
planned before EuroBSDCon 2011 and will be announced in time so that
interested people can set aside some time for it. We also plan to
include different time zones so that we can have more input from various
areas. We hope to establish these kind of sprints on a regular basis to
deal with documentation issues that affect the whole community.


Thanks to everyone who participated and helped bring some of the issues
we talked about forward.


Schedule the next documentation sprint before the next EuroBSDCon and
include different timezones.


Work on the todo items identified during the sprint.


Resolve open documentation problem reports identified to be fixed, but
still open for some reason.


Replacing the Regular Expression Code


Gábor Kövesdán gabor@FreeBSD.org Wiki page


The current regular expression code in libc is quite outdated and does
not support wide characters. There are various open source regular
expression libraries but replacing the code is not a simple task because
there are quite many considerations and requirements. The best candidate
is TRE, which is a BSD-licensed, supports wide and multibyte characters,
conforms to POSIX and it performs well compared to another available
alternatives, so the work has been started with TRE. Apart from the
replacement, the plan is to implement heuristical matching, which will
speed up the pattern matching significantly. Besides, grep and diff in
the base system have been using the GNU regex code, which has a more
permissive syntax. It is desired to have a single regex engine in the
base system, so the GNU syntax has to be implemented (as an optional
feature), as well.


So far, a fast string matching algorithm has been added, which is a
variant of the Turbo Boyer-Moore algorithm. It has been slightly tuned
to support not only literal patterns but patterns containing $^.
symbols. This algorithm is used automatically when the pattern makes it
possible.


Besides, heuristic matching has also been implemented. If the fast
matcher cannot be applied directly, it parses the pattern and separates
the fixed-length prefix and suffix of the pattern. Then it can be used
to locate the possibly matching regions of the text, using a more
efficient algorithm than the full regex NFA and the latter only has to
be applied to the narrow context that has been located.


Implement GNU regex syntax.


Add test suite GNU-specific behavior and also add some tests for
locale-specific behavior.


Test and review the code. Contact the author and check if these
improvements can be added to the upstream code so that more people can
benefit from this.


ArabBSD


Mohammed Farrag mfarrag@FreeBSD.org Official Website


&os; Awareness, Handbook Translation and &os; Kernel Development Summer
Course.


&os; Kernel Development Summer Course.


&os;/powerpc on AppliedMicro APM86290


Grzegorz Bernacki gjb@semihalf.com Rafal Jaworowski raj@semihalf.com


The APM86290 system-on-chip device is a member of AppliedMicro’s
PACKETpro family of embedded processors. The chip includes two Power
Architecture PPC465 processor cores, which are compliant with Book-E
specification of the architecture, and a number of integrated
peripherals. This work is extending current Book-E support in &os;
towards PPC4xx processors variation along with device drivers for
integrated peripherials. Current &os; APM86290 support includes:



		Booting via U-Boot bootloader


		Support for PPC465 core


		L1 cache


		Serial console (UART)





Next steps:



		Interrupt controller


		EHCI USB driver attachment


		Ethernet controller


		Queue Manager/Traffic Manager


		L2 cache support





&os;/arm on Marvell Armada XP


Grzegorz Bernacki gjb@semihalf.com Rafal Jaworowski raj@semihalf.com


Marvell Armada XP is a complete system-on-chip solution based on Sheeva
embedded CPU. These devices integrate up to four ARMv6/v7 compliant
Sheeva CPU cores with shared L2 cache. This work is extending &os;/arm
infrastructure towards support for recent ARM architecture variations
along with a basic set of device drivers for integrated peripherials.
Current &os; suppport for Armada XP includes:


Booting via U-Boot bootloader


ARMv6/v7 support



		Reworked CPU indentification scheme


		New cache identification scheme


		Support for PIPT caches


		Reworked PMAP for ARMv6/v7 features





Serial console support (UART)


Interrupt controller


Integrated timers


USB driver attachment


Ethernet controller driver


Next steps:



		L2 cache support


		SMP support


		PCI-Express and SATA drivers





bsd_day(2011)


Martin Matuska mm@FreeBSD.org Gábor Páli pgj@FreeBSD.org


The purpose of this one-day event is to gather Central European
developers of today’s open-source BSD systems to popularize their work
and their organizations, and to meet each other in the real life. We
would also like to motivate potential future developers and users,
especially undergraduate university students to work with BSD systems.


This year’s BSD-Day will be held in Bratislava, Slovakia at Slovak
University of Technology, Faculty of Electrical Engineering and
Information Technology on November 5, 2011.


Everybody is welcome!


Apply. We are looking for you!


TCP User Timeout Option (UTO)


Catalin Nicutar cnicutar@FreeBSD.org Bjoern Zeeb bz@FreeBSD.org Project
Wiki Repository


The goal of the User Timeout option is to allow an application to tweak
the time TCP waits for acknowledgements. Using UTO, an application can
choose the exact time it is willing to wait for data to be acknowledged.
Also, an application can suggest to its peer the time it should wait
before dropping the connection (the peer may or may not allow this).


As an example, a SSH client can request a large timeout (4 hours) for a
connection. After some time the client is disconnected, reconnecting 2
hours later (with the same IP). Due to UTO, the connection should still
be alive and any lost data should be retransmitted.


Current testing is done on TCP over IPv4. Timeouts can be limited by
global sysctls and an application can choose how to send or accept
timeout values via socket options. In addition to regression tests,
support has been added to telnet, ssh and netcat.


Regression tests for TCP over IPv6.


Add support to more userland applications.


Implement strategies and regression tests to handle and simulate DoS
scenarios.


Portbuilder


David Naylor naylor.b.david@gmail.com GIT Repository README TODO


I would like to introduce a project that has been in the works for the
last 3 years. From the projects README:


A concurrent ports building tool. Although &os; ports supports building
a single port using multiple jobs (via MAKE_JOBS), it cannot build
multiple ports concurrently. This tool accomplishes just that.


Some of its key features:



		Concurrent port building


		Load control


		Top like UI


		Persistent builds (by default)





Portbuilder originally used threads to control each port at each stage
of the build however the required locks resulting in deadlocks, and some
ports would not build correctly. To resolve those issues a rewrite was
done to use only a single thread, making all locking code redundant.
Thanks to the use of kqueue(2) the overhead of managing concurrent port
builds is minimal. Further work to reduce that overhead is underway.


Portbuilder is installable from ports under ports-mgmt/portbuilder, see
the README for usage details. Please note that this is considered BETA
quality, that the feature set and API are expected to change, and that
portbuilder may crash or fail to behave properly.


Wiki page.


Testing.


See TODO.


IPv6 RA Handling Improvements


Hiroki Sato hrs@FreeBSD.org


ICMPv6 Router Advertisement (RA) message is a part of IPv6 Neighbor
Discovery Protocol in RFC 4861 and takes an important role in IPv6 basic
functionality. &os; supports it in the kernel, and the rtadvd(8) and
rtsold(8) programs derived from KAME project handle it in userland.


This small project aims to improve the current RA handling by removing
limitations and adding new functionality found in the latest RFCs.
Changes committed are as follows:



		&os; now supports RA receiving even if net.inet6.ip6.forwarding=1 and
enabling/disabling the receiving in a per-interface basis. The
traditional “host” and “router” node model in IPv6 RFCs is translated
into a concept of “RA-receiving interfaces” and “RA-sending
interfaces” in &os; 9.0 or later, not depending only on system-wide
IP forwarding capability. This is useful for a system with multiple
IPv6-capable interfaces (such as a customer-edge router) which
require SLAAC (Stateless Address Autoconfiguration) feature described
in RFC 4862.


		The rtadvd(8) and rtsold(8) programs now support IPv6 Router
Advertisement Options for DNS Configuration in RFC 6106. This enables
updating /etc/resolv.conf by using RAs.


		The rtadvd(8) daemon now supports dynamically-added/removed
interfaces. Although it was needed that all of RA-sending interfaces
exist before the daemon was invoked, the new version no longer
requires it. When a new interface arrived, it will be configured on
the fly.


		The rtadvctl(8) utility has been added. This displays RA-sending
status on each interface and provides a way to control the daemon.
This utility makes system administration much easier.





All of the changes described above have already been committed to
9-CURRENT and a part of them will be merged to 8-STABLE.


DIstributed Firewall and Flow-shaper Using Statistical Evidence
(DIFFUSE)


Sebastian Zander szander@swin.edu.au Grenville Armitage
garmitage@swin.edu.au


DIFFUSE is a system enabling &os;’s IPFW firewall subsystem to classify
IP traffic based on statistical traffic properties.


With DIFFUSE, IPFW computes statistics (such as packet lengths or
inter-packet time intervals) for observed flows, and uses ML (machine
learning) to classify flows into classes. In addition to traditional
packet inspection rules, IPFW rules may now also be expressed in terms
of traffic statistics or classes identified by ML classification. This
can be helpful when direct packet inspection is problematic (perhaps for
administrative reasons, or because port numbers do not reliably identify
applications).


DIFFUSE also enables one instance of IPFW to send flow information and
classes to other IPFW instances, which then can act on such traffic
(e.g. prioritise, accept, deny, etc.) according to its class. This
allows for distributed architectures, where classification at one
location in your network is used to control fire-walling or rate-shaping
actions at other locations.


The DIFFUSE prototype is a set of patches for &os;-CURRENT that can be
downloaded from the project’s web site. The web site also contains a
more comprehensive introduction, as well as links to related work and
documentation.


In July 2011, we released DIFFUSE v0.4. This release contains a number
of bug fixes and new features. Most notably we improved the
functionality of the tools used for training classification models, and
performing offline analysis.


DIFFUSE v0.4 is the last release, as the DIFFUSE project has concluded.
However, we may release bug fixes in the future if necessary.


Status Report for NFS


Rick Macklem rmacklem@FreeBSD.org


The new NFS client and server are no longer considered experimental and
will most likely be the default for &os; 9.0. Included is support for
NFSv4.0 as well as NFSv3 and NFSv2. The NFSv4.0 support was tested at a
recent NFSv4 Interoperability Bakeathon held at CITI of the University
of Michigan. Also tested at the Bakeathon was a basic client
implementation of NFSv4.1 which will soon be available as a test patch
against the &os; 9.0 kernel sources. If you are interested in testing
NFSv4.1, stay tuned to the freebsd-fs@FreeBSD.org mailing list.
zkirsch@FreeBSD.org and friends will be taking on a majority of the
NFSv4 server work while I concentrate on the client, with hopes that the
NFSv4.1 support will mature over the next year or so.


I will also be making a patch for an experimental aggressive client side
on-disk caching mechanism for NFSv4 I call Packrats available. An
announcement about this will be made on freebsd-fs@FreeBSD.org as well.


ZFS pool version 28


Pawel Jakub Dawidek pjd@FreeBSD.org Martin Matuska mm@FreeBSD.org


ZFS pool version 28 has been merged into 8-STABLE as of June 6, 2011. In
addition, several bugfixes and improvements from the Illumos project
have been imported.


Investigation of ZFS problem reports.


libarchive, bsdtar, bsdcpio


Tim Kientzle kientzle@FreeBSD.org Michihiro Nakajima ggcueroad@gmail.com


Libarchive, bsdtar and bsdcpio in 9-CURRENT have been updated to version
2.8.4 (thanks to mm@FreeBSD.org) and bsdtar now supports extracting XAR
and RPM archive formats.


There is ongoing development in trunk with many improvements including
support for new formats both on the read (e.g. cab, lha, rar) and write
parts (e.g. iso9660, xar).


&os; IPv6-only Support


Bjoern A. Zeeb bz@FreeBSD.org &os; Foundation project announcement &os;
Foundation and iXsystems press release &os; IPv6-only Support PC-BSD
IPv6


As a follow-up work to the no-IP kernel, a &os; IPv6-only prototype
kernel was build beginning of 2010. This work was now carried on and
merged to mainstream &os; and will be part of the upcoming 9.0-RELEASE
allowing for custom no-IPv4 kernels to be built. In addition IPv6
installation and configuration support for &os; and PC-BSD were
improved.


An IPv6-only kernel and continued efforts to build world without IPv4,
like &os; had supported compiling out IPv6 for a long time, will allow
easier IPv6 validation work to happen. This will not only help &os; or
&os;-derived commercial product builders but we are also hoping to
motivate other Open Source projects to test their software for
IPv6-readiness on &os; or PC-BSD.


We have provided and will continue to provide IPv6-only snapshots for
&os;. In IPv6-only PC-BSD snapshots have been released to provide a
great Open Source desktop environment to test GUI applications for
IPv6-readiness as well.


I would like to thank the &os; Foundation and iXsystems for their
support of the project, as well as George Neville-Neil for providing
review and Kris Moore for helping on the PC-BSD integration and building
and providing the PC-BSD snapshots.


Google Summer of Code


Brooks Davis brooks@FreeBSD.org Robert Watson rwatson@FreeBSD.org Summer
of Code 2011 Project Wiki Pages


We are happy to be participating in our 7th Google Summer of Code. After
the mid-term evaluation we have 15 projects working towards the final
evaluation. You can see the latest status on student’s individual wiki
pages or by subscribing to the soc-status mailing list.


Chromium


Chromium on &os; Team chromium@FreeBSD.org Main project site &os;
porting site


During the last quarter we have been keeping the Chromium browser up to
date, with new major releases being imported into the Ports Collection
the same day as the upstream release. As time passes by, more patches
are incorporated or otherwise became obsolete by virtue of upstream code
cleanups. Version 13 is already available from the Chruetertee
repository, with 70 patches less than version 12.


Overhaul of the mii(4)-subsystem


Marius Strobl marius@FreeBSD.org


The mii(4)-subsystem has been overhauled and fixes and enhancements from
NetBSD/OpenBSD since mii(4) originally has been ported over have been
merged. As a result a lot of code duplication and hacks have been
removed from the PHY drivers and we are now able again to share the
miidevs file with NetBSD. Due to KPI breakages the majority of this work
will not be merged back into 8-STABLE and earlier.


Additionally shorthand aliases for common media+option combinations as
announced by mii(4) have been added to the ifmedia code so that now one
can actually supply the media strings found in the dmesg output to
ifconfig(8). Support for this will be merged back to 8-STABLE prior to
8.3-RELEASE.


&os;/sparc64


Marius Strobl marius@FreeBSD.org



		The iommu(4) driver has been changed to take advantage of the
streaming buffers of the host-PCI and host-SBus bridges if present,
which in at least some configurations results in a modest performance
improvement due to the caching of DMA transactions. As a
prerequisite, the bus_dma(9) usage of all drivers compiled as part
of the sparc64 GENERIC kernel has been reviewed and fixed and in case
of sound(4) and sym(4) at least worked around as necessary in order
to be able to use the streaming buffers.



Support for this will be merged back to 8-STABLE prior to






8.3-RELEASE.





		Following the update of the in-tree binutils to 2.17.50, which now
for the first time include support for GNUTLS on sparc64 in the base,
support for TLS relocations on sparc64 was added to rtld(1) and
enabled in the base GCC and malloc(3).





		Support and a workaround necessary for Sun Fire V890 equipped with
UltraSPARC-IV was added.



Support for these will be merged back to 8-STABLE prior to






8.3-RELEASE.





		The schizo(4) driver has been updated to also support the XMITS
Fireplane/Safari to PCI-X bridges and a workaround for
Casinni/Skyhawk combinations has been added. Chances are that the
latter solves the crashes seen when using the on-board Casinni NICs
of Sun Fire V480 equipped with centerplanes other than 501-6780 or
501-6790.



These changes have been merged back to 8-STABLE and will be part of






8.3-RELEASE.





		As part of the largeSMP project which had the goal of supporting more
than 32 CPU cores in &os; several parts of the sparc64 specific code
had to be adapted mainly in the assembler bits but as a result now
also supports more than 32 CPU cores.





		On machines where we do not need to lock the kernel TSB into the dTLB
and thus may basically use the entire 64-bit kernel address space,
i.e. on machines equipped with UltraSPARC-III+ and greater CPUs, the
kernel virtual memory was increased to not be limited by
VM_KMEM_SIZE_MAX and VM_KMEM_SIZE_SCALE decreased to 1 allowing
kernel to use more memory as for example useful for ZFS.



These changes will be merged back to 8-STABLE prior to 8.3-RELEASE.









		The shortcut taken in the code responsible for flushing user mappings
from the TLBs of UltraSPARC-III and greater CPUs turned out to not
scale well on MP-systems with more than 8 CPU cores and thus was
re-written. As a result it now scales up to at least 16-way machines.



These changes will be merged back to 8-STABLE prior to 8.3-RELEASE.












The &os; Japanese Documentation Project


Hiroki Sato hrs@FreeBSD.org Ryusuke Suzuki ryusuke@FreeBSD.org Japanese
&os; Web Pages The &os; Japanese Documentation Project Web Page


The www/ja and doc/ja_JP.eucJP/books/handbook subtrees have constantly
been updated. During this period, many part of out-dated contents in the
www/ja subtree were updated to the latest versions in the English
counterpart. Thus most of the files in the subtree are already
synchronized with www/en at this moment, and this updating work will be
finished within this year.


For &os; Handbook, translation work for the kernelconfig section was
just started. In addition, we are planning to translate the upcoming
release announcement because it is also important for Japanese people.


Further translation work for outdated and/or non-translated documents in
both doc/ja_JP.eucJP and www/ja.


Ports Collection


Thomas Abthorpe portmgr-secretary@FreeBSD.org Port Management Team
portmgr@FreeBSD.org


The ports tree slowly moves up closer to 23,000. The PR count still
remains at about 1100.


In Q2 we added 3 new committers, took in 2 commit bits for safe keeping,
and added a new member to portmgr.


The Ports Management team have been running -exp runs on an ongoing
basis, verifying how base system updates may affect the ports tree, as
well as providing QA runs for major ports updates. Of note, -exp runs
were done for:



		ports/154044, -exp run to update x11-toolkits/open-motif


		ports/155269, -exp run to fix problem with base/ports ncurses


		ports/155215, -exp run to update gmake, completed by linimon


		ports/156575, -exp run to generate a subset of ports in INDEX


		ports/155983, -exp run to reroot md5 in /sbin


		ports/139116, -exp run to call target “install-rc-script” before
“post-install”


		ports/155510, -exp run to remove support for pre 7.X


		ports/156533, -exp run to patch bsd.apache.mk


		ports/152498, -exp run to improve USERS/GROUPS handling


		flz has been performing clang -exp runs


		erwin performed -exp run for perl 5.12.4 update


		pav performed multiple -exp runs for gtk3





Looking for help getting ports to build with
clang [http://wiki.FreeBSD.org/PortsAndClang].


Looking for help fixing ports broken on
CURRENT [http://wiki.FreeBSD.org/PortsBrokenOnCurrent]. (List needs
updating, too)


Looking for help with Tier-2
architectures [http://wiki.FreeBSD.org/PortsBrokenOnTier2Architectures].
(List needs updating, too)


Most ports PRs are assigned, we now need to focus on testing,
committing, and closing.


Capsicum adaptation and core libraries


Ilya Bakulin kibab@FreeBSD.org


Some applications from the base system received sandboxing support,
current task is to adapt lightweight resolver daemon for using it in
sandboxes — this fixes problems with applications that need to convert
IP addresses into domain names while in sandbox.


Add sandboxing to even more applications in the base system.


Help Jonathan Anderson and Robert Watson to merge &os;-Capsicum into
&os;-HEAD.


&os; Haskell Ports


Gábor János PÁLI pgj@FreeBSD.org Ashish SHUKLA ashish@FreeBSD.org
Giuseppe Pilichi jacula@FreeBSD.org &os; Haskell wiki page &os; Haskell
ports repository &os; Haskell mailing list


We are proud to announce that the &os; Haskell Team has committed
Haskell Platform 2011.2.0.1 to the &os; Ports Collection, as well as
updated existing ports to their latest stable versions. Apart from the
ports officially available there, many ports (Snap web framework,
Leksah, and their dependencies) are still waiting to be added. Any users
who like to get early access to them, please refer to the instructions
at our development
repository [https://github.com/freebsd-haskell/freebsd-haskell/].


Update Haskell Platform (along with GHC) to 2011.4.0.0 as soon as it
gets out.


Add more ports to the Ports Collection.


Create a port for Happstack.


Create a port for gitit.


netmap


Luigi Rizzo rizzo@iet.unipi.it


netmap is a novel framework to achieve wire-speed packet processing in
&os;, while retaining the safety and richness of features provided by
the user space environment, and using only standard system calls. With
netmap, it takes as little as 70 clock cycles to move one packet between
the user program and the wire. As an example, a single core running at
900MHz can generate the 14.8Mpps that saturate a 10GigE interface. This
is a 5-10x improvement over the use of a standard device driver. netmap
is implemented with a relatively small kernel device driver (less than
2000 lines of code), plus individual network card patches (300-500 lines
each; currently supported are Intel 1 and 10 Gbit cards, and RealTek 1
Gbit cards). No special user libraries are needed, although we have a
small libpcap-over-netmap which enables the use of existing applications
on top of the new API with no source or binary modifications. The netmap
home page contains a more detailed description of the project, source
code, papers and slides.


Intel GPU Driver


Konstantin Belousov kib@FreeBSD.org


The &os; Foundation sponsored project to port the Linux kernel-mode
driver for Intel GPU progressed to the point where some machines can use
Xorg with ddx driver from the git head and latest Mesa. On my test
machine I was able to run uhexen2 and ioquake3.


Nonetheless, the driver is still in the early stages of debugging. Read
the wiki page for more details, guidelines on installation and initial
bug analysis.


Main efforts right now are directed on getting the required VM changes
into the base system, ideally before 9.0 is released.


The &os; Dutch Documentation Project


Remko Lodder remko@FreeBSD.org René Ladan rene@FreeBSD.org Wiki Page
Perforce repository


During the last period most work went into keeping the Handbook up to
date; it is currently up-to-date except for a section on network
servers. Other areas being worked on are the FAQ and the web site. The
latter two are still a work-in-progress.


Volunteers! The best part is that you do not need to be an expert on
&os; nor the Dutch language to join, just some enthusiasm and spare
time.


&os;/powerpc64 on IBM pSeries machines


Nathan Whitehorn nwhitehorn@FreeBSD.org Andreas Tobler
andreast@FreeBSD.org Development Branch


The goal of this project is to make &os; running on PAPR compliant
machines like the IBM pSeries family.


Currently we can boot a POWER7 emulation under a recent qemu snapshot.


The boot process stops when trying to find a PIC.


The same applies for an IntelliStation-285. (POWER5+).


Implement interrupt controller.


PCI bus scanning.


Drivers, drivers, drivers.


Improve memory management.


New ipfw features


Vadim Goncharov vadim_nuclight@mail.ru


The
ipfw(4) [http://www.FreeBSD.org/cgi/man.cgi?query=ipfw&sektion=4&manpath=FreeBSD+9.0-RELEASE]
packet filter now supports call and return rule actions. When a
packet matches a rule with the call action, the rule number is saved
in the internal stack and rules processing continues from the first rule
with specified number (similar to skipto action, but backward jumps
are allowed). If later a rule with return action is encountered, the
processing returns to the first rule with number greater than the number
saved in the internal stack. This makes it possible to organize
“subroutines” with rules, e.g. to call one subroutine several times from
different places in the ruleset. For more details, see
ipfw(8) [http://www.FreeBSD.org/cgi/man.cgi?query=ipfw&sektion=8&manpath=FreeBSD+9.0-RELEASE&format=html].


KDE-&os;


KDE &os; kde-freebsd@kde.org KDE-&os; home page Dot article on the KDE
sprints in Switzerland Call for test of KDE PIM 4.6.0 area51 Switzerland


Alberto Villa and Raphael Kubo da Costa went to Randa, Switzerland, to
attend, respectively, the KDE Multimedia/Kdenlive sprint and the
Platform 11 sprint. The sprints afforded them the opportunity to form
closer bonds with the upstream KDE community, to learn about the future
of Qt and KDE and make sure &os;’s needs are taken into account. For
more information see the article “From Platform to Frameworks – KDE
hackers meet in Switzerland” at dot.kde.org.


The KDE on &os; team have continued to improve the experience of KDE and
Qt under &os;. The latest round of improvements include:



		Qt supports Clang as a compiler





The team has also made many releases and upstreamed many fixes and
patches. The latest round of releases include:



		Qt: 4.7.3


		KDE: 4.6.3; 4.6.4; 4.6.5


		Amarok: 2.4.1


		Digikam (and KIPI-plugins): 1.9.0





Further testing is requested for KDE PIM 4.6.0 and Calligra 2.3.72
before the ports are committed. To test the ports please visit Alberto
Villa’s call for test and area51.


The team is always looking for more testers and porters so please visit
us at kde-freebsd@kde.org and our homepage.


Testing KDE PIM 4.6.0.


The &os; Foundation


Deb Goodkin deb@FreeBSDFoundation.org


We were a proud sponsor of BSDCan. We also sponsored 6 developers to
attend the conference. And, we brought in over $1,000 in donations! The
Foundation was also represented at FlourishConf in Chicago, IL and
SouthEast LinuxFest in Spartanburg, SC.


We acquired a non-exclusive copyright license to the libcxxrt C++
runtime [http://www.FreeBSDFoundation.org/press/Pathscale-PRrelease.shtml]
software from PathScale.


Sponsored a project to create an IPv6-only
version [http://www.FreeBSDFoundation.org/press/IPv6%20Day-PRrelease.shtml]
of &os; and PC-BSD.


We’re pleased announce the addition of Ed Maste to our Board of
Directors. Ed has been involved with &os; since 2003. And, has been a
committer since 2005. Ed leads the OS team at Sandvine and is
responsible for a number of developers who bring enhancements from &os;
into Sandvine’s OS and contribute their own changes back to &os;.


We continued our work on infrastructure projects to beef up hardware for
package-building, network-testing, etc. This includes purchasing
equipment as well as managing equipment donations. In fact we just
placed an order for a 80-core server for SMP performance work.


Stop by and visit with us at Ohio LinuxFest, Columbus, OH, on September
10.


The work above, as well as many other tasks we do for the project,
couldn’t be done without donations. Please help us by making a donation
or asking your company to make a donation. We would be happy to send
marketing literature to you or your company. Find out how to make a
donation at http://www.FreeBSDFoundation.org/donate/.


Find out more up-to-date Foundation news by reading our
blog [http://FreeBSDFoundation.blogspot.com/] and Facebook
page [https://www.facebook.com/FreeBSDFoundation].


OpenAFS port


Benjamin Kaduk kaduk@mit.edu Derrick Brashear shadow@gmail.com OpenAFS
home page &os; Wiki on AFS


AFS is a distributed network filesystem that originated from the Andrew
Project at Carnegie-Mellon University. Since our last report, upstream
OpenAFS has updated to a 1.6.0pre6 release candidate, which is available
in the &os; Ports Collection. We still expect the upcoming 1.6.0 release
to be usable for regular client workloads (though not heavy load). We
have also made progress on integration with the bsd.kmod.mk
kernel-module-building infrastructure, with a working prototype
implementation. Further cleanup and testing is needed before it is ready
to be committed.


There are several known outstanding issues that are being worked on, but
detailed bug reports are welcome at port-freebsd@openafs.org.


Update VFS locking to allow the use of disk-based client caches as well
as memory-based caches.


Track down races and deadlocks that may appear under load.


Integrate with the bsd.kmod.mk kernel-module build infrastructure.


Eliminate a moderate memory leak from the kernel module.


PAG (Process Authentication Group) support is not functional.


Fix clang warnings


Ben Laurie benl@FreeBSD.org


In order to assist with the process of moving away from gcc, while I
learn the ropes of being a contributor, I am systematically fixing clang
warnings, so we can turn on -Werror again.


Down from > 42,000 warnings at the end of May to < 9,000 warnings now.


Always happy if someone else finds and fixes a warning!


nvi-iconv


Zhihao Yuan lichray@gmail.com Project proposal GitHub page


This project creates a multibyte aware nvi fork. While most of the
userland tools in the &os; base system support multibyte encodings,
there is no pure-licensed nvi fork comes with sufficient multibyte
encoding (both Unicode and non-Unicode) support prior to this.


Currently, functionally, the new nvi is ready for testing. The
description is at https://github.com/lichray/nvi2/wiki (the patch is
deprecated). I will commit a new one latter.


The features dropped from nvi-1.79 are:



		Perl and Tcl interpreter supports;


		The whole Perl/Tcl/Tk scripting framework;


		A third-party gtags support.





and the features adopted from nvi-1.81.6 includes:



		Multibyte encoding supports (wchar_t + libiconv + libncursesw);


		fileencoding and inputencoding options;


		Undocumented :vsplit command, which vertically splits the screen.





Many known bugs, incomplete code from nvi-devel are fixed. However, I
find a serious memory leaking (via valgrind) in the nvi-devel iconv
framework. This requires a careful review.


Reviews the iconv part and fixes the memory leak.


Ex scripts for testing. But it seems that I have no experience on
that...


File encoding detection. My plan it to detect UTF-16 BOM first, then
UTF-8. If all fails, uses locale. UTF-8 BOM is not supported by iconv,
and we need to discuss whether we should support it in the editor.


Clang replacing GCC in the base system


Dimitry Andric dim@FreeBSD.org Roman Divacky rdivacky@FreeBSD.org Brooks
Davis brooks@FreeBSD.org Pawel Worach pawel.worach@gmail.com


We imported newer snapshot of clang/llvm. This features quite a lot of
goodies. Most notably there’s a new register allocator that brings much
better runtime performance. If you did a performance evaluation of
clang/llvm in the past now it’s the time to rerun it with the new
register allocator!


There was some progress on Mips and PowerPC in addition to the usual
influx of improvements on ARM, i386 and amd64. We’ve managed to get
clang compiled arm kernel booting. ARM world is blocked by &os; using
old ARM ABI.


We got a buildbot that periodically builds clang/llvm on &os; and &os;
(amd64 and i386) using clang/llvm, including booting the resulting
image.


We ran a few ports exp runs and got many ports bugs fixed so right now
we’re able to build more than 15000 ports with clang. We expect this
number to grow rapidly as the problems are mostly trivial.


Fix your ports.


Performance evaluate the new clang/llvm.


Fix clang warnings in src.


Implement proper support for cross compiling.


&os; on the Sony Playstation 3


Nathan Whitehorn nwhitehorn@freebsd.org


The &os; Playstation 3 port is now fairly mature and will be included in
the 9.0 release, starting with BETA2. Most internal devices, including
the USB ports, bluetooth, ethernet, and SATA devices are now supported,
and the operating system can be installed to and boot from the internal
hard disk.


There are several remaining pieces to the port (Wireless, Sound, X11,
and the SPUs), which may be interesting projects for those interested in
non-PC architectures.


Built-in wireless. The 802.11 wireless interface on the Playstation 3 is
multiplexed through the wired ethernet MAC and is currently unsupported.


The sound hardware is not currently supported.


The framebuffer driver does not currently support X11. This would
involve writing a simple X11 framebuffer driver to connect to syscons.


The synergistic processing units (SPUs) on the Cell processor are not
supported yet. They present an interesting model of heterogeneous
computing, more suited for full treatment by a UNIX-type kernel than
GPGPU computing: each SPU has a concept of user and supervisor mode, as
well as interrupts, and can share MMU context with the main CPU cores.
As such, they in principle can support a full UNIX process model.


libvirt networking port


Jason Helfman jhelfman@experts-exchange.com Daniel P. Berrange
berrange@redhat.com


Libvirt, a Toolkit to interact with virtualization capabilities, has
been ported to &os;, however the networking capabilities have been
disabled as they are incompatible with &os;. Libvirt currently supports
connecting to many types of hypervisors, however it can be a far more
useful tool if the networking capabilities were ported to &os;.


In contacting Daniel P. Berrange, he was kind enough to advise on what
is required to port networking of libvirt to &os;. His response is
paraphrased below:


There are two aspects to networking in libvirt:



		The virtual network driver (in src/network/bridge_driver.c) uses the
Linux kernel’s native ‘bridge’ functionality to provide an isolated,
or routed, or NATed network connection to guests. There is a bridge
device on the host created, and guest TAP devices are added to it.
There is no physical ethernet device added to the bridge, and
iptables is used to control whether the host OS routes traffic
to/from the bridge & physical LAN.



Porting bridge and bridge control functionality to &os; would need






to be done, and how to nat/routed/isolated guest configs and write a
compatible version of bridge_driver.c for &os;.





		The host interface driver (in src/inteface/netcf_driver.c) uses the
netcf library to manage configuration of host network interfaces to
do things like bonding, vlans, bridging and controlling the
interfaces availability. The core job is to port netcf to work with
&os;. A netcf backend that understands &os;’s networking
configuration files and calls appropriate tools to bring interfaces
online/offline would need to be created.








Both these jobs are pretty much independent, so can easily be done in
parallel.


Port bridge network driver for libvirt.


Port netcf driver for libvirt.
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Introduction


This Status Report covers FreeBSD related projects between April and
June 2008. During this period The FreeBSD Foundation has released their
July
Newsletter [http://www.freebsdfoundation.org/press/2008Jul-newsletter.shtml].


Thanks to all the reporters for the excellent work! We hope you enjoy
reading.


soc Google Summer of Code proj Projects arch FreeBSD Architecture ports
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ARM/Marvell port


Rafal Jaworowski raj@semihalf.com Bartlomiej Sieka tur@semihalf.com
Orion in Perforce


After the last couple of months of intensive development going on
towards FreeBSD support for Marvell System-on-Chip devices, we have
FreeBSD 8.0-CURRENT running on the following systems:


Orion (already available in Perforce):



		88F5281


		88F5181


		88F5182





Kirkwood - 88F6281


Discovery - MV78100


The above families of SOCs are built around CPU cores compliant with
ARMv5TE instruction set architecture definition. They share a number of
integrated peripherals, for most of which we already have operational
and stable drivers:



		UART


		EHCI USB 2.0


		Ethernet


		IDMA (general purpose DMA engine)


		XOR


		TWSI (I2C)


		Timers, watchdog, RTC


		GPIO


		Interrupt controller


		L1, L2 cache





High level functional summary:



		Production Quality


		Error-free Operation


		Multiuser


		Self-hosted kernel/world builds


		NFS- or USB-mounted root filesystem





The code is partially available (Orion in Perforce), other variants will
also be integrated with Perforce/SVN soon.


Drivers that are In-progress: PCI and PCIE.


Graphics support for the boot loader


Oliver Fromme olli@freebsd.org


This project aims to implement graphics support for FreeBSD’s boot
loader. It will replace the existing ASCII menu. (Note that the ASCII
menu will still be available when graphics mode cannot be used, such as
on serial console or on unsupported hardware.)


For a more detailed description and screen shots please refer to the
project’s Wiki URL above.


Progress is slow (due to lack of time) but steady. The code currently
lives in the Perforce repository. I’ll try to prepare a first public CFT
as soon as possible.


Implement a platform switch.


Implement “themes” support (in FORTH).


Documentation.


FreeBSD Bugbusting Team


Ceri Davies bugmeister@ Remko Lodder bugmeister@ Mark Linimon
bugmeister@ GNATS BugBusting PRs indexed by manpage PRs indexed by tag
PRs which may have already been committed Well-Known PRs as determined
by the bugbusting team Commonly Reported Issues maintained by Jeremy
Chadwick (includes commentary and analysis)


We have granted Bruce Cran (bruce@) direct access to GNATS and Volker
Werth (vwe@) has been released from mentorship. We appreciate their
help!


We had a third bugathon in June, which resulted in the closing of a
number of bugs and the investigation/classification of several others.
We are still trying to find ways to get more committers helping us with
closing PRs that the team has already analyzed.


We continue to make good progress in categorizing PRs as they arrive
with ‘tags’ that correspond to manpages. (Special thanks go to Dylan
Cochran for the help.) As a result, we now have created some prototype
reports that allow browsing the database by manpage.


In addition, another new report, oriented towards PR submitters,
summarizes the most commonly reported issues. Many of these issues
persist because they are difficult to fix. Before filing a PR, you may
want to check through this list.


Mark Linimon summarized the good technical suggestions from the
bugathons so far this year to the wiki. As a part of this, he rearranged
the wiki pages, so if you have not seen them for a while, please see
BugBusting. In particular, the Resources page is much more complete.


Jeremy Chadwick (koitsu@) is now maintaining a page that summarizes some
of the commonly reported issues. This complements some of the reports,
above, but includes a great deal more information, including how-tos.


The overall PR count has been holding at around 5300 since the last
release.


Think of some way for committers to only view PRs that have been in some
way ‘vetted’ or ‘confirmed’.


Generate more publicity for what we’ve already got in place, and for
what we intend to do next.


Define new categories, classifications, and states for PRs, that will
better match our workflow.


Build cluster


Kris Kennaway kris@FreeBSD.org


For the past couple of months I have been working on generalizing the
package build cluster to allow it to host other batch and interactive
jobs. Currently we make an inefficient use of build machines because
various projects have dedicated machines that are either underloaded or
overloaded for their particular tasks. The goal is to provide a
framework for combining all of these machine resources into a single
cluster that can be shared by many users, reducing dead time and
allowing distributed build tasks to take advantage of extra build
resources when available. Developers will be able to obtain on-demand
interactive access to a jail running on any of the available
architectures, with root access. Similarly, batch jobs will specify
their resource requirements and be dispatched to run on a suitable
machine in the cluster. Current status: The job queue manager is working
and is now being used to map package builds to machines. Various package
build scripts have been rewritten to use it instead of the previous
build scheduler. The generic job dispatcher is being prototyped and will
be validated with several existing services such as INDEX builds.
Various support services like ZFS snapshot replication have been
written.


The FreeBSD Dutch Documentation Project


Remko Lodder remko@FreeBSD.org Rene Ladan r.c.ladan@gmail.com Main
documentation site Project site


The FreeBSD Dutch Documentation Project is an ongoing project to
translate the FreeBSD Documentation resources to the Dutch language.


The project is currently progressing very well in translating the
FreeBSD Handbook to the Dutch language, the last chapter is being
translated by the project members.


Recent achievements include the translation of the Jails chapter, and
the Virtualization chapter, as well as progression on the Advanced
Networking chapter. Rene Ladan is a keyplayer in that region.


We also started with the FAQ translation, which is another major target
which we should be reaching at some point.


If you care to helpout with the translation(s) and/or want to know
something about it, please do not hesitate to contact us, we are glad to
help where possible.


Finish the Handbook translation.


Finish the FAQ translation.


Finish the Website translation.


Keep the projects in sync with the English version(s).


FreeBSD FAQ Renovation


Gábor Páli pgj@FreeBSD.org Manolis Kiagias manolis@FreeBSD.org FreeBSD
FAQ Renewal Proposal


An extensive work on renovating the FreeBSD FAQ has been started to
support its Greek and Hungarian translations. Further improvements and
content changes are still possible, we hope other committers will help
us to keep the FAQ updated and tuned further.


We have launched a renewal proposal to collect and organize the ideas
around a more interactive, accurate, open for comments, consistent
across several views etc. FAQ document. We would like to experiment with
methods to implement the goals mentioned before, and help is more than
welcome.


Review the renovated FAQ.


Add more question and answers to the FAQ.


Refine the FAQ renewal proposal.


finstall


Ivan Voras ivoras@freebsd.org


Between the last report and this one, the project has yielded a LiveCD
installer for i386 containing FreeBSD 7.0-RELEASE. The project was
presented at BSDCan 2008. The development is progressing slowly due to
the lack of free time. I’m looking for funding that will allow me more
involvement in the project. The big item currently in development is
documentation and description of the protocol used between the front-end
and the back-end, which will result in more robustness in the
implementation and could support third-party clients. This sub-project
is near completion. The project is currently hosted at SourceForge to
allow contribution from non-FreeBSD developers.


Partition editor.


Package selection.


The FreeBSD Hungarian Documentation Project


Gábor Kövesdán gabor@FreeBSD.org Gábor Páli pgj@FreeBSD.org Hungarian
Web Site for FreeBSD Hungarian Documentation for FreeBSD The FreeBSD
Hungarian Documentation Project’s Wiki Page Perforce Depot for The
FreeBSD Hungarian Documentation Project


Hungarian translation of the
FreeBSD Handbook [http://www.freebsd.org/doc/hu/books/handbook] has
been finally committed to the doc repository. The translation of the
FreeBSD FAQ has also been started, however, the original document
needed to be brought up to date first. Two other article translations
has been added,
compiz-fusion [http://www.freebsd.org/doc/hu/articles/compiz-fusion]
and
linux-users [http://www.freebsd.org/doc/hu/articles/linux-users].


Our Perforce depot was reorganized for the better layout, giving
newcomers more space to play. The
checkupdate [http://www.freebsd.org/cgi/cvsweb.cgi/doc/el_GR.ISO8859-7/share/tools/checkupdate/checkupdate.py]
script written by Giorgos Keramidas, a new tool for checking
translations has been adopted to help the project’s work.


Translate release notes for -CURRENT and 7.X.


Translate more articles.


Translate books/fdp-primer.


Qt/KDE4 Status Report


Martin Wilke miwi@FreeBSD.org FreeBSD KDE Team kde@FreeBSD.org


Qt4 has been updated to 4.4.1 in our test repository. We ran into some
runtime problems with Qt 4.4.0, so it was never committed it to the
ports tree. Most of the problems have been fixed in 4.4.1 and we plan to
commit it in a few days.


At the moment, the KDE 4.1 ports are ready for testing before they are
committed to the FreeBSD ports tree. We have already had the first Call
for Public Testing on July 17th, 2008 with KDE 4.1 beta2. The feedback
has been positive so far. If you want to help to test them to speed up
the process, please visit the Wiki
page [http://wiki.freebsd.org/KDE4/install] and provide feedback.


We plan to have it all committed by the middle of August.


Layer2 filtering


Gleb Kurtsou gk@FreeBSD.org Andrew Thompson thompsa@FreeBSD.org


Project aims to improve layer2 filtering in ipfw and pf. So far
following project goals are achieved: pfil framework is extended to
handle ethernet packets, ipfw layer2 filtering is greatly simplified,
added l2filter and l2tag per interface flags. Both ipfw and pf firewalls
support filtering by ethernet addresses, support stateful filtering with
ethernet addresses and firewall’s lookup tables are extended to contain
ethernet addresses.


Implement ARP filtering options in IPFW.


Ports Collection


Mark Linimon linimon@FreeBSD.org The FreeBSD Ports Collection
Contributing to the FreeBSD Ports Collection FreeBSD ports unfetchable
distfile survey (Bill Fenner’s report) FreeBSD ports monitoring system
The FreeBSD Ports Management Team marcuscom Tinderbox


The ports count has jumped to over 19,000. The PR count has been holding
steady at around 900.


KDE has been updated to 4.1. Special thanks go to Martin Wilke for a
great deal of pre-testing.


GNOME has been updated three times, first to 2.22.1 and then to 2.22.2
and 2.22.3.


Other notable updates are automake, gettext, libtool, and m4.


Florent Thoumie has been working on some updates to the pkg_* tools.


Ion-Mihai Tetcu has set up a tinderbox with several purposes: first, to
quickly try to build packages as changes are committed; secondly, to
build them with a non-standard set of environment variables; and
thirdly, to build older packages with the non- standard set of
environment variables. As a result of all this work, and work by various
committers, we are much closer to building packages corrected in the
NOPORTDOCS case.


Kris Kennaway has done a substantial rewrite of the package building
tools, including moving as a default to ZFS, which allows quick cloning
of src and ports directories. It is now much easier to manage and
monitor the builds. Work on this is continuing. See the commits to
Tools/portbuild/scripts for more information. (Work is ongoing to update
the Package Building article.) Related work has involved cleaning up
some of the ports infrastructure; in particular, the INDEX builds are
now much faster.


We have been able to do many -exp runs since the last report, including
those for bsd.cmake.mk, autotools update, CC environment passing, the
KDE 4.1 pre-integration and post-integration checks, lockmgr changes,
tty changes, and others.


Although a number of PRs have been closed, we are still at 57 portmgr
PRs, the same as the last report.


The following large changes are in the pipeline:



		Introduction of Perl 5.10





We are currently building packages for amd64-6, amd64-7, amd64-8,
i386-6, i386-7, i386-8, sparc64-6, and sparc64-7. RELENG_5 has reached
the end of its supported life.


We have added 4 new committers since the last report.


Most of the remaining ports PRs are “existing port/PR assigned to
committer”. Although the maintainer-timeout policy is helping to keep
the backlog down, we are going to need to do more to get the ports in
the shape they really need to be in.


Although we have added many maintainers, we still have over 4,000
unmaintained ports (see, for instance, the list on portsmon). We are
always looking for dedicated volunteers to adopt at least a few
unmaintained ports. As well, the packages on amd64 and sparc64 lag
behind i386, and we need more testers for those.


Porting BSD-licensed text-processing tools from OpenBSD


Gábor Kövesdán gabor@FreeBSD.org Wiki page Perforce depot


The grep utility is ready for a thorough test on the portbuild cluster.
It is almost compatible with GNU grep, but there are differences in the
regex handling at the level of the regex libraries of GNU and the base
system one, thus a better compatibility is very hard to implement.


Some progress has been made on diff, but some important options are
still missing. The sort utility seems to be very problematic in the
aspect of the wide character support by design, thus it was given a
lower priority.


Finish the incomplete options of diff and optimize it.


Investigate about the opportunities to fix sort.


The FreeBSD Spanish Documentation Project


José Vicente Carrasco Vayá carvay@FreeBSD.org Gábor Kövesdán
gabor@FreeBSD.org Spanish Web Site for FreeBSD Spanish Documentation for
FreeBSD The FreeBSD Spanish Documentation Project’s Wiki Page Perforce
Depot for The FreeBSD Spanish Documentation Project


We have not made any significant progress in this period. We definitely
need more active translators to progress with the translation project.


Complete renovation of the Spanish web site.


Update Handbook translation.


Translate release notes for -CURRENT and 7.X.


USB


Hans Petter Sirevaag Selasky hselasky@freebsd.org Current USB files
Current USB API README file


During the last three months there has been a number of changes. Most
notably all global USB symbols have been renamed to “usb2_” to allow
for co-existence with the old USB stack. Also there is now a completely
new and reworked UGEN driver which allows multiple drivers to hook onto
the same USB device. No more need to unload any kernel drivers. For
example it is now possible to have a userland Mouse driver stealing half
of the mouse events at the same time “ums” is loaded. The only
disadvantage is that your mouse cursor will move slower on the screen.
This is maybe not the most common use-case, but it illustrates that
kernel USB drivers are no longer locking out other USB userland drivers.
A new userland libusb is in the works for FreeBSD. The USB stack now
also has support for independent USB BUS, USB Device, and USB Interface
permissions. That means you can more easily give USB permissions to USB
device drivers at either USB BUS, USB Device or USB Interface level. All
USB modules have now been grouped into functional categories:
usb2_bluetooth, usb2_ndis, usb2_controller, usb2_quirk, usb2_core,
usb2_serial, usb2_ethernet, usb2_sound, usb2_image, usb2_storage,
usb2_input, usb2_template, usb2_misc, and usb2_wlan.


Ideas and comments with regard to the new USB API are welcome on the
FreeBSD-USB Mailing
List [http://lists.freebsd.org/mailman/listinfo/freebsd-usb].
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Open Issues


This is a list of open issues that need to be resolved for FreeBSD 5.3.
If you have any updates for this list, please e-mail re@FreeBSD.org.



Issues that require investigation










		Issue
		Status
		Responsible
		Description





		 
		 
		 
		 










Show stopper defects for 5.3-RELEASE










		Issue
		Status
		Responsible
		Description





		 
		 
		 
		 










Required features for 5.3-RELEASE










		Issue
		Status
		Responsible
		Description





		 
		 
		 
		 










Desired features and bugfixes for 5.3-RELEASE










		Issue
		Status
		Responsible
		Description





		Reports of poor performance with the if_re driver (re ethernet interfaces)
		&status.wip;
		&a.jmg;
		There have been reports that specific gigabit ethernet cards supported by the if_re driver are experiencing poor performance; a patch has been posted that corrects timer and interrupt problems with the driver, and is believed to correct the performace problems. The patch will be merged to 6.x and 5.x shortly.



		GDB thread support
		&status.wip;
		&a.davidxu;, &a.marcel;
		With improved support for threading primitives, support is now required to ease debugging of threaded applications. Ideally, this support will work for both libthr and libkse threading models.



		KSE support for sparc64
		&status.wip;
		&a.kensmith;
		Kernel bits implemented, userland not implemented.



		truss support for ptrace
		–
		–
		Almost all process debugging tools have been updated to use non-procfs kernel primitives, with the exception of truss(1). As procfs is considered deprecated due to its inherent security risks, it is highly desirable to update truss to operate in a post-procfs world. &a.des; had prototype patches; &a.robert; is developing and testing patches now. Support for system call tracing has been added to ptrace().



		FAST_IPSEC and KAME compatibility
		&status.new;
		–
		FAST_IPSEC currently cannot be used directly with the KAME IPv6 implementation, requiring an additional level of IP tunnel indirection to protect IPv6 packets when using hardware crypto acceleration. This issue must be resolved so that the two services may more easily be used together. Among other things, this will require a careful review of the handling of mbuf header copying and m_tag support in the KAME IPv6 code.



		rpc.lockd(8) stability
		–
		–
		A process cannot be interrupted while waiting on a lock. Fixing this requires that the RPC code be taught how to deal with lock cancellation and interruption events.



		Revised kld build infrastructure
		&status.new;
		&a.peter;
		Kernel modules are currently built independently from a kernel configuration, and independently from one another, resulting in substantially redundant compilation of objects, as well as the inability to easily manage compile-time options for kernel objects (such as MAC, PAE, etc) that may require conditional compilation in the kernel modules. In order to improve build performance and better support options of this sort, the KLD build infrastructure needs to be revamped. &a.peter; has done some initial prototyping, and should be contacted before starting on this work.



		Race conditions in truss
		Errata candidate
		&a.robert;
		Truss appears to contain a race condition during the start-up of debugging, which can result in truss failing to attach to the process before it exits. The symptom is that truss reports that it cannot open the procfs node supporting the process being debugged. A bug also appears to exist where in truss will hang if execve() returns ENOENT. A further race appears to exist in which truss will return “PIOCWAIT: Input/output error” occasionally on startup. The fix for this sufficiently changes process execution handling that we will defer the fix to post-5.0 and consider this errata.



		filedesc LOR
		&status.new;
		–
		The LOR reported in PR kern/55175 needs to be fixed. Filedesc locking needs to be heavily reviewed in general.



		KSE support for alpha
		&status.wip;
		&a.marcel;
		Userland bits implemented, kernel bits not implemented.



		CAM locking
		&status.wip;
		&a.scottl;, &a.gibbs;
		For kernel API/ABI compatibility reasons, it would be desirable to have the CAM locking strategy determined and loosely implemented for 5.3.



		syscons not working on Sparc64 Ultra-30
		&status.new;
		–
		When running syscons on an Ultra-30 with Creator-3D typing characters on the keyboard produces garbage. Problem reported by &a.kris;. Debugging difficult due to lack of this particular configuration among developers and problem isn’t present on similar hardware (e.g. no problem on Ultra-60 w/Creator-3D).










Documentation items that must be resolved for 5.3










		Issue
		Status
		Responsible
		Description





		i386 Floppy Installation Docs
		&status.done;
		Gavin Atkinson, &a.bmah;
		
		The installation documentation doesn’t take into account the new floppy images (with a full kernel split across multiple disks). This should be updated.


		References:
docs/70485 (closed)









		Finish hardware notes trimming
		&status.done;
		&a.simon;, &a.brueffer;
		Finish removing mention of individual devices in the hardware notes and use auto-generated lists, based on driver manual pages, instead.



		sound(4) related manual pages
		&status.done;
		&a.simon;
		
		The snd(4) and pcm(4) drivers have been renamed but their manual pages are still outdated. sound(4) has to be added and pcm(4), csa(4), gusc(4), sbc(4), and uaudio(4) should be revised. Other manual pages which refer to pcm(4) (if any) should possibly be revised, too. In addition, supported cards list needs to be updated.


		References:
Manpage for snd_solo on -doc@
[PATCH] sound(4) related manpages 5.3 TODO item on -doc@
src/share/man/man4/Makefile rev.1.279









		Sound section in the Handbook
		&status.done;
		&a.blackend;
		
		This section is outdated, some rewrites are needed for 5.3-RELEASE.


		References:
doc/en_US.ISO8859-1/books/handbook/multimedia/chapter.xml rev.1.94









		FDP documentations related pcm(4)
		&status.new;
		–
		With the snd(4) and pcm(4) drivers changes, documentations (FAQ) regarding the use of these drivers need an update.



		Early Adopter’s Guide
		&status.done;
		&a.bmah;, &a.trhodes;
		
		Xin LI pointed out that FreeBSD 5.3-RELEASE is the first stable release on 5.X and it is (hopefully) not for early adopters. Early Adopter’s Guide is still useful, but contains a bit old information. Some parts of this guide need a rewrite, and this document should be published as “4.X to 5.X Migration Guide”, which focuses difference between 4.X and 5.X.


		References:
Draft for review [http://www.FreeBSD.org/relnotes/5-STABLE/early-adopter/index.html]
discussion on -doc@ and -current@









		Installation Notes
		&status.new;
		&a.trhodes;
		
		Some parts are outdated. doc/70485 has been committed, but more work is needed to reflect the realities. bmah@ pointed out that we should have “quick-start” installation guide for each platform instead of the current ones because they become too long and difficult to be maintained.


		References:
doc/70485 (closed)









		Xorg
		&status.done;
		Ken Tom, &a.blackend;
		
		Update the X11 chapter of the Handbook for X.Org’s X11 server.


		References:
books/handbook/config/chapter.xml rev.1.147









		rc.d scripts
		&status.done;
		&a.trhodes;
		
		Ch.11.4 and 11.5 of the Handbook must be updated to mention the new rc.d scripts and some ports use /etc/rc.conf for their configuration.


		References:
books/handbook/config/chapter.xml rev.1.170
books/handbook/config/chapter.xml rev.1.172









		Handbook’s kernel configuration chapter
		&status.done;
		&a.ceri;
		
		Chapter 8 must be updated to match 5.3-RELEASE.


		References:
docs/70674 (closed)
books/handbook/kernelconfig/chapter.xml rev.1.135









		Handbook’s IPsec section
		&status.new;
		–
		
		Some parts of Section 14.10 are outdated and are not correct for 5.X systems.


		References:
ipsec on -doc@
Problem with IPSEC in handbook on -doc@









		Handbook’s Vinum chapter
		&status.new;
		–
		Vinum chapter needs to be revised for 5.X systems.










Testing focuses for 5.3-RELEASE










		Issue
		Status
		Responsible
		Description





		KSE as the default threads library
		&status.untested;
		&a.davidxu;, &a.deischen;
		KSE has matured to the point of being more stable and POSIX-compliant than the traditional libc_r. All Tier-1 platforms MUST have stable KSE support for 5.3 in order to support a consistent transition. Additionally, all ports that depend on the pthreads API must be modified to properly detect and support the default threading library.



		Updated binutils for all platforms
		&status.untested;
		&a.obrien;
		Binutils needs updating in order to support new platforms, newer GDB versions, and Thread Local Storage.



		gcc 3.3 floating point alignment regression
		&status.untested;
		 
		The previous GCC 3.3 snapshot included regressions in alignment of floating point arguments, resulting in a substantial performance degradation. The recent GCC 3.4.2 import should fix this, but more testing is needed.



		in6_pcbnotify() panic with TCP
		&status.done;
		&a.rwatson;
		&a.kuriyama; has reported a failed locking assertion with IPv6 TCP notifications. This problem is believed to be corrected.



		Per-platform Thread-Local Storage
		&status.untested;
		&a.dfr;, &a.marcel;
		To complete support for thread-local storage on FreeBSD, per-architecture changes must be made. Currently pending platforms are amd64, alpha, ia64, i386, sparc64, and powerpc.



		SMP instability under load
		&status.untested;
		&a.dwhite;, &a.alc;
		High load on SMP systems appears to result in a hard hang related to VM IPI. &a.dwhite; has prepared a candidate patch that appears to resolve this instability, which is currently in testing for merge to the CVS HEAD.



		Fine-grained network stack locking without Giant
		&status.untested;
		&a.rwatson;
		Significant parts of the network stack (especially IPv4, UNIX domain IPC, and sockets) now have fine-grained locking of their data structures. It’s possible to run many common network subsystems and services without the Giant lock. However, a number of device drivers and less mainstream network subsystems are currently not MPSAFE. 5.3 betas have shipped with Giant-free networking by default, with some bug reports and fixes in later betas and release candidates. Please report any problems to the current@ mailing list.



		kld support for amd64
		&status.untested;
		&a.obrien;, &a.iedowse;
		KLDs work when loaded from userland, but not from the loader. kldxref and loader support has been committed to HEAD and RELENG_5 and needs final testing.



		ATA panics under sparc64
		&status.untested;
		&a.sos;, &a.scottl;
		Recent changes to the ATA driver trigger a bug on sparc64 that causes a panic on boot. This was caused by bugs in busdma that have been hopefully fixed.



		ifconf() sleep warning
		&status.done;
		&a.brooks;
		The ifconf() ioctl for listing network interfaces performs a copyout() while holding the global ifnet list mutex. This generates a witness warning in the event that copyout() generates a page fault, and risks more serious problems. This problem is believed to be corrected.



		poll()/select() application wedge reports with debug.mpsafenet=”1”
		&status.done;
		&a.rwatson;
		There are reports of applications wedging in poll() and select() while running the network stack without the Giant lock. A recent sleepq change appears to have caused some of the observed problems to go away (others are difficult to test for due to recent SMP instability). This problem appears to be corrected.



		if_em wedging under high pps
		&status.done;
		&a.mlaier;
		There have been several reports of if_em cards “wedging” under high packets-per-second load. This problem appears to have been corrected.



		Panic on USB detach
		&status.untested;
		&a.imp;, &a.scottl;
		A recent regression in the USB code is causing panics when a USB device detaches, especially USB hubs. A fix is in RELENG_5 now.



		KAME IPSEC “ENOBUFS” problem with racoon and mbuma
		&status.done;
		&a.rwatson;, &a.sam;
		There are reports that racoon is unable to complete IKE negotiation due to a send to the pfkey socket returning ENOBUFS. This appears to be a result of an incorrect assumption about mbuf data size due to a change resulting from mbuma. This problem appears to have been corrected.



		BIND9 import into 5-CURRENT
		&status.done;
		Doug Barton, &a.des;, &a.trhodes;
		BIND9 is now in RELENG_5 and HEAD. Testing is needed of basic functionality, migration from 8.x, and 3rd party packages in the ports tree.



		Synaptics touchpad problems
		&status.untested;
		&a.philip;
		Synaptics updates to the psm(4) driver have resulted in poor interactivity for taps and button press events for some users. Support is now disabled by default but work will procede to fix the underlying problems.



		Scheduler-related hangs involving threads
		&status.untested;
		&a.scottl;, &a.julian;
		Significant work has happened in the scheduler to fix stability problems. More testing for UP and SMP under heavily load is needed.



		NFS over IPv6 problems
		&status.done;
		&a.dwhite;
		&a.kuriyama; has reported problems with NFS over IPv6 not functioning correctly as of the improved NFS support for disconnection changes. &a.dwhite; has tracked down the source of the problem (EMSGSIZE being returned by IPv6 UDP send routine due to fragmentation), and is currently exploring possible fixes. This problem appears to have been corrected.



		Reports of socket buffer corruption in tcp_output()
		&status.done;
		&a.rwatson;
		There have been reports of occasional corruption of socket buffers. This may have been the result of missing socket buffer locking in tcp_output(), which has now been corrected in 6.x and 5.x; this problem is believed to be fixed.



		Reports of hangs using i4b (isdn4bsd)
		&status.done;
		&a.rwatson;
		There have been reports of system hangs while using ISDN with the i4b ISDN framework on SMP systems. These likely result from insufficient synchronization in the i4b implementation when runnning without the Giant lock over the network stack. The workaround until this is fixed is to re-assert the Giant lock over the stack when i4b is compiled into the kernel; this has been committed to 6.x and and 5.x. This problem appears to have been corrected.



		Problems with multicast and setuid binaries/daemons
		&status.done;
		&a.rwatson;, &a.csjp;
		There have been reports that multicast socket options on raw sockets no longer work properly with daemons changing privilege or setuid binaries. These symptoms have been tracked down to bugs relating to permitting limited use of raw sockets in jail(). A patch correcting these problems has been merged to 6.x and 5.x. This problem appears to have been corrected.



		Reports of sodealloc() panic under heavy load
		&status.done;
		&a.rwatson;, &a.green;
		There have been reports of a so_count invariant violation in sofree(), which may relate to race conditions in sofree() against accept(), which were recently corrected in 6.x, and has been merged to 5.x. This problem appears to have been corrected.



		Merge of Darwin msdosfs, other fixes
		&status.done;
		–
		Apple’s Darwin operating system has fairly extensive improvements to msdosfs and other kernel services; these fixes must be reviewed and merged to the FreeBSD tree.



		Reports of poor performance of the if_de driver (de ethernet interfaces)
		&status.done;
		&a.rwatson;, &a.jmg;
		There have been reports that if_de ethernet cds behave poorly when running with debug.mpsafenet=”1”, even though the driver is marked to run all portions with the Giant lock. This suggests a race condition specific to this drive, which is currently being debugged. A patch has been committed to the 6.x and 5.x branches, and appears to correct the problem.



		Threaded application get stuck in an unkillable state when touched by GDB
		&status.done;
		&a.davidxu;
		Attaching GDB to a threaded process will leave the process in an unkillable state. Rebooting the machine is the only way to recover from this. This is easily triggered when a KDE app crashes and KDE automatically attaches GDB to it to extract a stack trace. A candidate fix is in 6-CURRENT. More testing and review is needed.



		More truss problems
		&status.done;
		&a.alfred;
		Truss appears to have another problem. It is repeatable by running “truss -f fsck -p /”, suspending it with ^Z, and then killing truss. It will leave behind the fsck processes which will be unkillable.



		Reports of TCP-related instability under extremely high load; possibly related to SACK
		&status.untested;
		&a.gnn;, &a.rwatson;, &a.scottl;
		There have been reports that, under extremely high load, the tcp_output() routine may appear to run for extended periods, resulting in the appearance of a hang for an extended period (up to 30 minutes), followed by recovery. A fix for SACK was developed and committed that hopefully corrects this problem.
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The installation notes for FreeBSD are customized for different
platforms, as the procedures for installing FreeBSD are highly dependent
on the hardware platform.


Installation notes for FreeBSD 5.3-RELEASE are available for the
following platforms:



		alpha


		amd64


		i386


		ia64


		pc98


		sparc64





A list of all platforms currently under development can be found on the
Supported Platforms page.
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Introduction


This bi-monthly report covers development activities on the FreeBSD
Project for December 2001 and January 2002. A variety of accomplishments
have been made over the last couple of months, including strong progress
relating to the KSE project, which brings Scheduler Activations to the
FreeBSD kernel, as well as less visible infrastructure projects such as
improvements to the mount interface, PAM integration work, and
translation efforts. Shortly following the deadline for this status
report, the BSD Conference and FreeBSD Developer Summit were held, and
will be covered in the next bi-monthly report at the end of March. Plans
are already under way for the USENIX Annual Technical Conference in
Monterey, CA, later this year, and all and sundry are encouraged to
attend to get further insight in FreeBSD development.


Robert Watson


USB stack maintenance


Josef Karthauser joe@FreeBSD.org


I’ve been working to integrate recent improvements in the NetBSD usb
stack to FreeBSD -current. Both NetBSD and OpenBSD currently share the
same source, as FreeBSD did too at once point before it diverged. The
goal is to get back to that state, but there are many improvements on
both sides that need to be merged before this is complete.


I’m currently looking for someone to help maintain usb in -stable.
Please let me know if you’re interested.


TrustedBSD ACLs


Chris Faulhaber jedgar@FreeBSD.org


Patches for cp(1), ls(1), and mv(1) to bring in POSIX.1e-compliant
Access Control List support have been updated to patch against builds of
-CURRENT. Other system utilities are currently being evaluated for ACL
support including install(1) (patch available) and mtree(8). Work is in
progress to verify the native getfacl(1), setfacl(1), and other
utilities build and work correctly on other ACL-enabled systems (e.g.
Linux w/ACL patches) and to help verify POSIX-compliance of the
continuing TrustedBSD work along with other systems. Finally,
experimental Perl and PHP modules are available allowing limited access
to native ACLs for languages other than C.


Bluetooth stack for FreeBSD (Netgraph implementation)


Maksim Yevmenkin m_evmenkin@yahoo.com


The project is making progress. The goal is to design and implement Host
Controller Interface (HCI) and Link Layer Control and Adaptation
Protocol (L2CAP) layers using Netgraph framework. More distant goal is
to write support for Service Discovery Protocol (SDP) and RFCOMM
protocol (Serial port emulation over Bluetooth link) . All information
was obtained from Bluetooth Specification Book v1.1.


Project status: In progress. 1) Design: mostly complete, there are some
minor issues to be resolved. 2) Implementation: Kernel - HCI and L2CAP
Netgraph nodes have been implemented; 3) User space (API, library,
utilities) - in progress. 4) Testing: In progress. I do not have real
Bluetooth hardware at this point, so i wrote some tools that allow me to
test the code. Some of them will be used as foundation for future user
space utilities.


Issues: 1) Bluetooth hardware; I do not have real Bluetooth hardware, so
if people can donate hardware/specs it would be great. I promise to
write all required drivers and make them available. I also promise to
return hardware/specs on first request. 2) Project name; I would like to
see the name that reflects the following: it is a Bluetooth stack,
implementation is for FreeBSD and implementation is based on Netgraph
framework


“GEOM” - generalized block storage manipulation


Poul-Henning Kamp phk@FreeBSD.org Old concept paper here.


This project is now finally underway, thanks to DARPA and NAI getting a
sponsorship lined up. The infrastructure code and data structures are
currently taking form inside a userland simulation harness. Basic MBR
and BSD methods have been written and device attach/taste/dettach
algorithms been implemented and validated.


jp.FreeBSD.org daily SNAPSHOTs project


Makoto Matsushita matusita@jp.FreeBSD.org Project Webpage SNAPSHOTs
Notes (in Japanese)


I’ve update OS of buildboxes to the latest FreeBSD 5-current and
4-stable. Everything goes fine. From January 2002, I’ve started a
webzine, SNAPSHOTS Notes (only Japanese version is available). SNAPSHOTs
Notes pickups tips and information especially for the people living with
FreeBSD 5-current/4-stable. Article or idea for SNAPSHOTs notes are
always welcome (you don’t need to write in Japanese :-).


TrustedBSD Audit


trustedbsd-discuss trustedbsd-discuss@TrustedBSD.org TrustedBSD project
website


Robert Watson created the TrustedBSD audit perforce tree, which is a
branch from the TrustedBSD base tree, in order to start pushing
development efforts towards using a revision control system. Andrew
Reiter started to merge in some framework related code for generation of
audit records, enqueueing writes, and handling data writing. There is a
great deal of work to be done with updates and discussion on the
trustedbsd-discuss@TrustedBSD.org mailing list.


KSE Status Report


Julian Elischer julian@FreeBSD.org Links from here. Links from here.


The KSE project (an attempt to support scalable thread in FreeBSD using
kernel support), has reached What I call “milestone 3”. At this
milestone it is possible to run a multithreaded program on a single CPU
but with full concurrency of threads on that CPU. In other words the
kernel supports the fact that one thread can block by allowing another
thread to run in its place. A test program that demonstrates this is
available at the above website.


Milestone 4 will be to allow threads from the same program to run on
multiple CPUs but may require more input from the SMPng project. I am at
the moment (Feb 6) getting ready to commit a first set of changes for
milestone 3, that have no real effect but serve to drastically reduce
the complexity of the remaining diff so that others can read it more
easily. After changes to libkvm to support this diff have been added it
should be possible to run ‘ps’ and look at multiple threads in a treaded
process. I will be demonstrating KSE/M3 at BSDcon.


Netgraph ATM


Harti Brandt brandt@fokus.gmd.de


The Netgraph ATM package has been split into a number of smaller
packages: bsnmp is a general-purpose SNMP daemon with support for
loadable modules. Two modules come with it: one implementing the
standard network-interface and IP related parts of MIB-2 and one for
interfacing other modules to the NetGraph sub-system. ngatmbase contains
the drivers for the ATM hardware, the ng_atm netgraph type and a few
test tools. This package allows one to use ATM PVCs. It should be
possible, for example, to do PPP over ATM with this package. Both bsnmp
and ngatmbase are available in version 1.0 under the link above. Two
other modules will be released in February: ngatmsig containing the
UNI-4.0 signalling stack as netgraph nodes and ngatmip containing CLIP
and LANE-2.0.


FreeBSD C99 & POSIX Conformance Project


Mike Barcroft mike@FreeBSD.org FreeBSD-Standards Mailing List
standards@FreeBSD.org


A significant amount of progress was made in December and January,
particularly in the area of utility conformance. Several utilities were
updated to conform to SUSv3, they include: at(1), mailx(1), pwd(1),
split(1), and uudecode(1). Several patches have been submitted to
increase conformance in other utilities, they include: fold(1),
patch(1), m4(1), nice(1), pr(1), renice(1), wc(1), and xargs(1). These
are in the process of being reviewed and committed. Two new utilities
have been written, specifically pathchk(1) and tabs(1). These are also
being reviewed and will be committed shortly.


A patch which implements most of the requirements of scanf(3) is being
reviewed and is expected to be committed shortly. This will allow us to
MFC a number of new functions and headers. Additionally, work has
started on wide string and complex number support.


jpman project


Kazuo Horikawa horikawa@FreeBSD.org jpman project (in Japanese)


For 4.5-RELEASE, port ja-man-doc-4.5.tgz is in sync with base system
except for OpenSSH pages (OpenSSH 2.3 based instead of 2.9) and perl5
pages (jpman project do not maintain). Section 3 updating has 55%
finished.


OKAZAKI Tetsurou has incorporated changes on base system’s groff into
port japanese/groff. MORI Kouji has fixed two bugs of port japanese/man.


KAME


KAME core team core@kame.net KAME Users Mailing List snap-users@kame.net


The KAME project is currently focusing on the scoped addressing
architecture, the advanced API implementation, NATPT and the mobile ipv6
implementation. Though these stuffs are not stable enough to be merge
into the FreeBSD tree, you can get and try them from the above URL.


FreeBSD in Bulgarian


Peter Pentchev roam@FreeBSD.org


The FreeBSD in Bulgarian project aims to bring a more comfortable
working environment to Bulgarian users of the FreeBSD OS. This includes,
but is not limited to, font, keymap and locale support, translation of
the FreeBSD documentation into Bulgarian, local user groups and various
forms of on-line help channels and discussion forums to help Bulgarians
adopt and use FreeBSD.


A guide for using FreeBSD with Bulgarian settings has been put up on the
project’s website. The CVS repository will be made public shortly,
linked to on the URL’s above.


An independent project for making FreeBSD easier to use by Bulgarians
has appeared, http://www.FreeBSD-bg.org/. It also hosts a mailing list
for discussions of FreeBSD in Bulgarian, stable@FreeBSD-bg.org. For more
information about the mailing list, send an e-mail with “help” in the
message body to majordomo@FreeBSD-bg.org.


FreeBSD Java Project


Greg Lewis glewis@eyesbeyond.com


The past two months have been an exciting time in the FreeBSD Java
Project with the signing of a license between the FreeBSD Foundation and
Sun allowing us access to updated JDK source code and the Java
Compatibility Kit (JCK). This license will also allow the project to
release a binary version of both the JDK and JRE once JCK testing is
complete. Work on this testing is under way with the project hopeful of
being able to make a binary release in the not too distant future.


In lieu of the binary release which was hoped for with FreeBSD 4.5 the
project will release an updated source patchset this weekend. This
patchset will feature further work on the FreeBSD “native” threads
subsystem from Bill Huey. Also, thanks to hard work by Joe Kelsey and
Fuyuhiko Maruyama, the patchset will for the first time feature a
working Java browser plugin!


Revised {mode,log}page support for camcontrol


Kelly Yancey kbyanc@FreeBSD.org


Extending camcontrol’s page definition file format to include both
modepage and logpage definitions; adding support to camcontrol to query
and reset log page parameters. Consideration is being made to possibly
include support for diagnostic and vital product data pages, but that is
outside the current project scope. New page definition file format
includes capability to conditionally include page definitions based on
SCSI INQUIRY results allowing vendor-specific pages to be described
also. Approximately 90% complete.


Pluggable Authentication Modules


Mark Murray markm@FreeBSD.org Dag-Erling Smørgrav des@FreeBSD.org
OpenPAM


OpenPAM, a new library intended to replace Linux-PAM in FreeBSD, has
been written and is undergoing integration testing. It is available for
download from the URL listed above.


In addition to this, a couple of new modules have been written
(pam_lastlog(8), pam_login_access(8)), and the pam_unix(8) module
has been extended to perform most of the tasks normally performed by
login(1), which is now fully PAMified.


The PAM FDP article has been put on hold until OpenPAM replaces
Linux-PAM in CVS, to avoid wasting effort on soon-to-be obsolete
documentation.


TrustedBSD MAC Implementation


Robert Watson rwatson@FreeBSD.org TrustedBSD Project Web Site


Substantial progress has been made towards a working MAC implementation.
The focus over the last two months has been moving from a hard-coded
series of MAC policies to a more flexible implementation. A pluggable
policy framework has been created (and is still under development),
supporting Biba, MLS, TE, a “BSD Extended” model, and a sample mac_none
module. Some modules must be compiled in or loaded prior to boot; others
may be introduced at run-time. Support for networking has improved, with
improved handling of IP fragmentation in IPv4, support for various
pseudo-interfaces such as if_tun and if_tap, improved integration into
userland, NFS-related fixes, moving the VFS enforcement out of
individual filesystems, support for a ‘multilevel’ mount flag, support
for explicit labeling in procfs and devfs, addition of an ‘extattrctl
lsattr’ argument to list EAs on a filesystem, support for label ranges
in the Biba and MAC policies, and much more.


Targets for the next two months include more universal enforcement of
VFS-related calls, improved support for alternative ABIs, improved
flexibility of in-kernel subject and object labels, support for IPv6 and
IPsec, and improved support for NFS serving.


Development continues in the FreeBSD Perforce repository, which may be
accessed using cvsup.


New mount(2) API


Poul-Henning Kamp phk@FreeBSD.org Maxime Henrion mux@sneakerz.org


Now that the patch has been mailed to the freebsd-arch@FreeBSD.org
mailing list, and that there were no objections, the commit will happen
soon. Poul is currently testing it in his own tree. After it has been
committed, it will be time to modify the filesystems in the tree to use
VFS_NMOUNT instead of VFS_MOUNT. Mount(8) will also need some
modifications. Some new manpages – nmount(2) and kernel_vmount(9) –
are being created in the meantime.


SMPng


smp@FreeBSD.org smp@FreeBSD.org


Alfred Perlstein committed file descriptor locking code which was
definitely a good push towards trying to lock down some important pieces
of global data. Peter Wemm has made progress on pmap cleanups for x86
SMP TLB shootdowns. Matt Dillon and John Baldwin have made progress on
getting patches done for moving accesses to ucred’s out from under
Giant’s protection. John Baldwin has also made some commits in order to
get the alpha port’s SMP working. Matt Dillon has plans for hunting down
fileops locking issues in order to continue his previous Giant pushdown
work.
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Introduction


The following is the general policy for submitting and granting
approvals for committing during the code freeze for FreeBSD &local.rel;.
Flexibility will be granted when deemed appropriate by the Release
Engineering Team. The ultimate purpose of this policy, however, is to
minimize risks to the release process and help encourage good release
engineering practices.


This policy applies to the BETA1 - BETA4, RC1 - RC2, and RELEASE release
engineering cycles for the RELENG_5 and RELENG_5_3 branches. During
the BETA cycle, the RELENG_5 branch will be frozen and under strict
control of the Release Engineering team. The HEAD branch will be used to
validate changes that are intended for this branch. Once the
RELENG_5_3 branch is created, the RELENG_5 branch will become
unfrozen and will be the validation ground for RELENG_5_3 changes.
Changes should be committed to all branches in sequence as appropriate.





Procedures


When a branch is frozen by the release engineering team, all commits to
it must be approved by the team. This applies also to release
engineering team members as well as the rest of the developer community.
In other words, approval is mandatory. This largely applies to the src/
tree, as ports/, doc/ and www/ tree management is handled separately by
the ports and docs teams as appropriate.


To apply for a commit approval, a message must be sent to re@FreeBSD.org
with the description of exactly what files need to change and why.
Including a diff is encouraged, as is sending a copy of the commit
message from the parent branch if appropriate. A response should usually
be expected within 24 hours for less. Once approval is granted, the
commit should be done as soon as possible. Approved commits may be
canceled or overridden by the release engineering team if needed.


Blanket approvals are a special case that can be requested and granted
in certain circumstances. With a blanket approval, the release
engineering team is granting an individual the permission to do commits
without specific approval in a well defined and controlled area of the
tree. They are typically granted to those who are working on tier-2 and
tier-3 platforms or on features that are not fully integrated into the
tree. Blanket approvals are completely at the discretion of the release
engineering team and may be revoked or suspended as needed.





Policy



Build fixes


These are defined as changes that fix source files, makefiles, or other
build components so that the system can be compiled. This does not
include bug fixes to tools or compilers except in rare circumstances.
Build fixes must be committed to the parent branch first, if applicable,
and be tested in all default build configurations. For kernel sources,
this means testing on both GENERIC and LINT kernels. For userland
sources, this means completing and installing the build of the ‘world’
target. For both userland and kernel sources, compiling on both 32-bit
and 64-bit platforms is mandatory for machine-independent code. There is
no minimum wait period for these fixes once testing is complete.





Bug fixes


These are defined as changes that fix incorrect behavior in an existing
piece of code or subsystem in the src/ tree. All bugs must have a PR
number, a review by a senior member of the project, and be vetted
through the parent branch for at least 3 full days. We are often
pressured to skirt the rules and put high-priority fixes in early, but
we must resist that and rely on other tools like Perforce and diff/patch
to get early testing before committing to the tree.





Documentation fixes


These are defined as changes to existing documentation in manual pages,
release notes, and doc articles and books. This does not generally
include comments in source files. Documentation fixes are classified
into trivial and content fixes. Trivial fixes are defined as changes
which do not need a technical review such as fixing a typo, wording,
markup error, and so on. Content fixes are defined as ones which need a
technical review, such as changes to the contents of documentation and
build infrastructure.



Documentation fixes for the src/ tree


All changes must be committed to the parent branch first, vetted through
that branch for 2 days. Content fixes must be sent with a PR number when
the changes are large or involve one of the TODO items (these are
periodically posted to the freebsd-doc@ mailing list during the release
cycle, and should also be filed as PRs). When the changes are
self-explaining, send them to re@ as an MFC request. Changes that are
widespread or cover significant technical information should be reviewed
without exception.





Documentation fixes for the doc/ tree


Similar policy is applied to the doc/ tree, but since doc/ is not
branched and is not frozen, trivial fixes are allowed to be committed
without explicit approval before BETA4. Content fixes must be committed
with a PR number when the changes are large or involve one of the TODO
items (these are periodically posted to the freebsd-doc@ mailing list
during the release cycle, and should also be filed as PRs). When the
changes are self-explaining, you can commit them into the doc/ tree.
When you are not sure if committing your patch without approval is
reasonable or not, please ask doceng@. Documentation Engineering Team
reserves the right to reject and back out your change. After BETA4, doc/
slush begins and non-critical changes to English documents are
discouraged.





Translations


The above two policies also apply to translations, but all changes are
considered as trivial changes during the period before the doc/ slush is
over.







Feature additions and modifications


These are defined as changes that add new features to the system or
significantly change or improve existing features and behaviors, but are
not strictly bug fixes. These will only be considered for inclusion if
prior notice is given to the re@ and arch@ mail aliases and the work is
publically available in either patch form or in the FreeBSD Perforce
repository. We reserve the right to reject feature requests based on
risk to stability and risk to the published release schedule. Those that
are allowed need at least 7 days in the parent branch and a thorough
review by at least two parties. Mitigation of risk is highly important
here, so developers are highly encouraged to make their work be modular
and able to be removed or turned off to restore previous behavior.
Feature additions will not be allowed after BETA4.





Performance improvements


These are defined as changes that are designed to optimize performance
in a measurable way. Any proposal here must be accompanied by documented
performance and regression testing on all affected arches. On arches
with a clear runtime distinction between UP and SMP, the testing must
include both. Thorough review by two or more senior people is also a
firm requirement. Performance improvements will not be allowed after
BETA3.
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  March-April 2004


Introduction


2004 continues on with wonderful progress. Work continues on locking
down the network stack, ACPI made more great strides, an ARM port
appeared in the tree, and the FreeBSD 4.10 release cycle wrapped up.
Once 4.10 is released, the next big focus will be FreeBSD 5.3. We expect
this is be the start of the 5-STABLE branch, meaning that not only will
it be stable for production use, it will also be largely feature
complete and stable from an internal API standpoint. We expect to
release 5.3 in mid-summer, and we encourage everyone to download the
latest snapshots from for a preview.


Thanks,


Scott Long


OpenOffice.org porting status


NAKATA Maho maho@FreeBSD.org


After almost three years efforts for porting OpenOffice.org 1.0.x and
1.1.0 for FreeBSD by Martin Blapp (mbr@FreeBSD.org) and other
contributors, There are four version of OpenOffice.org (OOo) in ports
tree. 1.1.1: stable version, 1.1.2: next stable, 2.0: developer and
1.0.3: legacy.


Stable version 1.1.1 in /usr/ports/editors/openoffice-1.1/
builds/installs/works fine for 5.2.1-RELEASE. Packages for
5.2.1-RELEASE, 26 localized versions and 4.10-PRELEASE only English
version, are available at
http://oootranslation.services.openoffice.org/pub/OpenOffice.org/ooomisc/
(note: source of OOo 1.1.1.RC3 is identical OOo 1.1.1)


Patches needed to build are currently 18 for 1.1.1, and 161 for 1.0.3
the number of patches are greatly reduced.


OOo 1.1.2, the next stable version in
/usr/ports/editors/openoffice-1.1-devel is also builds/installs/works
fine for 5.2.1-RELEASE. We are planning to upgrade this port as soon as
1.1.2 will be released.


Next major release, 2.0 (planned to be released at January 2005
according to
http://development.openoffice.org/releases/OpenOffice_org_trunk.html),
/usr/ports/editors/openoffice-2.0-devel, now compiles for 5.2.1-RELEASE
but have big problem that prohibits to remove BROKEN.


Legacy version, OOo 1.0.3: /usr/ports/editors/openoffice-1.0/ I’m not
interested in this port. We hope someone else will maintain this.


For builds, my main environment is 5.2.1-RELEASE, and I have no access
to 4-series, so several build problems had been reported for 5-current
and 4-stable, however, they now seems to be fixed. Please make sure your
Java and/or kernel are up-to-date.


For version 1.1.1, yet we have serious reproducible core dumps, this
means OOo cannot pass the Quality Assurance protocol of OpenOffice.org
(http://qa.openoffice.org), so we cannot release OOo as quality assured
package. It seems to be FreeBSD’s userland bug, since some reports show
that there are no problem for 4-stable but we still searchingthe reason.


Note that developers should sign JCA (Joint Copyright Assignment) before
submitting patches via PR or e-mail, otherwise patches won’t be
integrated to OOo’s source tree. We seriously need more developers,
testers and builders.


Network interface naming changes


Brooks Davis brooks@FreeBSD.org


An enhanced network interface cloning API has been created. It allows
interfaces to support more complex names than the current name# style.
This functionality has been used to enable interesting cloners like
auto-configuring vlan interfaces. Other features include locking of
cloner structures and the ability of drivers to reject destroy requests.
A patch has been posted to the freebsd-net mailing list for review and
will be committed in early May. This work is taking place in the
perforce repository under: //depot/user/brooks/xname/...


FreeBSD Dutch Documentation Project


Remko Lodder remko@elvandar.org Status and download of the documentation
(not yet complete)


The FreeBSD Dutch Documentation Project is a ongoing project in
translating the handbook and other documentation to the Dutch language.
Currently we have a small team of individuals who translate, check
other’s work, and publish them on the internet. You can view the current
status on the webpage (listed above). Still we can use more people
helping out, since we have a long way to go. Every hand that wants to
help, contact me, and i will provide you details on how we work etc.
Currently the project has translated the handbook pages of: The X
Windows System, and Configuration and Tuning, they only need to be
checked before publishing.


ACPI


Nate Lawson njl@FreeBSD.org ACPI TODO ACPI Mailing List


Much of the ACPI project is waiting for architectural changes to be
completed. For instance, the cpufreq driver requires newbus attachments
for CPUs. Support code for this should be committed at the time of
publication. Other architectural changes needed include rman support for
memory/port resources and a generic hotkey and extras driver. Important
work in other areas of the kernel including PCI powerstate support and
APIC support have been invaluable in improving ACPI on modern platforms.
Thanks go to Warner Losh and John Baldwin for this work.


Code which is mostly completed and will go in once the groundwork is
finished includes the cpufreq framework, an ACPI floppy controller
driver, and full support for dynamic Cx states.


ACPI-CA was updated to 20040402 in early April. This has some GPE issues
that persist in 20040427 that will hopefully be resolved by the date of
publication.


I’d like to welcome Mark Santcroos (marks@) to the FreeBSD team. He has
helped in the past with debugging ACPI issues. If any developers are
interested in assisting with ACPI, please see the ACPI TODO and send us
an email.


Verify source reachability option for ipfw2


Andre Oppermann andre@FreeBSD.org


The verify source reachability option for ipfw2 has been committed on
23. April 2004 to FreeBSD-CURRENT. For more information see the links
above.


Convert ipfw2 to use PFIL_HOOKS mechanism


Andre Oppermann andre@FreeBSD.org


ipfw2 is built directly into ip_input() and ip_output() and it makes
these functions more complicated. For some time now we have the generic
packet filter mechanism PFIL_HOOKS which are used by IPFILTER and the
new OpenBSD PF firewall packages to hook themselves into the IP input
and output path.


This patch makes ipfw2 fully self contained and callable through the
PFIL_HOOKS. This is still work in progress and DUMMYNET and IPDIVERT
plus Layer2 firewall are not yet fully functional again but normal
firewalling with it works just fine.


The patch contains some more cleanups of ip_input() and ip_output()
that is work in progress too.


Move ARP out of routing table


Luigi Rizzo luigi@FreeBSD.org Andre Oppermann andre@FreeBSD.org


The ARP IP address to MAC address mapping does not belong into the
routing table (FIB) as it is currently done. This will move it to its
own hash based structure which will be instantiated per each 802.1
broadcast domain. With this change it is possible to have more than one
interface in the same IP subnet and layer 2 broadcast domain. The ARP
handling and the routing table will be quite a bit simplified
afterwards. As an additional benefit full MAC address based accounting
will be provided.


Luigi has become the driver of this project and posted a first
implementation for comments on 25. April 2004 (see link).


Automatic sizing of TCP send buffers


Andre Oppermann andre@FreeBSD.org


The current TCP send and receive buffers are static and set to a
conservative value to preserve kernel memory. This is sub-optimal for
connections with a high bandwidth*delay product because the size of the
TCP send buffer determines how big the send window can get. For high
bandwidth trans-continental links this seriously limits the maximum
transfer speed per TCP connection. A moredetailed description from the
last status report can be found with the link above.


Work on this project has been stalled due to some other network stack
projects with higher precedence (ipfw2 to pfil_hooks and
ip_input/ip_output cleanups).


libarchive/bsdtar


Tim Kientzle kientzle@FreeBSD.org


Both bsdtar and libarchive are now part of -CURRENT. A few minor
problems have been reported and addressed, including performance issues
with many hard-links, and options required by certain packages. For now,
the “tar” command is still an alias for “gtar.” Those who would like to
use bsdtar as the default system tar can define WITH_BSDTAR to make
“tar” be an alias for “bsdtar.”


My current plan is to make bsdtar be the default in -CURRENT in about
another month, probably after the 5-STABLE split, and remove gtar from
-CURRENT sometime later. It’s still open if and when this switch will
occur in 5-STABLE. On the one hand, I see potential problems if 5-STABLE
and 6-CURRENT have different tar commands; on the other hand, switching
could be disruptive for some users.


GEOM Gate


Pawel Jakub Dawidek pjd@FreeBSD.org


GEOM Gate class is now committed as well as ggatec(8), ggated(8) and
ggatel(8) utilities. It makes distribution of disk devices through the
network possible, but on the disk level (don’t confuse it with NFS,
which provides exporting data on the file system level).


Improved Multibyte/Wide Character Support


Tim Robbins tjr@FreeBSD.org


New locales: Unicode UTF-8 locales have been added to the base system.
All of the locales previously supported by FreeBSD now have a
corresponding UTF-8 version, along with one or two new ones – 53 in
all.


Library changes: The restartable conversion functions (mbrtowc(),
wcrtomb(), etc.) in the C library have been updated to handle partial
characters in the way prescribed by the C99 standard. The <wctype.h>
functions have been optimized for handling large, fragmented character
sets like Unicode and GB18030. Documentation has been improved.


Utilities: The ls utility has been modified to work with wide characters
internally when determining whether a character in a filename is
printable, and how many column positions it takes on the screen.
Character handling in the wc utility has been made more robust. Other
text-processing utilities (expand, fold, unexpand, uniq) have been
modified, but these changes have not been committed until the
performance impact can be evaluated. Work on a POSIX-style localedef
utility has started, with the aim to have it replace the current
mklocale and colldef utilities in FreeBSD 6. (It is currently on the
back-burner awaiting a response to a POSIX defect report.)


Future directions: wide character handling functions need to be
optimized so that they are more competitive with the single-byte
functions when dealing with 8-bit character sets. Utilities need to be
modified to handle multibyte characters, but with a careful eye on
performance. Localedef needs to be finished.


ATA project Status Report


Søren Schmidt sos@FreeBSD.org


There is finally support (except for RAID5) for the Promise SX4/SX4000
line of controllers. The support is rudimentary still, and doesn’t
really make any good use of the cache/sequencer HW yet. The Silicon
Image 3114 support has been completed. Lots of bug fixes and cleanups.
Future work now concentrates on new controller chips (Marvell SATA chips
probably the most prominent) and getting the SATA support finished so
that hotswap etc works with SATA HW as well. Also ATA RAID is about to
get rewritten to take advantage of the features that the ATA subsystem
now offers, including support for the HW on Promise/Marvell and the like
controllers. A number of new RAID metadata


formats (Intel, AMI) is also in the works.


Porting OpenBSD’s packet filter


Max Laier mlaier@FreeBSD.org Daniel Hartmeier dhartmei@FreeBSD.org Pyun
YongHyeon yongari@kt-is.co.kr


The two months after the import was done were actually rather quiet. We
imported a couple of minor fixes from the OpenBSD stable branch. The
import of tcpdump 3.8.3 and libpcap 0.8.3 done by Bruce M.Simpson in
late March finally put us into the position to build a working pflogd(8)
and provide rc.d linkage for it. Tcpdump now understandsthe pflog(4)
pseudo-NIC packet format and can be used to read the log-files.


There has also been work behind the scenes to prepare an import of the
OpenBSD 3.5 sources. The patches are quite stable already andwill be
posted shortly. Altq is in the making as well and going alongquite well
based on the great work from rofug.ro, but as it needs modifications to
every network driver which have to be tested thoroughly it needs more
time.


The FreeBSD Simplified Chinese Project


Xin LI delphij@frontfree.net The FreeBSD Simplified Chinese Project (In
Simplified Chinese) Translated Handbook Snapshot Translation status
Translated Website Snapshot


We have finished about 75% of the Handbook translation work. In the last
two months we primarily worked on bringing the handbook chapters more up
to date. To make the translation more high quality we are also doing
some revision on it.


We are still looking for manpower on SGML’ifying the FAQ translation
which has been done last year by several volunteers.


Cronyx Tau-ISA driver


Roman Kurakin rik@FreeBSD.org Cronyx WAN Adapters.


ctau(4) driver for Cronyx Tau-ISA was added. Cronyx Tau-ISA is family of
synchronous WAN adapters with various set of interfaces such as V.35,
RS-232, RS-530(449), E1 (both framed and unframed). This is a second
family of Cronyx adapters that is supported by FreeBSD now. The first
one was Cronyx Sigma-ISA, cx(4).


Cronyx Tau-PCI family will become a third one. The peculiarity of this
driver that it contains private code. This code is distributed as
obfuscated source code with usual open source license agreement.Since
code is protected by obfuscation it is satisfy needs of commerce. On the
other hand it still stays a source code and thus it becomes closer to
open source projects. I hope this form of private code distribution will
become a real alternative to object form.


Sync protocols (Netgraph and SPPP)


Roman Kurakin rik@FreeBSD.org


As part of my work on synchronous protocol stack a ng_sppp driver was
added to the system. This driver allows to use sppp as a Netgraph node.
Now I plan to update sppp driver as much as possible to make it in sync
with Cronyxs one (PPP part). Also I work on FRF.12 support in FreeBSD
(now I have FRF.12 support for Netgraph and SPPP (and for Cronyx linux
fr driver) but only End-to-End). I plan to test it by my self within a
week and after that I plan to make full support of FRF.12.


If you want to get current version and test it, please feel free to
contact me.


FreeBSD threading support


David Xu davidxu@FreeBSD.org Doug Rabson dfr@FreeBSD.org Julian Elischer
julian@FreeBSD.org Marcel Moolinar marcel@FreeBSD.org Dan Eischen
deischen@FreeBSD.org basic data on TLS


Threading developers have been active behind the scenes though not much
has been visible. Real Life(TM) has been hard on us as a group however.


Marcel and Davidxu have both (individually) been looking at the support
for debugging threaded programs. David has a set of patches that allow
gdb to correctly handle KSE programs and patches are being considered
for libthr based processes. Marcel added a Thread ID to allow debugging
code to unambiguously specify a thread to debug. He has also been
looking at corefile support. Both sets of patches are preliminary.


Dan Eischen continues to support people migrating to libpthreads and it
seems to be going well.


Doug Rabson has done his usual miracle work and produced a set of
preliminary patches to implement TLS (Thread Local Storage) for the i386
platform.


Julian Elischer is investigating some refactoring of the kernel support
code.


Platforms:


i386, amd64, ia64 libpthread works.


alpha, sparc64 not implemented.


Binary security updates for FreeBSD


Colin Percival cperciva@daemonology.net


Having recently passed its first birthday, FreeBSD Update is now being
used on about 170 machines every day; on a typical day, around 60
machines will download updates (the others being already up to date). To
date, over 157000 files have been updated on over 4200 machines.


PCI Powerstates and Resource


Warner Losh imp@FreeBSD.org


Lazy allocation of pci resources has been merged into the main tree.
These changes allow FreeBSD to run on computers where PnP OS is set to
true. In addition, the saving and restoring of the resources across
suspend/resume has helped some devices come back from suspend.


Future work will focus on bus numbering.


Book: The Design and Implementation of the FreeBSD Operating System


Kirk McKusick mckusick@FreeBSD.org George Neville-Neil
gnn@neville-neil.com


The new Book “The Design and Implementation of the FreeBSD Operating
System” is the successor of the legendary “The Design and Implementation
of 4.4BSD” book which has become the de-facto standard for teaching of
Operating System internals in universities world-wide.


This new and completely reworked edition is based on FreeBSD 5.2 and the
upcoming FreeBSD 5.3 releases and contains in-details looks into all
areas (from virtual memory management to interprocess communication and
network stack) of the operating system on 700 pages.


It is now in final production by Addison-Wesley and will be available in
early August 2004. The ISBN is 0-201-70245-2.


Status Report


Roland van Laar the_mip_rvl@myrealbox.com


This patch if for if_wi current. It enables you to disable the ssid
broadcasting and it also allows you to disable clients connecting with a
blank ssid.


SMPng Status Report


John Baldwin jhb@FreeBSD.org smp@FreeBSD.org


Several folks continue to work on the locking the network stack as noted
elsewhere in this report. Outside of the network stack, the following
items were worked on during the March and April time frame. Giant was
pushed down in the fork, exit, and wait system calls as far as possible.
Alan Cox (alc@) continues to lock the VM subsystem and push down Giant
where appropriate. A few system calls and callouts were marked MP safe
as well.


A few changes were made to the interrupt thread infrastructure.
Interrupt thread preemption was finally enabled on the Alpha
architecture with the help of the recently added support to the
scheduler for pinning threads to a specific CPU. An optimization to
reduce context switches during heavy interrupt load was added as well as
rudimentary interrupt storm protection.


FreeBSD/arm


Olivier Houchard cognet@FreeBSD.org


FreeBSD/arm is now in the FreeBSD CVS tree. Dynamic libraries now work,
and NO_CXX=true NO_RESCUE=true buildworld works too (with patches for
toolchain that will live outside the tree for now). Now the focus should
be on xscale support.


CAM lockdown and threading


Scott Long scottl@FreeBSD.org


Work has begun on locking down the CAM subsystem. The project is divided
into several steps:



		Separation of the SCSI probe peripheral from cam_xpt.c to
scsi_probe.c


		Threading of the device probe sequence.


		Locking and reference counting the peripheral drivers.


		Locking the XPT and device queues.


		Locking one or more SIMs and devising a way for non-locked drivers to
function.





While the immediate goal of this work is to lock CAM, it also points us
in the direction of separating out the SCSI-specific knowledgefrom the
core. This will allow other transports to be written, such as SAS,
iSCSI, and ATA.


Progress is being tracked in the FreeBSD Perforce server in the camlock
branch. I will make public patches available once it has progressed far
enough for reasonable testing. So far, the first two items are being
worked on.


Network Stack Locking


Robert Watson rwatson@FreeBSD.org Robert’s Network Stack Locking Page


This project is aimed at converting the FreeBSD network stack from
running under the single Giant kernel lock to permitting it to run in a
fully parallel manner on multiple CPUs (i.e., a fully threaded network
stack). This will improve performance/latency through reentrancy and
preemption on single-processor machines, and also on multi-processor
machines by permitting real parallelism in the processing of network
traffic. As of FreeBSD 5.2, it was possible to run low level network
functions, as well as the IP filtering and forwarding plane, without the
Giant lock, as well as “process to completion” in the interrupt handler.


Work continues to improve the maturity and completeness of the locking
(and performance) of the network stack for 5.3. The network stack
development branch has been updated to the latest CVS HEAD, as well as
the following and more:



		Review of socket flag and socket buffer flag locking; so_state
broken out into multiple fields covered by different locks to avoid
lock orders in frobbing the so_state field. Work in progress.


		WITNESS now includes hard ordering for many network locks to improve
lock order debugging process.


		MAC Framework modified to use pcbs instead of sockets in a great many
situations to avoid socket locking in network layer, especially when
generating new mbufs.


		New annotations relating to socket and interface locking.


		Began NetGraph review and corrected NetGraph socket locking problems.


		sendfile() locking appears now to be fixed, albeit holding Giant more
than strictly necessary.


		if_ppp global variable locking performed and merged.


		A variety of race conditions and bugs in soreceive() locking fixed,
including existing race conditions triggered only rarely in -HEAD and
-STABLE that triggered easily with SMP and Giant-free operation.


		Locking of socket buffer and socket fields from fifofs. Proposed
patch to correct lock order problem between vnode interlock and
socket buffer lock order problems. fifofs interactions with UNIX
domain sockets cleaned up.


		Research into KQueue issues. Feedback to KQueue locking patch
authors.


		netatalk AARP locked down, MPSAFE, and merged to CVS.


		Lock order issues between socket, socket buffer, and UNIX domain
socket locks corrected. Race conditions and potential deadlocks
removed.


		if_gif recursion cleanups, if_gif is much more MPSAFE.


		First pass MPSAFE locking of NFS server uses an NFS server subsystem
lock to allow so_upcall() from socket layer without Giant. This
closes race conditions in the NFS server when operating Giant free.
Second pass for data based locking is also in testing.


		if_sl.c (SLIP) fine-grained locking completed and merged to CVS.


		if_tun.c (tunnel) fine-grained locking completed and merged to CVS.


		Merge of conditional Giant locking on debug.mpsafenet to CVS;
semantics now changed so that Giant isn’t just twiddled over the
forwarding path, but the entire stack. Must be used with caution
unless running with our patches. Callouts also convered to
conditional safety.


		if_gif, if_gre global variables locked and merged to CVS.


		netatalk DDP cleanup (break out PCB from protocol code), largely
locked down at the PCB level. Some work remains to be done before
patches can be distributed for testing, but close to MPSAFE.


		Began review of netipx, netinet6 code for locking requirements, some
bugs corrected.


		Race conditions in handling of socket so_comp, so_incomp debugged
and hopefully closed through new locking of these fields.


		Many new locking annotations, field documentation, lock order
documentation.





Netperf patches are proving to be quite stable in a broad variety of
environment, as long as non-MPSAFE chunks are avoided. Kqueue, IPv6, and
ifnet locking remain the most critical areas where additional
functionality is required. Focus is shifting from new development to in
depth testing, performance measurement, and interactions with other
subsystems.


This work would not be possible without contributions from the following
people (and no doubt many others): John Baldwin, Bob Bishop, Brooks
Davis, Pawel Jakub Dawidek, Matthew Dodd, Julian Elischer, Ruslan
Ermilov, John-Mark Gurney, Jeffrey Hsu, Kris Kennaway, Roman Kurakin,
Max Laier, Sam Leffler, Scott Long, Rick Maklem, Bosko Milekic, George
Neville-Neil, Andre Oppermann, Luigi Rizzo, Jeff Roberson, Tim Robbins,
Mike Silberback, Bruce Simpson, Seigo Tanimura, Hajimu UMEMOTO, Jennifer
Yang, Peter Wemm. We hope to present these patches on arch@ within a few
days, although some elements required continued refinement (especially
socket locking).


TrustedBSD Mandatory Access Control (MAC)


Robert Watson rwatson@FreeBSD.org TrustedBSD Discussion List
trustedbsd-discuss@TrustedBSD.org TrustedBSD Project


The TrustedBSD Mandatory Access Control (MAC) Framework permits the
FreeBSD kernel and userspace access control policies to be adapted at
compile-time, boot-time, or run-time. The MAC Framework provides common
infrastructure components, such as policy-agnostic labeling, making it
possible to easily development and distribute new access control policy
modules. Sample modules include Biba, MLS, and Type Enforcement, as well
as a variety of system hardening policies.


The TrustedBSD MAC development branch in Perforce was integrated to the
most recent 5-CURRENT.


mdmfs(8) -l to create multi-label mdmfs file systems (merged).


Diskless boot updated to support MAC.


Re-arrangement of MAC Framework code to break out mac_net.c into
mac_net.c, mac_inet.c, mac_socket.c (merged).


libugidfw(3) grows bsde_add_rule(3) to automatically allocate rule
numbers (merged). ugidfw(8) grows ‘add’ to use this (merged).


pseudofs(4) no longer requires MAC localizations.


BPF fine-grained locking now used to protect BPD descriptor labels
instead of Giant (merged).


Prefer inpcb’s as the source of labels over sockets when creating new
mbufs throughout the network stack, reducing socket locking issues for
labels.


TrustedBSD Security-Enhanced BSD (SEBSD) port


Robert Watson rwatson@FreeBSD.org TrustedBSD Discussion List
trustedbsd-discuss@TrustedBSD.org TrustedBSD Project


TrustedBSD “Security-Enhanced BSD” (SEBSD) is a port of NSA’s SELinux
FLASK security architecture, Type Enforcement (TE) policy engine and
language, and sample policy to FreeBSD using the TrustedBSD MAC
Framework. SEBSD is available as a loadable policy module for the MAC
Framework, along with a set of userspace extensions support
security-extended labeling calls. In most cases, existing MAC Framework
functions provide the necessary abstractions for SEBSD to plug in
without SEBSD-specific changes, but some extensions to the MAC Framework
have been required; these changes are developed in the SEBSD development
branch, then merged to the MAC branch as they mature, and then to the
FreeBSD development tree.


Unlike other MAC Framework policy modules, the SEBSD module falls under
the GPL, as it is derived from NSA’s implementation. However, the
eventual goal is to support plugging SEBSD into a base FreeBSD install
without any modifications to FreeBSD itself.


Integrated to latest FreeBSD CVS and MAC branch.


New FreeBSD code drop updated for capabilities in preference to
superuser checks.


Installation instructions now available!


TrustedBSD Audit


Robert Watson rwatson@FreeBSD.org TrustedBSD Discussion List
trustedbsd-discuss@TrustedBSD.org TrustedBSD Project


The TrustedBSD Project is producing an implementation of CAPP compliant
Audit support for use with FreeBSD based on the Apple Darwin
implementation.


Experimentally integrated the XNU audit implementation from Apple’s
Darwin 7.2 into Perforce.


Adapted audit framework to compile into FreeBSD – required modifying
memory allocation and synchronization to use FreeBSD SMPng primitives
instead of Mach primitives. Pushed down the Giant lock out of most of
the audit code, various other FreeBSD adaptations such as suser() API
changes, using BSD threads, td->td_ucred, etc.


Adapted per-thread audit data to map to FreeBSD threads


Cleaned up userspace/kernel API interactions, including udev_t/ dev_t
inconsistencies between Darwin and FreeBSD.


Use vn_fullpath() instead of vn_getpath(), which is a less complete
solution we’ll need to address in the future.


Basic kernel framework now operates on FreeBSD; praudit tool written
that can parse FreeBSD BSM and Solaris BSM.
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Introduction


This is a specific schedule for the release of FreeBSD &local.rel;. For
more general information about the release engineering process, please
see the Release Engineering section of
the web site.


General discussions about the release engineering process or quality
assurance issues should be sent to the public
FreeBSD-qa mailing list.
MFC
requests should be sent to re@FreeBSD.org.


FreeBSD &local.rel; will be the first release from the RELENG_5 branch
and thus will also be the first 5-STABLE release.


The current release engineering TODO
list is also available. This list is
updated periodically through the release cycle.





Schedule










		Action
		Expected
		Actual
		Description



		Announce the Ports Freeze
		15 Aug 2004
		15 Aug 2004
		Someone from portmgr@ should email for the two week long ports freeze and tagging of the ports tree.



		src/ tree frozen
		16 Aug 2004
		16 Aug 2004
		Announce the src/ code freeze for &local.rel;. Commits to the HEAD branch will be locked until the RELENG_5 branch is created.



		RELENG_5 branch creation
		16 Aug 2004
		17 Aug 2004
		Create the RELENG_5 branch. Commits to this branch will require Release Engineering approval until the RELENG_&local.rel.tag; branch is created.



		Begin &local.rel;-BETA1 builds
		16 Aug 2004
		20 Aug 2004
		Begin building &local.rel;-BETA1 disc1 and disc2 for all Tier-1 platforms. The first built typically requires several days to resolve latent problems on all platforms, so it will be started early.



		Release &local.rel;-BETA1
		20 Aug 2004
		22 Aug 2004
		&local.rel;-BETA1 tier-1 platform images released and uploaded to ftp-master.FreeBSD.org.



		Build and release &local.rel;-BETA2
		27 Aug 2004
		29 Aug 2004
		&local.rel;-BETA2 tier-1 platform images built, released, and uploaded to ftp-master.FreeBSD.org.



		Build and release &local.rel;-BETA3
		3 Sep 2004
		5 Sep 2004
		&local.rel;-BETA3 tier-1 platform images built, released, and uploaded to ftp-master.FreeBSD.org.



		Ports tree frozen
		3 Sep 2004
		3 Sep 2004
		Only approved commits will be permitted to the ports/ tree during the freeze.



		Build and release &local.rel;-BETA4
		10 Sep 2004
		12 Sep 2004
		&local.rel;-BETA4 tier-1 platform images built, released, and uploaded to ftp-master.FreeBSD.org.



		Build and release &local.rel;-BETA5
		17 Sep 2004
		20 Sep 2004
		&local.rel;-BETA5 tier-1 platform images released and uploaded to ftp-master.FreeBSD.org.



		Ports tree tagged
		17 Sep 2004
		11 Oct 2004
		RELEASE_&local.rel.tag;_0 tag for ports/.



		Ports tree unfrozen
		17 Sep 2004
		11 Oct 2004
		After the ports/ tree is tagged, the ports/ tree will be re-opened for commits, but commits made after tagging will not go in &local.rel;-RELEASE.



		Final package build starts
		17 Sep 2004
		11 Oct 2004
		The ports cluster and pointyhat [http://pointyhat.FreeBSD.org] build final packages.



		Turn off debugging for RELENG_5
		17 Sep 2004
		7 Sep 2004
		Turn off WITNESS, INVARIANTS, and malloc debugging options. This will be the default for all RELENG_5 releases.



		doc/ tree slush
		17 Sep 2004
		17 Sep 2004
		Announce the doc/ slush for &local.rel;. From this time until the tagging of the doc/ tree, non-critical changes should be postponed to allow translation teams time to finish their work for the release. If we can resolve problems before this expected date, doc/ slush could start earlier. At this point, we are considering on 10 Sep at earliest, and on 17 Sep at latest.



		Build and release &local.rel;-BETA6
		24 Sep 2004
		26 Sep 2004
		&local.rel;-BETA6 tier-1 platform images released and uploaded to ftp-master.FreeBSD.org.



		doc/ tree tagged
		24 Sep 2004
		26 Sep 2004
		Tag the doc/ tree with RELEASE_&local.rel.tag;_0.



		Build and release &local.rel;-BETA7
		1 Oct 2004
		3 Oct 2004
		&local.rel;-BETA7 tier-1 platform images released and uploaded to ftp-master.FreeBSD.org.



		RELENG_&local.rel.tag; branched
		8 Oct 2004
		16 Oct 2004
		Branch of src/ from RELENG_5 for the release.



		src/ unfrozen
		8 Oct 2004
		16 Oct 2004
		Unfreeze RELENG_5 src. Continue to coordinate significant check-ins with re@FreeBSD.org until the release is final.



		Build and release &local.rel;-RC1
		17 Oct 2004
		19 Oct 2004
		&local.rel;-RC1 tier-1 platform images released and uploaded to ftp-master.FreeBSD.org.



		Version numbers bumped
		22 Oct 2004
		24 Oct 2004
		The files listed here are updated to reflect FreeBSD &local.rel;.



		src/ tree tagged
		22 Oct 2004
		24 Oct 2004
		Tag the RELENG_&local.rel.tag; branch with RELENG_&local.rel.tag;_0_RELEASE.



		Begin &local.rel;-RELEASE builds
		5 Nov 2004
		4 Nov 2004
		Start &local.rel;-RELEASE Tier-1 builds.



		Warn mirror-announce@FreeBSD.org
		5 Nov 2004
		5 Nov 2004
		Heads up email to mirror-announce@FreeBSD.org to give admins time to prepare for the load spike to come. The site administrators have frequently requested advance notice for new ISOs.



		Upload to ftp-master
		5 Nov 2004
		6 Nov 2004
		Release and packages uploaded to ftp-master.FreeBSD.org.



		FreeBSD &local.rel; Announced
		5 Nov 2004
		6 Nov 2004
		FreeBSD &local.rel; is announced to the mailing lists.



		FreeBSD &local.rel; Press Release
		5 Nov 2004
		6 Nov 2004
		A formal press release statement is in the works and should be released at this time to the www.FreeBSD.org website and various tech publications.
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Introduction


This report covers &os;-related projects between January and March 2014.
This is the first of four reports planned for 2014.


The first quarter of 2014 was, again, a hectic and productive time for
&os;. The Ports team released their landmark first quarterly “stable”
branch. &os; continues to grow on the ARM architecture, now running on
an ARM-based ChromeBook. SMP is now possible on multi-core ARM systems.
bhyve, the native &os; hypervisor, continues to improve. An integral
test suite is taking shape, and the Jenkins Continuous Integration
system has been implemented. &os; patches to GCC are being
“forward-ported”, and LLDB, the Clang/LLVM debugger is being ported.
Desktop use has also seen improvements, with work on Gnome, KDE, Xfce,
KMS video drivers, X.org, and vt, the new console driver which
supports KMS and Unicode. Linux and Wine binary compatibility layers
have been improved. UEFI booting support has been merged to head. The
&os; Foundation continues to assist in moving &os; forward, sponsoring
conferences and meetings and numerous development projects. And these
are only some of the things that happened! Read on for even more.


Thanks to all the reporters for the excellent work! This report contains
41 entries and we hope you enjoy reading it.


The deadline for submissions covering between April and June 2014 is
July 7th, 2014.


team &os; Team Reports proj Projects kern Kernel arch Architectures bin
Userland Programs ports Ports doc Documentation misc Miscellaneous


Chromium


Chromium on &os; Team freebsd-chromium@FreeBSD.org Chromium website
Development repository on GitHub Chromium on &os; wiki


Chromium is the open source web browser project from which Google Chrome
draws its source code. The browsers share the majority of code and
features, though there are some minor differences in features and they
have different licensing. Over the last four years, the Chromium team
has been busy with porting Chromium to &os;. This involves patching the
browser so that it runs on &os;, tracking and documenting security
updates, and merging patches back upstream.


While there are already several browsers available for &os;, advantages
of Chromium are:



		Quick response from upstream to security issues, resulting in
approximately bi-weekly updates.


		A testbed for security features of &os;, like Capsicum. While support
for this capability and sandbox framework is currently not included
in the browser, a proof-of-concept implementation for an early
version of Chromium was realized within a single weekend.





George Liaskos and &a.rene; are currently busy with submitting the
remaining patches specific to &os; back upstream. Apart from making
future updates easier, it sometimes also improves the overall code
quality.


&a.jonathan; recently updated the Capsicum patches for Chromium and is
talking to upstream about them.


Advocate &os;. While patches are getting accepted by both humans and
bots, it is not an official platform so attitude varies from developer
to developer. While &a.rene; thinks it is a bit early, it might be
fruitful to investigate what is required to make &os; (and possibly
OpenBSD) an official platform in terms of both hardware and procedures.


If you feel comfortable with large source trees, you can try to build
the Git version of Chromium on &os;. If you are also comfortable with
signing Google’s Contributor License Agreement, you can join in testing
and submitting patches upstream.


ZFS Chapter of the Handbook


Allan Jude freebsd@allanjude.com Benedict Reuschling bcr@FreeBSD.org
Warren Block wblock@FreeBSD.org Preview ZFS Handbook Slides from
AsiaBSDCon 2014


ZFS is one of the premier features of &os;. The current documentation in
the Handbook and elsewhere online is severely lacking. Much of the
original documentation from Sun and Oracle has disappeared, moved, or is
about the proprietary version of ZFS.


New users have many questions about ZFS and yet there exists a great
deal more bad advice about ZFS than proper documentation. The current
ZFS chapter of the &os; Handbook starts off with the required steps to
configure an i386 machine to run ZFS. This is more likely to scare off a
new user than to educate them about how to properly use ZFS.


At BSDCan 2013, the process of writing an entirely new chapter of the
Handbook on ZFS was started. Currently this chapter consists of
approximately 16,000 words covering all subcommands of the zpool(8)
and zfs(8) utilities, delegation, tuning and a section devoted to
definitions and explanations of the terms and features of ZFS.


The remaining section is the FAQ, to help users address the most common
problems they might run into with ZFS. It would be useful to hear
experiences, questions, misconceptions, gotchas, stumbling blocks, and
suggestions for the FAQ section from other users. Also, it would be good
to have a use cases section that highlights some of the cases where ZFS
provides advantages over traditional file systems.


Please send suggestions to the freebsd-doc mailing list.


ScaleEngine, Inc


Technical review by Matt Ahrens (co-creator of ZFS).


Improve delegation section.


Improve tuning section, add new sysctls added in head.


Add section on jails and the jailed property.


Add FAQ section.


Add “Use Cases” section.


General editing and review.


&os; Release Engineering Team


&os; Release Engineering Team re@FreeBSD.org &os; 9.3-RELEASE schedule
&os; 9.3-RELEASE todo list &os; development snapshots


The &os; Release Engineering Team is responsible for setting and
publishing release schedules for official project releases of &os;,
announcing code freezes and maintaining the respective branches, among
other things.


In early January, the team became aware of several last-minute
showstopper issues in &os; 10.0, which led to an extension in the final
release builds. &os; 10.0-RELEASE was announced on January 20, two
months behind the original schedule.


The schedule for the &os; 9.3-RELEASE cycle has been written and posted
to the website, and the release cycle will begin early May.


There is ongoing work to integrate support for embedded architectures as
part of the release build process. At this time, support exists for a
number of ARM kernels, in particular the Raspberry Pi, BeagleBone, and
WandBoard.


The &os; Foundation


&os; Documentation Engineering Team


&os; Documentation Engineering Team doceng@FreeBSD.org Announcement of
Warren Block’s addition


The &os; Documentation Engineering Team is responsible for defining and
following up on the documentation goals for the committers in the
Documentation project. The team is pleased to announce a new member —
&a.wblock;. In early March, the &os; Documentation Engineering Team
members assumed responsibility for the &os; Webmaster Team.


&os; Ada Ports


John Marino marino@FreeBSD.org SPARK 2014


Ada is a structured, statically typed, imperative, wide-spectrum, and
object-oriented high-level computer programming language, extended from
Pascal and other languages, originally targeted at embedded and
real-time systems. The number of Ada ports in the collection has grown
significantly since the last report six months ago. There are almost 50
Ada-related ports now, with new ones getting added all the time.


The previous plan was to move from the GCC 4.7-based GNAT compiler to a
GCC 4.8-based one, but finally GCC 4.8 was skipped and now a GCC
4.9-based GNAT is the standard Ada compiler, which fully supports the
new ISO standard, Ada 2012. Moving to a newer compiler allowed several
important ports like PolyOrb and GPRBuild to be upgraded to the latest
available versions. In fact, almost every Ada port is currently at its
most recent upstream version.


For non-Windows-based Ada development, &os; and DragonFly are now
undisputed as the go-to platforms. The other candidates are Debian and
Fedora, but there are few Ada softwares on those platforms that are not
also in the &os; ports tree, and the &os; versions are much newer. The
Ports Collection also features software not found anywhere else such as
the USAFA’s Ironsides DNS server, libsparkcrypto, matreshka, GNATDroid
(Android cross-compiler) and several developer libraries.


A desired addition to the Ada ports will be SPARK 2014 (see links),
which should cement &os; as an option for professional, safety-critical
application development. This package should have its first release by
early summer.


Xfce/&os;


&os; Xfce Team xfce@FreeBSD.org Development repository ports/183690


Xfce is a free software desktop environment for Unix and Unix-like
platforms, such as &os;. It aims to be fast and lightweight, while still
being visually appealing and easy to use. The Xfce team continues to
keep each piece of the Xfce Desktop up to date.


The latest commits concerned:


Applications:



		Midori (0.5.7)


		xfburn (0.5.0)


		xfce4-parole (0.5.4)


		xfce4-taskmanager (1.0.1)


		xfce4-tumbler (0.1.30)





Panel plugins:



		xfce4-clipman-plugin (1.2.5)


		xfce4-equake-plugin (1.3.4)


		xfce4-wavelan-plugin (0.5.11)


		xfce4-whiskermenu-plugin (1.3.2)





We also follow development of core components (available in your
repository). See the links for documentation on how to upgrade those
libraries.



		garcon (0.3.0)


		libxfce4menu (4.11.1)


		libxfce4util (4.11.0)


		xfce4-appfinder (4.11.0)


		xfce4-desktop (4.11.4)


		xfce4-dev-tools (4.11.0)


		xfce4-panel (4.11.0)


		xfce4-parole (0.6.0)


		xfce4-settings (4.11.2)


		xfce4-session (4.11.0)


		xfce4-wm (4.11.1)


		xfce4-xkb-plugin (0.7.0)





Add support of DragonFly for xfce4-taskmanger.


Finish replacing Tango icon theme with GNOME, in order to close
ports/183690 (see links, Midori remains to be fixed).


PCI SR-IOV Infrastructure


Ryan Stone rstone@FreeBSD.org Work in progress on GitHub


PCI Single Root I/O Virtualization (SR-IOV) is an optional part of the
PCIe standard that provides hardware acceleration for the virtualization
of PCIe devices. When SR-IOV is in use, a function in a PCI device
(known as a Physical Function, or PF) will present multiple Virtual PCI
Functions (VF) on the PCI bus. These VFs are fully independent PCI
devices that have access to the resources of the PF. For example, on a
network interface card, VFs could transmit and receive packets
independent of the PF.


The most obvious use case for SR-IOV is virtualization. A hypervisor
like bhyve could instantiate a VF for every VM and use PCI passthrough
to assign the VFs to the VMs. This would allow multiple VMs to share
access to the PCI device without having to do any expensive
communication with the hypervisor, greatly increasing performance of
performing I/O from a VM.


There are two parts to this project. The first is implementing an API in
the PCI subsystem for creating VFs and configuring standard PCI features
like BARs. The second part is updating individual drivers for PCI
devices that support SR-IOV to configure their VFs. For example, a
network interface driver will typically have to assign a MAC address to
a VF and configure the interface to route packets destined for that MAC
address to the VF.


At this point only SR-IOV support for the ixgbe(4) driver is
planned. The PCI subsystem API is designed to be generic and should
support SR-IOV on any device, but fairly extensive driver work is
necessary to support SR-IOV, which is currently not planned due to lack
of time and hardware.


At present, ixgbe(4) is able to create VFs and the ixgbevf
driver is able to pass traffic. There is still a fair amount of work to
support VLAN tags, multicast addresses, and other features on the VFs.
Also, the VF configuration needs to be better integrated with the PF
initialization path to ensure that resets of the PF do not interrupt
operation of the VFs.


Sandvine, Inc


&os; Test Suite


Julio Merino jmmv@FreeBSD.org Project page Testing cluster Roadmap for
the project AsiaBSDCon 2014 tutorial materials


The &os; Test Suite project aims to equip &os; with a comprehensive
collection of tests that are easy to run out of the box and during the
development of the system. The test suite is installed into
/usr/tests/ and the kyua(1) command-line tool (devel/kyua in
the Ports Collection) is used to run them. See the project page for more
details.


Since the last status report, we have been hard at work polishing the
framework in many different areas. The highlights are:



		A roadmap for the project has been prepared and published, see links.


		Many tests have been added to the test suite thanks to the work of
various developers and, in particular, a good bunch of old tests from
src/tools/regression/ have been incorporated into the new test
suite. As of this writing, there are 509 test cases continuously
running.


		The testing infrastructure in the stable/10 branch has been
synced to head. It should now be possible to seamlessly MFC
changes to the stable branch along with their tests, if any.


		The testing cluster, which only issued amd64 builds, has been
extended to perform i386 builds as well. Additionally, a canary
machine has been put in place so that changes to the cluster
configuration can be properly validated before deployment.


		A tutorial on Kyua and the &os; Test Suite was given at AsiaBSDCon
2014. The tutorial materials are available for public consumption,
please consult the links.


		Both Kyua’s and ATF’s upstream sites have been moved to GitHub,
mostly due to the discontinuation of file downloads in Google Code.





Enable the build of the test suite by default.


Add alerting for failed or missing test runs from the testing cluster.


Add bhyve support to the testing cluster for faster turnaround times.


Simplify and improve Kyua HTML reports. In particular, reports will be
coalesced into single HTML files for easier management and will include
more useful details for debugging. Such details are the revision at
which the system was built, the date and duration of the whole run, or
the list of installed packages, to mention a few examples.


Add JUnit XML output to Kyua for better integration with Jenkins. This
work is actively ongoing and should be ready for prime time at
BSDCan 2014.


OpenAFS on &os;


Benjamin Kaduk bjk@FreeBSD.org OpenAFS homepage


AFS is a distributed network filesystem that originated from the Andrew
Project at Carnegie-Mellon University. OpenAFS is an open-source
implementation of the AFS protocol derived from IBM AFS, which was
released under the IBM Public License. OpenAFS on &os; (the
net/openafs port) is suitable for light use, but is not yet
production ready.


We got a chance to pick up this porting project after some hiatus.
Recent work focused on investigating the bugs preventing the use of a
disk cache for caching file data. An internal “lookupname” abstraction
was intended to return an unlocked, referenced vnode, but instead
returned a locked, referenced vnode, leading to various failure modes
depending on the number of kernel debugging options enabled.


Track down an issue involving incorrect reference counts on the AFS root
vnode that cause warnings on shutdown.


Audit the locking in all the vnode operations code — it is expected that
there remain some incorrectly locked areas, though none that present
visible issues under light load.


libvirt/bhyve Support


Roman Bogorodskiy novel@FreeBSD.org bhyve Driver libvirt Home Page
Developer Blog


Libvirt is a virtualization library providing a common API for various
hypervisors (Qemu/KVM, Xen, LXC, and others), and also a popular library
used by a number of projects. Libvirt 1.2.2, released on March, 2014,
was the first release to include bhyve support. Enabling bhyve support
allows consumers to use bhyve in libvirt-ready applications without
major efforts.


Currently, libvirt supports almost all essential features of bhyve, such
as Virtual Machine lifecycle (start, stop), bridged networking, and
virtio/SATA driver support. The work continues to implement more API
calls and to cover more of features offered by bhyve.


&os; port of netcf is needed for adding interface driver support to
libvirt.


&os;/arm64


Andrew Turner andrew@FreeBSD.org Project branch in the Subversion
repository GitHub repository


Arm64 is the name of the in-progress port of &os; to the ARMv8 CPU when
it is in AArch64 mode. Until recently, all ARM CPU designs were 32-bit
only. With the introduction of the ARMv8 architecture, ARM has added a
new 64-bit mode. This new mode has been named AArch64.


Progress has been good on getting &os; to build and run on the ARM
Foundation model. &os; is able to be built for this architecture,
however, it requires a number of external tools including objdump(1)
and ld(1). These tools are provided by an external copy of binutils
until replacements can be written.


&os; will run the early boot on the Foundation model. The loader has
been ported to the AArch64 UEFI environment and can load and run the
kernel. The kernel is able to create the initial page tables to be able
to run from virtual memory. It can then execute C code to parse the
memory map provided by the loader. This is as far as the kernel
currently boots.


This work is now happening in the &os; Subversion repository in a
project branch, see the links.


Implement an initial pmap(9) layer.


Write the missing machine-dependent code.


Test on real hardware.


&os;/armv6hf


Andrew Turner andrew@FreeBSD.org


&os; has been updated to allow it to use the VFP variant of the ARM EABI
ABI. The VFP unit is the ARM hardware to perform floating-point
operations. This changes the ABI to improve the performance of code that
uses floating-point operations. By default, &os; already uses the ARM
EABI on all releases from 10.0.


This is important for &os;/arm users running code with floating-point
operations on ARMv6 or ARMv7 SoC systems. It removes the need for the
slow software floating-point support in libc. This is mostly
compatible with the existing ABI, with the exception of how
floating-point values are passed into functions. Because no
floating-point values are passed to the kernel, the armv6 and
armv6hf kernels will work with either userland.


As part of this change, some support functions have been updated to use
the VFP unit when available. The existing armv6 target architecture
will be kept for cases where the SoC lacks a VFP unit, or existing
binaries that are incompatible with the new ABI.


Testing.


More testing.


Using CentOS 6.5 as Linux Base


Johannes Meixner xmj@chaot.net Work in Progress ports/187786


The Linux emulation layer relies on a Linux base distribution along with
Linux ports of relevant non-base software. Fedora 10 was imported in
2006, and it shows — current Linux software like Skype 4, Sublime Text
2, or even modern games fail to run with the provided libraries.


CentOS 6.5 was released in December 2013 and will be supported until
2017, making it an ideal basis for an update to the ports
infrastructure. Built upon the work of Carlos Jacobo Puga Medina, all
ports using Linux have been updated to work with either Fedora 10 or
CentOS 6.5.


The goal of this project is to make CentOS 6.5 the default Linux
distribution, so that &os; users can enjoy running modern Linux binaries
without having to resort to virtualization à la VirtualBox, or even
dual-booting.


Goldener Grund OÃœ


Clean up Mk/bsd.linux-*.mk and fix errors detected in
ports/187786.


Revert making c6 the default (in the git repository).


Testing.


Review patches and import into the ports tree (any help appreciated).


Make c6 the default (after sufficient testing) within the ports tree.


ASLR and PIE


Shawn Webb lattera@gmail.com OlivÃ©r PintÃ©r oliver.pntr@gmail.com Blog
post with latest status update Shawn’s ASLR branch OlivÃ©r’s ASLR branch


Address space layout randomization (ASLR) is a computer security
technique involved in protection from buffer overflow attacks. In order
to prevent an attacker from reliably jumping to a particular exploited
function in memory, ASLR involves randomly arranging the positions of
key data areas of a program, including the base of the executable and
the positions of the stack, heap, and libraries, in a process’ address
space.


We have added ASLR support to all architectures. As the primary
developers behind this feature have the most access to amd64, the
focus of development is on the amd64 architecture. Other
architectures, such as ARM, have known bugs with our current ASLR
implementation and we are working hard to fix them. We added support for
Position-Independent Executables (PIEs) in a number of applications in
base.


Shawn has access to a Raspberry Pi (RPI). PIE is 90% broken. Debug and
fix major issues on the RPI. The existing NX stack protections are not
obeyed on RPI. Properly implemented ASLR requires a NX stack.


Shawn will be receiving a sparc64 box on April 6, 2014. He will test
ASLR on sparc64, identifying and fixing any bugs that pop up.


OlivÃ©r has identified one or more bugs with the Linuxulator. He will be
looking into that and fixing those.


Shawn will be cleaning up code and adding support for PIE to more
applications in base. He will also add PIE support to the ports
framework for general consumption.


Shawn will be giving a presentation regarding ASLR at BSDCan 2014.


UEFI Boot


Ed Maste emaste@FreeBSD.org Project page on the wiki


The Unified Extensible Firmware Interface (UEFI) provides boot- and
run-time services for x86 computers, and is a replacement for the legacy
BIOS. This project will adapt the &os; loader and kernel boot process
for compatibility with UEFI firmware, found on contemporary servers,
desktops, and laptops.


Starting with &a.rpaulo;’s i386 EFI loader, &a.benno; developed a
working proof-of-concept amd64 loader in 2013 under sponsorship from
the &os; Foundation. After refinement, that work has now been merged
from the projects/uefi Subversion branch into &os; head. The
project includes the infrastructure to build a UEFI-enabled loader, and
the kernel-side changes to parse metadata provided by the loader.


A number of integration tasks remain, with a plan to have UEFI
installation and boot support merged to stable/10 in time for &os;
10.1-RELEASE.


The &os; Foundation


Document manual installation, including dual-boot configurations.


Implement chain-loading from UFS/ZFS file systems.


Integrate UEFI configuration with the &os; installer.


Support secure boot.


&os; Cluster Administration Team


&os; Cluster Administration Team admins@


The &os; Cluster Administration Team consists of the people responsible
for administering the machines that the project relies on for its
distributed work and communications to be synchronised. In this quarter,
the team has worked on the following:



		Assimilated master email configurations into a single source control
repository.


		Moved the &os; web server CGI services to a new location (sponsored).


		Further enhanced upon our internal monitoring utilities.


		Added a Russian pkg(8) mirror, hosted by Yandex.


		Moved the &os; Foundation web services to a new server (sponsored).





The &os; Foundation


KDE/&os;


KDE/&os; Team kde@FreeBSD.org KDE/&os; Home Page area51 PortScout Status


KDE is an international free software community producing an integrated
set of cross-platform applications designed to run on Linux, &os;,
Solaris, Microsoft Windows, and OS X systems. The KDE/&os; Team have
continued to improve the experience of KDE software and Qt under &os;.


During this quarter, the team has kept most of the KDE and Qt ports
up-to-date, working on the following releases:



		KDE SC: 4.12.2, 4.12.3, and 4.12.4; Workspace: 4.11.6, 4.11.7, and
4.11.8


		Qt: 5.2.1


		KDevelop: 4.6.0


		Digikam (and KIPI-plugins): 3.5.0





As a result — according to PortScout — kde@ has 526 ports (up from
464), of which 98.86% are up-to-date (up from 88.15%). iXsystems
continues to provide a machine for the team to build packages and to
test updates. They have been providing the KDE/&os; team with support
for quite a long time and we are very grateful for that.


A major change has been the deprecation of the KDE3 ports and the move
of the KDE4_PREFIX to LOCALBASE. Also, work on Qt5 continues to
maturity. &a.rakuco; has been working with upstream to ensure Baloo
(Nepomuk successor in KDE SC 4.13) compiles and runs on non-Linux
systems. His work not only benefits &os; but other BSDs and OS X.


As usual, the team is always looking for more testers and porters, so
please contact us and visit our home page (see links). It would be
especially useful to have more helping hands on tasks such as getting
rid of the dependency on the defunct HAL project and providing
integration with KDE’s Bluedevil Bluetooth interface.


iXsystems, Inc


Update out-of-date ports, see PortScout for a list.


Work on Qt 5.


Make sure the whole KDE stack (including Qt) builds and works correctly
with Clang and libc++.


Remove the dependency on HAL.


Wine/&os;


Gerald Pfeifer gerald@FreeBSD.org David Naylor dbn@FreeBSD.org Wine Wiki
Page Wine on amd64 Wiki Page Wine Home Page


Wine is a free and open source software application that aims to allow
applications designed for Microsoft Windows to run on Unix-like
operating systems, such as &os;. The Wine project has been in
maintenance mode this quarter and has updated the ports for the
following versions:



		Stable releases: 1.6.2


		Development releases: 1.7.9 through 1.7.15





The ports have packages built for amd64, available through the ports
emulators/i386-wine and emulators/i386-wine-devel.


See the “Open Tasks” and “Known Problems” sections on the Wine wiki
page.


&os;/amd64 integration, consult the i386-Wine wiki page for the
details.


Port WoW64 (supporting Windows 32-bit and 64-bit from the same port) and
Wine64.


&os; on Chromebook


Ruslan Bukin br@FreeBSD.org Manual


One model of Chromebook is an ARMv7 Cortex-A15 personal computer powered
by a Samsung Exynos 5 Dual System-on-Chip. As of the current status of
this project, such laptops can be booted with &os; from USB flash — it
works stably (including SMP) and it can build third-party applications.
The display and keyboard work.


Thanks to &a.grehan; for providing hardware.


Implement keyboard polling mode.


Add support for the upcoming second generation of Chromebook.


Write SD, SATA drivers.


Jenkins Continuous Integration for &os;


Craig Rodrigues rodrigc@FreeBSD.org Jenkins Administrators
jenkins-admin@FreeBSD.org &os; Testing freebsd-testing@FreeBSD.org
Jenkins CI server in &os; cluster Jenkins on &os; project status Video
and slides of March 13, 2014 presentation at Bay Area &os; User Group
(BAFUG) Jenkins, libvirt, and bhyve Jenkins Continuous Integration
Ansible


Jenkins is a framework used by many companies and open source projects
for Continuous Integration (CI). CI allows developers to commit code to
a Source Code Management (SCM) system such as Subversion, and then have
automated programs check out, build, and test the code. Jenkins is
implemented in the Java language.


&a.emaste; reviewed some CI work that &a.rodrigc; had done for the
FreeNAS project with Jenkins, and encouraged him to set up something
similar for the &os; Project. With the help of the &os; Cluster
Administration Team, he set up a &os; machine running two bhyve virtual
machines, jenkins-9.FreeBSD.org and jenkins-10.FreeBSD.org. He
set up software builds of head and several stable branches on
these machines. The status of these builds is visible on a web interface
accessible at jenkins.FreeBSD.org. When any of the builds fail,
emails are sent to freebsd-current or freebsd-stable. Emails are
also sent directly to the list of people who recently committed code to
Subversion since the last successful build.


As part of the Jenkins setup, &a.rodrigc; encountered problems with
running Java on &os; 9.2 and &os; 10.0. Both problems stemmed from
changes to the &os; Virtual Memory (VM) subsystem. On &os; 9.2-RELEASE,
running Jenkins under Java would cause the kernel to panic. This was a
known problem, and fixed in 9.2.-RELEASE-p3. On &os; 10.0-RELEASE, Java
processes would randomly crash. Disabling the vm.pmap.pcid_enabled
sysctl(3) variable seemed to fix the problem. In kern/187238,
Henrik Gulbrandsen submitted fixes to the &os; VM to address this
problem. &a.kib; committed the fixes to head, where they are being
tested now.


During the setup of the bhyve VMs which run Jenkins processes,
&a.rodrigc; wrote scripts to start bhyve VMs from the rc.d bootup
scripts, which were then published at GitHub.


On February 19, 2014, &a.rodrigc; notified the &os; developers that
Jenkins was running in the &os; cluster, and that they could look at the
web interface to see the status of builds.


On March 13, 2014, &a.rodrigc; gave a presentation of the Jenkins work
at the Bay Area &os; User Group (BAFUG) in Mountain View, California,
USA. Video of the presentation was recorded and put online by iXsystems.


&a.rodrigc; assembled a team of volunteers, jenkins-admin, to help
maintain jenkins.FreeBSD.org and expand the use of Jenkins CI used
in the &os; cluster. jenkins-admin consists of the following people
working in the following areas:



		R. Tyler Croy is both a &os; developer and a Jenkins developer. He
will be working on fixing bugs in Jenkins specific to &os;. He is
first looking at fixing the libpam4j library which is used by Jenkins
to interface with the PAM system for user authentication. The
released version of libpam4j does not currently work on &os;.


		&a.lwhsu; maintains the devel/jenkins port. He set up a Jenkins
build which runs the scan-build static analyzer which is part of
LLVM.


		&a.skreuzer; has experience administering Jenkins systems. He set up
several builds on jenkins.FreeBSD.org, including a Jenkins build
of the &os; documentation. He is looking into using Ansible for
automatic provisioning of VMs running Jenkins in the &os; cluster.


		&a.rodrigc; will be running a Continuous Testing working group at the
&os; Devsummit in Ottawa on May 15, 2014. He will also give a Jenkins
presentation on May 17, 2014. He is interested in working with
&a.jmmv; to integrate Jenkins and Kyua. They have exchanged some
emails about this on the freebsd-testing list.


		&a.swills; maintains the devel/jenkins-lts port. He has
implemented several builds at jenkins.FreeBSD.org which detect
commits to the &os; ports repository, and then build the ports tree
using PoudriÃ¨re.





At the end of March, &a.novel; reported to jenkins-admin that he has
successfully run the Jenkins libvirt plugin with his libvirt
modifications to integrate with bhyve. He provided a link to a blog
posting where he described his experience.


iXsystems, Inc


Obtain certificates for LDAP and web servers, to replace self-signed
certificates.


Set up more Jenkins builds of the &os; base repository on different
branches and with different configurations.


Set up more Jenkins builds of the &os; ports repository on different
&os; versions.


Integrate with Kyua, so that Jenkins can run Kyua tests and report the
results directly in the native Jenkins web UI where test results are
reported.


Write scripts which can take a Jenkins build of &os;, and boot the
results in a bhyve VM or on real hardware.


Fix libpam4j on &os;.


Continuous Testing working group at Devsummit on May 15, 2014


Jenkins presentation at BSDCan on May 17, 2014


Native iSCSI Stack


Edward Tomasz NapieraÅ‚a trasz@FreeBSD.org


The new &os; in-kernel iSCSI stack was functionally complete in &os;
10.0-RELEASE, but ongoing enhancements and bug fixes are being committed
to &os; head, with a plan to merge them back to stable/10 in
time for &os; 10.1-RELEASE.


Many issues have been resolved, including very slow operation with data
digests enabled, bugs in persistent reservations which impacted Hyper-V
Failover Cluster, and a negotiation problem affecting Dell Equallogic
users.


There have also been numerous enhancements, such as support for
redirections, which are necessary for some High Availability setups, and
the ability to modify session parameters in the iscsictl utility.
Previously it was necessary to remove the session and add it again.


The &os; Foundation


Updated vt(4) System Console


Aleksandr Rybalko ray@FreeBSD.org Ed Maste emaste@FreeBSD.org Ed
Schouten ed@FreeBSD.org Project wiki page


vt(4) is a modern replacement for the existing, quite old, virtual
terminal emulator called syscons(4). Initially motivated by the lack
of Unicode support and infrastructural issues in syscons(4), the
project was later expanded to cover the new requirement to support
Kernel Mode Setting (KMS).


The project is now in head, stable/10 and stable/9 branches.
Hence, vt(4) can be tested by using the VT kernel configuration
(i386 and amd64) or by replacing two lines in the GENERIC
kernel configuration file:


device sc
device vga






with the following ones:


device vt
device vt_vga






Or, to use for UEFI testing, add the following lines instead:


device vt
device vt_efifb






Major highlights:



		Unicode support.


		Double-width character support for CJK characters.


		xterm(1)-like terminal emulation.


		Support for Kernel Mode Setting (KMS) drivers (i915kms,
radeonkms).


		Support for different fonts per terminal window.


		Simplified drivers.





Brief status of supported architectures and hardware:



		amd64 (VGA/i915kms/radeonkms) — works.


		ARM framebuffer — works.


		i386 (VGA/i915kms/radeonkms) — works.


		IA64 — untested.


		MIPS — untested.


		PPC and PPC64 — work, but without X.Org yet.


		SPARC — works on certain hardware (e.g., Ultra 5).


		vesa(4) — in progress.


		i386/amd64 nVidia driver — not supported. VGA should be used (VESA
planned).


		Xbox framebuffer driver — will be deleted as unused.





The &os; Foundation


Create sub-directories for vt(4) under /usr/share/ to store key
maps and fonts.


Implement the remaining features supported by vidcontrol(1).


Write the vt(4) manual page. (This is in progress.)


Support direct handling of keyboard by the kbd device (without
kbdmux(4)).


CJK fonts. (This is in progress).


Address performance issues on some architectures.


Switch to vt(4) by default.


New Automounter


Edward Tomasz NapieraÅ‚a trasz@FreeBSD.org


The automount project is nearing the functional prototype stage, and a
call for testing is expected in the next month. The userspace portion
consists of the automountd(8) daemon, which is designed to be fully
compatible with its counterparts in OS X, Solaris, and Linux, and which
is nearly complete. Work on the kernel component continues.


The &os; Foundation


&os; Host Support for OpenStack and OpenContrail


Grzegorz Bernacki gjb@semihalf.com MichaÅ‚ Dubiel md@semihalf.com
Dominik Ermel der@semihalf.com RafaÅ‚ Jaworowski raj@semihalf.com


OpenStack is a cloud operating system that controls large pools of
compute, storage, and networking resources in a data center.
OpenContrail is a network virtualization (SDN) solution comprising a
network controller, virtual router, and analytics engine, which can be
integrated with cloud orchestration systems like OpenStack or
CloudStack.


The goal of this work is to make &os; a fully supported compute host for
OpenStack using OpenContrail virtualized networking. The main areas of
development are:



		Libvirt hypervisor driver for bhyve.


		Support for bhyve (via the libvirt compute driver) and the &os;
platform in overall in nova-compute.


		Port OpenContrail vRouter (forwarding plane kernel module) to &os;.


		Port OpenContrail Agent (network controller node) to &os;.


		Integration, performance optimization.





The current state of development allows for a working demo of OpenStack
with compute node component running on a &os; host:



		The native bhyve hypervisor is driven by a nova-compute component
for spawning guest instances using libvirt and a nova-network
component for providing simple networking using bridges between guest
VMs.


		QEMU might also be used instead of bhyve this way.


		The main goal on the networking side is to use the OpenContrail
solution, compliant with the modern OpenStack networking API
(“neutron”).





Also, an initial port of the OpenContrail vRouter kernel module has been
completed. It successfully handles all networking on the host.


Juniper Networks


Intel GPU Driver Update


Konstantin Belousov kib@FreeBSD.org


The project to update the Intel graphics chipset driver (i915kms) to
a recent snapshot of the Linux upstream code continues. Progress was
delayed by external circumstances, but it is hoped to reach a useful
milestone in the near future.


The &os; Foundation


SMP on Multi-Core ARM Systems


Ian Lepore ian@FreeBSD.org Olivier Houchard cognet@ci0.org Wojciech
Macek wma@semihalf.com Announcement


&os; now supports Symmetrical MultiProcessing (SMP) on a variety of ARM
multi-core systems. The effort to bring SMP to ARM has been underway for
quite some time, but a major push by the &os; ARM developer community
over the past two months has resulted in robust production-ready SMP
support.


An ever-growing number of ARM-based development boards and small
low-power computer systems are available with multi-core processors.
&os; is now able to make good use of all that computing power, making
such systems more attractive to both end users and vendors looking to
create products based on similar designs.


As of r264138 in &os; head, SMP is now enabled by default in the
configuration files for all currently-supported systems that have
multi-core processors. This includes systems based on the following
processor families:



		Allwinner A20


		Freescale i.MX6


		Marvell Armada XP


		Samsung Exynos 5


		Texas Instruments OMAP4





We plan to merge this work to stable/10 in time for 10.1-RELEASE.


Microsemi, Inc. Semihalf sp.j


The &os; Foundation


Deb Goodkin deb@FreeBSDFoundation.org &os; Journal


The &os; Foundation is a 501(c)(3) non-profit organization dedicated to
supporting and promoting the &os; Project and community worldwide. Most
of the funding is used to support &os; development projects, conferences
and developer summits, purchase equipment to grow and improve the &os;
infrastructure, and provide legal support for the Project.


We published the first issue of the &os; Journal, our new on-line &os;
magazine. The positive feedback from both the &os; and outside
communities has been incredible. This quarter we began work on articles
and promotion for the second issue. We also started working on a dynamic
version of the magazine that can be read in many web browsers including
those that run on &os;.


This year we are earmarking more funding towards &os; advocacy and
education. You will see more literature, white papers, articles, and so
on to help promote &os;.


The Foundation held a board meeting in Berkeley, California, in January.
We discussed longer term strategy and planning for the year. We put
together our 2014 budget with a plan of raising at least $1,000,000 and
spending $900,000.


Two Foundation funded projects were completed. The first, co-sponsored
by Google, integrated the Casper daemon into &os;. The second was
auditdistd(8) improvements for the &os; cluster.


Work continued on these Foundation-sponsored projects: Intel graphics
driver update by &a.kib;, UEFI boot support for amd64 by &a.emaste;,
autofs automounter and in-kernel iSCSI stack enhancements and bug fixes
by &a.trasz;, and updated vt(4) system console by &a.ray;. A more
detailed project update for each of the above projects can be found
within this quarterly status report.


We were a Gold Sponsor for NYCBSDCon 2014 in New York, February 8, which
was attended by several board members. We were represented at SCALE in
Los Angeles, February 22-23, and ICANN in Singapore, March 22-25.


We were a sponsor for AsiaBSDCon in Tokyo, March 15-16. Board member
&a.hrs; was the conference organizer. Board members &a.mckusick; and
&a.gnn; taught tutorials and Kirk gave a keynote. Board member &a.dru;
manned the foundation table and spoke at one of the sessions.


We became a Gold+ sponsor for BSDCan 2014, May 16-17 and have started
reaching out to vendors to attend the developer summit that runs in the
two days before BSDCan.


Board members George, Kirk, and &a.rwatson; pushed to finish the final
draft of the next edition of their book “The Design and Implementation
of the FreeBSD Operating System”.


ITWire editor Sam Varghese published an interview with Kirk and
Foundation technical manager &a.emaste; about the status of secure boot
on &os;.


The &os; Logo is now officially a registered trademark to represent the
&os; operating system. We are working to expand the registration beyond
just the &os; operating system, but currently still have to use the “TM”
symbol when using it on apparel and other non-operating-system items. We
continued reviewing requests and granting permission to use &os;
trademarks.


After finishing the 10.0-RELEASE, Foundation system administrator and
release engineer &a.gjb; began work on adding support for &os;/arm image
builds as part of the release build process. As a result of this work,
&os;/arm images are produced as part of the weekly development snapshot
builds, and are available from any of the &os; FTP mirrors. Supported
kernel configurations currently include BEAGLEBONE, RPI-B,
PANDABOARD, WANDBOARD-QUAD, and ZEDBOARD.


George visited six large &os; users in the Bay Area in February. These
meetings are conducted to help facilitate collaboration between &os;
customers and the &os; Project. It is an opportunity to exchange
information on what the customers are doing and what is being worked on
in the Project. It is also an opportunity to try to connect customers
with the appropriate &os; developers who may be working on areas of &os;
that interest these customers.


LLDB Debugger Port


Ed Maste emaste@FreeBSD.org


LLDB is the debugger project associated with Clang/LLVM. It supports the
Mac OS X, Linux, and &os; platforms, with ongoing work on Windows. It
builds on existing components in the larger LLVM project, for example
using Clang’s expression parser and LLVM’s disassembler.


The majority of work since the last status update has been on bugfixes
and implementation of the remaining functionality missing on &os;. Most
of these improvements are now in the LLDB snapshot in the base system,
which has been updated to upstream Subversion revision r202189. Some
highlights of the new update include:



		Improvements to the remote GDB protocol client.


		Bug fixes for big-endian targets.


		Initial support for libdispatch (GCD) queues in the debuggee.


		Add “step-avoid-libraries” setting.


		IO subsystem improvements (including initial work on a curses GUI).


		Support hardware watchpoints.


		Improved unwinding through hand-written assembly functions.


		Handle DW_TAG_unspecified_parameters for variadic functions.


		Fix Ctrl+C interrupting a running inferior process.


		Various bug fixes for memory leaks, LLDB segfaults, the C++
demangler, ELF core files, DWARF debug info, and others.





LLDB is currently not yet built by default and may be enabled by adding
WITH_LLDB= to src.conf(5). A port will be made available for
those who wish to track ongoing development more closely.


DARP/AFRL SRI International University of Cambridge


Add support for remote debugging (gdbserver-compatible debugserver).


Add support for local and core file kernel debugging.


Implement, fix or test support on all non-amd64 architectures.


Verify cross-debugging.


Investigate and fix test suite failures.


Package LLDB as a port.


Enable by default in the base system for working architectures.


auditdistd(8)


Pawel Jakub Dawidek pjd@FreeBSD.org


The auditdistd(8) daemon is responsible for distributing audit trail
files over TCP/IP networks securely and reliably.


The daemon now supports client-side certificates, which can be used to
automatically configure the receiver side — the directory name for
received trail files is determined based on the commonName field in
client’s certificate. There is no need any more to add every sender to
the receiver’s configuration file.


The sender’s functionality was extended to allow sending audit trail
files to multiple receivers.


Complete Public Key Infrastructure (PKI) support is now implemented,
including full certificate chain verification, Certificate Revocation
Lists (CRL) verification at every level and support for multiple
Certificate Authority (CA) certificates.


The &os; Foundation


SDIO Driver


Ilya Bakulin ilya@bakulin.de SDIO project page on &os; wiki Source code


SDIO is an interface designed as an extension of the existing SD card
standard, allowing connection of different peripherals to the host with
the standard SD controller. Peripherals currently sold on the general
market include WLAN/BT modules, cameras, fingerprint readers, and
barcode scanners. The &os; driver is implemented as an extension to the
existing MMC bus, adding a lot of new SDIO-specific bus methods. A
prototype of the driver for the Marvell SDIO WLAN/BT (Avastar 88W8787)
module is also being developed, using the existing Linux driver as a
reference.


SDIO card detection and initialization already work; most needed bus
methods are implemented and tested.


The WiFi driver is able to load firmware onto the card and initialize
it. Migration of the MMC stack to the new locking model is necessary in
order to work with SDIO cards effectively. The &os; CAM implementation
is believed to be a good choice. There is ongoing work to implement an
MMC transport for CAM.


SDIO stack: finish CAM migration. The XPT layer is almost ready. What is
missing is a SIM module, for which a modified version of the SDHCI
controller driver will be used, and a peripheral module, where porting
the mmcsd(4) driver is required.


Marvell SDIO WiFi: connect it to the &os; network stack, write the code
to implement required functions, such as sending and receiving data,
network scanning and so on.


GNOME/&os;


&os; GNOME Team gnome@FreeBSD.org GNOME &os; page JHbuild info and
results MATE staging repository (might break) GNOME staging repository
(might break)


GNOME is a desktop environment and graphical user interface that runs on
top of a computer operating system. GNOME is part of the GNU Project and
can be used with various Unix-like operating systems, including &os;.


Preparations for merging GNOME 3 are moving forward. The work on the
documentation is falling behind a bit, but we got some solid feedback on
the rough work to keep this moving forward as well. In the meantime,
deprecation of ports that need the old GNOME 2 desktop ports has begun.
These ports will break when the GNOME desktop components are updated to
the GNOME 3 version.


Thanks to a combined effort by Ryan Lortie (GNOME developer), Ting-Wei
Lan (upstream contributor), and &a.kwm;, we now have a &os;-powered
JHbuild tinderbox. JHbuild is a build system that allows building GNOME
upstream code. Twice a day, it will attempt to build Gnome components
from a specific branch, usually the git master branch, to catch compile
issues. A positive side effect is that it lets upstream know GNOME still
lives on non-Linux systems. It also exposes the GNOME code base to the
Clang compiler and libc++. Since the start of this project over a
hundred issues have been fixed.


Gustau Perez has stepped up and put together a port set in the
“ports-experimental” tree of our development repository with GNOME 3.12.
It was decided to polish GNOME 3.12. It will be merged when the
preparation work has (mostly) finished, and we are happy with the
stability of GNOME 3.12.


Gustau Perez also ported Cinnamon 2.0 to &os;. It will appear in the
Ports Collection after GNOME 3 has been merged.


MATE 1.8 was released at the beginning of April, Eric Turgeon of
GhostBSD had volunteered to do that update for &os;. Note that this
update is still based on GTK+, version 2. The GTK+ 3-based MATE is on
the roadmap for 1.10.


Finish the work needed to be done before GNOME 3 can be merged at all.
Documentation work, port deprecation, and so on.


Finish porting of MATE 1.8.


Update Cairo to 1.12 in coordination with the Graphics Team.


GCC in the Ports Collection


Gerald Pfeifer gerald@FreeBSD.org Upstream GCC


While the age old version of the GNU Compiler Collection (GCC) in the
base system is on its way out with &os; 10 and later, there are many
users who want—and some platforms which need—to use GCC.


For that purpose there are various versions of GCC in the ports tree,
including lang/gcc46, lang/gcc47, lang/gcc48 and
lang/gcc49 which track upstream snapshots of the respective release
branches, and more importantly lang/gcc which serves as the
canonical version of GCC and is the default when a port requests
USE_GCC=yes as well as for some cases of USES=compiler.


With a lot of help from Christoph Moench-Tegeder who fixed many ports
and made a fair number respect CXXFLAGS, LDFLAGS and friends, we
managed to update the canonical version from GCC 4.6.4 to GCC 4.7.3.
Many of Christoph’s fixes also benefit Clang and other modern compilers.


For users of lang/gcc, this upgrade proved very smooth, and we
generally recommend using this port over version specific ones.


After ten years of service lang/gcc34 retired, as did lang/gcc44
after half that timespan.


On a related note, with the help of &a.marino;, the license of the GCC
ports now properly reflects the combination of GPLv3 for the compiler
itself and GPLv3 with GCC Runtime Library Exception for the runtime. The
latter is the key in making it possible to use GCC for building and
distributing non-free software.


Move lang/gcc from GCC 4.7 to GCC 4.8.


The Graphics Stack on &os;


&os; Graphics Team graphics-team@FreeBSD.org Graphics stack roadmap and
supported hardware matrix WITH_NEW_XORG status Ports-related
development repository


On the kernel side, the Radeon KMS driver was merged in stable/9 and
will be available in &os; 9.3-RELEASE. Now both the 9.x and 10.x
branches share the same support for Intel and AMD GPUs.


The next big tasks are the updates of the DRM generic code and the
i915 driver. Both are making good progress and the DRM update should
hopefully be ready for wider testing during April. An update of the
Radeon driver is on the to-do list, but nothing is scheduled yet.


On the ports tree and packages side, the update to Cairo 1.12 mentioned
in the last quarterly report is ready to be committed, as people who
tested it either reported improvements or no regressions. As a reminder,
the switch from Cairo 1.10 to 1.12 causes display artifacts with
xf86-video-intel 2.7.1, but fixes similar problems with other
hardware/driver combinations. Furthermore, Cairo 1.12 is required by
Pango 1.36.0, GTK+ 3.10 and Firefox 27.0. A “Heads up” mail will be
posted to the freebsd-x11 mailing-list when this update goes live.


In the graphics stack’s ports development tree, new Mesa ports are being
worked on. Those ports are required to support GLAMOR (the GL-based 2D
acceleration library used by Radeon HD 7000+ cards for instance) and
OpenCL (using the GPU to perform non-graphical calculations). We were
able to execute some “Hello World” OpenCL programs and play with OpenCL
in darktable, but there are some compatibility issues between Clover
(Mesa’s libOpenCL implementation) and Clang/libc++.


We are preparing an alternate pkg(8) repository with packages built
with WITH_NEW_XORG. The goal is to ease the usage of the KMS drivers
and move forward with the graphics stack updates. The main pkg(8)
repository will still use the default setting (WITH_NEW_XORG set on
head, but not on the stable branches).


This will pave the way to the deprecation ofWITH_NEW_XORG and the
removal of the older stack. The current plan is to do this after
10.0-RELEASE End-of-Life, scheduled on January 31st, 2015. By that time,
the only supported releases will be 8.4-RELEASE, 9.3-RELEASE and
10.1-RELEASE. &os; 9.3 and 10.1 will be fully equipped to work with the
newer stack. Unfortunately, &os; 8.x misses the required kernel DRM
infrastructure: supporting X.Org here cripples progress on the graphics
stack and, once WITH_NEW_XORG is gone, we will not support 8.x as a
desktop any more. Therefore, please upgrade to 9.3 or 10.1 when they are
available.


See the “Graphics” and “WITH_NEW_XORG” wiki pages for up-to-date
information.


&os; Port Management Team


Thomas Abthorpe portmgr-secretary@FreeBSD.org Frederic Culot
culot@FreeBSD.org &os; Port Management Team portmgr@FreeBSD.org


The role of the &os; Port Management Team is to ensure that the &os;
Ports Developer community provides a ports collection that is
functional, stable, up-to-date and full-featured. It is also to
coordinate among the committers and developers who work on it.


The ports tree slowly approaches the 25,000 ports threshold, while the
PR count exceeds 1,800. In the first quarter, we added four new
committers, took in three commit bits for safe keeping, and reinstated
one commit bit.


In January, the longest serving port manager, &a.marcus;, stepped down
from his active duties on the team. At a similar time &a.itetcu; also
stepped down from his duties. Fortunately, as a result of the first
portmgr-lurkers intake, we were able to replace them with &a.mat;
and &a.antoine;.


Commencing March 1, the second intake of portmgr-lurkers started
active duty on portmgr for a four month duration. The next two
candidates are &a.danfe; and &a.culot;.


This quarter also saw the release of the first quarterly branch, namely
2014Q1. This branch is intended to provide a stable and high-quality
ports tree, with patches related to security fixes as well as packaging
and runtime fixes being backported from head.


Ongoing maintenance goes into redports.org, including QAT runs and ports
and security updates.


As previously noted, many PRs continue to languish. We would like to see
committers dedicate themselves to closing as many as possible.


External Toolchain Improvements


Warner Losh imp@FreeBSD.org &a.brooks;’ XCC work


Building on the work that &a.brooks; did to enable external Clang
toolchains, this project hopes to generalize that to GCC, as well as
support different versions of these compilers simultaneously for the
&os; base system and the kernel. We also hope get to the point that a
port can be cross-compiled entirely from scratch with no initial binary
artifacts.


Setup Subversion project repository.


Fix issues with differences of interpretation of the -B argument
between GCC and Clang.


Support building the entire tree based only on xdev-built compilers.


Support building the entire tree based only on ports-built GCC
compilers.


Support full bootstrapping of &os; to new platforms.


Forward Port &os; GCC


Warner Losh imp@FreeBSD.org


Not all of the &os; changes to GCC have been reflected upstream. A large
amount of the platform support as well as a couple of minor improvements
like the kernel formatting checker need to be forward ported (and if
possible, moved upstream into GCC).


We will be targeting the &os; ports tree lang/gcc* ports for these
efforts to (optionally) include them in these builds. Some variation
from normal builds may be required due to bootstrapping issues when
combined with the external toolchain enhancements project.


&os; Postmaster Team


&os; Postmaster Team postmaster@FreeBSD.org


The &os; Postmaster Team is responsible for mail being correctly
delivered to the committers’ email addresses, ensuring that the mailing
lists work, and should take measures against possible disruptions of
project mail services, such as having troll-, spam- and virus-filters.


In the first quarter of 2014, the team has implemented these items that
may be interest of the general public:



		Continued a discussion on current and possible future mail and spam
filtering.


		Discovered more of what needs to be done for a new year (with respect
to email archives), did what we could, and recorded the steps for
next time.


		Added &a.koobs; to donations, requested by &a.gahr;.


		Added &a.wblock; to doceng.


		Made sure portmgr receives bounces for pkg-fallout messages.


		Created a jenkins-admin mail alias.


		Enabled Mailman password reminder emails again.


		Discovered that all Mailman cron jobs were disabled in November
during upgrades. Enabled those again. This caused problems like
digests not being sent.





&os; Core Team


&os; Core Team core@FreeBSD.org


The &os; Core Team constitutes the project’s “Board of Directors”,
responsible for deciding the project’s overall goals and direction as
well as managing specific areas of the &os; project landscape.


The first quarter of 2014 was very active for the Core Team. &a.jhb; and
&a.theraven; kept coordinating the work required for providing a newer
version of X.Org for 9.x and 10.x systems. Now that vt(4), a
successor to syscons(4) that offers a KMS-enabled console, has been
merged to both stable/9 and stable/10, an alternative pkg(8)
repository is in preparation for wider testing of vt(4) and the new
X.Org version. In addition to that, &a.jhb; published the policy on
licenses for new files and files with non-standard licenses. Thanks to
the efforts of &a.gavin;, &os; has again made it into the Google Summer
of Code program, for the tenth time. &a.theraven; reported that both
libc++ and libstdc++ can now be built, as all of the
standards-compliant implementations of the required numerical functions
have been added.


The Core Team conducted an annual review among the Project teams and
hats, where team members had to declare whether they wished to continue
their service. As a result, &a.flo; replaced &a.dhw; in the lead role of
the Postmaster Team, and &a.gjb; assumed the head Release Engineer
position from &a.kensmith;. The Core Team congratulates Florian and
Glen, and thanks David and Ken for their long-standing work.


The Core Team approved chartering the Ports Security Team, which is
established to maintain security updates for the ported applications. In
coordination with the Port Management Team, pkg_tools was eventually
deprecated and tagged with an End-of-Life date, in order to clear the
way for pkg(8). The Port Management Team also requested a way to
make it possible to track userland ABI and KBI changes reliably for the
Ports Collection. Ideally this can be achieved by increasing the value
of __FreeBSD_version on each fix, therefore the corresponding
discussion concluded in freezing the ABI note tag for releases in order
to keep the size of binary patches for freebsd-update(8) low. A
related Errata Notice is about to be published soon.


Only a single commit bit was taken for safekeeping. We did not have new
committers to the src/ repository in this quarter.


ZFSguru


Jason Edwards sub.mesa@gmail.com Home page


ZFSguru is a multifunctional server appliance with a strong emphasis on
storage. It wants to deliver all the great BSD and ZFS technology to a
wider audience, while at the same time pleasing more advanced users as
well with unique features and customization.


A “vanilla” ZFSguru installation comes with only Samba and a
web-interface setup, but can be extended easily by installing addons
called “services” to add functionality as desired. This prevents users
from running programs they do not need and do not want. Advanced users
can still use ZFSguru as they would a normal &os; installation with a
100% ZFS setup (“Root-on-ZFS”). ZFSguru does not strip away anything,
and uses a GENERIC-like kernel with only some additional settings
added like InfiniBand networking, Device Polling and AltQ. This means
you can use a ZFSguru installation as you would use a &os; installation.


In the first month of 2014, ZFSguru has released beta9 version of the
web interface. This release brings vastly improved support for Samba and
NFS configuration. In particular, it adds a convenient drag-and-drop
interface for Samba permissions. This allows novice users to configure
access to shares in various configurations. It allows both control and
usability, with no manual being necessary in order to operate it. This
is the ZFSguru style.


New system versions have been released, based on &os; 9.2, 10.0, and
head. The experimental head version has vt(4) and X.org
7.12.4 and the Intel/Radeon KMS graphics drivers. That is, the latest
and greatest of &os; graphics development. The ZFSguru project plans to
release stable/10 builds in the near future which also have the
MFCed patches for vt(4), the KMS-enabled system console with Unicode
support. Please see the vt(4) entry for more information.


Support for ZFS version 5000 is now universal across 9.2, 10.0 and
head builds. LZ4 compression is the key feature for ZFS version
5000. Otherwise users are advised to keep their pool versions as is, to
be as compatible as you can with as many ZFS platforms as possible. Only
upgrade the pool as you desire its functionality, forfeiting the
compatibility with older storage platforms.


ZFSguru beta10 will increase the compatibility of newly added Samba
functionality with non-Gecko browsers. It will also fix some minor bugs
as well as speed up some pages by having a redesigned remote database
system called GuruDB.


ZFSguru beta11 will add the one major feature still missing in ZFSguru:
the Migration Manager. This allows users to maintain a file with all the
configuration of their ZFSguru installation. It can be used like a
firmware — restoring the machine to the exact state and configuration of
the snapshot configuration. It allows users to maintain a backup of
their ZFSguru configuration and allows upgrading to a newer ZFSguru
system version without any hassle.


Automated system builds should bring more system image releases.


New website with new forum and new login system.


Developer website with GitLab setup, allowing bug reports, code
contributions, wiki, and wall messages. Note that GitLab has also been
provided as a ZFSguru service, for those interested in trying GitLab.


bhyve


Peter Grehan grehan@FreeBSD.org Neel Natu neel@FreeBSD.org John Baldwin
jhb@FreeBSD.org Tycho Nightingale tychon@FreeBSD.org Allan Jude
freebsd@allanjude.com bhyve FAQ and Talks Talk: bhyve Past, Present,
Future


bhyve is a Type-1 hypervisor that runs on the &os; platform. It
currently only runs &os; (9.x or later) and Linux guests; current
development efforts aim at widening support for other x86 64-bit
operating systems. After a great deal of work by all involved, bhyve was
shipped as part of &os; 10.0-RELEASE. Increased interest in bhyve and
the first usable versions have provided great feedback and many bug
reports.


A number of important improvements have been made to bhyve this quarter:



		Optionally ignore accesses to unimplemented MSRs


		Support soft power-off via the ACPI S5 state for bhyve guests


		Graceful shutdown via ACPI on SIGTERM


		Fix an issue with virtio-blk devices on Linux guests with more than
4GB of RAM


		Increase the block-layer backend maximum requests to match AHCI
command queue depth


		Add SMBIOS support


		Improve support for nmdm, opening the tty non-blocking


		Add HPET device emulation


		Implement the “Virtual Interrupt Delivery” and “Posted Interrupt
Processing” VT-x features on newer Intel CPUs


		Add support for booting &os;/i386 guests


		Add virtualized XSAVE support for features like AVX


		Add Support for booting from ZFS with bhyveload





Improve documentation.


Write Handbook chapter for bhyve.


Merge fixes and features back to stable/10.


Support for booting with UEFI instead of userspace loaders.


CSM BIOS boot support for &os; (which has no UEFI support currently).


Add support for virtio-scsi.


Improve virtio-net, add offload features, support multiple queues.


Implement Intel 82580 and e1000 NIC emulation.


Netmap support.


Flexible networking backend: wanproxy, vhost-net.


Improve resource accounting.


Move to a single process model, instead of bhyveload and bhyve.


Support running bhyve as non-root.


Add filters for popular VM file formats (VMDK, VHD, QCOW2).


Implement an abstraction layer for video (no X11 or SDL in base system).


Support for VNC as a video output.


Implement USB and Sound.


Suspend/resume support.


Live Migration.


Nested VT-x support (bhyve in bhyve).


Support for other architectures (ARM, MIPS, PPC).


&os; Participating in Summer of Code 2014


Gavin Atkinson gavin@FreeBSD.org Glen Barber gjb@FreeBSD.org Wojciech
Koszek wkoszek@FreeBSD.org


&os; is pleased to have been accepted as a participating organization in
Google’s Summer of Code 2014. This will be the tenth time we have
participated in the program, having been selected to participate every
year since its introduction.


This year, the administrators made a special attempt to spread the word
about Summer of Code around universities, including making contact with
around 350 mainly Polish, British, African and American universities to
advertise the Summer of Code program, with a particular focus on &os;’s
participation. We made contact with both technical departments and
student societies. Posters were produced in several languages, and &os;
committers and users were encouraged to distribute these posters around
their local universities.


&os; received a total of 39 proposals from students, and were
subsequently granted 15 slots from Google. We are now facing the
unpleasant challenge of trying to decide which of the 39 proposals to
select, taking into account the quality, desirability and feasibility of
each proposal, as well as ensuring we will be able to provide an
excellent mentoring experience to each selected student. All mentors
have volunteered to mentor, and we pair students with mentors primarily
based on the prospective mentor’s areas of expertise, interest in the
project, also taking into account the desire to pair students up with
mentors in similar time zones in order to improve the student
experience. The final list of accepted students is expected to be
announced on the 21st April.
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The release notes for FreeBSD are customized for different platforms, as
some of the changes made to FreeBSD apply only to specific processor
architectures.


Release notes for FreeBSD 5.3-RELEASE are available for the following
platforms:



		alpha


		amd64


		i386


		ia64


		pc98


		sparc64





A list of all platforms currently under development can be found on the
Supported Platforms page.
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Introduction


This report covers FreeBSD related projects between January and March
2007. This quarter ended with a big bang as a port of Sun’s critically
acclaimed ZFS was added to the tree and thus will be available in the
upcoming FreeBSD 7.0 release. Earlier this year exciting benchmark
results showed the fruits of our SMP work. Read more on the details in
the “SMP Scalability” report.


During the summer, FreeBSD will once again take part in Google’s Summer
of Code initiative. Student selection is underway and we are looking
forward to a couple of exciting projects to come.


BSDCan [http://www.bsdcan.org/] is approaching rapidly, and will be
held May 16-19th in Ottawa.


Thanks to all the reporters for the excellent work! We hope you enjoy
reading.


proj Projects team FreeBSD Team Reports kern Kernel net Network
Infrastructure bin Userland Programs ports Ports misc Miscellaneous


BSDCan 2007


Dan Langille dan@langille.org BSDCan 2007


The Schedule [http://www.bsdcan.org/2007/schedule/] and the
Tutorials [http://www.bsdcan.org/2007/schedule/track/Tutorial/index.en.html]
have been released. Once again, we have a very strong collection of
Speakers [http://www.bsdcan.org/2007/schedule/speakers.en.html] .


BSDCan: Low Cost. High Value. Something for Everyone.


Everyone is going to be there. Make your plans now.


Problem Report Database


Mark Linimon bugmeister_at_freebsd_dot_org GNATS


We have added Remko Lodder to the bugmeister team. Remko has been doing
a great deal of work to go through antique PRs, especially in the i386
category, and it was time to recognize that hard work. As a result of
his work the i386 count is at a multi-year low.


Remko has also been instrumental in working with some new volunteers who
are interested in finding out how they can contribute. Our current plans
are to ask them to look through the PR backlog and, firstly, ask for
feedback from the submitters, and secondly, identify PRs that need
action by committers. We also have some committers who have volunteered
to review those PRs. If you are interested in helping, please subscribe
to bugbusters@FreeBSD.org. Our thanks to our current helpers, including
Harrison Grundy.


The overall PR count has dropped to around 5100, a significant
reduction.


EuroBSDCon 2007


EuroBSDCon 2007 Organizing Committee info@EuroBSDCon.dk


The sixth EuroBSDCon will take place at
Symbion [http://uk.symbion.dk/] in Copenhagen, Denmark on Friday the
14th and Saturday 15th of September 2007.


The estimated price for the two day conference is 200EUR, excluding
Legoland [http://www.legoland.dk/] trip and social event. The
whole-day trip to Legoland is expected to cost around 130EUR including
transportation, some food on the way, and entry fee. Arrangements have
been made with a newly renovated
Hostel [http://danhostel.dk/vandrerhjem.asp?lan=uk&id=144] which
offers beds for 23EUR per night and 10EUR breakfast. A lounge with
sponsored Internet connection will be available at the Hostel. Staying
at the hostel is of course entirely optional and several Hotels exists
in the area. Reservation for the conference and exact prices are
expected to be ready no later than 1st of May.


As of this writing 10 presentations have been accepted and more are in
the process of being evaluated.


For FreeBSD Developers, a by invitation Developers summit will be held
in connection with the conference. Exactly when this will take place has
not yet been decided.


We are still looking for more sponsors.


A public IRC channel #eurobsdcon on EFnet has been created for
discussion and questions about the conference.


More details will follow on the EuroBSDCon 2007 web
site [http://2007.EuroBSDCon.org/] as they become available.


FAST_IPSEC Upgrade


George Neville-Neil gnn@freebsd.org Bjoern Zeeb bz@freebsd.org Latest
patch against CURRENT


There are currently two p4 branches being used for this work:
gnn_fast_ipsec: a dual stack branch which contains both Kame and
FAST_IPSEC with v6 enabled. gnn_radical_ipsec: a single stack branch,
still in progress, where Kame IPsec has been removed and only FAST
remains.


Test the patch!


The FreeBSD Foundation


Deb Goodkin deb@FreeBSD.org The FreeBSD Foundation


The FreeBSD Foundation ended Q1 raising over $65,000. We’re a quarter of
the way to our goal of raising $250,000 this year. We continued our
mission of supporting developer communication by helping FreeBSD
developers attend AsiaBSDCon. We are a sponsor of BSDCan and are
currently accepting travel grant applications for this conference.


The foundation provided support that helped the ZFS file system
development. We continued working to upgrade the project’s network
testbed with 10Gigabit interconnects. We attended SCALE where we
received an offer from No Starch Press to include a foundation ad in
their BSD books. Our first ad will appear in the book “Designing BSD
Rootkits.”


For more information on what we’ve been up to, check out our website at
http://www.freebsdfoundation.org .


GCC 4.1 integration


Alexander Kabaev kan@FreeBSD.org Kris Kennaway kris@FreeBSD.org


A version of GCC 4.1 is being prepared for inclusion into FreeBSD
7.0-CURRENT. Work was started late in 2006 but progress on certain
technical points (e.g. correctly integrating and bootstrapping a shared
libgcc_s into the build) was slow due to lack of developer time. The
remaining outstanding issue is that compiling with -O2 is shown to lead
to runtime failures of certain binaries (e.g. some port builds); it is
not currently known whether these are due to application errors or GCC
miscompilations. It is believed that the current snapshot is otherwise
ready for inclusion, and this will likely happen within a week or two.


Building Linux Device Drivers on FreeBSD


Luigi Rizzo rizzo@icir.org


The above URL documents some work done around January to build an
emulation layer for the Linux kernel API that would allow Linux device
driver to be built on FreeBSD with as little as possible modifications.
Initially the project focused on USB webcams, a category of devices for
which there was basically no support so far. The emulation layer,
available as a port ( devel/linux-kmod-compat ) simulates enough of
the Linux USB stack to let us build, from unmodified Linux sources, two
webcam drivers, also available as ports (
multimedia/linux-gspca-kmod and multimedia/linux-ov511-kmod ),
with the former supporting over 200 different cameras.


While some of the functions map one-to-one, for others it was necessary
to build a full emulation (e.g. collecting input from various function
calls, and then mapping sets of Linux data structures into functionally
equivalent sets of FreeBSD data structures). But overall, this project
shows that the software interfaces are reasonably orthogonal to each
other so one does not need to implement the full Linux kernel API to get
something working. More work is necessary to cover other aspects of the
Linux kernel API, e.g. memory mapping, PCI bus access, and the network
stack API, so we can extend support to other families of peripherals.


Implement more subsystems (e.g. the network interface API; the memory
management/pci bus access API).


Address licensing issues. In the current port, the C code is entirely
new and under a FreeBSD license. Many of the headers have been rewritten
(and documented) from scratch (and so under a FreeBSD license as well).
Some of the other headers are still taken from various Linux
distributions and need to be rewritten to generate BSD-licensed code
that can be imported in the kernel instead of being made available as a
port. While this is not a concern with GNU drivers, it may be an
important feature for drivers that are available under a dual license.


Update of the Linux compatibility environment in the kernel


Alexander Leidinger netchild@FreeBSD.org Roman Divacky
rdivacky@FreeBSD.org Emulation Mailinglist emulation@FreeBSD.org Wiki
page about the linux compatibility environment. Wiki page about the
linux test project testsuite success reports.


Since the last status report AMD64 was feature synced with i386. Notably
TLS and futexes are now available on AMD64. Many thanks to Jung-Uk Kim
for doing the TLS work.


Currently the focus is to implement the *at() family of linux syscalls
and to find and fix the remaining futex problems.


We need some more testers and bug reporters. So if you have a little bit
of time and a favorite linux application, please play around with it on
-CURRENT. If there is a problem, have a look at the Wiki if we already
know about it and report on emulation@. We are specially interested in
reports about the 2.6 compatibility (sysctl
compat.linux.osversion=2.6.16), but only with the most recent -current
and maybe with some patches we have in the perforce repository
(available from the wiki).


We would like to thank all the people which tested the changes /
submitted patches and thus helped improve the linux compatibility
environment.


malloc(3)


Jason Evans jasone@freebsd.org malloc(3) (hopefully) set for 7.0


malloc(3) has recently been enhanced to reduce memory overhead,
fragmentation, and mapped memory retention. As an added bonus, it tends
to be a bit faster. See the above URL for my email to the -current
mailing list for a more detailed description of the enhancements.


Multi-link PPP daemon (MPD)


Alexander Motin mav@alkar.net Project home ChangeLog


Stable release 4.1 of mpd4 branch was released in February providing
many new features and fixes. Mpd3 branch was declared legacy.


Since the release several new features have been implemented in CVS:



		Link repeater functionality (aka L2TP/PPTP Access Concentrator),


		Per-interface traffic filtering using ng_bpf,


		Very fast traffic shaping/rate-limiting using ng_car.





ng_car node has been updated, to support shaping and very fast
Cisco-like rate-limiting. ng_ppp node has been completely re-factored
to confirm to the protocol stack model.


LAC/PAC testing.


Traffic filtering/shaping/rate-limiting testing.


PPTP modification for multiple bindings support.


Dynamic link/bundle creation.


Ports Collection


Mark Linimon linimon@FreeBSD.org The FreeBSD Ports Collection
Contributing to the FreeBSD Ports Collection FreeBSD ports unfetchable
distfile survey (Bill Fenner’s report) FreeBSD ports monitoring system
The FreeBSD Ports Management Team marcuscom tinderbox


The ports count is nearing 17,000. The PR count has been stable at
around 700. The ‘new port’ PR backlog is at a multi-year low. We
appreciate all the hard work of our ports committers.


Since the long 6.2 release cycle ended, portmgr has once again been able
to do experimental ports runs. As a result of six run/commit cycles, the
portmgr PR count is now the lowest in quite some time. Please see the
CHANGES and UPDATING files for details. Many thanks to Pav among others
for keeping the build cluster busy.


We have received new hardware, resulting in a significant speedup of our
package building capability: the AMD64 package builds now use 4 8-core
machines (and one lonely UP system), which means a full AMD64 build is
about 5 times faster than it was. Also, the i386 cluster gained an
8-core and roughly doubled its performance too. Two of the sparc64 build
machines have recently brought back online, so package builds there have
been restarted there after a long period offline.


linimon continues to work on improvements to portsmon to allow graphing
of the dependent ports of ignored/failed ports. This work will be
presented at BSDCan. In addition, pages that show the state of port
uploads on ftp*.FreeBSD.org have been added, as well as ports that have
NO_PACKAGE set. Also, the individual port overview page now shows the
latest package that has been uploaded to the ftp servers for each
buildenv.


A number of absent maintainers have been replaced by some new volunteers
who had been sending PRs to update and/or fix their ports. Welcome! This
helps to spread the workload.


Since the last report, support for FreeBSD 4.X has been dropped from the
Ports Collection. Anyone still using RELENG_4 should have stayed with
the ports infrastructure as of the RELEASE_4_EOL tag, as later commits
remove that support. 4.X served us long and well but the burden of
trying to support 4 major branches finally became too much to ask of our
volunteers. Use of 4.X, even with the RELEASE_4_EOL tag, is no longer
recommended; we recommend either 6.2-RELEASE or RELENG_6, depending on
your needs.


There have been new releases of the ports tinderbox code, the portmaster
update utility, and portupgrade. A new utility, pkgupgrade, has been
introduced by Michel Talon, which appears interesting.


KDE was updated to 3.5.6.


GNOME was updated to 2.18.


XFree86 version 3 was removed as being years out of date.


We have added 3 new committers since the last report.


Most of the remaining ports PRs are “existing port/PR assigned to
committer”. Although the maintainer-timeout policy is helping to keep
the backlog down, we are going to need to do more to get the ports in
the shape they really need to be in.


Although we have added many maintainers, we still have many unmaintained
ports. The number of buildable packages on AMD64 lags behind a bit;
sparc64 requires even more work.


Release Engineering


Release Engineering Team re@FreeBSD.org


During the past quarter, the Release Engineering team has begun planning
and preparing for FreeBSD 7.0, which is scheduled for release later in
2007. The HEAD codeline has been placed in a “slush” mode, meaning that
large changes should be coordinated with the Release Engineering team
before being committed.


The RE team also produced snapshots of FreeBSD 6.2-STABLE and
7.0-CURRENT for February and March 2007, corresponding roughly to the
state of those development branches at the start of the respective
months. While they have not had the benefit of extensive testing, and
should not be used in production, they can be useful for experimenting
with or testing new features.


FreeBSD Security Officer and Security Team


Security Officer security-officer@FreeBSD.org Security Team
security-team@FreeBSD.org


In the time since the last status report, one security advisory has been
issued concerning a problem in the base system of FreeBSD; this problem
was in “contributed” code maintained outside of FreeBSD. In addition,
several Errata Notices have been issued in collaboration with the
release engineering team, including one concerning FreeBSD Update. The
Vulnerabilities and Exposures Markup Language (VuXML) document has
continued to be updated by the Security Team and Ports Committers
documenting new vulnerabilities in the FreeBSD Ports Collection; since
the last status report, 21 new entries have been added, bringing the
total up to 890.


The following FreeBSD releases are supported by the FreeBSD Security
Team: FreeBSD 5.5, FreeBSD 6.1, and FreeBSD 6.2. Of particular note,
FreeBSD 4.11 and FreeBSD 6.0 are no longer supported. The respective End
of Life dates of supported releases are listed on the web site.


SMP Scalability


Kris Kennaway kris@FreeBSD.org Jeff Roberson jeff@FreeBSD.org Attilio
Rao attilio@FreeBSD.org Robert Watson rwatson@FreeBSD.org MySQL scaling
Remaining Giant-locked code


Over the past few months there has been a substantially increased focus
on improving scalability of FreeBSD on large SMP hardware. This has been
driven in part by the new availability of 8-core hardware to the
project, which allows easy profiling of scalability bottlenecks and
benchmarking of proposed changes. Significant progress has been made on
certain application workloads such as MySQL and PostgreSQL, with the
result that FreeBSD 7 now has excellent scaling to at least 8-CPU
systems with prospects for further improvements. Progress with other
application workloads has been limited by the need to set up a suitable
test case; please contact me if you are interested in helping. As part
of this general effort, work is progressing steadily on removing the
last remaining Giant-locked code from the kernel. A complete list of
remaining Giant-locked code is found here:
http://wiki.freebsd.org/SMPTODO Many of these sub-tasks have owners, but
some do not. The major remaining Giant-locked subsystem with no owner is
the TTY subsystem. In parallel, profiling of contention and bottlenecks
in other subsystems has lead to a number of experimental changes which
are being developed. Work is in progress by Jeff Roberson and Attilio
Rao to break up the global scheduler spinlock in favor of a set of
per-CPU scheduling locks, which is expected to improve performance on
systems with many CPUs. Experimental changes by Robert Watson to allow
for multiple netisr threads show good promise for improving loopback IP
performance on large SMP systems, which can otherwise easily saturate a
single netisr thread. A variety of other changes are being profiled and
evaluated to improve SMP performance under various workloads. The
majority of these changes are collected in the
//depot/user/kris/contention/ Perforce branch.


Importing trunk(4) from OpenBSD


Andrew Thompson thompsa@FreeBSD.org


Work has completed to port over trunk(4) from OpenBSD and this also
includes merging 802.3ad LACP from agr(4) in NetBSD. This driver allows
aggregation of multiple network interfaces as one virtual interface
using a number of different protocols/algorithms.



		failover - Sends traffic through the secondary port if the master
becomes inactive.


		fec - Supports Cisco Fast EtherChannel.


		lacp - Supports the IEEE 802.3ad Link Aggregation Control Protocol
(LACP) and the Marker Protocol.


		loadbalance - Static loadbalancing using an outgoing hash.


		roundrobin - Distributes outgoing traffic using a round-robin
scheduler through all active ports.





This will be committed shortly, further testing is welcome.


USB


Hans Petter Sirevaag Selasky hselasky@freebsd.org Current USB files My
USB Homepage Code reference for the new USB stack and USB device drivers


During the last three months not too much has changed. Here is a quick
list of changes:



		There has been some cleanups in the UCOM layer, generally to to
create a context for all the callbacks so that they can call sleeping
functions. This is achieved using the USB config thread system. The
reason for this is that the code becomes simpler when synchronous
operation is applied versus asynchronous. But asynchronous behavior
is the most secure, hence then all USB resources are preallocated for
each transfer. After the change, only data transfers are done
asynchronously. All configuration is now done synchronously. This
makes the USB device drivers look more like in the old USB stack.


		moscom.c has been imported from OpenBSD. It is called umoscom.c under
FreeBSD.


		ugensa.c has been imported from NetBSD.


		f_axe.c has now has support for Ax88178 and Ax88772, which is
derived from OpenBSD.





In my last status report I asked for access to Sparc64 boxes with
FreeBSD installed. Testing is ongoing and some problems remain with EHCI
PCI Cards. I am not exactly sure where the problem is, but it appears
that DMA-able memory does not get synced properly.


Markus Brueffer is still working on the USB HID parser and support.
Nothing has been committed yet.


Several people have reported success with my new USB stack. Some claim
2x improvements, others have seen more. But don’t expect too much.


If you want to test the new USB stack, checkout the USB perforce tree or
download the SVN version of the USB driver from my USB homepage. At the
moment the tarballs are a little out of date.


Ideas and comments with regard to the new USB API are welcome at
freebsd-usb@freebsd.org .


Intel 3945ABG Wireless LAN Driver: wpi


Benjamin Close benjsc@freebsd.org


Work is slowly continuing on this driver, focusing mainly on dealing
with the newly released firmware for the card. The old firmware was not
redistributable, the new firmware can be redistributed but has a
completely different API. With the new firmware changes almost complete,
the driver is approaching a state ready for -CURRENT.


Fix mbuf leakage (potential fix pending).


Integrate s/w control of radio transmitter.


X.Org 7.2 integration


Florent Thoumie flz@FreeBSD.org Dejan Lesjak lesi@FreeBSD.org Kris
Kennaway kris@FreeBSD.org


X.Org 7.2 is now on final approach for landing into the ports tree. Work
had proceeded at a slow pace for the first few months of the year due to
reduced availability of flz@, the single developer working on
integration. Recently lesi@ was recruited back into the task and
readiness of the ports collection was pushed to completion (i.e. there
are no major regressions apparent on package builds). The remaining
tasks which need to be completed are a review of the diff to make sure
no unintentional changes or regressions slip in to the CVS tree in the
big merge, and completion of an upgrade script to manage the migration
from X.Org 6.9 (X.Org 7.2 is so fundamentally different that it cannot
be upgraded “automatically” using the existing tools like portupgrade).
We hope to have these finished within a week or two, at which stage the
ports collection will be frozen for the integration, and we will likely
remain in a ``mini-freeze’’ for a week or two in order to focus
committer attention on resolving the inevitable undetected problems
which will emerge from this major change.


FreeBSD and ZFS


Pawel Jakub Dawidek pjd@FreeBSD.org Source code. OpenSolaris ZFS site.
ZFS commit announce. ZFS - Quick Start.


The ZFS file system in now part of the FreeBSD operating system. ZFS was
ported from the OpenSolaris operating system and is under CDDL license.
As an experimental feature ZFS will be available in FreeBSD 7.0-RELEASE.
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Introduction


The following is the general policy for submitting requests to have
Errata Fixes applied to FreeBSD &local.rel;.





Procedures


The Errata fixes will be applied by a member of the Release Engineering
Team, coordinating the fix with the Security Officer who owns the
branch. An Errata Notice will also be issued. The Release Engineering
Team may choose to handle several Errata with one Errata Notice if
several are being processed at roughly the same time.





Policy



Errata Candidates


The classification of things that are Errata candidates are things that
are severe service-disrupting bugs for which there is no known
work-around. Things like bugs in device drivers that impair their
expected functionality, things that can cause kernel panics, etc.





Initial Patch


During the initial phases the fix for Errata should be handled exactly
like any other fix. It should initially be committed to HEAD and go
through the normal testing period there. The fix should then be MFCed as
usual. At this point if you feel a fix is an Errata Notice candidate
please contact the Release Engineering Team to make them aware of it.


The fix should then sit in RELENG_5 for one to two weeks. During this
period please try to have the fix reviewed by another senior Developer
familiar with the section of the code you are working with. You should
also get confirmation that the fix solves the problem from someone who
had reported the problem. Assuming no problems come up during this
testing period then send in the formal request to re@FreeBSD.org. Please
include the patch that will need to be applied to &local.rel; and who
has reviewed the fix.
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The &os; Release Engineering Team is pleased to announce the
availability of &os; 10.0-RELEASE. This is the first release of the
stable/10 branch.


Some of the highlights:



		GCC is no longer installed by default on architectures where clang(1)
is the default compiler.


		Unbound has been imported to the base system as the local caching DNS
resolver.


		BIND has been removed from the base system.


		make(1) has been replaced with bmake(1), obtained from the NetBSD
Project.


		pkg(7) is now the default package management utility.


		pkg_add(1), pkg_delete(1), and related tools have been removed.


		Major enhancements in virtualization, including the addition of
bhyve(8), virtio(4), and native paravirtualized drivers providing
support for &os; as a guest operating system on Microsoft Hyper-V.


		TRIM support for Solid State Drives has been added to ZFS.


		Support for the high-performance LZ4 compression algorithm has been
added to ZFS.





For a complete list of new features and known problems, please see the
online release notes and errata list, available at:



		http://www.FreeBSD.org/releases/10.0R/relnotes.html


		http://www.FreeBSD.org/releases/10.0R/errata.html





For more information about &os; release engineering activities, please
see:



		http://www.FreeBSD.org/releng/






Availability


&os; 10.0-RELEASE is now available for the amd64, i386, ia64, powerpc,
powerpc64, and sparc64 architectures.


&os; 10.0 can be installed from bootable ISO images or over the network.
Some architectures also support installing from a USB memory stick. The
required files can be downloaded via FTP as described in the section
below. While some of the smaller FTP mirrors may not carry all
architectures, they will all generally contain the more common ones such
as amd64 and i386.


SHA256 and MD5 hashes for the release ISO and memory stick images are
included at the bottom of this message.


The purpose of the images provided as part of the release are as
follows:



		dvd1


		This contains everything necessary to install the base &os;
operating system, the documentation, and a small set of pre-built
packages aimed at getting a graphical workstation up and running. It
also supports booting into a “livefs” based rescue mode. This should
be all you need if you can burn and use DVD-sized media.


		disc1


		This contains the base &os; operating system. It also supports
booting into a “livefs” based rescue mode. There are no pre-built
packages.


		bootonly


		This supports booting a machine using the CDROM drive but does not
contain the support for installing &os; from the CD itself. You
would need to perform a network based install (e.g. from an FTP
server) after booting from the CD.


		memstick


		This can be written to an USB memory stick (flash drive) and used to
do an install on machines capable of booting off USB drives. It also
supports booting into a “livefs” based rescue mode. There are no
pre-built packages.


As one example of how to use the memstick image, assuming the USB
drive appears as /dev/da0 on your machine something like this should
work:


# dd if=FreeBSD-10.0-RELEASE-amd64-memstick.img of=/dev/da0 bs=10240 conv=sync






Be careful to make sure you get the target (of=) correct.








&os; 10.0-RELEASE can also be purchased on CD-ROM or DVD from several
vendors. One of the vendors that will be offering &os; 10.0-based
products is:



		&os; Mall, Inc.http://www.freebsdmall.com








FTP


&os; 10.0-RELEASE may be downloaded via ftp from the following site:



		ftp://ftp.freebsd.org/pub/FreeBSD/releases/ISO-IMAGES/10.0/





However before trying this site, please check your regional mirror(s)
first by going to:



		ftp://ftp.<yourdomain>.FreeBSD.org/pub/FreeBSD





Any additional mirror sites will be labeled ftp2, ftp3 and so on.


More information about &os; mirror sites can be found at:



		http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/mirrors-ftp.html





For instructions on installing &os; or updating an existing machine to
10.0-RELEASE please see:



		http://www.FreeBSD.org/releases/10.0R/installation.html





Important note to freebsd-update(8) users: Please be sure to follow
the instructions in the following &os; Errata Notices before upgrading
the system to 10.0-RELEASE:



		EN-13:04.freebsd-update [http://www.freebsd.org/security/advisories/FreeBSD-EN-13:04.freebsd-update.asc]


		EN-13:05.freebsd-update [http://www.freebsd.org/security/advisories/FreeBSD-EN-13:05.freebsd-update.asc]








Support


&os; 10.0-RELEASE will be supported until 31 January 2015. The
End-of-Life dates can be found at:



		http://www.FreeBSD.org/security/








Other Projects Based on &os;


There are many “third party” Projects based on &os;. The Projects range
from re-packaging &os; into a more “novice friendly” distribution to
making &os; available on Amazon’s EC2 infrastructure. For more
information about these Third Party Projects see:



		http://wiki.FreeBSD.org/3rdPartyProjects
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Love FreeBSD? Support this and future releases with a
donation [https://www.freebsdfoundation.org/donate/] to The
&os; Foundation!
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                                 RELEASE NOTES
                             FreeBSD 2.1.5 RELEASE

0. What is this release?
------------------------
FreeBSD 2.1.5R is the follow-on release to 2.1R and focuses primarily
on fixing bugs, closing security holes and conservative enhancements.
For more information on bleeding-edge development, please see
http://www.FreeBSD.org/handbook/current.html.


1. What's New since 2.1.0-RELEASE?
----------------------------------
Quite a few things have changed since the last major release
of FreeBSD.  To make it easier to identify specific changes,
we've broken them into several major categories:


Device Drivers:
---------------
Support for the Adaptec AIC7850 on-board SCSI adapter.

Support for Specialix SI and XIO serial cards.

Support for the Stallion EasyIO, EasyConnection 8/32 and
EasyConnection 8/64, as well as the older Onboard and Brumby serial
cards.

Support for the Intel EtherExpress Pro/100B PCI ethernet card.

Real PCI Buslogic support (new driver and probing order).

Support for the ARNET (now Digiboard) Sync 570i high-speed serial card.

Better support for the Matrox Meteor frame grabber card.

Support for the Connectix Quickcam (parallel port camera).

Worm driver - it is now possible to burn CDROMs using the Plasmon or
HP 4080i CDR drives (see

wormcontrol(1)).  NOTE: If your drive
probes as a CD rather than a WORM, some additional patches may be
required from -current to get it working for you.  We decided not to
bring these changes over by default as they make too many changes to
the SCSI subsystem (not necessarily bad changes, but more risky).


Kernel features:
----------------
Various VM system enhancements and more than a few bugs fixed.

A concatenated disk driver for simple types of RAID applications.
See the man page for
ccd(4)>
for more information.

Real PCI bus probing (before ISA) and support for various PCI bridges.

The Linux emulation is now good enough to run the Linux version of
Netscape, with JAVA support (as well as a number of other Linux
utilities).



Userland code updates:
----------------------

The system installation tool has been revamped with slightly different
menu behavior and a number of bugs have been fixed.  It's hoped that
this installation will be more intuitive for new users than previous
ones (feedback welcomed, of course) as well as more useful in the
post-install scenario (I know, I keep saying this :-).

Many improvements to the NIS code.

The ncftp program is no longer part of the default system - it has been
replaced by a library (/usr/src/lib/libftpio) and a more powerful program
which uses it called ``fetch'' (/usr/src/usr.bin/fetch).  You may find
ncftp as part of the ports collection (in /usr/ports/net/ncftp) if you
still wish to use it, though fetch is slightly more capable in that
it can fetch from both FTP and HTTP servers (ftp://... or http://... URLs).
See the man page for more details.


2. Technical overview
---------------------

FreeBSD is a freely available, full source 4.4 BSD Lite based release
for Intel i386/i486/Pentium (or compatible) based PC's.  It is based
primarily on software from U.C. Berkeley's CSRG group, with some
enhancements from NetBSD, 386BSD, and the Free Software Foundation.

Since our release of FreeBSD 2.0 over a year ago, the performance,
feature set and stability of FreeBSD has improved dramatically.  The
largest change is a revamped VM system with a merged VM/file buffer
cache that not only increases performance but reduces FreeBSD's memory
footprint, making a 5MB configuration a more acceptable minimum.
Other enhancements include full NIS client and server support,
transaction TCP support, dial-on-demand PPP, an improved SCSI
subsystem, early ISDN support, support for FDDI and Fast Ethernet
(100Mbit) adapters, improved support for the Adaptec 2940 (WIDE and
narrow) and 3940 SCSI adaptors along with many hundreds of bug fixes.

We've taken the comments and suggestions of many of our users to
heart and have attempted to provide what we hope is a more sane and
easily understood installation process.  Your feedback on this
(constantly evolving) process is especially welcome!

In addition to the base distributions, FreeBSD offers a new ported
software collection with over 450 commonly sought-after programs.  The
list of ports ranges from http (WWW) servers, to games, languages,
editors and almost everything in between.  The entire ports collection
requires only 10MB of storage, all ports being expressed as "deltas"
to their original sources.  This makes it much easier for us to update
ports and greatly reduces the disk space demands made by the ports
collection.  To compile a port, you simply change to the directory of
the program you wish to install, type make and let the system do the
rest.  The full original distribution for each port you build is
retrieved dynamically off of CDROM or a local ftp site, so you need
only enough disk space to build the ports you want.  (Almost) every
port is also provided as a pre-compiled "package" which can be
installed with a simple command (pkg_add).  See also the new Packages
option in the Configuration menu for an especially convenient interface
to the package collection.


A number of additional documents which you may find helpful in the
process of installing and using FreeBSD may now also be found in the
/usr/share/doc directory.  You may view the manuals with any HTML
capable browser by saying:

  To read the handbook:
      <browser> file:/usr/share/doc/handbook/handbook.html

  To read the FAQ:
      <browser> file:/usr/share/doc/FAQ/freebsd-faq.html

You can also visit the master (and most frequently updated) copies at
http://www.FreeBSD.org.

The export version of FreeBSD does not contain DES code which would
inhibit its being exported outside the United States.  There is an
add-on package to the core distribution which contains the programs
and libraries that normally use DES.  A freely exportable (from
outside the U.S.)  distribution of DES for our non-U.S. users also
exists at ftp://ftp.internat.FreeBSD.org/pub/FreeBSD.

If password security for FreeBSD is all you need and you have no
requirement for copying encrypted passwords from different hosts
(Suns, DEC machines, etc) into FreeBSD password entries, then
FreeBSD's MD5 based security may be all you require!  We feel that our
default security model is more than a match for DES, and without any
messy export issues to deal with.  If you're outside (or even inside)
the U.S., give it a try!  This snapshot also includes support for
mixed password files - either DES or MD5 passwords will be accepted,
making it easier to transition from one scheme to the other.


3. Supported Configurations
---------------------------

FreeBSD currently runs on a wide variety of ISA, VLB, EISA and PCI bus
based PC's, ranging from 386sx to Pentium Pro class machines (though the
386sx is not recommended).  Support for generic IDE or ESDI drive
configurations, various SCSI controller, network and serial cards is
also provided.

What follows is a list of all disk controllers and ethernet cards
currently known to work with FreeBSD.  Other configurations may also
work, but we have simply not received any confirmation of this.


3.1. Disk Controllers
---------------------

WD1003 (any generic MFM/RLL)
WD1007 (any generic IDE/ESDI)
IDE
ATA

Adaptec 152x series ISA SCSI controllers
Adaptec 154x series ISA SCSI controllers
Adaptec 174x series EISA SCSI controller in standard and enhanced mode.
Adaptec 274X/284X/2940/3940 (Narrow/Wide/Twin) series ISA/EISA/PCI SCSI
controllers.
Adaptec AIC-6260 and AIC-6360 based boards, which includes
Adaptec AIC7850 on-board SCSI controllers.
the AHA-152x and SoundBlaster SCSI cards.

** Note: You cannot boot from the SoundBlaster cards as they have no
   on-board BIOS, such being necessary for mapping the boot device into the
   system BIOS I/O vectors.  They're perfectly usable for external tapes,
   CDROMs, etc, however.  The same goes for any other AIC-6x60 based card
   without a boot ROM.  Some systems DO have a boot ROM, which is generally
   indicated by some sort of message when the system is first powered up
   or reset, and in such cases you *will* also be able to boot from them.
   Check your system/board documentation for more details.

[Note that Buslogic was formerly known as "Bustec"]
Buslogic 545S & 545c
Buslogic 445S/445c VLB SCSI controller
Buslogic 742A, 747S, 747c EISA SCSI controller.
Buslogic 946c PCI SCSI controller
Buslogic 956c PCI SCSI controller

NCR 53C810 and 53C825 PCI SCSI controller.
NCR5380/NCR53400 ("ProAudio Spectrum") SCSI controller.

DTC 3290 EISA SCSI controller in 1542 emulation mode.

UltraStor 14F, 24F and 34F SCSI controllers.

Seagate ST01/02 SCSI controllers.

Future Domain 8xx/950 series SCSI controllers.

WD7000 SCSI controller.

With all supported SCSI controllers, full support is provided for
SCSI-I & SCSI-II peripherals, including Disks, tape drives (including
DAT) and CD ROM drives.

The following CD-ROM type systems are supported at this time:
(cd)    SCSI interface (also includes ProAudio Spectrum and
        SoundBlaster SCSI)
(mcd)   Mitsumi proprietary interface (all models)
(matcd) Matsushita/Panasonic (Creative SoundBlaster) proprietary
        interface (562/563 models)
(scd)   Sony proprietary interface (all models)
(wcd)   ATAPI IDE interface (experimental and should be considered ALPHA
        quality!).


3.2. Ethernet cards
-------------------

Allied-Telesis AT1700 and RE2000 cards
SMC Elite 16 WD8013 ethernet interface, and most other WD8003E,
WD8003EBT, WD8003W, WD8013W, WD8003S, WD8003SBT and WD8013EBT
based clones.  SMC Elite Ultra is also supported.

DEC EtherWORKS III NICs (DE203, DE204, and DE205)
DEC EtherWORKS II NICs (DE200, DE201, DE202, and DE422)
DEC DC21040, DC21041, or DC21140 based NICs (SMC???? DE???)
DEC FDDI (DEFPA/DEFEA) NICs
Fujitsu MB86960A/MB86965A

Intel EtherExpress (not recommended due to driver instability)
Intel EtherExpress Pro/100B PCI Fast Ethernet

Isolan AT 4141-0 (16 bit)
Isolink 4110     (8 bit)

Novell NE1000, NE2000, and NE2100 ethernet interface.

3Com 3C501 cards

3Com 3C503 Etherlink II

3Com 3c505 Etherlink/+

3Com 3C507 Etherlink 16/TP

3Com 3C509, 3C579, 3C589 (PCMCIA) Etherlink III

Toshiba ethernet cards

PCMCIA ethernet cards from IBM and National Semiconductor are also
supported.

Note that NO token ring cards are supported at this time as we're
still waiting for someone to donate a driver for one of them.  Any
takers?


3.3. Misc
---------

AST 4 port serial card using shared IRQ.

ARNET 8 port serial card using shared IRQ.
ARNET (now Digiboard) Sync 570/i high-speed serial.

BOCA ATIO66 6 port serial card using shared IRQ.

Cyclades Cyclom-y Serial Board.

STB 4 port card using shared IRQ.

SDL Communications Riscom/8 Serial Board.

Adlib, SoundBlaster, SoundBlaster Pro, ProAudioSpectrum, Gravis UltraSound
and Roland MPU-401 sound cards.

FreeBSD currently does NOT support IBM's microchannel (MCA) bus.



4. Obtaining FreeBSD
--------------------

You may obtain FreeBSD in a variety of ways:

4.1. FTP/Mail

You can ftp FreeBSD and any or all of its optional packages from
`ftp.FreeBSD.org' - the official FreeBSD release site.

For other locations that mirror the FreeBSD software see the file
MIRROR.SITES.  Please ftp the distribution from the site closest (in
networking terms) to you.  Additional mirror sites are always welcome!
Contact admin@FreeBSD.org for more details if you'd like to become an
official mirror site.

If you do not have access to the internet and electronic mail is your
only recourse, then you may still fetch the files by sending mail to
`ftpmail@decwrl.dec.com' - putting the keyword "help" in your message
to get more information on how to fetch files using this mechanism.
Please do note, however, that this will end up sending many *tens of
megabytes* through the mail and should only be employed as an absolute
LAST resort!


4.2. CDROM

FreeBSD 2.1-RELEASE and these 2.2 SNAPSHOT CDs may be ordered on CDROM from:

        Walnut Creek CDROM
        4041 Pike Lane, Suite D
        Concord CA  94520
        1-800-786-9907, +1-510-674-0783, +1-510-674-0821 (fax)

Or via the internet from orders@cdrom.com or http://www.cdrom.com.
Their current catalog can be obtained via ftp as:
        ftp://ftp.cdrom.com/cdrom/catalog.

Cost per -RELEASE CD is $39.95 or $24.95 with a FreeBSD subscription.
FreeBSD 2.2-SNAP CDs are $29.95 or $14.95 with a FreeBSD-SNAP subscription
(-RELEASE and -SNAP subscriptions are entirely separate).  With a
subscription, you will automatically receive updates as they are released.
Your credit card will be billed when each disk is shipped and you may cancel
your subscription at any time without further obligation.

Walnut Creek CDROM also sells a full line of FreeBSD related
merchandise such as T-shirts ($14.95, available in "child", Large and
XL sizes), coffee mugs ($9.95), tattoos ($0.25 each) and posters
($3.00).

Shipping (per order not per disc) is $5 in the US, Canada or Mexico
and $9.00 overseas.  They accept Visa, Mastercard, Discover, American
Express or checks in U.S. Dollars and ship COD within the United
States.  California residents please add 8.25% sales tax.

Should you be dissatisfied for any reason, the CD comes with an
unconditional return policy.


Reporting problems, making suggestions, submitting code
-------------------------------------------------------

Your suggestions, bug reports and contributions of code are always
valued - please do not hesitate to report any problems you may find
(preferably with a fix attached, if you can!).

The preferred method to submit bug reports from a machine with
internet mail connectivity is to use the send-pr command.  Bug reports
will be dutifully filed by our faithful bugfiler program and you can
be sure that we'll do our best to respond to all reported bugs as soon
as possible.  Bugs filed in this way are also visible on our WEB site
in the support section and are therefore valuable both as bug reports
and as "signposts" for other users concerning potential problems to
watch out for.

If, for some reason, you are unable to use the send-pr command to
submit a bug report, you can try to send it to:

                bugs@FreeBSD.org


Otherwise, for any questions or suggestions, please send mail to:

                questions@FreeBSD.org


Additionally, being a volunteer effort, we are always happy to have
extra hands willing to help - there are already far more desired
enhancements than we'll ever be able to manage by ourselves!  To
contact us on technical matters, or with offers of help, please send
mail to:

                hackers@FreeBSD.org


Please note that these mailing lists can experience *significant*
amounts of traffic and if you have slow or expensive mail access and
are only interested in keeping up with significant FreeBSD events, you
may find it preferable to subscribe instead to:

                announce@FreeBSD.org


All but the freebsd-bugs groups can be freely joined by anyone wishing
to do so.  Send mail to MajorDomo@FreeBSD.org and include the keyword
`help' on a line by itself somewhere in the body of the message.  This
will give you more information on joining the various lists, accessing
archives, etc.  There are a number of mailing lists targeted at
special interest groups not mentioned here, so send mail to majordomo
and ask about them!
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lists that follow:


The Computer Systems Research Group (CSRG), U.C. Berkeley.

Bill Jolitz, for his initial work with 386BSD.

The FreeBSD Core Team
(in alphabetical order by last name):

        Satoshi Asami <asami@FreeBSD.org>
        Andrey A. Chernov <ache@FreeBSD.org>
        John Dyson <dyson@FreeBSD.org>
        Bruce Evans <bde@FreeBSD.org>
        Justin Gibbs <gibbs@FreeBSD.org>
        David Greenman <davidg@FreeBSD.org>
        Jordan K. Hubbard <jkh@FreeBSD.org>
        Poul-Henning Kamp <phk@FreeBSD.org>
        Rich Murphey <rich@FreeBSD.org>
        Gary Palmer <gpalmer@FreeBSD.org>
        Søren Schmidt <sos@FreeBSD.org>
        Peter Wemm <peter@FreeBSD.org>
        Garrett A. Wollman <wollman@FreeBSD.org>
        Jörg Wunsch <joerg@FreeBSD.org>


The FreeBSD Development Team, excluding core team members
(in alphabetical order by last name):

        Ugen J.S. Antsilevich <ugen@FreeBSD.org>
        Torsten Blum <torstenb@FreeBSD.org>
        Gary Clark II <gclarkii@FreeBSD.org>
        Adam David <adam@FreeBSD.org>
        Peter Dufault <dufault@FreeBSD.org>
        Frank Durda IV <uhclem@FreeBSD.org>
        Julian Elischer <julian@FreeBSD.org>
        Sean Eric Fagan <sef@FreeBSD.org>
        Stefan Esser <se@FreeBSD.org>
        Bill Fenner <fenner@FreeBSD.org>
        John Fieber <jfieber@FreeBSD.org>
    Marc G. Fournier <scrappy@FreeBSD.org>
        Lars Fredriksen <lars@freeBSD.org>
        Thomas Gellekum <tg@FreeBSD.org>
        Thomas Graichen <graichen@FreeBSD.org>
        Rod Grimes <rgrimes@FreeBSD.org>
    John Hay <jhay@FreeBSD.org>
        Eric L. Hernes <erich@FreeBSD.org>
        Jeffrey Hsu <hsu@FreeBSD.org>
        Gary Jennejohn <gj@FreeBSD.org>
    Andreas Klemm <andreas@FreeBSD.org>
        L Jonas Olsson <ljo@FreeBSD.org>
        Scott Mace <smace@FreeBSD.org>
        Atsushi Murai <amurai@FreeBSD.org>
        Mark Murray <markm@FreeBSD.org>
    Alex Nash <alex@FreeBSD.org>
    Sujal Patel <smpatel@FreeBSD.org>
        Bill Paul <wpaul@FreeBSD.org>
        Joshua Peck Macdonald <jmacd@FreeBSD.org>
        John Polstra <jdp@FreeBSD.org>
        Mike Pritchard <mpp@FreeBSD.org>
        Doug Rabson <dfr@FreeBSD.org>
    James Raynard <jraynard@FreeBSD.org>
        Geoff Rehmet <csgr@FreeBSD.org>
        Martin Renters <martin@FreeBSD.org>
        Paul Richards <paul@FreeBSD.org>
        Ollivier Robert <roberto@FreeBSD.org>
        Dima Ruban <dima@FreeBSD.org>
        Wolfram Schneider <wosch@FreeBSD.org>
        Andreas Schulz <ats@FreeBSD.org>
        Karl Strickland <karl@FreeBSD.org>
        Paul Traina <pst@FreeBSD.org>
        Guido van Rooij <guido@FreeBSD.org>
        Steven Wallace <swallace@FreeBSD.org>
        Nate Williams <nate@FreeBSD.org>
        Jean-Marc Zucconi <jmz@FreeBSD.org>


Additional FreeBSD helpers and beta testers:

        Coranth Gryphon            Dave Rivers
        Kaleb S. Keithley      Michael Smith
        Terry Lambert          David Dawes
        Troy Curtis


Special mention to:

        Walnut Creek CDROM, without whose help (and continuing support)
        this release would never have been possible.

        Dermot McDonnell for his donation of a Toshiba XM3401B CDROM
        drive.

        Chuck Robey for his donation of a floppy tape streamer for
        testing.

        Larry Altneu and Wilko Bulte for providing us with Wangtek
        and Archive QIC-02 tape drives for testing and driver hacking.

        CalWeb Internet Services for the loan of a P6/200 machine for
        speedy package building.

        Everyone at Montana State University for their initial support.

        And to the many thousands of FreeBSD users and testers all over the
        world, without whom this release simply would not have been possible.

We sincerely hope you enjoy this release of FreeBSD!

                        The FreeBSD Core Team






Release Home
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Date: Sat, 06 Nov 2004 16:19:57 -0700


From: Scott Long <scottl@FreeBSD.org>

To: freebsd-announce@FreeBSD.org

Subject: [FreeBSD-Announce] FreeBSD 5.3-RELEASE Announcement





It is my great pleasure and privilege to announce the availability of
FreeBSD 5.3-RELEASE. This release marks a milestone in the FreeBSD 5.x
series and the beginning of the 5-STABLE branch of releases. Some of the
many changes since 5.2.1 include:



		A binary compatibility interface has been introduced for the i386
platform that allows running Microsoft Windows NDIS network drivers
natively in the kernel.


		The network and socket subsystems are now multi-threaded and
reentrant. This allows for much better use of SMP parallelism when
processing and forwarding local and remote network traffic.


		The development environment has been updated to GCC 3.4.2, Binutils
2.15, and GDB 6.1


		The choices for graphical environments have been updated to include
X.org 6.7, Gnome 2.6.2 and KDE 3.3.0.





There has also been a significant focus on testing and bug-fixing with
this release, as well as the freezing of most kernel and userland APIs.
Users and vendors are encouraged to consider transitioning to it as
FreeBSD 5.x is no longer considered a ‘New Technology’ release series.
Information on migrating from FreeBSD 4.x to 5.x can be found at


http://www.FreeBSD.org/releases/5.3R/migration-guide.html


For a complete list of new features and known problems, please see the
release notes and errata list, available at:



http://www.FreeBSD.org/releases/5.3R/relnotes.html


http://www.FreeBSD.org/releases/5.3R/errata.html





For more information about FreeBSD release engineering activities,
please see:


http://www.FreeBSD.org/releng



Availability


FreeBSD 5.3-RELEASE supports the i386, pc98, alpha, sparc64, amd64, and
ia64 architectures and can be installed directly over the net using
bootable media or copied to a local NFS/FTP server. Distributions for
all architectures are available now.


Please continue to support the FreeBSD Project by purchasing media from
one of our supporting vendors. The following companies will be offering
FreeBSD 5.3 based products:



		FreeBSD Mall, Inc. http://www.freebsdmall.com/


		Daemonnews, Inc. http://www.bsdmall.com/freebsd1.html





If you can’t afford FreeBSD on media, are impatient, or just want to use
it for evangelism purposes, then by all means download the ISO images.
We can’t promise that all the mirror sites will carry the larger ISO
images, but they will at least be available from the following sites.
MD5 checksums for the release images are included at the bottom of this
message.





Bittorrent


Bittorrent distribution is being tested on an experimental basis. A
collection of trackers for the release ISO images is available at


http://people.freebsd.org/~scottl/5.3-torrent





FTP



		ftp://ftp.FreeBSD.org/pub/FreeBSD/


		ftp://ftp2.FreeBSD.org/pub/FreeBSD/


		ftp://ftp3.FreeBSD.org/pub/FreeBSD/


		ftp://ftp4.FreeBSD.org/pub/FreeBSD/


		ftp://ftp5.FreeBSD.org/pub/FreeBSD/


		ftp://ftp6.FreeBSD.org/pub/FreeBSD/


		ftp://ftp7.FreeBSD.org/pub/FreeBSD/


		ftp://ftp10.FreeBSD.org/pub/FreeBSD/


		ftp://ftp2.au.FreeBSD.org/pub/FreeBSD/


		ftp://ftp.cz.FreeBSD.org/pub/FreeBSD/


		ftp://ftp.fr.FreeBSD.org/pub/FreeBSD/


		ftp://ftp2.jp.FreeBSD.org/pub/FreeBSD/


		ftp://ftp1.ru.FreeBSD.org/pub/FreeBSD/


		ftp://ftp2.ru.FreeBSD.org/pub/FreeBSD/


		ftp://ftp2.tw.FreeBSD.org/pub/FreeBSD/


		ftp://ftp3.us.FreeBSD.org/pub/FreeBSD/


		ftp://ftp10.us.FreeBSD.org/pub/FreeBSD/


		ftp://ftp11.us.FreeBSD.org/pub/FreeBSD/


		ftp://ftp15.us.FreeBSD.org/pub/FreeBSD/





FreeBSD is also available via anonymous FTP from mirror sites in the
following countries: Argentina, Australia, Brazil, Bulgaria, Canada,
China, Czech Republic, Denmark, Estonia, Finland, France, Germany, Hong
Kong, Hungary, Iceland, Ireland, Japan, Korea, Lithuania, Amylonia, the
Netherlands, New Zealand, Poland, Portugal, Romania, Russia, Saudi
Arabia, South Africa, Slovak Republic, Slovenia, Spain, Sweden, Taiwan,
Thailand, Ukraine, and the United Kingdom.


Before trying the central FTP site, please check your regional mirror(s)
first by going to:


ftp://ftp.<yourdomain>.FreeBSD.org/pub/FreeBSD


Any additional mirror sites will be labeled ftp2, ftp3 and so on.


More information about FreeBSD mirror sites can be found at:


``       http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/mirrors-ftp.html``


For instructions on installing FreeBSD, please see Chapter 2 of The
FreeBSD Handbook. It provides a complete installation walk-through for
users new to FreeBSD, and can be found online at:


``     http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/install.html``





Acknowledgments


Many companies donated equipment, network access, or man-hours to
finance the release engineering activities for FreeBSD 5.3 including The
FreeBSD Mall, Compaq, Yahoo!, Sentex Communications, Sandvine, Inc.,
FreeBSD Systems, Inc, and NTT/Verio.


The release engineering team for 5.3-RELEASE includes:








		Scott Long <scottl@FreeBSD.org>
		Release Engineering, I386 and AMD64 Release Building



		Ken Smith <kensmith@FreeBSD.org>
		I386 and Sparc64 Release, Building, Mirror Site Coordination



		Hiroki Sato <hrs@FreeBSD.org>
		Release Engineering, Documentation and Coordination



		Robert Watson <rwatson@FreeBSD.org>
		Release Engineering, Security



		John Baldwin <jhb@FreeBSD.org>
		Release Engineering



		Murray Stokely <murray@FreeBSD.org>
		Release Engineering



		Marcel Moolenaar <marcel@FreeBSD.org>
		IA64 Release Building



		Takahashi Yoshihiro <nyan@FreeBSD.org>
		PC98 Release Building



		Wilko Bulte <wilko@FreeBSD.org>
		Alpha Release Building



		Kris Kennaway <kris@FreeBSD.org>
		Package Building



		Joe Marcus Clarke <marcus@FreeBSD.org>
		Package Building



		Jacques A. Vidrine <nectar@FreeBSD.org>
		Security Officer










CD Image Checksums


For Alpha:


MD5 (5.3-RELEASE-alpha-bootonly.iso) = 82fd65e9cfdb6431934d0f1c1b6a15a3
MD5 (5.3-RELEASE-alpha-disc1.iso) = f7d2267e623be6e7409c119b46982061
MD5 (5.3-RELEASE-alpha-disc2.iso) = 26ab899510752a05bf0019529b3ae09e
MD5 (5.3-RELEASE-alpha-miniinst.iso) = 3cc9b2881ea519027fbec6f95ab2ea84






For amd64:


MD5 (5.3-RELEASE-amd64-bootonly.iso) = 3b13650ee101461d55233d2648402cfd
MD5 (5.3-RELEASE-amd64-disc2.iso) = f35d3c6f46499ffab755ccf9b63cd558
MD5 (5.3-RELEASE-amd64-miniinst.iso) = 1efce73bf26984feb6128518b225ad7e
MD5 (5.3-RELEASE-amd64-disc1.iso) = 22894ae0c26f03537608d06815700148






For i386:


MD5 (5.3-RELEASE-i386-bootonly.iso) = e370ae39bb34f0789c638b6ad50038a2
MD5 (5.3-RELEASE-i386-disc1.iso) = fbcbfdff31f27de396f257e0a37a78b8
MD5 (5.3-RELEASE-i386-disc2.iso) = 21874a5663022768336e4cc73d1dd30d
MD5 (5.3-RELEASE-i386-miniinst.iso) = 96124b2608ba481693e04d364d485e3c






For ia64:


MD5 (5.3-RELEASE-ia64-bootonly.iso) = 2e5dfceb79b2975885cab6b318c965b8
MD5 (5.3-RELEASE-ia64-disc1.iso) = 61b5bc276bf2b75aed0908802ea12926
MD5 (5.3-RELEASE-ia64-disc2.iso) = 02613e71ea7e04c43f75a8feccb0bdfa
MD5 (5.3-RELEASE-ia64-miniinst.iso) = 709233fd711756966f298e31bcab4e45






For pc98:


MD5 (5.3-RELEASE-pc98-disc2.iso) = 373ddc67857b90b34190ad07a23e5298
MD5 (5.3-RELEASE-pc98-miniinst.iso) = 01735af51f7b7f6ce37314e5ec49a842






For sparc64:


MD5 (5.3-RELEASE-sparc64-bootonly.iso)= db98df3d41cb20d6cdac668125736880
MD5 (5.3-RELEASE-sparc64-disc1.iso) = cd960f33a4e4ae33628b28580900932a
MD5 (5.3-RELEASE-sparc64-disc2.iso) = 058c9fce47fec044e6be91773532293a
MD5 (5.3-RELEASE-sparc64-miniinst.iso)= 05eb044da17fda978f88716a8203be3d
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Introduction


This is the release schedule for FreeBSD &local.rel;. For more
information about the release engineering process, please see the
Release Engineering section of the web
site.


General discussions about the pending release and known issues should be
sent to the public
freebsd-stable mailing list.
MFC
requests should be sent to re@FreeBSD.org.





Schedule


During the &local.branch.head; freeze, the Release Engineering Team may
create ALPHA snapshots to publish for testing purposes. As the frequency
and total number of the ALPHA snapshots will depend on the length of
time the &local.branch.head; branch is frozen, no official schedule is
provided.


Announcements regarding the availability of the ALPHA snapshots will be
sent to the freebsd-current and
freebsd-snapshots mailing
lists.










		Action
		Expected
		Actual
		Description



		Initial release schedule announcement
		
		






		13 August 2013
		Release Engineers send announcement email to developers with a rough schedule.



		Release schedule reminder
		19 August 2013
		19 August 2013
		Release Engineers send reminder announcement e-mail to developers with updated schedule.



		Code slush begins
		24 August 2013
		24 August 2013
		Release Engineers announce that all further commits to the &local.branch.stable; branch will not require explicit approval, however new features should be avoided.



		Code freeze begins
		7 September 2013
		7 September 2013
		Release Engineers announce that all further commits to the &local.branch.head; branch will require explicit approval. Certain blanket approvals will be granted for narrow areas of development, documentation improvements, etc.



		KBI freeze begins
		21 September 2013
		29 September 2013
		Release Engineers announce that all further commits to the &local.branch.head; branch will require explicit approval. Additionally, there can be no changes to the KBI until &local.branch.head; is branched to &local.branch.stable;.



		&local.branch.stable; branch
		10 October 2013
		10 October 2013
		Subversion branch created; release engineering continues on this branch.



		BETA1 builds begin
		12 October 2013
		12 October 2013
		First beta test snapshot.



		BETA2 builds begin
		18 October 2013
		26 October 2013
		Second beta test snapshot.



		BETA3 builds begin
		
		






		3 November 2013
		Third beta test snapshot.



		BETA4 builds begin
		24 November 2013
		30 November 2013
		Fourth beta test snapshot.



		&local.branch.releng; branch
		
		[STRIKEOUT:25 October 2013]


		7 December 2013






		7 December 2013
		Subversion branch created; future release engineering proceeds on this branch.



		RC1 builds begin
		
		[STRIKEOUT:25 October 2013]


		7 December 2013






		7 December 2013
		First release candidate.



		RC2 builds begin
		
		[STRIKEOUT:2 November 2013]


		14 December 2013






		15 December 2013
		Second release candidate.



		RC3 builds begin
		
		[STRIKEOUT:10 November 2013]


		21 December 2013






		23 December 2013
		Third release candidate.



		RC4 builds begin
		31 December 2013
		31 December 2013
		Fourth release candidate.



		RC5 builds begin
		8 January 2014
		8 January 2014
		Fifth release candidate.



		RELEASE builds begin
		
		[STRIKEOUT:18 November 2013]


		[STRIKEOUT:28 December 2013]
[STRIKEOUT:7 January 2014]
15 January 2014






		15 January 2014
		10.0-RELEASE build.



		RELEASE announcement
		
		[STRIKEOUT:24 November 2013]


		[STRIKEOUT:2 January 2014]
[STRIKEOUT:14 January 2014]
20 January 2014






		20 January 2014
		10.0-RELEASE press release.



		Turn over to the secteam
		
		






		
		






		&local.branch.releng; branch is handed over to the FreeBSD Security Officer Team in one or two weeks after the announcement.










Additional Information



		FreeBSD Release Engineering website
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The hardware notes for FreeBSD are customized for different platforms,
as many devices are only supported on (or are only relevant for)
specific processors or architectures.


Hardware notes for FreeBSD 5.3-RELEASE are available for the following
platforms:



		alpha


		amd64


		i386


		ia64


		pc98


		sparc64





A list of all platforms currently under development can be found on the
Supported Platforms page.
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The installation notes for FreeBSD are customized for different
platforms, as the procedures for installing FreeBSD are highly dependent
on the hardware platform.


Installation notes for FreeBSD 5.4-RELEASE are available for the
following platforms:



		alpha


		amd64


		i386


		ia64


		pc98


		sparc64





A list of all platforms currently under development can be found on the
Supported Platforms page.
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                                 RELEASE NOTES
                             FreeBSD 2.2.1-RELEASE

2.2.1 is a small incremental fix release to 2.2, primarily aimed at
fixing:

o Some recently discovered problems with the Adaptec 2940 driver
  which could cause instability in very heavily loaded systems (like news
  servers).

o A bug which made the package installer fail from CDROM media.

o Allow the Intel EtherExpress Pro/100B to work in full-duplex mode.

Since the 2.2.1. release follows 2.2 by just over a week, other
documentation still refers to this release as simply "2.2" since it is
a complete *replacement* for 2.2.0-RELEASE, not simply another point
release following it.

For even more up-to-date releases along the RELENG_2_2 branch (which
is now proceeding onwards toward release 2.2.5), please install from:

        ftp://releng22.FreeBSD.org/pub/FreeBSD/

This is a snapshot made of RELENG_2_2 on a daily basis (and containing
all the latest 2.2 fixes as of that date).


1. What's new since 2.1.7
-------------------------

Lots of installation bugs fixed, more pc98 changes synchronized, geeze,
what else?

gdb 4.16 has been merged from -current, most of the third-party source
now lives under /usr/src/contrib.

Updated support for the DEC DEFPA/DEFEA FDDI hardware.

The old ``HAVE_FPU'' Makefile option is now finally gone, the selection
between the math library using the floating point emulator, and the
version using the co-processor is now fully automatic.  This will speed
up floating-point using programs on sites that didn't like to recompile
their `libm' previously.

Javier Martin Rueda's `ex' driver has been merged, bringing support
for the Intel EtherExpress Pro/10 network cards.

The Intel EtherExpress Pro/100B now works in full-duplex mode.

The `de' driver now recognizes cards using the DE21140A chip, like the
popular SMC9332BDT (10/100 Mbit/s) one.

There's now a workaround for the brokenness of the frequently used
CMD640 PCI IDE chip in the sources, albeit still disabled by default
in 2.2.

The number of EISA slots to probe is now a fully supported option,
including the ability to save the value from a UserConfig session
with
dset(8)>.
This helps owners of HP NetServer LC machines to
install the system on their hardware.

Support for the SDL RISCom N2pci sync serial card.

Support for Cyclades Cyclom-Y (multi-port async serial) PCI adaptors
as well as multiple controllers and the 32-Y (if you are currently using
the Cyclades serial adapter, you should re-make your /dev entries and
remove the old ones).

Updated support for ethernet adaptors which use the DEC DC21X4X chipset.

Update to gcc 2.7.2.1 & add support for weak symbols.

Many things moved/brought into /usr/src/contrib, updating and
cleaning up the source tree accordingly.

Support for compiled-in shared library ld paths.

Update sgmlfmt to `instant'.

Support for SNMP-style interface MIBs, including full RFC
1650-compliant MIBs for the `de' (DEC 21x4x) and `ed' (SMC/WD/Novell)
drivers.

/stand/sysinstall moved even more towards becoming a more general
system management tool.  You can actually add a new, from-scratch
formatted disk with it now, from partition label to filesystem
creation (though it still doesn't modify your /etc/fstab file to
make it permanent).

The syscons and psm drivers now have a new underlying shared keyboard
driver, eliminating many of the previously existing problems with
their mutual interaction.

Syscons now supports cut & paste in textmode using the
moused(8)>
utility.

2.2 is the first release that includes full CD-R support for the
Plasmon RF41xx, HP4020i, HP6020i, and Philips CDD2000 drives.  The
driver is still under development (in particular to extend its
usability for other devices), but it has been proved to be stable
by now.

Support for NFSv3 clients and servers went into the 2.2 sources
shortly after branching off the 2.0.5/2.1.X tree.  There are also
other options available with NFS, like the ability to turn an NFSv2
server into asynchronous write mode (which is in violation of the
specs, but has precedents e.g. in SGI Irix).

Poul-Henning Kamp's phkmalloc replaced the old and blatant BSD
malloc implementation.  This usually saves a lot of virtual memory
for the clients, and offers some neat features like aborting the
program on detected malloc abuses, or filling the malloced and/or
freed area with junk in order to detect semantical problems in
programs that use malloc.

The `netatalk' implementation of AppleTalk has been integrated into
the sources, most of the integration work courtesy Whistle Communic-
ations Corp.

The mount option `async' allows asynchronous metadata updates on UFS
filesystems, something that is the default e.g. on Linux' ext2fs.
This speeds up many i-node intensive filesystem operations (like
rm -r) at the cost of an increased risk in case of a system crash.
The installation itself makes use of this feature, and could be
drastically accelerated by this.  (A bindist-only installation from a
SCSI CD-ROM can now complete in less than 5 minutes on a fast
machine!)

The ATAPI CD-ROM support is now reported to work for quite an
impressive number of drives.  In other words, all the drives that
basically adhere to the ATAPI standard are likely to work.

There are many new drivers available in the kernel, too many to keep
them in mind.  Tekram supplied a driver for their DC390 and DC390T
controllers.  These controllers are based on the AMD 53c974, and the
driver is also able to handle other SCSI controllers based on that
chip.  Of course, with Tekram being generous enough to support the
FreeBSD project with their driver, we'd like to encourage you to buy
their product.  The `ed' and `lnc' drivers now support auto-config-
uration for the respective PCI ethernet cards, including many NE2000
clones and the AMD PCnet chips.  The SDL RISCom N2 support is new, as
well as the PCI version of the Cyclades driver.

The Linux emulation is now fully functional, including ELF support.
To make its use easier, there are even ports for the required shared
libraries, and for the Slackware development environment.

Along the same lines, the SysV COFF emulation (aka. SCO emulation) is
reported to be working well now.

FreeBSD also supports native ELF binaries, although it hasn't been
decided yet whether, when, and how we might use this as the default
binary format some day.

A `brandelf' utility has been added to allow `branding' of non-shared
linked ELF binaries where the kernel cannot guess which image activator
(FreeBSD, Linux, maybe SysV some day) should be used.  This works around
one major flaw in the ELF object format, the missing field to mark the
ABI it belongs to.

Support for APM BIOSes is now in a much better shape.

The manual section 9 has been started, describing `official' kernel
programming interfaces.  We are still seeking volunteers to document
interfaces here!

The kernel configuration option handling has been largely moved away
from the old -D Makefile kludges, towards a system of "opt_foo.h"
kernel include files, allowing Makefile dependencies to work again.
We expect the old hack that blows the entire compile directory away
on each run of
config(8)>
to go away anytime soon.  Unless you're changing
weird options, you might now consider using the -n option to
config(8)>,
or setting the env variable NO_CONFIG_CLOBBER, if CPU time is costly for
you.  See also the comments in the handbook about how it works.


2. Supported Configurations
---------------------------

FreeBSD currently runs on a wide variety of ISA, VLB, EISA and PCI bus
based PC's, ranging from 386sx to Pentium class machines (though the
386sx is not recommended).  Support for generic IDE or ESDI drive
configurations, various SCSI controller, network and serial cards is
also provided.

What follows is a list of all peripherals currently known to work with
FreeBSD.  Other configurations may also work, we have simply not as yet
received confirmation of this.


2.1. Disk Controllers
---------------------

WD1003 (any generic MFM/RLL)
WD1007 (any generic IDE/ESDI)
IDE
ATA

Adaptec 1510 series ISA SCSI controllers (not for bootable devices)
Adaptec 152x series ISA SCSI controllers
Adaptec 1535 ISA SCSI controllers
Adaptec 154x series ISA SCSI controllers
Adaptec 174x series EISA SCSI controller in standard and enhanced mode.
Adaptec 274X/284X/2940/3940 (Narrow/Wide/Twin) series ISA/EISA/PCI SCSI
controllers.
Adaptec AIC7850 on-board SCSI controllers.

Adaptec AIC-6260 and AIC-6360 based boards, which includes the AHA-152x
and SoundBlaster SCSI cards.

** Note: You cannot boot from the SoundBlaster cards as they have no
   on-board BIOS, such being necessary for mapping the boot device into the
   system BIOS I/O vectors.  They're perfectly usable for external tapes,
   CDROMs, etc, however.  The same goes for any other AIC-6x60 based card
   without a boot ROM.  Some systems DO have a boot ROM, which is generally
   indicated by some sort of message when the system is first powered up
   or reset, and in such cases you *will* also be able to boot from them.
   Check your system/board documentation for more details.

Buslogic 545S & 545c
Buslogic 445S/445c VLB SCSI controller
Buslogic 742A, 747S, 747c EISA SCSI controller.
Buslogic 946c PCI SCSI controller
Buslogic 956c PCI SCSI controller

SymBios (formerly NCR) 53C810, 53C825, 53c860 and 53c875 PCI SCSI
controllers:
        ASUS SC-200
        Data Technology DTC3130 (all variants)
        NCR cards (all)
        Symbios cards (all)
        Tekram DC390W, 390U and 390F
        Tyan S1365

Tekram DC390 and DC390T controllers (maybe other cards based on the
AMD 53c974 as well).

NCR5380/NCR53400 ("ProAudio Spectrum") SCSI controller.

DTC 3290 EISA SCSI controller in 1542 emulation mode.

UltraStor 14F, 24F and 34F SCSI controllers.

Seagate ST01/02 SCSI controllers.

Future Domain 8xx/950 series SCSI controllers.

WD7000 SCSI controller.

With all supported SCSI controllers, full support is provided for
SCSI-I & SCSI-II peripherals, including Disks, tape drives (including
DAT and 8mm Exabyte) and CD ROM drives.

The following CD-ROM type systems are supported at this time:
(cd)    SCSI interface (also includes ProAudio Spectrum and
        SoundBlaster SCSI)
(mcd)   Mitsumi proprietary interface (all models)
(matcd) Matsushita/Panasonic (Creative SoundBlaster) proprietary
        interface (562/563 models)
(scd)   Sony proprietary interface (all models)
(wcd)   ATAPI IDE interface (experimental and should be considered ALPHA
        quality!).


2.2. Ethernet cards
-------------------

Allied-Telesis AT1700 and RE2000 cards

AMD PCnet/PCI (79c970 & 53c974 or 79c974)

SMC Elite 16 WD8013 ethernet interface, and most other WD8003E,
WD8003EBT, WD8003W, WD8013W, WD8003S, WD8003SBT and WD8013EBT
based clones.  SMC Elite Ultra is also supported.

DEC EtherWORKS III NICs (DE203, DE204, and DE205)
DEC EtherWORKS II NICs (DE200, DE201, DE202, and DE422)
DEC DC21040, DC21041, or DC21140 based NICs (SMC Etherpower 8432T, DE245, etc)
DEC FDDI (DEFPA/DEFEA) NICs

Fujitsu MB86960A/MB86965A

HP PC Lan+ cards (model numbers: 27247B and 27252A).

Intel EtherExpress (not recommended due to driver instability)
Intel EtherExpress Pro/10
Intel EtherExpress Pro/100B PCI Fast Ethernet

Isolan AT 4141-0 (16 bit)
Isolink 4110     (8 bit)

Novell NE1000, NE2000, and NE2100 ethernet interface.

3Com 3C501 cards

3Com 3C503 Etherlink II

3Com 3c505 Etherlink/+

3Com 3C507 Etherlink 16/TP

3Com 3C509, 3C579, 3C589 (PCMCIA), 3C590/592/595/900/905 PCI and EISA
(Fast) Etherlink III / (Fast) Etherlink XL

Toshiba ethernet cards

PCMCIA ethernet cards from IBM and National Semiconductor are also
supported.

Note that NO token ring cards are supported at this time as we're
still waiting for someone to donate a driver for one of them.  Any
takers?


2.3. Misc
---------

AST 4 port serial card using shared IRQ.

ARNET 8 port serial card using shared IRQ.
ARNET (now Digiboard) Sync 570/i high-speed serial.

Boca BB1004 4-Port serial card (Modems NOT supported)
Boca IOAT66 6-Port serial card (Modems supported)
Boca BB1008 8-Port serial card (Modems NOT supported)
Boca BB2016 16-Port serial card (Modems supported)

Cyclades Cyclom-y Serial Board.

STB 4 port card using shared IRQ.

SDL Communications Riscom/8 Serial Board.
SDL Communications RISCom/N2 and N2pci high-speed sync serial boards.

Stallion multiport serial boards: EasyIO, EasyConnection 8/32 & 8/64,
ONboard 4/16 and Brumby.

Adlib, SoundBlaster, SoundBlaster Pro, ProAudioSpectrum, Gravis UltraSound
and Roland MPU-401 sound cards.

Connectix QuickCam
Matrox Meteor Video frame grabber
Creative Labs Video Spigot frame grabber
Cortex1 frame grabber

HP4020i, Philips CDD2000 and PLASMON WORM (CDR) drives.

PS/2 mice

Standard PC Joystick

X-10 power controllers

GPIB and Transputer drivers.

Genius and Mustek hand scanners.


FreeBSD currently does NOT support IBM's microchannel (MCA) bus.


3. Obtaining FreeBSD
--------------------

You may obtain FreeBSD in a variety of ways:

3.1. FTP/Mail
-------------

You can ftp FreeBSD and any or all of its optional packages from
`ftp.FreeBSD.org' - the official FreeBSD release site.

For other locations that mirror the FreeBSD software see the file
MIRROR.SITES.  Please ftp the distribution from the site closest (in
networking terms) to you.  Additional mirror sites are always welcome!
Contact freebsd-admin@FreeBSD.org for more details if you'd like to
become an official mirror site.

If you do not have access to the Internet and electronic mail is your
only recourse, then you may still fetch the files by sending mail to
`ftpmail@decwrl.dec.com' - putting the keyword "help" in your message
to get more information on how to fetch files using this mechanism.
Please do note, however, that this will end up sending many *tens of
megabytes* through the mail and should only be employed as an absolute
LAST resort!


3.2. CDROM
----------

FreeBSD 2.1.7-RELEASE and 2.2-RELEASE CDs may be ordered on CDROM from:

        Walnut Creek CDROM
        4041 Pike Lane, Suite D
        Concord CA  94520
        1-800-786-9907, +1-510-674-0783, +1-510-674-0821 (fax)

Or via the Internet from orders@cdrom.com or http://www.cdrom.com.
Their current catalog can be obtained via ftp from:
        ftp://ftp.cdrom.com/cdrom/catalog.

Cost per -RELEASE CD is $39.95 or $24.95 with a FreeBSD subscription.
FreeBSD 3.0-SNAP CDs are $29.95 or $14.95 with a FreeBSD-SNAP subscription
(-RELEASE and -SNAP subscriptions are entirely separate).  With a
subscription, you will automatically receive updates as they are released.
Your credit card will be billed when each disk is shipped and you may cancel
your subscription at any time without further obligation.

Shipping (per order not per disc) is $5 in the US, Canada or Mexico
and $9.00 overseas.  They accept Visa, Mastercard, Discover, American
Express or checks in U.S. Dollars and ship COD within the United
States.  California residents please add 8.25% sales tax.

Should you be dissatisfied for any reason, the CD comes with an
unconditional return policy.


4. Reporting problems, making suggestions, submitting code.
-----------------------------------------------------------

Your suggestions, bug reports and contributions of code are always
valued - please do not hesitate to report any problems you may find
(preferably with a fix attached, if you can!).

The preferred method to submit bug reports from a machine with
Internet mail connectivity is to use the send-pr command or use the CGI
script at http://www.FreeBSD.org/send-pr.html.  Bug reports
will be dutifully filed by our faithful bugfiler program and you can
be sure that we'll do our best to respond to all reported bugs as soon
as possible.  Bugs filed in this way are also visible on our WEB site
in the support section and are therefore valuable both as bug reports
and as "signposts" for other users concerning potential problems to
watch out for.

If, for some reason, you are unable to use the send-pr command to
submit a bug report, you can try to send it to:

                freebsd-bugs@FreeBSD.org

Note that send-pr itself is a shell script that should be easy to move
even onto a totally different system.  We much prefer if you could use
this interface, since it make it easier to keep track of the problem
reports.  However, before submitting, please try to make sure whether
the problem might have already been fixed since.


Otherwise, for any questions or suggestions, please send mail to:

                freebsd-questions@FreeBSD.org


Additionally, being a volunteer effort, we are always happy to have
extra hands willing to help - there are already far more desired
enhancements than we'll ever be able to manage by ourselves!  To
contact us on technical matters, or with offers of help, please send
mail to:

                freebsd-hackers@FreeBSD.org


Please note that these mailing lists can experience *significant*
amounts of traffic and if you have slow or expensive mail access and
are only interested in keeping up with significant FreeBSD events, you
may find it preferable to subscribe instead to:

                freebsd-announce@FreeBSD.org


All but the freebsd-bugs groups can be freely joined by anyone wishing
to do so.  Send mail to MajorDomo@FreeBSD.org and include the keyword
`help' on a line by itself somewhere in the body of the message.  This
will give you more information on joining the various lists, accessing
archives, etc.  There are a number of mailing lists targeted at
special interest groups not mentioned here, so send mail to majordomo
and ask about them!


5. Acknowledgements
-------------------

FreeBSD represents the cumulative work of many dozens, if not
hundreds, of individuals from around the world who have worked very
hard to bring you this release.  For a complete list of FreeBSD
project staffers, please see:

        http://www.FreeBSD.org/handbook/staff.html

or, if you've loaded the doc distribution:

        file:/usr/share/doc/handbook/staff.html

Additional FreeBSD helpers and beta testers:

        Coranth Gryphon            Dave Rivers
        Kaleb S. Keithley          Terry Lambert
        David Dawes                Don Lewis

Special mention to:

        Walnut Creek CDROM, without whose help (and continuing support)
        this release would never have been possible.

        Dermot McDonnell for his donation of a Toshiba XM3401B CDROM
        drive.

        Chuck Robey for his donation of a floppy tape streamer for
        testing.

        Larry Altneu and Wilko Bulte for providing us with Wangtek
        and Archive QIC-02 tape drives for testing and driver hacking.

        CalWeb Internet Services for the loan of a P6/200 machine for
        speedy package building.

        Everyone at Montana State University for their initial support.

        And to the many thousands of FreeBSD users and testers all over the
        world, without whom this release simply would not have been possible.

We sincerely hope you enjoy this release of FreeBSD!

                        The FreeBSD Project






Release Home






          

      

      

    


    
        © Copyright 2015, The FreeBSD Project.
      Created using Sphinx 1.3.1.
    

  

htdocs/releases/5.4R/schedule.html


    
      Navigation


      
        		
          index


        		FreeBSD 10.1 documentation »

 
      


    


    
      
          
            
  
&title;


]>



Introduction


This is a specific schedule for the release of FreeBSD &local.rel;. For
more general information about the release engineering process, please
see the Release Engineering section of
the web site.


General discussions about the release engineering process or quality
assurance issues should be sent to the public
freebsd-qa mailing list.
MFC
requests should be sent to re@FreeBSD.org.





Schedule


Action


Expected


Actual


Description


Reminder announcement


31 Jan 2005


31 Jan 2005


Release Engineers send announcement email to developers with a rough
schedule for the FreeBSD &local.rel; release.


Announce the Ports Freeze


24 Feb 2005


24 Feb 2005


Someone from portmgr@ should email freebsd-ports@ to set a date
for the week long ports freeze and tagging of the ports tree.


&local.rel;-PRERELEASE


23 Feb 2005


24 Feb 2005


newvers.sh updated.


Code freeze begins


2 Mar 2005


3 Mar 2005


After this date, all commits to the RELENG_5 branch must be approved
by re@FreeBSD.org. Certain highly active documentation committers are
exempt from this rule for routine man page / release note updates.
Heads-up emails should be sent to the developers, as well as stable@
and qa@ lists.



&local.rel;-PRERELEASE


&local.rel;-BETA1





4 Mar 2005


20 Mar 2005


First public test release build. Note that the release build name is
&local.rel;-BETA1 but newvers.sh RELEASE name remains
&local.rel;-PRERELEASE. This is because the name BETA often confuses the
users who are using the STABLE branch.


Announce doc/ tree slush


14 Mar 2005


25 Mar 2005


Notification of the impending doc/ tree slush should be sent to
doc@.


Ports tree frozen


21 Mar 2005


21 Mar 2005


Only approved commits will be permitted to the ports/ tree during
the freeze.


doc/ tree slush



[STRIKEOUT:24 Mar 2005]


2 Apr 2005






2 Apr 2005



Non-essential commits to the en_US.ISO8859-1/ subtree should be
delayed from this point until after the doc/ tree tagging, to give
translation teams time to synchronize their work.


doc/ tree tagged.



[STRIKEOUT:28 Mar 2005]


11 Apr 2005





12 Apr 2005


Version number bumps for doc/ subtree. RELEASE_&local.rel.tag;_0
tag for doc/. doc/ slush ends at this time.


RELENG_&local.rel.tag; branch


31 Mar 2005


3 Apr 2005


The release branch is created. Update newvers.sh and release.ent
on various branches involved.


Unfreeze the tree


31 Mar 2005


3 Apr 2005


Announcement to developers explaining that commits to RELENG_5 no
longer require approval. Also note the policy for commits to the
RELENG_&local.rel.tag; branch.


&local.rel;-RC1


31 Mar 2005


3 Apr 2005


newvers.sh and release.ent updated.


Ports tree tagged


31 Mar 2005


2 Apr 2005


RELEASE_&local.rel.tag;_0 tag for ports/.


Ports tree unfrozen


31 Mar 2005


2 Apr 2005


After the ports/ tree is tagged, the ports/ tree will be
re-opened for commits, but commits made after tagging will not go in
&local.rel;-RELEASE.


Final package build starts


31 Mar 2005


–


The ports cluster and pointyhat [http://pointyhat.FreeBSD.org] build
final packages.


First release candidate


2 Apr 2005


5 Apr 2005


The first release candidate for the each architecture is released. ISO
images should be uploaded to ftp-master.FreeBSD.org. A network
install directory should be uploaded to ftp-master.FreeBSD.org. The
packages/ directory should be a relative symlink, as described in
the releng article. When the builds begin send a note to
mirror-announce@FreeBSD.org saying a “Normal Release Cycle” is
beginning, RC ISOs and install directories will be coming through the
next few weeks.


Heads up to -stable


2 Apr 2005


5 Apr 2005


A message should be sent to qa@FreeBSD.org and
stable@FreeBSD.org after the first snapshot is uploaded.


Second release candidate


9 Apr 2005


9 Apr 2005


Note: the release date of this candidate depends on the user experience
with RC1.


Heads up to -stable


9 Apr 2005


11 Apr 2005


A message should be sent to qa@FreeBSD.org and
stable@FreeBSD.org after the second snapshot is uploaded.


Third release candidate


16 Apr 2005


16 Apr 2005


Note: the release date of this candidate depends on the user experience
with RC2.


Heads up to -stable


16 Apr 2005


18 Apr 2005


A message should be sent to qa@FreeBSD.org and
stable@FreeBSD.org after the third snapshot is uploaded.


Fourth release candidate


30 Apr 2005


2 May 2005


Note: This is the final release candidate.


Heads up to -stable


1 May 2005


2 May 2005


A message should be sent to qa@FreeBSD.org and
stable@FreeBSD.org after the fourth snapshot is uploaded.


Version numbers bumped.


6 May 2005


6 May 2005


The files listed
here
are updated to reflect the fact that this is FreeBSD &local.rel;.


src tree tagged.


6 May 2005


6 May 2005


RELENG_&local.rel.tag;_0_RELEASE tag for src/.


Final builds.


6 May 2005


6 May 2005


Final builds for all architectures in a pristine environment.


Warn mirror-announce@FreeBSD.org


6 May 2005


6 May 2005


Heads up email to mirror-announce@FreeBSD.org to give admins time to
prepare for the load spike to come. The site administrators have
frequently requested advance notice for new ISOs.


Upload to ftp-master.


7 May 2005


–


Release uploaded to ftp-master.FreeBSD.org (packages should have
been done before now, otherwise it chokes the mirror sites and
propagation of the release bits takes too long)


Update man.cgi on the website.


9 May 2005


–


Make sure the &local.rel; manual pages are being displayed by default
for the man->web gateway. Also make sure these man pages are pointed to
by docs.xml.


Announcement


9 May 2005


–


Announcement sent out after a majority of the mirrors have received the
bits.


Turn over to the secteam


17 May 2005


–


RELENG_&local.rel.tag; branch is handed over to the FreeBSD Security
Officer Team in one or two weeks after the announcement.





Additional Information



		FreeBSD &local.rel; developer todo list.


		FreeBSD Release Engineering website.
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Open Issues


This is the beginning of a list of open issues that need to be worked on
or resolved for FreeBSD 5.4. If you have any updates for this list,
please e-mail re@FreeBSD.org. The feature list for 5.4 is still a work
in progress, so items may be added, removed, or modified before we’re
done.



Show stopper defects for 5.4-RELEASE










		Issue
		Status
		Responsible
		Description





		 
		 
		 
		 










Required features for 5.4-RELEASE










		Issue
		Status
		Responsible
		Description





		 
		 
		 
		 










Desired features for 5.4-RELEASE










		Issue
		Status
		Responsible
		Description





		KAME IPSEC without the Giant Lock
		&status.wip;
		&a.gnn;
		Currently, the KAME IPSEC implementation contains inadequate locking to operate without the Giant lock over the network stack, forcing kernels compiled with the KAME IPSEC implementation (not FAST_IPSEC) to run the network stack with the Giant lock, reducing parallelism, increasing lock contention, and increasing latency by preventing preemption. For 5.4-RELEASE, it is desirable to complete the locking work for KAME IPSEC so that it can run without the Giant lock.



		All Network Interface Drivers MPSAFE
		&status.wip;
		–
		Currently, some network interface drivers are not safe without the Giant lock due to missing synchronization. These drivers are protected by running non-INTR_MPSAFE and with the IFF_NEEDSGIANT flag set, which cause interrupt threads to acquire the Giant lock before executing the driver’s interrupt handler, and to perform if_start (interface transmit start) asynchronously once the Giant lock can be acquired. This results in these drivers performing less well due to increased lock contention, decreased ability to preempt, and latency associated with asynchronous launching of latency-critical events. For 5.4, all network drivers should be able to operate without the Giant lock.



		NetIPX without the Giant Lock
		&status.wip;
		&a.rwatson;
		Currently, the IPX/SPX (netipx) implementation contains inadequate locking to operate without the Giant lock over the network stack, forcing kernels compiled with IPX support to run the network stack with the Giant lock, reducing parallelism, increasing lock contention, and increasing latency by preventing preemption. For 5.4-RELEASE, it is desirable to complete the locking work for IPX so that it can run without the Giant lock.



		Fix regression in file(1)
		–
		–
		The new version of file(1) does not cross-build properly. If sparc64 executables are built on i386 the compiled magic numbers file that gets installed is wrong and file(1) doesn’t work properly.



		SIGABRT under load
		&status.wip;
		&a.alc;
		Under very high load (Kris sees this on the package builders) a limitation of 16 sumultaneous exec’s may be hit in exec_map(). A workaround has been implemented with a fix planned for 5.5.



		DDB_UNATTENDED may not work
		&status.new;
		–
		There are reports of problems getting dumps after panics.



		fix for ttywakeup panic
		&status.wip;
		&a.dwhite;
		There appears to be a race condition opening/closing ttys.










Documentation items that must be resolved for 5.4










		Issue
		Status
		Responsible
		Description





		 
		 
		 
		 










Testing focuses for 5.4-RELEASE










		Issue
		Status
		Responsible
		Description





		File descriptor locking
		&status.done;
		&a.jeff;
		File descriptor locking needs to be merged back from HEAD.



		IPFilter mpsafe fixes
		&status.done;
		&a.rwatson;
		IPFilter is currently not mpsafe but doesn’t run with Giant.



		Update sysinstall to handle separate packages CD
		&status.done;
		&a.jhb;
		Avoid the need for a disc1-gnome/disc1-kde as was done for 4.11



		busdma fixes
		&status.done;
		&a.scottl;
		More work is needed on busdma to fix bounce buffer problems.



		AMR driver MPSAFE
		&status.done;
		&a.scottl;
		Making the AMR driver MPSAFE will greatly increase its performance.



		CARP support
		&status.done;
		&a.glebius;
		Common Address Redundancy Protocol allows multiple hosts on the same local network to share a set of IP addresses.



		kstack overflows in softupdates
		&status.done;
		–
		There had been reports of kernel stack overflows in softupdates code that caused filesystem problems on reboot. This was fixed during the early stage of code freeze but should be tested.



		ATAPI CDROMs in PIO mode during install
		&status.done;
		&a.kensmith;
		People are having difficulties with various ATAPI CDROMs on various architectures. We need to either do all installs in PIO mode or provide a boot menu method of selecting it.



		truss not working
		&status.done;
		&a.jeff;
		See PR kern/78664.



		Deadlock under heavy interrupt load on MP Opteron systems
		&status.done;
		&a.dwhite;
		A deadlock related to delivering IPIs on AMD 64-bit processors has been identified.



		SCHED_ULE update
		&status.done;
		&a.jeff;
		Many improvements have been made to the ULE scheduler in 6-CURRENT. These should be merged back to 5.4. The merging is done but ULE is still known to cause panics for some people, especially on SMP systems. Try it with extreme caution.
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Introduction


This is a specific schedule for the release of FreeBSD &local.rel;. For
more general information about the release engineering process, please
see the Release Engineering section of
the web site.


General discussions about the pending release and known issues should be
sent to the public
freebsd-stable mailing list.
MFC
requests should be sent to &contact.re;.





Schedule










		Action
		Expected
		Actual
		Description



		Release schedule announcement
		—
		23 January 2010
		Release Engineers send announcement email to freebsd-stable@ with a rough schedule for the &os; &local.rel; release.



		Code freeze begins
		22 January 2010
		23 January 2010
		After this date, all commits to RELENG_7 must be approved by &contact.re;. Certain highly active documentation committers are exempt from this rule for routine man page / release note updates. Heads-up emails should be sent to the developers, as well as stable@ and qa@ lists.



		BETA1 builds
		25 January 2010
		27 January 2010
		Begin BETA1 builds.



		Announce doc/ tree slush
		—
		31 January 2010
		Notification of the impending doc/ tree slush should be sent to doc@.



		doc/ tree slush
		5 February 2010
		5 February 2010
		Non-essential commits to the en_US.ISO8859-1/ subtree should be delayed from this point until after the doc/ tree tagging, to give translation teams time to synchronize their work.



		doc/ tree tagged.
		10 February 2010
		10 February 2010
		Version number bumps for doc/ subtree. RELEASE_&local.rel.tag;_0 tag for doc/. doc/ slush ends at this time.



		Ports tree feature freeze
		8 February 2010
		15 February 2010
		Only feature safe commits will be permitted to the ports/ tree during the freeze.



		RELENG_7_3 branch
		—
		10 February 2010
		The new release branch is created. Update newvers.sh and release.ent on various branches involved.



		RC1 builds
		8 February 2010
		10 February 2010
		Begin RC1 builds.



		RC2 builds
		22 February 2010
		1 March 2010
		Begin RC2 builds.



		RELENG_7_3_0_RELEASE tagged
		—
		21 March 2010
		The release tag for 7.3-RELEASE is set on RELENG_7_3 branch.



		RELEASE builds
		—
		21 March 2010
		Begin RELEASE builds.



		Announcement
		[STRIKEOUT:1 March 2010]
23 March 2010
		23 March 2010
		Announcement sent out after a majority of the mirrors have received the bits.










Additional Information



		FreeBSD &local.rel; status
page. [http://wiki.FreeBSD.org/Releng/7.3TODO]


		FreeBSD Release Engineering website
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The release notes for FreeBSD are customized for different platforms, as
some of the changes made to FreeBSD apply only to specific processor
architectures.


Release notes for FreeBSD 5.4-RELEASE are available for the following
platforms:



		alpha


		amd64


		i386


		ia64


		pc98


		sparc64





A list of all platforms currently under development can be found on the
Supported Platforms page.
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The FreeBSD Release Engineering Team is pleased to announce the
availability of FreeBSD 7.3-RELEASE. This is the fourth release from the
7-STABLE branch which improves on the functionality of FreeBSD 7.2 and
introduces a few new features. There will be one more release from this
branch to allow future improvements to be made available in the 7-STABLE
branch but at this point most developers are focused on 8-STABLE.


Some of the highlights:



		ZFS updated to version 13


		new boot loader gptzfsboot supports GPT and ZFS


		hwpmc(4) enhancements including support for Core2/i7 processor and
pmcannotate(8)


		new mfiutil and mptutil tools for widely used RAID controllers


		NULL pointer vulnerability mitigation


		bind updated to 9.4-ESV


		Gnome updated to 2.28.2


		KDE updated to 4.3.5


		Perl updated to 5.10





For a complete list of new features and known problems, please see the
online release notes and errata list available at:



		http://www.FreeBSD.org/releases/7.3R/relnotes.html


		http://www.FreeBSD.org/releases/7.3R/errata.html





For more information about FreeBSD release engineering activities please
see:



		http://www.FreeBSD.org/releng/






Availability


FreeBSD 7.3-RELEASE is now available for the amd64, i386, pc98, and
sparc64 architectures.


FreeBSD 7.3 can be installed from bootable ISO images or over the
network. The required files can be downloaded via FTP or BitTorrent as
described in the sections below. While some of the smaller FTP mirrors
may not carry all architectures, they will all generally contain the
more common ones such as amd64 and i386.


MD5 and SHA256 hashes for the release ISO images are included at the
bottom of this message.


The purpose of the images provided as part of the release are as
follows:



		dvd1


		This contains everything necessary to install the base FreeBSD
operating system, a collection of pre-built packages, and the
documentation. It also supports booting into a “livefs” based rescue
mode. This should be all you need if you can burn and use DVD-sized
media.


		disc1


		This contains the base FreeBSD operating system and the xorg
packages for CDROM-sized media. There are no other packages on this
image but there are more packages (mostly Gnome and KDE) on the
disc2 and disc3 images. If you choose to install packages
post-install you should just need disc1, you only need disc2/disc3
if you want to install Gnome or KDE during install.


		livefs


		This contains support for booting into a “livefs” based rescue mode
but does not support doing an install from the CD itself. It is
meant to help rescue an existing system but could be used to do a
network based install if necessary.


		bootonly


		This supports booting a machine using the CDROM drive but does not
contain the support for installing FreeBSD from the CD itself. You
would need to perform a network based install (e.g. from an FTP
server) after booting from the CD.





FreeBSD 7.3-RELEASE can also be purchased on CD-ROM or DVD from several
vendors. One of the vendors that will be offering FreeBSD 7.3-based
products is:



		FreeBSD Mall, Inc. http://www.freebsdmall.com/








BitTorrent


7.3-RELEASE ISOs are available via BitTorrent. A collection of torrent
files to download the images is available at:



		http://torrents.FreeBSD.org:8080/








FTP


At the time of this announcement the following FTP sites have FreeBSD
7.3-RELEASE available.



		ftp://ftp.freebsd.org/pub/FreeBSD/


		ftp://ftp1.freebsd.org/pub/FreeBSD/


		ftp://ftp3.freebsd.org/pub/FreeBSD/


		ftp://ftp7.freebsd.org/pub/FreeBSD/


		ftp://ftp13.freebsd.org/pub/FreeBSD/


		ftp://ftp14.freebsd.org/pub/FreeBSD/


		ftp://ftp.dk.freebsd.org/pub/FreeBSD/


		ftp://ftp.fr.freebsd.org/pub/FreeBSD/


		ftp://ftp.jp.freebsd.org/pub/FreeBSD/


		ftp://ftp.ru.freebsd.org/pub/FreeBSD/


		ftp://ftp1.ru.freebsd.org/pub/FreeBSD/


		ftp://ftp.tw.freebsd.org/pub/FreeBSD/


		ftp://ftp4.tw.freebsd.org/pub/FreeBSD/


		ftp://ftp3.us.freebsd.org/pub/FreeBSD/


		ftp://ftp10.us.freebsd.org/pub/FreeBSD/





However before trying these sites please check your regional mirror(s)
first by going to:



		ftp://ftp.<yourdomain>.FreeBSD.org/pub/FreeBSD





Any additional mirror sites will be labeled ftp2, ftp3 and so
on.


More information about FreeBSD mirror sites can be found at:



		http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/mirrors-ftp.html





For instructions on installing FreeBSD, please see Chapter 2 of The
FreeBSD Handbook. It provides a complete installation walk-through for
users new to FreeBSD, and can be found online at:



		http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/install.html








Updates from Source


The procedure for doing a source code based update is described in the
FreeBSD Handbook:



		http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/synching.html


		http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/makeworld.html





The branch tag to use for updating the source is RELENG_7_3.





FreeBSD Update


The freebsd-update(8) utility supports binary upgrades of i386 and amd64
systems running earlier FreeBSD releases. Systems running
7.[012]-RELEASE, 7.3-BETA1, or 7.3-RC[12] can upgrade as follows:


# freebsd-update upgrade -r 7.3-RELEASE






During this process, FreeBSD Update may ask the user to help by merging
some configuration files or by confirming that the automatically
performed merging was done correctly.


# freebsd-update install






The system must be rebooted with the newly installed kernel before
continuing.


# shutdown -r now






After rebooting, freebsd-update needs to be run again to install the new
userland components, and the system needs to be rebooted again:


# freebsd-update install
# shutdown -r now






Users of earlier FreeBSD releases (FreeBSD 6.x) can also use
freebsd-update to upgrade to FreeBSD 7.3, but will be prompted to
rebuild all third-party applications (e.g., anything installed from the
ports tree) after the second invocation of “freebsd-update install”, in
order to handle differences in the system libraries between FreeBSD 6.x
and FreeBSD 7.x.





Support


The FreeBSD Security Team currently plans to support FreeBSD 7.3 until
March 31st 2012. Users of FreeBSD 7.2 are strongly encouraged to upgrade
to either FreeBSD 7.3 or FreeBSD 8.0 before the FreeBSD 7.2 End of Life
on June 30th 2010. For more information on the Security Team and their
support of the various FreeBSD branches see:



		http://www.FreeBSD.org/security/
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Introduction


The following is the general policy for submitting requests to have
Errata Fixes applied to FreeBSD &local.rel;.





Procedures


The Errata fixes will be applied by a member of the Release Engineering
Team, coordinating the fix with the Security Officer who owns the
branch. An Errata Notice will also be issued. The Release Engineering
Team may choose to handle several Errata with one Errata Notice if
several are being processed at roughly the same time.





Policy



Errata Candidates


The classification of things that are Errata candidates are things that
are severe service-disrupting bugs for which there is no known
work-around. Things like bugs in device drivers that impair their
expected functionality, things that can cause kernel panics, etc.





Initial Patch


During the initial phases the fix for Errata should be handled exactly
like any other fix. It should initially be committed to HEAD and go
through the normal testing period there. The fix should then be MFCed as
usual. At this point if you feel a fix is an Errata Notice candidate
please contact the Release Engineering Team to make them aware of it.


The fix should then sit in RELENG_5 for one to two weeks. During this
period please try to have the fix reviewed by another senior Developer
familiar with the section of the code you are working with. You should
also get confirmation that the fix solves the problem from someone who
had reported the problem. Assuming no problems come up during this
testing period then send in the formal request to re@FreeBSD.org. Please
include the patch that will need to be applied to &local.rel; and who
has reviewed the fix.
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Date: Thu, 27 Jul 2000 05:17:09 -0700


From: “Jordan K. Hubbard” <jkh@zippy.osd.bsdi.com>

To: announce@FreeBSD.org

Subject: 4.1-RELEASE now available from ftp.freebsd.org





I’m very pleased to announce the availability of FreeBSD 4.1-RELEASE,
the very latest in 4.x-STABLE branch technology. Following the release
of FreeBSD 4.0 in March, 2000, many bugs were fixed, important security
issues dealt with, and quite a few new features added. Please see the
release notes for more information.


The 4.1-RELEASE is available for
i386 [ftp://ftp.FreeBSD.org/pub/FreeBSD/releases/i386/4.1-RELEASE]
and
alpha [ftp://ftp.FreeBSD.org/pub/FreeBSD/releases/alpha/4.1-RELEASE]
right now and can be installed directly over the net using the boot
floppies or copied to a local NFS/ftp server. ISO images will also be
provided later (see below).



ISO (CD) Images


—————





ISO images of the installation CD will be made available by August 1st
2000, after the bits have undergone a bit more integration testing. This
additional delay is necessary given that the ISO images are so large
(~650MB each) and are not something which many people want to transfer
more than once. A follow-up announcement will be sent once the ISO
images are in place, so please don’t send me email asking where they are
or when they’ll be ready. When they’re ready, they’ll be uploaded and an
announcement will be sent out.


We also can’t promise that all the mirror sites will carry these large
ISO images, but they will at least be available from:



ftp://ftp.FreeBSD.org/pub/FreeBSD/releases/i386/ISO-IMAGES/4.1-install.iso

ftp://ftp.FreeBSD.org/pub/FreeBSD/releases/alpha/ISO-IMAGES/4.1-install.iso



If you can’t afford the CDs, are impatient, or just want to use it for
evangelism purposes, then by all means download the ISOs, otherwise
please do continue to support the FreeBSD project by purchasing one of
its official CD releases from BSDi. FreeBSD 4.1-RELEASE can be ordered
as a 4 CD set from The FreeBSD Mall [http://www.freebsdmall.com]
from where it will soon be shipping. Each CD sets contains the FreeBSD
installation and application package bits for either the x86 or the
alpha architecture (each architecture has its own CD set). For a set of
distfiles used to build ports in the ports collection, please see also
the FreeBSD Toolkit, a 6 CD set containing all such extra bits which we
can no longer fit on the 4 CD sets. You can also order by phone, postal
mail, FAX or email at:


BSDi
4041 Pike Lane, #F
Concord CA, 94520 USA
Phone: +1 925 674-0783
Fax: +1 925 674-0821
Tech Support: +1 925 603-1234
Email: orders@wccdrom.com
WWW: http://www.wccdrom.com/






FreeBSD is also available via anonymous FTP from mirror sites in the
following countries: Argentina, Australia, Austria, Brazil, Bulgaria,
Canada, the Czech Republic, Denmark, Estonia, Finland, France, Germany,
Hong Kong, Hungary, Iceland, Ireland, Israel, Japan, Korea, Latvia,
Malaysia, the Netherlands, Poland, Portugal, Rumania, Russia, Slovenia,
South Africa, Spain, Sweden, Taiwan, Thailand, Elbonia, the Ukraine and
the United Kingdom (and quite possibly several others which I’ve never
even heard of :).


Before trying the central FTP site, please check your regional mirror(s)
first by going to:


ftp://ftp.<yourdomain>.FreeBSD.org/pub/FreeBSD


Any additional mirror sites will be labeled ftp2, ftp3 and so on.


The latest versions of export-restricted code for FreeBSD are also being
made available at the following locations. Now that FreeBSD has export
permission for crypto from the United States government, you can get it
from the following locations or from ftp.freebsd.org:



		South Africa


		
ftp://ftp.internat.FreeBSD.org/pub/FreeBSD


ftp://ftp2.internat.FreeBSD.org/pub/FreeBSD








		Brazil


		ftp://ftp.br.FreeBSD.org/pub/FreeBSD


		Finland


		ftp://nic.funet.fi/pub/unix/FreeBSD/eurocrypt





Thanks! - Jordan
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                                 RELEASE NOTES
                              FreeBSD 2.2.2-RELEASE

o For information about the layout of the release directory, see
  the ABOUT.TXT file.

o For installation instructions, see the INSTALL.TXT and HARDWARE.TXT
  files.

For the most up-to-date releases along the RELENG_2_2 branch (which
is now proceeding onwards toward release 2.2.5), please install from:

        ftp://releng22.FreeBSD.org/pub/FreeBSD/


0. What's new since 2.2.1
-------------------------
A number of bugs in the Adaptec 294x/394x (AHC) driver were fixed
which could cause instability on heavily loaded systems.

NFSv3 is now the default, with fall-back to NFSv2 occuring as necessary.

An lchown() system call has been added for changing the ownership of symlinks.

Login classes added for setting default user limits (see login.
conf(5)).

ftpd now supports virtual FTP hosting.

Numerous security fixes (buffer overflows and other potential exploits fixed).

Better build support for C++ libraries added.

Support for the GLOBAL text/HTML source tag system added (man global).

/etc/sysconfig now replaced by /etc/rc.conf - a more concise customization
file with more knobs added.  Other things in /etc were also neatened
up, /etc/netstart being replaced with /etc/rc.network

User-mode ppp updated with various fixes and enhancements from 3.0-current.

Texinfo documentation mechanisms cleaned up in source tree.


1. What's new since 2.1.7
-------------------------

Lots of installation bugs fixed, more pc98 changes synchronized, geeze,
what else?

gdb 4.16 has been merged from -current, most of the third-party source
now lives under /usr/src/contrib.

Updated support for the DEC DEFPA/DEFEA FDDI hardware.

The old ``HAVE_FPU'' Makefile option is now finally gone, the selection
between the math library using the floating point emulator, and the
version using the co-processor is now fully automatic.  This will speed
up floating-point using programs on sites that didn't like to recompile
their `libm' previously.

Javier Martin Rueda's `ex' driver has been merged, bringing support
for the Intel EtherExpress Pro/10 network cards.

The Intel EtherExpress Pro/100B now works in full-duplex mode.

The `de' driver now recognizes cards using the DE21140A chip, like the
popular SMC9332BDT (10/100 Mbit/s) one.

There's now a workaround for the brokenness of the frequently used
CMD640 PCI IDE chip in the sources, albeit still disabled by default
in 2.2.

The number of EISA slots to probe is now a fully supported option,
including the ability to save the value from a UserConfig session
with
dset(8)>.
This helps owners of HP NetServer LC machines to
install the system on their hardware.

Support for the SDL RISCom N2pci sync serial card.

Support for Cyclades Cyclom-Y (multi-port async serial) PCI adaptors
as well as multiple controllers and the 32-Y (if you are currently using
the Cyclades serial adapter, you should re-make your /dev entries and
remove the old ones).

Updated support for ethernet adaptors which use the DEC DC21X4X chipset.

Update to gcc 2.7.2.1 & add support for weak symbols.

Many things moved/brought into /usr/src/contrib, updating and
cleaning up the source tree accordingly.

Support for compiled-in shared library ld paths.

Update sgmlfmt to `instant'.

Support for SNMP-style interface MIBs, including full RFC
1650-compliant MIBs for the `de' (DEC 21x4x) and `ed' (SMC/WD/Novell)
drivers.

/stand/sysinstall moved even more towards becoming a more general
system management tool.  You can actually add a new, from-scratch
formatted disk with it now, from partition label to filesystem
creation (though it still doesn't modify your /etc/fstab file to
make it permanent).

The syscons and psm drivers now have a new underlying shared keyboard
driver, eliminating many of the previously existing problems with
their mutual interaction.

Syscons now supports cut & paste in textmode using the
moused(8)>
utility.

2.2 is the first release that includes full CD-R support for the
Plasmon RF41xx, HP4020i, HP6020i, and Philips CDD2000 drives.  The
driver is still under development (in particular to extend its
usability for other devices), but it has been proved to be stable
by now.

Support for NFSv3 clients and servers went into the 2.2 sources
shortly after branching off the 2.0.5/2.1.X tree.  There are also
other options available with NFS, like the ability to turn an NFSv2
server into asynchronous write mode (which is in violation of the
specs, but has precedents e.g. in SGI Irix).

Poul-Henning Kamp's phkmalloc replaced the old and blatant BSD
malloc implementation.  This usually saves a lot of virtual memory
for the clients, and offers some neat features like aborting the
program on detected malloc abuses, or filling the malloced and/or
freed area with junk in order to detect semantical problems in
programs that use malloc.

The `netatalk' implementation of AppleTalk has been integrated into
the sources, most of the integration work courtesy Whistle Communic-
ations Corp.

The mount option `async' allows asynchronous metadata updates on UFS
filesystems, something that is the default e.g. on Linux' ext2fs.
This speeds up many i-node intensive filesystem operations (like
rm -r) at the cost of an increased risk in case of a system crash.
The installation itself makes use of this feature, and could be
drastically accelerated by this.  (A bindist-only installation from a
SCSI CD-ROM can now complete in less than 5 minutes on a fast
machine!)

The ATAPI CD-ROM support is now reported to work for quite an
impressive number of drives.  In other words, all the drives that
basically adhere to the ATAPI standard are likely to work.

There are many new drivers available in the kernel, too many to keep
them in mind.  Tekram supplied a driver for their DC390 and DC390T
controllers.  These controllers are based on the AMD 53c974, and the
driver is also able to handle other SCSI controllers based on that
chip.  Of course, with Tekram being generous enough to support the
FreeBSD project with their driver, we'd like to encourage you to buy
their product.  The `ed' and `lnc' drivers now support auto-config-
uration for the respective PCI ethernet cards, including many NE2000
clones and the AMD PCnet chips.  The SDL RISCom N2 support is new, as
well as the PCI version of the Cyclades driver.

The Linux emulation is now fully functional, including ELF support.
To make its use easier, there are even ports for the required shared
libraries, and for the Slackware development environment.

Along the same lines, the SysV COFF emulation (aka. SCO emulation) is
reported to be working well now.

FreeBSD also supports native ELF binaries, although it hasn't been
decided yet whether, when, and how we might use this as the default
binary format some day.

A `brandelf' utility has been added to allow `branding' of non-shared
linked ELF binaries where the kernel cannot guess which image activator
(FreeBSD, Linux, maybe SysV some day) should be used.  This works around
one major flaw in the ELF object format, the missing field to mark the
ABI it belongs to.

Support for APM BIOSes is now in a much better shape.

The manual section 9 has been started, describing `official' kernel
programming interfaces.  We are still seeking volunteers to document
interfaces here!

The kernel configuration option handling has been largely moved away
from the old -D Makefile kludges, towards a system of "opt_foo.h"
kernel include files, allowing Makefile dependencies to work again.
We expect the old hack that blows the entire compile directory away
on each run of
config(8)>
to go away anytime soon.  Unless you're changing
weird options, you might now consider using the -n option to
config(8)>,
or setting the env variable NO_CONFIG_CLOBBER, if CPU time is costly for
you.  See also the comments in the handbook about how it works.


2. Supported Configurations
---------------------------

FreeBSD currently runs on a wide variety of ISA, VLB, EISA and PCI bus
based PC's, ranging from 386sx to Pentium class machines (though the
386sx is not recommended).  Support for generic IDE or ESDI drive
configurations, various SCSI controller, network and serial cards is
also provided.

What follows is a list of all peripherals currently known to work with
FreeBSD.  Other configurations may also work, we have simply not as yet
received confirmation of this.


2.1. Disk Controllers
---------------------

WD1003 (any generic MFM/RLL)
WD1007 (any generic IDE/ESDI)
IDE
ATA

Adaptec 1510 series ISA SCSI controllers (not for bootable devices)
Adaptec 152x series ISA SCSI controllers
Adaptec 1535 ISA SCSI controllers
Adaptec 154x series ISA SCSI controllers
Adaptec 174x series EISA SCSI controller in standard and enhanced mode.
Adaptec 274X/284X/2940/3940 (Narrow/Wide/Twin) series ISA/EISA/PCI SCSI
controllers.
Adaptec AIC7850 on-board SCSI controllers.

Adaptec AIC-6260 and AIC-6360 based boards, which includes the AHA-152x
and SoundBlaster SCSI cards.

** Note: You cannot boot from the SoundBlaster cards as they have no
   on-board BIOS, such being necessary for mapping the boot device into the
   system BIOS I/O vectors.  They're perfectly usable for external tapes,
   CDROMs, etc, however.  The same goes for any other AIC-6x60 based card
   without a boot ROM.  Some systems DO have a boot ROM, which is generally
   indicated by some sort of message when the system is first powered up
   or reset, and in such cases you *will* also be able to boot from them.
   Check your system/board documentation for more details.

Buslogic 545S & 545c
Buslogic 445S/445c VLB SCSI controller
Buslogic 742A, 747S, 747c EISA SCSI controller.
Buslogic 946c PCI SCSI controller
Buslogic 956c PCI SCSI controller

SymBios (formerly NCR) 53C810, 53C825, 53c860 and 53c875 PCI SCSI
controllers:
        ASUS SC-200
        Data Technology DTC3130 (all variants)
        NCR cards (all)
        Symbios cards (all)
        Tekram DC390W, 390U and 390F
        Tyan S1365

Tekram DC390 and DC390T controllers (maybe other cards based on the
AMD 53c974 as well).

NCR5380/NCR53400 ("ProAudio Spectrum") SCSI controller.

DTC 3290 EISA SCSI controller in 1542 emulation mode.

UltraStor 14F, 24F and 34F SCSI controllers.

Seagate ST01/02 SCSI controllers.

Future Domain 8xx/950 series SCSI controllers.

WD7000 SCSI controller.

With all supported SCSI controllers, full support is provided for
SCSI-I & SCSI-II peripherals, including Disks, tape drives (including
DAT and 8mm Exabyte) and CD ROM drives.

The following CD-ROM type systems are supported at this time:
(cd)    SCSI interface (also includes ProAudio Spectrum and
        SoundBlaster SCSI)
(mcd)   Mitsumi proprietary interface (all models)
(matcd) Matsushita/Panasonic (Creative SoundBlaster) proprietary
        interface (562/563 models)
(scd)   Sony proprietary interface (all models)
(wcd)   ATAPI IDE interface (experimental and should be considered ALPHA
        quality!).


2.2. Ethernet cards
-------------------

Allied-Telesis AT1700 and RE2000 cards

AMD PCnet/PCI (79c970 & 53c974 or 79c974)

SMC Elite 16 WD8013 ethernet interface, and most other WD8003E,
WD8003EBT, WD8003W, WD8013W, WD8003S, WD8003SBT and WD8013EBT
based clones.  SMC Elite Ultra is also supported.

DEC EtherWORKS III NICs (DE203, DE204, and DE205)
DEC EtherWORKS II NICs (DE200, DE201, DE202, and DE422)
DEC DC21040, DC21041, or DC21140 based NICs (SMC Etherpower 8432T, DE245, etc)
DEC FDDI (DEFPA/DEFEA) NICs

Fujitsu MB86960A/MB86965A

HP PC Lan+ cards (model numbers: 27247B and 27252A).

Intel EtherExpress (not recommended due to driver instability)
Intel EtherExpress Pro/10
Intel EtherExpress Pro/100B PCI Fast Ethernet

Isolan AT 4141-0 (16 bit)
Isolink 4110     (8 bit)

Novell NE1000, NE2000, and NE2100 ethernet interface.

3Com 3C501 cards

3Com 3C503 Etherlink II

3Com 3c505 Etherlink/+

3Com 3C507 Etherlink 16/TP

3Com 3C509, 3C579, 3C589 (PCMCIA), 3C590/592/595/900/905 PCI and EISA
(Fast) Etherlink III / (Fast) Etherlink XL

Toshiba ethernet cards

PCMCIA ethernet cards from IBM and National Semiconductor are also
supported.

Note that NO token ring cards are supported at this time as we're
still waiting for someone to donate a driver for one of them.  Any
takers?


2.3. Misc
---------

AST 4 port serial card using shared IRQ.

ARNET 8 port serial card using shared IRQ.
ARNET (now Digiboard) Sync 570/i high-speed serial.

Boca BB1004 4-Port serial card (Modems NOT supported)
Boca IOAT66 6-Port serial card (Modems supported)
Boca BB1008 8-Port serial card (Modems NOT supported)
Boca BB2016 16-Port serial card (Modems supported)

Cyclades Cyclom-y Serial Board.

STB 4 port card using shared IRQ.

SDL Communications Riscom/8 Serial Board.
SDL Communications RISCom/N2 and N2pci high-speed sync serial boards.

Stallion multiport serial boards: EasyIO, EasyConnection 8/32 & 8/64,
ONboard 4/16 and Brumby.

Adlib, SoundBlaster, SoundBlaster Pro, ProAudioSpectrum, Gravis UltraSound
and Roland MPU-401 sound cards.

Connectix QuickCam
Matrox Meteor Video frame grabber
Creative Labs Video Spigot frame grabber
Cortex1 frame grabber

HP4020i, Philips CDD2000 and PLASMON WORM (CDR) drives.

PS/2 mice

Standard PC Joystick

X-10 power controllers

GPIB and Transputer drivers.

Genius and Mustek hand scanners.


FreeBSD currently does NOT support IBM's microchannel (MCA) bus.


3. Obtaining FreeBSD
--------------------

You may obtain FreeBSD in a variety of ways:

3.1. FTP/Mail
-------------

You can ftp FreeBSD and any or all of its optional packages from
`ftp.FreeBSD.org' - the official FreeBSD release site.

For other locations that mirror the FreeBSD software see the file
MIRROR.SITES.  Please ftp the distribution from the site closest (in
networking terms) to you.  Additional mirror sites are always welcome!
Contact freebsd-admin@FreeBSD.org for more details if you'd like to
become an official mirror site.

If you do not have access to the Internet and electronic mail is your
only recourse, then you may still fetch the files by sending mail to
`ftpmail@ftpmail.vix.com' - putting the keyword "help" in your message
to get more information on how to fetch files using this mechanism.
Please do note, however, that this will end up sending many *tens of
megabytes* through the mail and should only be employed as an absolute
LAST resort!


3.2. CDROM
----------

FreeBSD 2.1.7-RELEASE and 2.2-RELEASE CDs may be ordered on CDROM from:

        Walnut Creek CDROM
        4041 Pike Lane, Suite D
        Concord CA  94520
        1-800-786-9907, +1-510-674-0783, +1-510-674-0821 (fax)

Or via the Internet from orders@cdrom.com or http://www.cdrom.com.
Their current catalog can be obtained via ftp from:
        ftp://ftp.cdrom.com/cdrom/catalog.

Cost per -RELEASE CD is $39.95 or $24.95 with a FreeBSD subscription.
FreeBSD 3.0-SNAP CDs are $29.95 or $14.95 with a FreeBSD-SNAP subscription
(-RELEASE and -SNAP subscriptions are entirely separate).  With a
subscription, you will automatically receive updates as they are released.
Your credit card will be billed when each disk is shipped and you may cancel
your subscription at any time without further obligation.

Shipping (per order not per disc) is $5 in the US, Canada or Mexico
and $9.00 overseas.  They accept Visa, Mastercard, Discover, American
Express or checks in U.S. Dollars and ship COD within the United
States.  California residents please add 8.25% sales tax.

Should you be dissatisfied for any reason, the CD comes with an
unconditional return policy.


4. Reporting problems, making suggestions, submitting code.
-----------------------------------------------------------

Your suggestions, bug reports and contributions of code are always
valued - please do not hesitate to report any problems you may find
(preferably with a fix attached, if you can!).

The preferred method to submit bug reports from a machine with
Internet mail connectivity is to use the send-pr command or use the CGI
script at http://www.FreeBSD.org/send-pr.html.  Bug reports
will be dutifully filed by our faithful bugfiler program and you can
be sure that we'll do our best to respond to all reported bugs as soon
as possible.  Bugs filed in this way are also visible on our WEB site
in the support section and are therefore valuable both as bug reports
and as "signposts" for other users concerning potential problems to
watch out for.

If, for some reason, you are unable to use the send-pr command to
submit a bug report, you can try to send it to:

                freebsd-bugs@FreeBSD.org

Note that send-pr itself is a shell script that should be easy to move
even onto a totally different system.  We much prefer if you could use
this interface, since it make it easier to keep track of the problem
reports.  However, before submitting, please try to make sure whether
the problem might have already been fixed since.


Otherwise, for any questions or suggestions, please send mail to:

                freebsd-questions@FreeBSD.org


Additionally, being a volunteer effort, we are always happy to have
extra hands willing to help - there are already far more desired
enhancements than we'll ever be able to manage by ourselves!  To
contact us on technical matters, or with offers of help, please send
mail to:

                freebsd-hackers@FreeBSD.org


Please note that these mailing lists can experience *significant*
amounts of traffic and if you have slow or expensive mail access and
are only interested in keeping up with significant FreeBSD events, you
may find it preferable to subscribe instead to:

                freebsd-announce@FreeBSD.org


All but the freebsd-bugs groups can be freely joined by anyone wishing
to do so.  Send mail to MajorDomo@FreeBSD.org and include the keyword
`help' on a line by itself somewhere in the body of the message.  This
will give you more information on joining the various lists, accessing
archives, etc.  There are a number of mailing lists targeted at
special interest groups not mentioned here, so send mail to majordomo
and ask about them!
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Release Highlights


The highlights in the 7.3-RELEASE are the following:



		The ZFS file system has been updated to version 13. The changes
include ZFS operations by a regular user, L2ARC, ZFS Intent Log on
separated disks (slog), sparse volumes, and so on.


		A lock handling error has been fixed in interaction between
malloc(3) [http://www.FreeBSD.org/cgi/man.cgi?query=malloc&sektion=3&manpath=FreeBSD+7.3-stable]
implementation and threading library.


		A deadlock in the
sched_ule(4) [http://www.FreeBSD.org/cgi/man.cgi?query=sched_ule&sektion=4&manpath=FreeBSD+7.3-stable]
scheduler has been fixed.


		A new sysctl variable security.bsd.map_at_zero has been added and
set to 1 (allow) by default. This controls whether FreeBSD allows
to map an object at the address 0, which is part of the
user-controlled portion of the virtual address space. Disabling this
has some effect on preventing an attack which injects malicious code
into that location and triggers a NULL pointer dereference in the
kernel.


		A new boot loader gptzfsboot, which supports GPT and ZFS has been
added. zfsloader, the final boot loader similar to
loader(8) [http://www.FreeBSD.org/cgi/man.cgi?query=loader&sektion=8&manpath=FreeBSD+7.3-stable]
which supports ZFS has been added.


		[amd64, i386] CPU cache flushing has been optimized when changing
caching attributes of pages by doing nothing for CPUs that support
self-snooping and using CLFLUSH instead of a full cache
invalidate when possible.


		The amdsbwd(4) driver for AMD SB600/SB7xx watchdog timer has been
added.


		[amd64, i386] The
hwpmc(4) [http://www.FreeBSD.org/cgi/man.cgi?query=hwpmc&sektion=4&manpath=FreeBSD+7.3-stable]
driver for Hardware Performance Monitoring Counter support has been
added.


		DRM now supports Radeon HD 4200 (RS880), 4770 (RV740), and R6/7xx
3D, and Intel G41 chips.


		The
alc(4) [http://www.FreeBSD.org/cgi/man.cgi?query=alc&sektion=4&manpath=FreeBSD+7.3-stable]
driver for Atheros AR8131/AR8132 PCIe Ethernet controller has been
added.


		[sparc64] The
cas(4) [http://www.FreeBSD.org/cgi/man.cgi?query=cas&sektion=4&manpath=FreeBSD+7.3-stable]
driver has been added to provide support for Sun Cassini/Cassini+ and
National Semiconductor DP83065 Saturn Gigabit Ethernet devices.


		A userland utility
mfiutil(8) [http://www.FreeBSD.org/cgi/man.cgi?query=mfiutil&sektion=8&manpath=FreeBSD+7.3-stable]
for the
mfi(4) [http://www.FreeBSD.org/cgi/man.cgi?query=mfi&sektion=4&manpath=FreeBSD+7.3-stable]
devices has been added.


		A userland utility
mptutil(8) [http://www.FreeBSD.org/cgi/man.cgi?query=mptutil&sektion=8&manpath=FreeBSD+7.3-stable]
for the
mpt(4) [http://www.FreeBSD.org/cgi/man.cgi?query=mpt&sektion=4&manpath=FreeBSD+7.3-stable]
devices has been added.


		The
yp(8) [http://www.FreeBSD.org/cgi/man.cgi?query=yp&sektion=8&manpath=FreeBSD+7.3-stable]
utilities now support shadow.byname and shadow.byuid maps.
These requires privileged port access.


		The
service(8) [http://www.FreeBSD.org/cgi/man.cgi?query=service&sektion=8&manpath=FreeBSD+7.3-stable]
command as an easy interface for the rc.d scripts has been added.


		ISC BIND has been updated to version 9.4-ESV.


		sendmail has been updated from version 8.14.3 to version 8.14.4.


		The supported version of the GNOME desktop environment
(`x11/gnome2 <http://www.FreeBSD.org/cgi/url.cgi?ports/x11/gnome2/pkg-descr>`__)
has been updated to 2.28.2.


		The supported version of the KDE desktop environment
(`x11/kde4 <http://www.FreeBSD.org/cgi/url.cgi?ports/x11/kde4/pkg-descr>`__)
has been updated to 4.3.5.


		FreeBSD release ISO images now have “FreeBSD-” at the beginning of
the filenames.





For more details, please see the Detailed Release
Notes.


A list of all platforms currently under development can be found on the
Supported Platforms page.
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Last minute errata:
-------------------
o login as root produces "login_getclass: unknown class 'root'" on system console.

Fix:  If you have the source distribution installed, simply
      cp /usr/src/etc/login.conf /etc
      otherwise, get it from the FreeBSD FTP site using this URL:
      ftp://ftp.FreeBSD.org/pub/FreeBSD/FreeBSD-current/src/etc/login.conf
      instead.  Simply cd to /etc and then run fetch(1) with the provided URL.


o sysconfig scrambles rc.conf if run again.

Fix:  Get updated /usr/src from RELENG_2_2 branch and build
      /usr/src/release/sysinstall, copying the new binary to /stand.

      If you do not have enough space for src then you could also
      use the boot/fixit floppy combo from a later 2.2-YYMMDD-RELENG
      release to simply mount your root partition (using the Fixit
      option) and copy /stand/sysinstall from the floppy to /stand on
      your root fs.


o Installation floppy does not boot at all - whereas the 2.2.1 floppy
  worked fine.  I get a "panic: double fault" right after it tries to
  change the root device to fd0c.

Fix:  The problem is that you have 48MB of RAM and something very
      mysterious has happened to FreeBSD twixt 2.2.1 and 2.2.2 which makes
      it fail with just that exact memory size.  Given the popularity of
      16MB simms, it also explains why none of us have seen it since we
      typically have either 16MB, 32MB or 64MB of memory in our systems. :)

      We're working on finding and fixing this problem, but until then
      the following work-around is in effect for 48MB systems:

      1. Boot the 2.2.2 boot floppy and when it comes to the first menu which
         asks you whether or not you want to go into the kernel configuration
         editor, choose the "experts only" CLI mode option.  Now type:

          iosize npx0 32768
          visual
          < and do your visual kernel configuration as normal then exit>

         If you can get through to the installation, go to step 3.

      2. If the above does not work, physically remove all but 32MB of memory
         from your machine and then boot the boot floppy.  Unless your problem
         is totally weird and something we've not seen at all before, you
         should now be able to go on to step 3.

      3. Complete the installation and then boot off your hard disk.  This
         boot should work fine, since you are no longer using the memory
         filesystem that the installation uses and which seems to interact
         badly with these memory size issues to create the failure you saw.

         You will also want to boot with the -c flag at some point and
         say "iosize npx0 0" to get the full use of all your memory back
         since the old value of 32768 will have been saved to disk during
         the initial installation.  If you already plan on building a custom
         kernel, you can skip this step since the value will be reset anyway.
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                                 RELEASE NOTES
                              FreeBSD 4.1-RELEASE

Any installation failures or crashes should be reported by using the
send-pr command (those preferring a Web-based interface can also see
http://www.FreeBSD.org/send-pr.html).

For information about FreeBSD and the layout of the 4.1-RELEASE
directory (especially if you're installing from floppies!), see
ABOUT.TXT.  For installation instructions, see the INSTALL.TXT and
HARDWARE.TXT files.

For the latest 4.1-stable snapshots (post-4.1 snaps), you should
always see:

        ftp://releng4.FreeBSD.org/pub/FreeBSD

Table of contents:
------------------
1. What's new since 4.0-RELEASE
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   1.2 SECURITY FIXES
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   2.2 Ethernet cards
   2.3 FDDI
   2.4 ATM
   2.5 Misc

3. Obtaining FreeBSD
   3.1 FTP/Mail
   3.2 CDROM

4. Upgrading from previous releases of FreeBSD

5. Reporting problems, making suggestions, submitting code

6. Acknowledgements


1. What's new since 4.0-RELEASE
--------------------------------------

1.1. KERNEL CHANGES
-------------------

FreeBSD 4.1-RELEASE contains updated code from the KAME project
(http://www.kame.net) including the following features:

* Significantly improved IPSEC functionality.  In particular, IPSEC
  security associations must no longer be manually keyed: the new code
  supports racoon, the KAME IKE daemon, which is located in
  /usr/ports/security/racoon.  Racoon has been shown to interoperate
  well with other vendor IKE systems, meaning that FreeBSD 4.1 can be
  used in a heterogeneous IPSEC environment.  However, racoon *is*
  still a work in progress, meaning that there may still be bugs,
  configuration syntax changes, etc.

* About 9 months of fixes and improvements to the IPv6 code relative to
  what was in 4.0-RELEASE.

* FreeBSD 4.1 can now be installed on an IPv6-only network - this will be
  the first release of FreeBSD that never needs to operate using IPv4 at
  all! ftp7.jp.FreeBSD.org (Listed as Japan #7 in sysinstall) is an
  IPv6-reachable mirror site for installation and package-fetching.

* The ALTQ traffic-shaping system has not yet been merged - it will
  hopefully be added before the release of 4.2.  The more experimental
  KAME code has also not been merged.  If you need those features,
  consider using the 4.1-RELEASE+KAME snapshots from
  ftp://ftp.kame.net which will become available after 4.1-RELEASE.

* KNOWN ISSUES: NFS mounts over IPSEC do not seem to work reliably in
  all cases - mount hangs and possible data corruption have been
  observed.

A new event notification facility called kqueue was added to the
FreeBSD kernel.  This is a new interface which is able to replace
poll/select, offering improved performance, as well as the ability
to report many different types of events.  Support for monitoring
changes in sockets, pipes, fifos, and files are present, as well as
for signals and processes.

Support for Intel's Wired for Management 2.0 (PXE) was added to
the FreeBSD boot loader.  Due to API differences, the older PXE
versions are not supported.  This allow network booting using DHCP.

For the alpha release of FreeBSD, the following specifics also
apply:

   FreeBSD/alpha now posseses a loader with FICL (Forth support) builtin.

   Parallel ports are now supported.

   Support for multiple new Alpha system types has been added. Please
   check HARDWARE.TXT for details.

   AlphaServer 4100 (Rawhide) does not want to allow installation using
   floppies or cdrom. Workaround is to install using another Alpha machine and
   move the disk to the AS4100. Once installed FreeBSD runs fine.

   AlphaServer 2100A (Lynx) is not supported in this release. Note that
   AlphaServer 2100 (Sable) works fine.

   Machines that have onboard IDE interfaces that their SRM can boot from
   are now supported with the IDE disk being the root/boot device. See
   HARDWARE.TXT for machine specifics like speed, use of DMA etc.

   Note that TGA consoles (either builtin or on TGA expansion cards) will
   not work. You will need to use a serial console or install a VGA card.


1.2. SECURITY FIXES
-------------------

The kernel and userland have been audited for bugs and security
vulnerabilities resulting from the incorrect use of format strings in
vfprintf()-like functions.  No vulnerabilities were discovered.

For additional security fixes, see the list of released Security
Advisories located at http://www.FreeBSD.org/security/

1.3. USERLAND CHANGES
---------------------

Support for the KAME IKE daemon, racoon, as noted in section 1.1 above.

Several additional system utilities (whois, fetch, and possibly
others) have gained the ability to operate over IPv6.

cdcontrol(1) now supports a "cdid" command, which calculates and
displays the CD serial number, using the same algorithm used by the CDDB
database.

mtree(8) now includes support for a file listing pathnames to be excluded
when creating and verifying prototypes.  This makes it easier to use
mtree as a part of an intrusion-detection system.

The OPIE one-time-password suite has been updated to 2.32.

OpenSSH has been upgraded to 2.1.0, which provides support for the
SSH2 protocol, including DSA keys.  Therefore, OpenSSH users in the US
no longer need to rely on the restrictively-licensed RSAREF toolkit
which is required to handle RSA keys.  OpenSSH 2.1 interoperates well
with other SSH2 clients and servers, including the ssh2 port.  See
http://www.openssh.com for more details.

OpenSSH can now authenticate using OPIE passwords in SSH1 mode.
Support is not yet available in SSH2 mode.

camcontrol(8) now includes a built in 'format' function to low-level
format SCSI disks.

Support for USB devices was added to the GENERIC kernel and to the
installation programs to support USB devices out of the box.  Note that
an AT keyboard must still be used during the initial install, but it
should work fine afterwards.

The entire i386 bootstrap was revamped to support automatic detection and
use of the Enhanced Disk Drive BIOS extensions to support booting beyond
the 1023rd cylinder.  As part of this change, the FreeBSD boot manager
(boot0) was increased from 1 sector in size (512 bytes), to 2 sectors in
length (1024 bytes).  As a result, several userland changes were made to
cope with MBR boot loaders of varying sizes.

libfetch has been greatly improved.  fetch(1) and the pkg tools now use
libfetch instead of libftpio, which means that the pkg tools have gained
HTTP support, and both have gained IPv6 support.

The csh(1) shell has been replaced by tcsh(1), although it can still
be run as csh(1).

The more(1) command has been replaced by less(1), although it can still
be run as more(1).

ls(1) can produce colorized listings with the -G flag (and appropriate
terminal support).

2. Supported Configurations
---------------------------
FreeBSD currently runs on a wide variety of ISA, VLB, EISA, MCA and PCI
bus based PC's, ranging from 386sx to Pentium class machines (though the
386sx is not recommended).  Support for generic IDE or ESDI drive
configurations, various SCSI controller, network and serial cards is
also provided.

What follows is a list of all peripherals currently known to work with
FreeBSD.  Other configurations may also work, we have simply not as yet
received confirmation of this.


2.1. Disk Controllers
---------------------
WD1003 (any generic MFM/RLL)
WD1007 (any generic IDE/ESDI)
IDE
ATA

Adaptec 1535 ISA SCSI controllers
Adaptec 154x series ISA SCSI controllers
Adaptec 164x series MCA SCSI controllers
Adaptec 174x series EISA SCSI controller in standard and enhanced mode.
Adaptec 274X/284X/2920C/294x/2950/3940/3950 (Narrow/Wide/Twin) series
EISA/VLB/PCI SCSI controllers.
Adaptec AIC7850, AIC7860, AIC7880, AIC789x, on-board SCSI controllers.
Adaptec 1510 series ISA SCSI controllers (not for bootable devices)
Adaptec 152x series ISA SCSI controllers
Adaptec AIC-6260 and AIC-6360 based boards, which includes the AHA-152x
and SoundBlaster SCSI cards.

AdvanSys SCSI controllers (all models).

BusLogic MultiMaster controllers:

[ Please note that BusLogic/Mylex "Flashpoint" adapters are NOT yet supported ]

BusLogic MultiMaster "W" Series Host Adapters:
    BT-948, BT-958, BT-958D
BusLogic MultiMaster "C" Series Host Adapters:
    BT-946C, BT-956C, BT-956CD, BT-445C, BT-747C, BT-757C, BT-757CD, BT-545C,
    BT-540CF
BusLogic MultiMaster "S" Series Host Adapters:
    BT-445S, BT-747S, BT-747D, BT-757S, BT-757D, BT-545S, BT-542D, BT-742A,
    BT-542B
BusLogic MultiMaster "A" Series Host Adapters:
    BT-742A, BT-542B

AMI FastDisk controllers that are true BusLogic MultiMaster clones are also
supported.

The Buslogic/Bustek BT-640 and Storage Dimensions SDC3211B and SDC3211F
Microchannel (MCA) bus adapters are also supported.

DPT SmartCACHE Plus, SmartCACHE III, SmartRAID III, SmartCACHE IV and
SmartRAID IV SCSI/RAID controllers are supported.  The DPT SmartRAID/CACHE V
is not yet supported.

AMI MegaRAID Express and Enterprise family RAID controllers:
    MegaRAID 418
    MegaRAID Enterprise 1200 (428)
    MegaRAID Enterprise 1300
    MegaRAID Enterprise 1400
    MegaRAID Enterprise 1500
    MegaRAID Elite 1500
    MegaRAID Express 200
    MegaRAID Express 300
    Dell PERC
    Dell PERC 2/SC
    Dell PERC 2/DC
Some HP NetRAID controllers are OEM versions of AMI designs, and
these are also supported.  Booting from these controllers is supported.

Mylex DAC960 and DAC1100 RAID controllers with 2.x, 3.x, 4.x and 5.x
firmware:
    DAC960P
    DAC960PD
    DAC960PDU
    DAC960PL
    DAC960PJ
    DAC960PG
    AcceleRAID 150
    AcceleRAID 250
    eXtremeRAID 1100
Booting from these controllers is supported. EISA adapters are not
supported.

SymBios (formerly NCR) 53C810, 53C810a, 53C815, 53C820, 53C825a,
53C860, 53C875, 53C875j, 53C885, 53C895 and 53C896 PCI SCSI controllers:
        ASUS SC-200
        Data Technology DTC3130 (all variants)
    Diamond FirePort (all)
        NCR cards (all)
        Symbios cards (all)
        Tekram DC390W, 390U and 390F
        Tyan S1365


QLogic 1020, 1040, 1040B, 1080 and 1240 SCSI Host Adapters.
QLogic 2100 Fibre Channel Adapters (private loop only).

DTC 3290 EISA SCSI controller in 1542 emulation mode.

With all supported SCSI controllers, full support is provided for
SCSI-I & SCSI-II peripherals, including hard disks, optical disks,
tape drives (including DAT and 8mm Exabyte), medium changers, processor
target devices and CDROM drives.  WORM devices that support CDROM commands
are supported for read-only access by the CDROM driver.  WORM/CD-R/CD-RW
writing support is provided by cdrecord, which is in the ports tree.

The following CD-ROM type systems are supported at this time:
(cd)    SCSI interface (also includes ProAudio Spectrum and
        SoundBlaster SCSI)
(matcd) Matsushita/Panasonic (Creative SoundBlaster) proprietary
        interface (562/563 models)
(scd)   Sony proprietary interface (all models)
(acd)   ATAPI IDE interface

The following drivers were supported under the old SCSI subsystem, but are
NOT YET supported under the new CAM SCSI subsystem:

  NCR5380/NCR53400 ("ProAudio Spectrum") SCSI controller.

  UltraStor 14F, 24F and 34F SCSI controllers.

  Seagate ST01/02 SCSI controllers.

  Future Domain 8xx/950 series SCSI controllers.

  WD7000 SCSI controller.

  [ Note:  There is work-in-progress to port the UltraStor driver to
    the new CAM SCSI framework, but no estimates on when or if it will
    be completed. ]

Unmaintained drivers, they might or might not work for your hardware:

  (mcd)   Mitsumi proprietary CD-ROM interface (all models)


2.2. Ethernet cards
-------------------

Adaptec Duralink PCI Fast Ethernet adapters based on the Adaptec
AIC-6915 Fast Ethernet controller chip, including the following:
  ANA-62011 64-bit single port 10/100baseTX adapter
  ANA-62022 64-bit dual port 10/100baseTX adapter
  ANA-62044 64-bit quad port 10/100baseTX adapter
  ANA-69011 32-bit single port 10/100baseTX adapter
  ANA-62020 64-bit single port 100baseFX adapter

Allied-Telesis AT1700 and RE2000 cards

Alteon Networks PCI Gigabit Ethernet NICs based on the Tigon 1 and Tigon 2
chipsets, including the following:
  Alteon AceNIC (Tigon 1 and 2)
  3Com 3c985-SX (Tigon 1 and 2)
  Netgear GA620 (Tigon 2)
  Silicon Graphics Gigabit Ethernet
  DEC/Compaq EtherWORKS 1000
  NEC Gigabit Ethernet

AMD PCnet/PCI (79c970 & 53c974 or 79c974)

SMC Elite 16 WD8013 Ethernet interface, and most other WD8003E,
WD8003EBT, WD8003W, WD8013W, WD8003S, WD8003SBT and WD8013EBT
based clones.  SMC Elite Ultra.  SMC Etherpower II.

RealTek 8129/8139 Fast Ethernet NICs including the following:
  Allied Telesyn AT2550
  Allied Telesyn AT2500TX
  Genius GF100TXR (RTL8139)
  NDC Communications NE100TX-E
  OvisLink LEF-8129TX
  OvisLink LEF-8139TX
  Netronix Inc. EA-1210 NetEther 10/100
  KTX-9130TX 10/100 Fast Ethernet
  Accton "Cheetah" EN1027D (MPX 5030/5038; RealTek 8139 clone?)
  SMC EZ Card 10/100 PCI 1211-TX

Lite-On 82c168/82c169 PNIC Fast Ethernet NICs including the following:
  LinkSys EtherFast LNE100TX
  NetGear FA310-TX Rev. D1
  Matrox FastNIC 10/100
  Kingston KNE110TX

Macronix 98713, 98713A, 98715, 98715A and 98725 Fast Ethernet NICs
  NDC Communications SFA100A (98713A)
  CNet Pro120A (98713 or 98713A)
  CNet Pro120B (98715)
  SVEC PN102TX (98713)

Macronix/Lite-On PNIC II LC82C115 Fast Ethernet NICs including the following:
  LinkSys EtherFast LNE100TX Version 2

Winbond W89C840F Fast Ethernet NICs including the following:
  Trendware TE100-PCIE

VIA Technologies VT3043 "Rhine I" and VT86C100A "Rhine II" Fast Ethernet
NICs including the following:
  Hawking Technologies PN102TX
  D-Link DFE-530TX
  AOpen/Acer ALN-320

Silicon Integrated Systems SiS 900 and SiS 7016 PCI Fast Ethernet NICs

Sundance Technologies ST201 PCI Fast Ethernet NICs including
the following:
  D-Link DFE-550TX

SysKonnect SK-984x PCI Gigabit Ethernet cards including the following:
  SK-9841 1000baseLX single mode fiber, single port
  SK-9842 1000baseSX multimode fiber, single port
  SK-9843 1000baseLX single mode fiber, dual port
  SK-9844 1000baseSX multimode fiber, dual port

Texas Instruments ThunderLAN PCI NICs, including the following:
  Compaq Netelligent 10, 10/100, 10/100 Proliant, 10/100 Dual-Port
  Compaq Netelligent 10/100 TX Embedded UTP, 10 T PCI UTP/Coax, 10/100 TX UTP
  Compaq NetFlex 3P, 3P Integrated, 3P w/ BNC
  Olicom OC-2135/2138, OC-2325, OC-2326 10/100 TX UTP
  Racore 8165 10/100baseTX
  Racore 8148 10baseT/100baseTX/100baseFX multi-personality

ADMtek Inc. AL981-based PCI Fast Ethernet NICs
ADMtek Inc. AN985-based PCI Fast Ethernet NICs
ADMtek Inc. AN986-based USB Ethernet NICs including the following:
  LinkSys USB100TX
  Billionton USB100
  Melco Inc. LU-ATX
  D-Link DSB-650TX
  SMC 2202USB

CATC USB-EL1210A-based USB Ethernet NICs including the following:
  CATC Netmate
  CATC Netmate II
  Belkin F5U111

Kawasaki LSI KU5KUSB101B-based USB Ethernet NICs including
the following:
  LinkSys USB10T
  Entrega NET-USB-E45
  Peracom USB Ethernet Adapter
  3Com 3c19250
  ADS Technologies USB-10BT
  ATen UC10T
  Netgear EA101
  D-Link DSB-650
  SMC 2102USB
  SMC 2104USB
  Corega USB-T

ASIX Electronics AX88140A PCI NICs, including the following:
  Alfa Inc. GFC2204
  CNet Pro110B

DEC EtherWORKS III NICs (DE203, DE204, and DE205)
DEC EtherWORKS II NICs (DE200, DE201, DE202, and DE422)
DEC DC21040, DC21041, or DC21140 based NICs (SMC Etherpower 8432T, DE245, etc)

Davicom DM9100 and DM9102 PCI Fast Ethernet NICs, including the
following:
  Jaton Corporation XpressNet

Fujitsu MB86960A/MB86965A

HP PC Lan+ cards (model numbers: 27247B and 27252A).

Intel EtherExpress 16
Intel EtherExpress Pro/10
Intel EtherExpress Pro/100B PCI Fast Ethernet
Intel InBusiness 10/100 PCI Network Adapter
Intel PRO/100+ Management Adapter

Isolan AT 4141-0 (16 bit)
Isolink 4110     (8 bit)

Novell NE1000, NE2000, and NE2100 Ethernet interface.

PCI network cards emulating the NE2000: RealTek 8029, NetVin 5000,
Winbond W89C940, Surecom NE-34, VIA VT86C926.

3Com 3C501 cards

3Com 3C503 Etherlink II

3Com 3c505 Etherlink/+

3Com 3C507 Etherlink 16/TP

3Com 3C509, 3C529 (MCA), 3C579,
3C589/589B/589C/589D/589E/XE589ET/574TX/574B (PC-card/PCMCIA),
3C590/592/595/900/905/905B/905C PCI
and EISA (Fast) Etherlink III / (Fast) Etherlink XL

3Com 3c980/3c980B Fast Etherlink XL server adapter

3Com 3cSOHO100-TX OfficeConnect adapter

Toshiba Ethernet cards

Crystal Semiconductor CS89x0-based NICs, including:
  IBM Etherjet ISA

NE2000 compatible PC-Card (PCMCIA) Ethernet/FastEthernet cards,
including the following:
  AR-P500 Ethernet card
  Accton EN2212/EN2216/UE2216(OEM)
  Allied Telesis CentreCOM LA100-PCM_V2
  AmbiCom 10BaseT card
  BayNetworks NETGEAR FA410TXC Fast Ethernet
  CNet BC40 adapter
  COREGA Ether PCC-T/EtherII PCC-T
  Compex Net-A adapter
  CyQ've ELA-010
  D-Link DE-650/660
  Danpex EN-6200P2
  IO DATA PCLATE
  IBM Creditcard Ethernet I/II
  IC-CARD Ethernet/IC-CARD+ Ethernet
  Linksys EC2T/PCMPC100
  Melco LPC-T
  NDC Ethernet Instant-Link
  National Semiconductor InfoMover NE4100
  Network Everywhere Ethernet 10BaseT PC Card
  Planex FNW-3600-T
  Socket LP-E
  Surecom EtherPerfect EP-427
  Telecom Device SuperSocket RE450T

Megahertz X-Jack Ethernet PC-Card CC-10BT

2.3. FDDI
---------

DEC FDDI (DEFPA/DEFEA) NICs


2.4. ATM
--------

   o ATM Host Interfaces
        - FORE Systems, Inc. PCA-200E ATM PCI Adapters
        - Efficient Networks, Inc. ENI-155p ATM PCI Adapters

   o ATM Signalling Protocols
        - The ATM Forum UNI 3.1 signalling protocol
        - The ATM Forum UNI 3.0 signalling protocol
        - The ATM Forum ILMI address registration
        - FORE Systems's proprietary SPANS signalling protocol
        - Permanent Virtual Channels (PVCs)

   o IETF "Classical IP and ARP over ATM" model
        - RFC 1483, "Multiprotocol Encapsulation over ATM Adaptation Layer 5"
        - RFC 1577, "Classical IP and ARP over ATM"
        - RFC 1626, "Default IP MTU for use over ATM AAL5"
        - RFC 1755, "ATM Signaling Support for IP over ATM"
        - RFC 2225, "Classical IP and ARP over ATM"
        - RFC 2334, "Server Cache Synchronization Protocol (SCSP)"
        - Internet Draft draft-ietf-ion-scsp-atmarp-00.txt,
                "A Distributed ATMARP Service Using SCSP"

   o ATM Sockets interface


2.5. Misc
---------

AST 4 port serial card using shared IRQ.

ARNET 8 port serial card using shared IRQ.
ARNET (now Digiboard) Sync 570/i high-speed serial.

Boca BB1004 4-Port serial card (Modems NOT supported)
Boca IOAT66 6-Port serial card (Modems supported)
Boca BB1008 8-Port serial card (Modems NOT supported)
Boca BB2016 16-Port serial card (Modems supported)

Comtrol Rocketport card.

Cyclades Cyclom-y Serial Board.

STB 4 port card using shared IRQ.

SDL Communications Riscom/8 Serial Board.
SDL Communications RISCom/N2 and N2pci high-speed sync serial boards.

Stallion multiport serial boards: EasyIO, EasyConnection 8/32 & 8/64,
ONboard 4/16 and Brumby.

Specialix SI/XIO/SX ISA, EISA and PCI serial expansion cards/modules.

Adlib, SoundBlaster, SoundBlaster Pro, ProAudioSpectrum, Gravis UltraSound
and Roland MPU-401 sound cards. (snd driver)

Most ISA audio codecs manufactured by Crystal Semiconductors, OPTi, Creative
Labs, Avance, Yamaha and ENSONIQ. (pcm driver)

Connectix QuickCam
Matrox Meteor Video frame grabber
Creative Labs Video Spigot frame grabber
Cortex1 frame grabber
Hauppauge Wincast/TV boards (PCI)
STB TV PCI
Intel Smart Video Recorder III
Various Frame grabbers based on Brooktree Bt848 / Bt878 chip.

HP4020, HP6020, Philips CDD2000/CDD2660 and Plasmon CD-R drives.

PS/2 mice

Standard PC Joystick

X-10 power controllers

GPIB and Transputer drivers.

Genius and Mustek hand scanners.

Xilinx XC6200 based reconfigurable hardware cards compatible with
the HOT1 from Virtual Computers (www.vcc.com)

Support for Dave Mills experimental Loran-C receiver.

Lucent Technologies WaveLAN/IEEE 802.11 PCMCIA and ISA standard speed
(2Mbps) and turbo speed (6Mbps) wireless network adapters and workalikes
(NCR WaveLAN/IEEE 802.11, Cabletron RoamAbout 802.11 DS, and Melco
Airconnect). Note: the ISA versions of these adapters are actually PCMCIA
cards combined with an ISA to PCMCIA bridge card, so both kinds of
devices work with the same driver.

Aironet 4500/4800 series 802.11 wireless adapters. The PCMCIA,
PCI and ISA adapters are all supported.


3. Obtaining FreeBSD
--------------------

You may obtain FreeBSD in a variety of ways:


3.1. FTP/Mail
-------------

You can ftp FreeBSD and any or all of its optional packages from
`ftp.FreeBSD.org' - the official FreeBSD release site.

For other locations that mirror the FreeBSD software see the file
MIRROR.SITES.  Please ftp the distribution from the site closest (in
networking terms) to you.  Additional mirror sites are always welcome!
Contact freebsd-admin@FreeBSD.org for more details if you'd like to
become an official mirror site.

3.2. CDROM
----------

FreeBSD 4.1-RELEASE and 3.x-RELEASE CDs may be ordered on CDROM from:

        BSDi
        4041 Pike Lane, Suite F
        Concord CA  94520
        1-800-786-9907, +1-925-674-0783, +1-925-674-0821 (FAX)

Or via the Internet from orders@wccdrom.com or http://www.freebsdmall.com.

Cost per -RELEASE CD is $39.95 or $24.95 with a FreeBSD subscription.
FreeBSD SNAPshot CDs, when available, are $39.95 or $14.95 with a
FreeBSD-SNAP subscription (-RELEASE and -SNAP subscriptions are entirely
separate).  With a subscription, you will automatically receive updates as
they are released.  Your credit card will be billed when each disk is
shipped and you may cancel your subscription at any time without further
obligation.

Shipping (per order not per disc) is $5 in the US, Canada or Mexico
and $9.00 overseas.  They accept Visa, Mastercard, Discover, American
Express or checks in U.S. Dollars and ship COD within the United
States.  California residents please add 8.25% sales tax.

Should you be dissatisfied for any reason, the CD comes with an
unconditional return policy.


4. Upgrading from previous releases of FreeBSD
----------------------------------------------

If you're upgrading from a previous release of FreeBSD, most likely
it's 3.0 and there may be some issues affecting you, depending
of course on your chosen method of upgrading.  There are two popular
ways of upgrading FreeBSD distributions:

        o Using sources, via /usr/src
        o Using sysinstall's (binary) upgrade option.

Please read the UPGRADE.TXT file for more information, preferably
before beginning an upgrade.


5. Reporting problems, making suggestions, submitting code.
-----------------------------------------------------------
Your suggestions, bug reports and contributions of code are always
valued - please do not hesitate to report any problems you may find
(preferably with a fix attached, if you can!).

The preferred method to submit bug reports from a machine with
Internet mail connectivity is to use the send-pr command or use the CGI
script at http://www.FreeBSD.org/send-pr.html.  Bug reports
will be dutifully filed by our faithful bugfiler program and you can
be sure that we'll do our best to respond to all reported bugs as soon
as possible.  Bugs filed in this way are also visible on our WEB site
in the support section and are therefore valuable both as bug reports
and as "signposts" for other users concerning potential problems to
watch out for.

If, for some reason, you are unable to use the send-pr command to
submit a bug report, you can try to send it to:

                freebsd-bugs@FreeBSD.org

Note that send-pr itself is a shell script that should be easy to move
even onto a totally different system.  We much prefer if you could use
this interface, since it make it easier to keep track of the problem
reports.  However, before submitting, please try to make sure whether
the problem might have already been fixed since.


Otherwise, for any questions or tech support issues, please send mail to:

                freebsd-questions@FreeBSD.org


If you're tracking the -stable development efforts, you should
definitely join the -stable mailing list, in order to keep abreast
of recent developments and changes that may affect the way you
use and maintain the system:

        freebsd-stable@FreeBSD.org


Additionally, being a volunteer effort, we are always happy to have
extra hands willing to help - there are already far more desired
enhancements than we'll ever be able to manage by ourselves!  To
contact us on technical matters, or with offers of help, please send
mail to:

                freebsd-hackers@FreeBSD.org


Please note that these mailing lists can experience *significant*
amounts of traffic and if you have slow or expensive mail access and
are only interested in keeping up with significant FreeBSD events, you
may find it preferable to subscribe instead to:

                freebsd-announce@FreeBSD.org


All of the mailing lists can be freely joined by anyone wishing
to do so.  Send mail to MajorDomo@FreeBSD.org and include the keyword
`help' on a line by itself somewhere in the body of the message.  This
will give you more information on joining the various lists, accessing
archives, etc.  There are a number of mailing lists targeted at
special interest groups not mentioned here, so send mail to majordomo
and ask about them!


6. Acknowledgements
-------------------

FreeBSD represents the cumulative work of many dozens, if not
hundreds, of individuals from around the world who have worked very
hard to bring you this release.  For a complete list of FreeBSD
project staffers, please see:

        http://www.FreeBSD.org/handbook/staff.html

or, if you've loaded the doc distribution:

        file:/usr/share/doc/handbook/staff.html


Special mention to:

        The donors listed at http://www.FreeBSD.org/handbook/donors.html
        and to the many thousands of FreeBSD users and testers all over the
        world, without whom this release simply would not have been possible.

We sincerely hope you enjoy this release of FreeBSD!
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Please read an important security announcement
regarding FreeBSD 2.1.6


FreeBSD 2.1.6 is now available in:



ftp://ftp.FreeBSD.org/pub/FreeBSD/2.1.6-RELEASE



And shortly from its various mirror sites, a list of which may be
obtained from:
http://www.FreeBSD.org/handbook/mirrors.html


This release will also be available on CDROM from Walnut Creek
CDROM [http://www.cdrom.com/], hopefully shipping within the next 4-6
weeks.


Those puzzled by the near-simultaneous release of 2.1.6 and 2.2 need
also look no further than http://www.FreeBSD.org/branch.html for the
reasons behind this release schedule. CDROM subscription customers
should also see this page for information on Walnut Creek CDROM’s plans
for these releases.


If you are a commercial user of FreeBSD who would like to take advantage
of recent bug fixes without making the jump to our more ambitious 2.2
release (or delay that jump until 2.2 has had more time to mature), or
if you’re simply looking for the lowest-impact upgrade from 2.1.5, then
2.1.6-RELEASE is for you.
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If you read no other documentation before installing this
version of FreeBSD, you should at least by all means *READ
THE ERRATA* for this release so that you don't stumble over
problems which have already been found and fixed.  This ERRATA.TXT
file is obviously already out of date by definition, but other
copies are kept updated on the net and should be consulted as
the "current errata" for your release.  These other copies of
the errata are located at:

  1. http://www.FreeBSD.org/releases/

  2. ftp://ftp.FreeBSD.org/pub/FreeBSD/releases/<your-release>/ERRATA.TXT
     (and any sites which keep up-to-date mirrors of this location).

Any changes to this file are also automatically emailed to:

    freebsd-current@FreeBSD.org

For all FreeBSD security advisories, see:

    http://www.FreeBSD.org/security/

for the latest security incident information.

---- Security Advisories:

Current active security advisories: None

---- System Update Information:

The FreeBSD Boot Manager (boot0) has a bug that causes it to hang the machine
during boot with no screen output.

Fix: Boot your machine into FreeBSD either via a boot floppy or a CD-ROM, then
download a new boot0 binary from the following location:

    http://people.FreeBSD.org/~jhb/4.1R/i386/boot0

Once you have downloaded the new binary, install it with the boot0cfg command
onto your hard disk.  For example, if you have boot0 on disk ad0, you would
run the following command:

    /usr/sbin/boot0cfg -B -b /path/to/downloaded/boot0 ad0

You may also use cvsup to update your source tree and build the new boot0
binary from source.  You will need version 1.14.2.3 of
src/sys/boot/i386/boot0/boot0.s or newer.

The MD5 checksum of this file is:

    MD5 (boot0) = 8770a386dba44f0aa06b15db72c1f624

To verify the checksum of your downloaded copy, perform the following
command:

    /sbin/md5 /path/to/downloaded/boot0

and compare with the above.
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Security Update


A serious security problem affecting FreeBSD 2.1.6 and earlier systems
was found. The problem has been corrected within the -stable, -current,
and RELENG_2_2 source trees. As an additional precaution, FreeBSD
2.1.6 is no longer available from the FTP distribution sites. An update
release (provisionally “FreeBSD 2.1.7”) is expected shortly.


You can read more about the problem and solution from the
FreeBSD-SA-97:01.setlocale [ftp://FreeBSD.org/pub/CERT/advisories/FreeBSD-SA-97:01.setlocale]
security announcement.
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BSDCon 2002 [http://www.usenix.org/events/bsdcon02/] - February
11-14, San Francisco


BSDCon [http://www.usenix.org/events/bsdcon02/] will be hosted by
the Usenix Association [http://www.usenix.org] this year. The
conference will run from February 11-14 in San Francisco. The FreeBSD
Project will have a broad presence at this conference, and anyone
interested in learning more about specific technologies or the FreeBSD
Project in general is encouraged to attend.


28


New committer: Doug Ambrisko (Aironet)


27


New committer: Sergey Skvortsov (Ports)


21


FreeBSD-stable tree frozen in preparation for 4.5


The FreeBSD-stable branch of the source tree has now been frozen in
preparation for the release of FreeBSD 4.5. This means that any new
commits to the -stable source tree must be approved by the release
engineering team first. Our expected “ship” date for 4.5 is January
20th, 2002.


November 2001 Status Report


The November 2001 status report is now available; see the status
reports Web page for more
information.


“Backports” site, with patches for older FreeBSD releases


The FreeBSD Backports
Collection [http://www.visi.com/~hawkeyd/freebsd-backports.html] is a
new site created by D J Hawkey Jr. It contains patches that appeared in
FreeBSD-stable that have not yet been merged in to older releases. Wider
testing of these patches makes it more likely that they will be
committed to earlier FreeBSD releases. So if your site relies on earlier
releases of FreeBSD, and, for whatever reason, you do not wish to update
to the most recent release, you are encouraged to visit this site
frequently.


20


New committer: Martin Blapp (Ports)


7


New BSD-related journal : BSDFreak [http://bsdfreak.org]


BSDFreak [http://bsdfreak.org] is a new site that provides
tutorials, articles, and journals covering BSD operating systems from a
user’s perspective.


11 30


New committer: Michael Lucas
(Documentation Project)


28


New committer: Prafulla Deuskar (Intel
gigabit device driver)


25


New committer: Yoichi NAKAYAMA (Ports)


23


Writing FreeBSD Problem Reports


Dag-Erling Smørgrav has written an article
about writing FreeBSD problem
reports.


20


New committer: Ernst de Haan (Ports)


Core Appoints Bugmeister


The FreeBSD Core Team has appointed Dag-Erling
Smørgrav as Bugmeister.


14


New committer: Patrick Li (Ports)


13


New committer: Cy Schubert (Ports)


6


New committer: Anders Nordby (Ports)


3


New committer: Christian Weisgerber
(Ports)


ATA 48-bit addressing code tested and found to be working and stable


Soren Schmidt, author of the ATA driver, tested a new 160 GB ATA
harddisk provided kindly by Maxtor
Corporation [http://www.maxtor.com] with the new ATA specification’s
48-bit addressing mode support in FreeBSD 5.0-CURRENT. The results show
that the code is stable and functions as it should and will be
backported to STABLE.


2


New committer: MANTANI Nobutaka
(Ports)


New committer: Andrew R. Reiter (SMPng,
TrustedBSD)


10 30


FreeBSD Handbook, 2nd Edition now available!


“The FreeBSD Handbook, 2nd Edition” is now available in printed form!
This is the primary source of documentation produced by the FreeBSD
Documentation Project [http://www.FreeBSD.org/docproj/] and is
available now from, amongst other places, The FreeBSD
Mall [http://www.freebsdmall.com]. For a complete list of changes in
this edition, see the
announce [http://docs.FreeBSD.org/cgi/getmsg.cgi?fetch=0+0+archive/2001/freebsd-announce/20011028.freebsd-announce]
message from the editors. The ISBN for this book is 1571763031. 653
pages.


26


New committer: Makoto Matsushita
(release building)


23


Bootstrapping Vinum: A Foundation for Reliable Servers


Bob Van Valzah has submitted an article
introducing failure-resilient servers and step-by-step instructions for
building one with
Vinum [http://docs.freebsd.org/doc/9.0-RELEASE/usr/share/doc/freebsd/en_US.ISO8859-1/articles/vinum/index.html].


FreeBSD/ia64 port boots unattended to multi-user mode


Doug Rabson and Peter
Wemm have been working non-stop on the
FreeBSD/ia64 port in the past few weeks and said today that it boots
into multi-user mode without any operator attendance. This is indeed a
major milestone in continued FreeBSD porting efforts. Right now most
work is concentrating on fixing any problems in the sourcetree which
become exposed by this platform’s porting effort.


19


FreeBSD/sparc64 port boots to single user mode


Jake Burkholder and Thomas
Moestl have been porting FreeBSD to the
ultra sparc for the past few months and first booted a machine into
single user mode on the 18th of October. The log from the serial console
can be found at http://people.FreeBSD.org/~jake/tip.single_user.


17


New committer: Akio Morita (PC98)


7


FreeBSD/ppc port now boots and executes kernel


Benno Rice has committed a mega-patch
which added support for OpenFirmware to the FreeBSD loader. The loader
can now load a kernel over the network and execute it on an Apple iMac.


5


FreeBSD/ia64 port now boots on real hardware


After a few months of development Doug
Rabson and Peter
Wemm have committed patches which extends
the FreeBSD/ia64 port’s functionality and adds the possibility to boot
on real hardware.


New committer: Giorgos Keramidas
(Docs)


9 18


August 2001 Status Report


The August 2001 Status Report is now available; see the Status Reports
Web Page.


10


Comprehensive Project List available for 5.0


Many people, upon hearing of 5.0’s untimely delay for a full year, have
asked what they can do to help 5.0 get back on track. This
email [http://docs.FreeBSD.org/cgi/getmsg.cgi?fetch=4914+0+archive/2001/freebsd-announce/20010916.freebsd-announce]
gives a list of outstanding projects for 5.0 and as much information as
possible about how to get involved.


8 30


FreeBSD 5.0 delayed until November 2002


FreeBSD 5.0 has been delayed until November 2002. The complete
announcement from Jordan is available
here [http://docs.FreeBSD.org/cgi/getmsg.cgi?fetch=34983+0+archive/2001/freebsd-announce/20010902.freebsd-announce].


28


New committer: Robert Drehmel


22


New committer: Pete Fritchman (Ports)


17


New-user focused FreeBSD book available


Annelise Anderson, a frequent contributor to the FreeBSD mailing lists,
has written “FreeBSD: An Open-Source Operating System for Your PC”, an
introduction to FreeBSD aimed at the new user. Published by The Bit Tree
Press, the ISBN is 0971204500, and it can be ordered from, amongst other
places, the DaemonNews Mall [http://mall.daemonnews.org].


16


Installation documentation substantially improved


The Installing
FreeBSD
section of the
Handbook has
been substantially improved and updated. The new documentation features
“screenshots” of almost every stage of the installation process, and
expanded text detailing what each stage of the install covers. The bulk
of the work was carried out by Randy Pratt.


14


New committer: Max Khon


9


New committer: Randy Pratt (Docs)


July 2001 Status Report


The July 2001 status report is now available; see the Status Reports
Web page.


8


FreeBSD RDF news headline file now available


An RDF file of the last 10 news headlines on the FreeBSD site is now
available. The URL is http://www.FreeBSD.org/news/news.rdf. You can use
this file to syndicate FreeBSD news headlines on to your own web site
(as Daily DaemonNews [http://daily.daemonnews.org/] and the FreeBSD
Diary [http://www.freebsddiary.org/newsfeeds.php] do), or on to your
desktop, using applications such as
KNewsTicker [http://apps.kde.com/na/2/info/id/999].


7


Pandaemonium User Group


Pandaemonium [http://pandaemonium.newmillennium.net.au/], the BSD
Users Group of Western Australia, has been added to the
Support page.


6


New committer: Valentino Vaschetto (Docs)


7 30


FreeBSD Handbook task list now available


A second edition of The FreeBSD Handbook will be
in production shortly. A task list
has been published for anyone who wants to help contribute to the state
of available printed documentation about FreeBSD.


26


New committer: Mark Peek


16


New committer: Rob Braun


New committer: Dave Zarzycki


New committer: Mike Barcroft


13


New committer: Chern Lee (Docs)


6 21


New committer: Brooks Davis (Networking,
Mobile Computing)


20


Using FreeBSD with Solid State Media


John Kozubik has submitted an article
explaining How to use FreeBSD with solid state
media.


17


FreeBSD boots on PowerPC


Benno Rice has completed enough work to
allow FreeBSD to reach the mountroot prompt on the PowerPC processor.
Please see the PowerPC platform page and
mailing list for more information.


15


New committer: Mike Silbersack
(Networking)


14


New committer: Johann Visagie (Ports)


13


FreeBSD Status Report Available


Robert Watson has compiled a status
report [http://docs.FreeBSD.org/cgi/getmsg.cgi?fetch=481962+0+archive/2001/freebsd-hackers/20010617.freebsd-hackers]
for the FreeBSD Project. These reports are scheduled to continue on a
monthly basis.


11


New committer: Anton Berezin (all things
Perl)


6


New committer: David W. Chapman
Jr.(Ports)


New committer: Mark Pulford (Ports)


1


New committer: Crist J. Clark (Networking,
security)


5 24


ftp.FreeBSD.org back up


The famous ftp site, ftp.FreeBSD.org [ftp://ftp.FreeBSD.org/], is
now back in full operation. Many thanks to Tele
Danmark [http://www.teledanmark.com/english/menu/start.htm], who are
supplying the machine as well as the network connection.


16


New committer: Jim Pirzyk


2


New FreeBSD ‘zine issue out


The first May 2001 issue of the FreeBSD
‘zine [http://www.freebsdzine.org/] is now available. Starting this
month, there will be two issues per month; one on the 1st, and one on
the 15th.


4 27


SMP Alpha now works


FreeBSD now works with multiple processors on Alpha systems, thanks to
the efforts of John Baldwin, Andrew
Gallatin, and Doug
Rabson.


25


New committer: Takuya SHIOZAKI
(Internationalization)


New committer: Udo Erdelhoff (Docs)


18


The Developer’s
Handbook
is now available on the web site. This is an evolving resource for
people wanting to develop software for FreeBSD (and not just for the
committers who are developing FreeBSD). Don’t forget that a complete
list of documentation available from this site is
also available.


17


Addison Wesley have allowed us to republish Chapter
8 of the
FreeBSD Corporate Networker’s
Guide [http://cseng.aw.com/book/0,,0201704811,00.html]. Chapter 8
provides an in-depth look at providing printing services to Windows, NT,
and Novell clients using FreeBSD.


16


Yet another new committer: Jens
Schweikhardt (Standards compliance)


12


The April issue of The FreeBSD ‘zine [http://www.freebsdzine.org/]
is now available.


10


The Ports Collection now contains more
than 5,000 individual entries!


5


New committer: George Reid (Sound
support, ports)


4


Wind River to Acquire BSDi Software Assets. Please read the Wind River
Press Release [http://www.windriver.com/press/html/bsdi.html], the
announcement from Jordan K.
Hubbard [http://www.FreeBSD.org/cgi/mid.cgi?20010404220529.E3AFE37B727],
and the FreeBSD Core Team
statement [http://www.FreeBSD.org/cgi/mid.cgi?Pine.NEB.3.96L.1010405211037.46990E-100000].


3 25


New committer: Yar Tikhiy (Networking)


24


New committer: Eric Melville (System
tools)


13


The March issue of The FreeBSD ‘zine [http://www.freebsdzine.org/]
is now available.


9


New committer: Dima Dorfman (Docs)


7


New committer: Michael C. Wu
(Internationalization, porting efforts)


6


New committer: Thomas M&ouml;stl (POSIX.1e
extensions)


New committer: Orion Hodson (Sound
support)


2 20


New committer: Jesper Skriver


16


The February issue of The FreeBSD
‘zine [http://www.freebsdzine.org/] is now available.


5


New committer: Mike Heffner (Audit
project)


1 24


New committer: Jimmy Olgeni (Ports)


23


New committer: Dirk Meyer (Ports)


20


New committer: Ying-chieh Liao (Ports)
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The hardware notes for FreeBSD are customized for different platforms,
as many devices are only supported on (or are only relevant for)
specific processors or architectures.


Hardware notes for FreeBSD 5.4-RELEASE are available for the following
platforms:



		alpha


		amd64


		i386


		ia64


		pc98


		sparc64





A list of all platforms currently under development can be found on the
Supported Platforms page.
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December 1998



		28-Dec-98 Unless circumstances dictate otherwise, FreeBSD 3.0
will depart the -CURRENT branch late in the day on 15 January 1999.
The 3.1 release will follow 30 days later, on 15 February 1999.
Developers should consider this as ADVANCE NOTICE of these events.


		13-Dec-98 Walnut Creek CDROM has opened the FreeBSD
Mall [http://www.freebsdmall.com/], a site devoted to the
commercial aspects of FreeBSD, including add-ons, hardware, and
commercial tech-support. To advertise or sell your products or
services at the FreeBSD Mall, contact BSDi.








November 1998



		30-Nov-98 FreeBSD
2.2.8 has been released.
Please see the Release Information
page for more details. Also be sure to check the release
errata after installation for
any late-breaking issues with 2.2.8 that you might need to be aware
of.


		26-Nov-98 FreeBSD Rocks [http://www.freebsdrocks.com/] is an
initiative designed to provide the FreeBSD community with the latest
FreeBSD news, software and resources. All areas include search
facilities, making keyword searching of historical posts a breeze.
The pages are updated daily and everyone is invited to sign up an
post an article. If it happened today, you’ll see it on FreeBSDRocks.








October 1998



		15-Oct-98 FreeBSD 3.0
has been released. See the Release
Information page for details. Also be
sure to check the release
errata after installation for
any late-breaking issues with 3.0 that you might need to be aware of.








September 1998



		15-Sep-98 September 15th is the scheduled date for entering BETA
with the 3.0-CURRENT tree. As all of you already (should) know, 3.0
is scheduled for release on October 15th so this gives us a nice 30
day BETA period. During this time, I don’t expect anyone to drop in
significant new work or otherwise perturb the 3.0-CURRENT tree in
such a way that violates the general idea of a BETA (you’re supposed
to test what you have, not move the goalposts every couple of days
:).


		13-Sep-98 After more than a year of development, the Common
Access Method SCSI layer for FreeBSD will be integrated into
3.0-CURRENT on Sunday, September 13th. The CAM development team is
currently busy ensuring that the integration process goes as smoothly
as possible, so please understand that we may be slow to respond to
questions about CAM during that time.


		09-Sep-98 Perl5 is now imported into the 3.0-CURRENT source tree.


		05-Sep-98 The BSD CD Giveaway
List [http://visar.csustan.edu/]. If somebody has a CD to give
away (recipient pays for shipping) or to lend locally, they can put
their email address on the list. Hardware and literature can also be
given away. We encourage people to donate CDs to local libraries and
put them on the list as well.


		01-Sep-98 First issue of Daemon News arrives day earlier. This
ezine is by the BSD community for the BSD community. See
http://www.daemonnews.org/








August 1998



		31-Aug-98 FreeBSD -CURRENT branch (the future 3.0-RELEASE) has
switched to ELF from a.out format. People involved did a great job;
transition went smooth. Check the
freebsd-current@FreeBSD.org [http://www.FreeBSD.org/search/search.html]
mail archive for more information on the transition to ELF.


		23-Aug-98 Suidcontrol-0.1 utility has been released. The
suidcontrol is an experimental utility for managing suid/sgid policy
under FreeBSD. You can get more information at
http://www.watson.org/fbsd-hardening/suidcontrol.html


		09-Aug-98 FreeBSD Security How-To has been published. This work
is currently in beta and can be found at
http://www.best.com/~jkb/howto.txt








July 1998



		22-Jul-98 FreeBSD 2.2.7 has been released. See the Release
Information page for details. Also be
sure to check the release
errata [ftp://ftp.FreeBSD.org/pub/FreeBSD/2.2.7-RELEASE/ERRATA.TXT]
after installation for any late-breaking issues with 2.2.7 that you
should know about.


		16-Jul-98 A ``FreeBSD for Linux users’’ documentation effort
has started. Please see the list of current documentation
projects for more information.


		13-Jul-98 Jordan Hubbard writes an
editorial [http://editorials.freshmeat.net/jordan980713/] on the
past and future of the Unix community.


		09-Jul-98 A Spanish
translation [http://www.es.FreeBSD.org/es/FAQ/FAQ.html] of the
FAQ has been
completed by the Spanish Documentation
Project [http://www.es.FreeBSD.org/es/]. More information can be
found at the translations
page.








May 1998



		30-May-98 FreeBSD and Apache are used in this very useful
article [http://www.WebTechniques.com/features/1998/05/engelschall/engelschall.shtml]
on implementing a web farm using round-robin DNS in
WEBTechniques.com [http://www.WebTechniques.com/].


		23-May-98 The second issue of the FreeBSD Newsletter is now
available in Adobe PDF
format [ftp://ftp.FreeBSD.org/pub/FreeBSD/doc/newsletter/issue2.pdf]
(also by
FTP [ftp://ftp.FreeBSD.org/pub/FreeBSD/doc/newsletter/issue2.pdf]).
A help
file [ftp://ftp.FreeBSD.org/pub/FreeBSD/doc/newsletter/README.TXT]
is available to assist you in selecting and using a PDF viewer.
Article submissions, advertisements, and letters to the editor should
be sent to newsletter@FreeBSD.org.


		01-May-98 The FreeBSD Project set up Anonymous
CVS
for the FreeBSD CVS tree [http://cvsweb.FreeBSD.org/]. Among
other things, it allows users of FreeBSD to perform, with no special
privileges, read-only CVS operations against one of the FreeBSD
project’s official anoncvs servers.








April 1998



		16-Apr-98 The new 4 CD set of FreeBSD 2.2.6 is now in stock and
should start shipping to subscription and back-order customers
tomorrow. More information on the CD contents are available from
http://www.wccdrom.com/.


		11-Apr-98 The new FreeBSD project FreeBSD Mozilla Group is
created. The FreeBSD Mozilla Group supports and improves the free
available Netscape web browser, otherwise known as
Mozilla [http://www.mozilla.org/].








March 1998



		25-Mar-98 FreeBSD 2.2.6 has been released. See the Release
Information page for details. Also be
sure to check the release
errata [ftp://ftp.FreeBSD.org/pub/FreeBSD/2.2.6-RELEASE/ERRATA.TXT]
after installation for any late-breaking issues with 2.2.6 that you
should know about.








January 1998



		08-Jan-98 Improved support for Plug-n-Play cards has now been
integrated into both 3.0-CURRENT and 2.2-STABLE branches now. This is
available in source form via the
CVSup
utility or in binary release snapshots from
current.FreeBSD.org [ftp://current.FreeBSD.org/pub/FreeBSD]





News Home
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Date: Mon, 9 May 2005 17:01:58 -0400


From: Ken Smith <kensmith@FreeBSD.org>

To: freebsd-announce@FreeBSD.org

Subject: [FreeBSD-Announce] FreeBSD 5.4-RELEASE Announcement





The Release Engineering Team is happy to announce the availability of
FreeBSD 5.4-RELEASE, the latest release of the FreeBSD Stable
development branch. Since FreeBSD 5.3-RELEASE in November 2004 we have
made many improvements in functionality, stability, performance, and
device driver support for some hardware, as well as dealt with known
security issues and made many bugfixes.


For a complete list of new features, known problems, and late-breaking
news, please see the release notes and errata list, available here:


http://www.FreeBSD.org/releases/5.4R/relnotes.html


http://www.FreeBSD.org/releases/5.4R/errata.html


FreeBSD 5.4 will become an “Errata Branch”. In addition to Security
fixes other well-tested fixes to basic functionality will be committed
to the RELENG_5_4 branch after the release. Both Security Advisories
and Errata Notices are announced on the freebsd-announce@freebsd.org
mailing list.


It is expected there will be at least one more release from the
RELENG_5 branch, most likely two. The current plans are for the
RELENG_6 branch to be created within the next few months, and an
initial 6.0-RELEASE will be made a few months afterwards. There will be
a 5.5-RELEASE following a few months after the 6.0-RELEASE.


For more information about FreeBSD release engineering activities,
please see:


http://www.FreeBSD.org/releng/



Dedication


The FreeBSD 5.4 Release is dedicated to the memory of Cameron Grant.
Cameron was an active FreeBSD Developer and principal architect of the
sound driver subsystem despite his physical handicap. His is a superb
example of human spirit dominating over adversity. Cameron was an
inspiration to those who met him; he will be fondly remembered and
sorely missed.





Availability


FreeBSD 5.4-RELEASE supports the i386, amd64, ia64, pc98, sparc64, and
alpha architectures and can be installed directly over the net, using
bootable media, or copied to a local NFS/FTP server. Distributions for
all architectures except alpha are available now. The distribution for
alpha should become available within the next day or two.


Please continue to support the FreeBSD Project by purchasing media from
one of our supporting vendors. The following companies will be offering
FreeBSD 5.4 based products:



		FreeBSD Mall, Inc. http://www.freebsdmall.com/


		Daemonnews, Inc. http://www.bsdmall.com/freebsd1.html





If you can not afford FreeBSD on media, are impatient, or just want to
use it for evangelism purposes, then by all means download the ISO
images. We can not promise that all the mirror sites will carry the
larger ISO images. At the time of this announcement they are available
from the following sites. MD5 checksums for the release images are
included at the bottom of this message.





Bittorrent


As with the 5.3 release we are experimenting with Bittorrent. A
collection of trackers for the release ISO images is available at


http://people.freebsd.org/~kensmith/5.4-torrent/





FTP


At the time of this announcement the following FTP sites have FreeBSD
5.4-RELEASE available.



		ftp://ftp.FreeBSD.org/pub/FreeBSD/


		ftp://ftp2.FreeBSD.org/pub/FreeBSD/


		ftp://ftp3.FreeBSD.org/pub/FreeBSD/


		ftp://ftp5.FreeBSD.org/pub/FreeBSD/


		ftp://ftp.at.FreeBSD.org/pub/FreeBSD/


		ftp://ftp2.ch.FreeBSD.org/pub/FreeBSD/


		ftp://ftp.cz.FreeBSD.org/pub/FreeBSD/


		ftp://ftp.ee.FreeBSD.org/pub/FreeBSD/


		ftp://ftp.es.FreeBSD.org/pub/FreeBSD/


		ftp://ftp.fi.FreeBSD.org/pub/FreeBSD/


		ftp://ftp.fr.FreeBSD.org/pub/FreeBSD/


		ftp://ftp2.ie.FreeBSD.org/pub/FreeBSD/


		ftp://ftp.is.FreeBSD.org/pub/FreeBSD/


		ftp://ftp5.pl.FreeBSD.org/pub/FreeBSD/


		ftp://ftp3.ru.FreeBSD.org/pub/FreeBSD/


		ftp://ftp.se.FreeBSD.org/pub/FreeBSD/


		ftp://ftp.si.FreeBSD.org/pub/FreeBSD/


		ftp://ftp2.tw.FreeBSD.org/pub/FreeBSD/


		ftp://ftp.uk.FreeBSD.org/pub/FreeBSD/


		ftp://ftp2.us.FreeBSD.org/pub/FreeBSD/


		ftp://ftp5.us.FreeBSD.org/pub/FreeBSD/





FreeBSD is also available via anonymous FTP from mirror sites in the
following countries and territories: Argentina, Australia, Austria,
Brazil, Canada, China, Croatia, Czech Republic, Denmark, Estonia,
Finland, France, Germany, Greece, Hong Kong, Hungary, Iceland,
Indonesia, Ireland, Italy, Japan, Korea, Lithuania, Netherlands, New
Zealand, Norway, Poland, Portugal, Romania, Russia, Saudi Arabia,
Singapore, Slovak Republic, Slovenia, South Africa, Spain, Sweden,
Switzerland, Taiwan, Turkey, Ukraine, United Kingdom, and the United
States.


Before trying the central FTP site, please check your regional mirror(s)
first by going to:


ftp://ftp.<yourdomain>.FreeBSD.org/pub/FreeBSD


Any additional mirror sites will be labeled ftp2, ftp3 and so on.


More information about FreeBSD mirror sites can be found at:


``       http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/mirrors-ftp.html``


For instructions on installing FreeBSD, please see Chapter 2 of The
FreeBSD Handbook. It provides a complete installation walk-through for
users new to FreeBSD, and can be found online at:


``     http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/install.html``
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CD Image Checksums


MD5 (5.4-RELEASE-amd64-bootonly.iso) = 6882dd5ce59cda1ba4a66ef45f017597
MD5 (5.4-RELEASE-amd64-disc1.iso) = 26bca75d799c0a1690c6ae0bf0886234
MD5 (5.4-RELEASE-amd64-disc2.iso) = 3da9debeae15a49158b01b1d92843fbc

MD5 (5.4-RELEASE-i386-bootonly.iso) = 2afe65af7e7b994c3ce87cefda27352e
MD5 (5.4-RELEASE-i386-disc1.iso) = 3dbb37485535e129354bc099e24aed99
MD5 (5.4-RELEASE-i386-disc2.iso) = e4b748415ca783fce64cfafd6bd56f57

MD5 (5.4-RELEASE-ia64-bootonly.iso) = 45b032bf952e7ea8b2c42f94c3fa4997
MD5 (5.4-RELEASE-ia64-disc1.iso) = 2b1ad22da2ea0fe86345c99590049ebd
MD5 (5.4-RELEASE-ia64-disc2.iso) = 62e589928628453f1813db7402b4f3ad
MD5 (5.4-RELEASE-ia64-livefs.iso) = 6c05d71c36d84179923668faddf58e43

MD5 (5.4-RELEASE-pc98-disc1.iso) = 003dee8647e9b2cbca7df0d92011800f

MD5 (5.4-RELEASE-sparc64-bootonly.iso) = 91cb2304c2ecbcce0b312738649ba88d
MD5 (5.4-RELEASE-sparc64-disc1.iso) = 5f77c9a20e09d5ef66fad9c60e17c2ac
MD5 (5.4-RELEASE-sparc64-disc2.iso) = 7da34a32ca8196a34732548fe92d71e6
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From: jkh@whisker.lotus.ie (Jordan K. Hubbard)


Newsgroups: comp.os.386bsd.announce

Subject: FreeBSD 1.0 RELEASE now available

Date: 1 Nov 1993 16:12:20 -0800





The first “official” release of FreeBSD 1.0 is now available, no more
greek letters - this is the “production” release.


While a fair number of bugs were also whacked between EPSILON and
RELEASE, the following additional features deserve special mention:



		A dynamic buffer cache mechanism that automagically grows and shrinks
as you use the memory for other things. This should speed up disk
operations significantly.


		The Linux sound driver for Gravis UltraSound, SoundBlaster, etc.
cards.


		Mitsumi CDROM interface and drive.


		Updated install floppies.


		More fail-safe probing of devices on the ISA bus. This makes it much
harder for devices to conflict with each other.


		Advance syscons support for XFree86 2.0.





For more information, please read the release notes.


FreeBSD 1.0 RELEASE may be obtained by ftp on freebsd.cdrom.com, and on
its various mirror sites within a day or so.


Release structure:


FreeBSD.cdrom.com:~ftp/pub/FreeBSD/


FreeBSD-1.0-RELEASE/


bin+src releases.


FreeBSD-1.0-EPSILON-to-RELEASE


Upgrade patches for existing EPSILON sites.


Thanks, as usual, to all the kind individuals on the net who aided us
significantly bu finding bugs, contributing fixes and just generally
lending moral support. Thank You!


Also, continuing thanks to Walnut Creek CDROM who’s ongoing (and, up to
now, profitless) support has made this all possible.


Questions, as usual, should be sent to
`freebsd-questions@freefall.cdrom.com‘. Bug reports to
`freebsd-bugs@freefall.cdrom.com‘ and general technical commentary to
`freebsd-hackers@freefall.cdrom.com‘.



Regards,


The FreeBSD Team.





Release Home
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  $FreeBSD$ 2001 12 Microsoft Hotmail still runs on U**x
http://www.theregister.co.uk/content/28/23348.html The Register
http://www.theregister.co.uk/ 12 December 2001 Andrew Orlowski


Nearly four years after it was acquired by Microsoft, and in spite of a
well-publicized effort to migrate it to Windows and IIS,
Hotmail [http://hotmail.com/] is still partly based on FreeBSD and
Apache.


Keeping Your Options Open: FreeBSD as a Workstation for UNIX Newbies
http://www.osnews.com/printer.php?news_id=392 OS News
http://www.osnews.com/ 12 December 2001 Eugenia Loli-Queru


An article discussing FreeBSD as an workstation OS for new Unix users.


11 Cleaning Up Ports
http://www.onlamp.com/pub/a/bsd/2001/11/29/Big_Scary_Daemons.html
OnLamp http://www.onlamp.com/ 29 November 2001 Michael Lucas


A brief introduction to portupgrade.


Stable SMB
http://www.onlamp.com/pub/a/bsd/2001/11/15/Big_Scary_Daemons.html
OnLamp http://www.onlamp.com/ 15 November 2001 Michael Lucas


A short article on accessing a Windows(R) share from a FreeBSD
workstation.


FreeBSD Versus Linux Revisited
http://www.byte.com/documents/s=1794/byt20011107s0001/1112_moshe.html
Byte http://www.byte.com/ 12 November 2001 Moshe Bar


Byte’s Moshe Bar does a comparison, through informal benchmarks, of
FreeBSD 4.3 to Linux 2.4.10 running sendmail, procmail, MySQL, and
Apache. The emphasis of the article is examination of the newly
rewritten VM system in Linux, so the tests are conducted with only 512
MB of RAM.


10 The Big *BSD Interview
http://www.osnews.com/printer.php?news_id=153 OS News
http://www.osnews.com/ 08 October 2001 Eugenia Loli-Queru


An interview with Matt Dillon, a key developer in FreeBSD on the
upcoming features in FreeBSD 5.0.


9 Running Windows applications on FreeBSD
http://www.onlamp.com/pub/a/bsd/2001/09/21/FreeBSD_Basics.html OnLamp
http://www.onlamp.com/ 21 September 2001 Dru Lavigne


A short article on running Windows(R) applications under WINE in
FreeBSD.


Dealing with Full Disks
http://www.onlamp.com/pub/a/bsd/2001/09/27/Big_Scary_Daemons.html
OnLamp http://www.onlamp.com/ 27 September 2001 Michael Lucas


A short article on dealing with the all too common full disk.


Ripping MP3s
http://www.onlamp.com/pub/a/bsd/2001/09/13/Big_Scary_Daemons.html
OnLamp http://www.onlamp.com/ 13 September 2001 Michael Lucas


A short article on ripping CDs on FreeBSD.


8 FreeBSD Anti-Virus Protection - A Commercial Alternative
http://bsdatwork.com/reviews.php?op=showcontent&id=1 BSDatwork.com
http://www.bsdatwork.com/ 21 August 2001 Jeremiah Gowdy


This is a review of Kaspersky Anti-Virus for FreeBSD, a product which
can protect a network of Microsoft Windows hosts by scanning e-mail and
SMB file shares.


CVS Mirror
http://www.onlamp.com/pub/a/bsd/2001/08/30/Big_Scary_Daemons.html
Onlamp http://www.onlamp.com/ 30 August 2001 Michael Lucas


How to mirror the FreeBSD CVS repository.


CVSup Infrastructure
http://www.onlamp.com/pub/a/bsd/2001/08/16/Big_Scary_Daemons.html
OnLamp.com http://www.onlamp.com/ 16 August 2001 Michael Lucas


An article on FreeBSD’s CVSup infrastructure used to distribute its
source code worldwide.


An Interview with Jordan Hubbard http://www.workingmac.com/article/32.wm
Working Mac http://www.workingmac.com/ 16 August 2001 pairNetworks


An short interview with Jordan Hubbard, one of the founders of the
FreeBSD project.


7 Controlling Bandwidth
http://www.onlamp.com/pub/a/bsd/2001/07/26/Big_Scary_Daemons.html
OnLamp http://www.onlamp.com/ 26 July 2001 Michael Lucas


Using DUMMYNET to control bandwidth allocation


Which OS is Fastest for High-Performance Network Applications?
http://www.samag.com/documents/s=1148/sam0107a/0107a.htm Sys Admin
http://www.samag.com July 2001 Jeffrey B. Rothman and John Buckman


Linux, Solaris, FreeBSD and Windows 2000 are benchmarked for network
applications. This article has a
sequel [http://www.samag.com/documents/s=1147/sam0108q/0108q.htm]
where the tests were redone after tuning FreeBSD.


NAI Labs Announces DARPA-Funded FreeBSD Security Initiative
http://opensource.nailabs.com/news/20010709-cboss.html NAI Labs
http://www.nailabs.com/ NAI Labs Press Release


NAI Labs, a division of Network Associates, Inc., announced a $1.2
million contract awarded by the U.S. Navy’s Space and Warfare Systems
Command to develop security extensions to the Open Source FreeBSD
operating system.


6 Controlling User Logins
http://www.onlamp.com/pub/a/bsd/2001/06/28/Big_Scary_Daemons.html
OnLamp.com http://www.onlamp.com/ 28 June 2001 Michael Lucas


An article describing the ways to control user access to your FreeBSD
system.


Rotating Log Files
http://www.onlamp.com/pub/a/bsd/2001/06/14/Big_Scary_Daemons.html
OnLamp.com http://www.onlamp.com/ 14 June 2001 Michael Lucas


Using the functionality of newsyslog in FreeBSD.


Microsoft’s FreeBSD Move Aimed At Next Generation Of Developers
http://www.crn.com/sections/BreakingNews/breakingnews.asp?ArticleID=27727
CRN http://www.crn.com/ 27 June 2001 Paula Rooney


A report on Microsoft’s venture to port its C# programming language to
FreeBSD.


BSD guru to guide Apple on Unix
http://www.macworld.co.uk/news/main_news.cfm?NewsID=3092 Mac World
http://www.macworld.co.uk/ 26 June 2001 Macworld (UK) staff


Apple (http://www.apple.com/) has recruited FreeBSD founder Jordan
Hubbard to its team, in a bid to steer its Mac OS X BSD (Berkeley
Software Distribution) efforts.


Microsoft Uses Open-Source Code Despite Denying Use of Such Software
Wall Street Journal http://www.wsj.com/ 18 June 2001 Lee Gomes


An article which states that open-source software connected with the
FreeBSD operating system is used in several places deep inside several
versions of Microsoft’s Windows software, and on numerous server
computers that manage major functions at Microsoft’s free e-mail
service, Hotmail [http://www.hotmail.com/].


In your face! MS open source attacks backfire
http://zdnet.com.com/2100-11-530056.html ZDNet http://www.zdnet.com/ 14
June 2001 Lee Gomes


A report on the backfiring of the Microsoft effort to vilify open source
software.


5 System Logging
http://www.onlamp.com/pub/a/bsd/2001/05/17/Big_Scary_Daemons.html
OnLamp.com http://www.onlamp.com/ 17 May 2001 Michael Lucas


System logging in FreeBSD using syslogd.


BSD Tricks: CVS
http://www.onlamp.com/pub/a/bsd/2001/05/03/Big_Scary_Daemons.html
OnLamp.com http://www.onlamp.com/ 03 May 2001 Michael Lucas


Using CVS in client-mode.


4 Setting up Wireless Cards on FreeBSD
http://www.onlamp.com/pub/a/bsd/2001/04/19/Big_Scary_Daemons.html
OnLamp.com http://www.onlamp.com/ 19 April 2001 Michael Lucas


Configuring FreeBSD for wireless operation.


3 FreeBSD Gaming
http://www.onlamp.com/pub/a/bsd/2001/03/22/Big_Scary_Daemons.html
OnLamp.com http://www.onlamp.com/ 22 March 2001 Michael Lucas


A survey of the games available in the FreeBSD ports collection.


Submitting Changes
http://www.onlamp.com/pub/a/bsd/2001/03/08/Big_Scary_Daemons.html
OnLamp.com http://www.onlamp.com/ 08 March 2001 Michael Lucas


Submitting change requests to the FreeBSD project using send-pr.


2 Changing FreeBSD Documentation
http://www.onlamp.com/pub/a/bsd/2001/02/22/Big_Scary_Daemons.html
OnLamp.com http://www.onlamp.com/ 22 February 2001 Michael Lucas


A mini tutorial on DocBook and its use by the FreeBSD Documentation
Project.


The FreeBSD Documentation Project
http://www.onlamp.com/pub/a/bsd/2001/02/08/Big_Scary_Daemons.html
OnLamp.com http://www.onlamp.com/ 08 February 2001 Michael Lucas


An introduction to the FreeBSD project.


For Servers: Linux 2.4 vs. FreeBSD 4.1.1
http://www.byte.com/documents/s=558/BYT20010130S0010/ Byte
http://www.byte.com/ 05 February 2001 Moshe Bar


BYTE’s Linux guru finds himself wondering why he isn’t running FreeBSD
— a comparison (with informal benchmarks) of FreeBSD 4.1.1 and a Linux
based distribution running the v2.4.0 Linux kernel.


1 Modifying a Port
http://www.onlamp.com/pub/a/bsd/2001/01/25/Big_Scary_Daemons.html
OnLamp.com http://www.onlamp.com/ 25 January 2001 Michael Lucas


Howto modify a FreeBSD port.


Fine Control of Ports
http://www.onlamp.com/pub/a/bsd/2001/01/04/Big_Scary_Daemons.html
OnLamp.com http://www.onlamp.com/ 04 January 2001 Michael Lucas


A system administrator’s view of the Ports system.


Is FreeBSD a Superior Server Platform to Linux?
http://www.webtechniques.com/archives/2001/01/infrrevu/ Web Techniques
http://www.webtechniques.com/ January 2001 Nathan Boeger


A reviewer finds FreeBSD 4.1 to be better suited for web serving than a
Red Hat Linux distribution.


A Roundtable on BSD, Security, and Quality
http://www.ddj.com/documents/s=865/ddj0165a/ Dr Dobbs Journal
http://www.ddj.com/ January 2001 Jack J. Woehr


A report from a roundtable at the recent USENIX Security Symposium 2000,
involving several prominent developers in the BSD world.
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]>


The release notes for FreeBSD are customized for different platforms, as
some of the changes made to FreeBSD apply only to specific processor
architectures.


Release notes for FreeBSD 6.2-RELEASE are available for the following
platforms:



		alpha


		amd64


		i386


		ia64


		pc98


		sparc64





A list of all platforms currently under development can be found on the
Supported Platforms page.
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Introduction


This is a specific schedule for the release of FreeBSD &local.rel;. For
more general information about the release engineering process, please
see the Release Engineering section of
the web site.


General discussions about the release engineering process or quality
assurance issues should be sent to the public
freebsd-qa mailing list.
MFC
requests should be sent to re@FreeBSD.org.





Schedule


Action


Expected


Actual


Description


Reminder announcement


8 September 2006


8 September 2006


Release Engineers send announcement email to developers with a rough
schedule for the FreeBSD &local.rel; release.


Code freeze begins


10 September 2006


10 September 2006


After this date, all commits to &local.rel.fromtag; must be approved by
re@FreeBSD.org. Certain highly active documentation committers are
exempt from this rule for routine man page / release note updates.
Heads-up emails should be sent to the developers, as well as stable@
and qa@ lists.


Announce the Ports Freeze


17 September 2006


17 September 2006


portmgr@ sends email to freebsd-ports@ to announce the dates for
the week long ports freeze and tagging of the ports tree.


Begin &local.rel;-BETA1 builds


16 September 2006


16 September 2006


Begin building the first public test release build for all Tier-1
platforms.


Release &local.rel;-BETA1


17 September 2006


20 September 2006


&local.rel;-BETA1 Tier-1 platform images built, released, and uploaded
to ftp-master.FreeBSD.org.


Begin &local.rel;-BETA2 builds


30 September 2006


1 October 2006


Begin building the second public test release build for all Tier-1
platforms.


Release &local.rel;-BETA2


1 October 2006


5 October 2006


&local.rel;-BETA2 Tier-1 platform images built, released, and uploaded
to ftp-master.FreeBSD.org.


Ports tree frozen


10 October 2006


10 October 2006


Only approved commits will be permitted to the ports/ tree during
the freeze.


Begin &local.rel;-BETA3 builds


30 October 2006


30 October 2006


Begin building the third public test release build for all Tier-1
platforms.


Release &local.rel;-BETA3


1 November 2006


31 October 2006


&local.rel;-BETA3 Tier-1 platform images built, released, and uploaded
to ftp-master.FreeBSD.org.


RELENG_&local.rel.tag; branch


12 October 2006


15 November 2006


The release branch is created. Update newvers.sh and release.ent
on various branches involved.


src/ unfrozen


14 October 2006


18 November 2006


Unfreeze RELENG_6 src. Continue to coordinate significant check-ins
with re@FreeBSD.org until the release is final.


Build &local.rel;-RC1


14 October 2006


15 November 2006


Begin building the first release candidate build for all Tier-1
platforms.


Release &local.rel;-RC1


15 October 2006


17 November 2006


&local.rel;-RC1 Tier-1 platform images released and uploaded to
ftp-master.FreeBSD.org.


Ports tree tagged


24 October 2006


30 October 2006


RELEASE_&local.rel.tag;_0 tag for ports/.


Ports tree slush


24 October 2006


30 October 2006


After the ports/ tree is tagged, the ports/ tree will be
re-opened for commits, but commits made after tagging will not go in
&local.rel;-RELEASE. Also, wide sweeping commits are only allowed after
explicit approval from portmgr@. The ports tree will be fully
unfrozen after the release announcement.


Final package build starts


24 October 2006


20 November 2006


The ports cluster and pointyhat [http://pointyhat.FreeBSD.org] build
final packages.


Announce doc/ tree slush


8 October 2006


–


Notification of the impending doc/ tree slush should be sent to
doc@.


doc/ tree slush


23 October 2006


–


Non-essential commits to the en_US.ISO8859-1/ subtree should be
delayed from this point until after the doc/ tree tagging, to give
translation teams time to synchronize their work.


Build &local.rel;-RC2



[STRIKEOUT:28 October 2006]


25 November 2006





24 December 2006


Begin building the second release candidate build for all Tier-1
platforms.


Release &local.rel;-RC2



[STRIKEOUT:29 October 2006]


27 November 2006





27 December 2006


&local.rel;-RC2 Tier-1 platform images released and uploaded to
ftp-master.FreeBSD.org.


doc/ tree tagged.


29 October 2006


8 December 2006


Version number bumps for doc/ subtree. RELEASE_&local.rel.tag;_0
tag for doc/. doc/ slush ends at this time.


Version numbers bumped



[STRIKEOUT:9 November 2006]


8 January 2007





11 January 2007


The files listed
here
are updated to reflect FreeBSD &local.rel;.


src/ tree tagged



[STRIKEOUT:9 November 2006]


8 January 2007





11 January 2007


Tag the RELENG_&local.rel.tag; branch with
RELENG_&local.rel.tag;_0_RELEASE.


Begin &local.rel;-RELEASE builds



[STRIKEOUT:9 November 2006]


8 January 2007





11 January 2007


Start &local.rel;-RELEASE Tier-1 builds.


Warn mirror-announce@FreeBSD.org



[STRIKEOUT:9 November 2006]


8 January 2007





–


Heads up email to mirror-announce@FreeBSD.org to give admins time to
prepare for the load spike to come. The site administrators have
frequently requested advance notice for new ISOs.


Upload to ftp-master



[STRIKEOUT:10 November 2006]


8 January 2007





13 January 2007


Release and packages uploaded to ftp-master.FreeBSD.org.


Announcement



[STRIKEOUT:13 November 2006]


10 January 2007





15 January 2007


Announcement sent out after a majority of the mirrors have received the
bits.


Turn over to so@


TBD


22 January 2007


Control of the RELENG_&local.rel.tag; branch is handed over to the
FreeBSD Security Officer Team one or two weeks after the announcement.





Additional Information



		FreeBSD &local.rel; developer todo list.


		FreeBSD &local.rel; Code Freeze Commit Approval
List.


		FreeBSD Release Engineering website.
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  $FreeBSD$ 2009 12 20


New committer: Ryusuke SUZUKI
(doc/ja_JP, www/ja)


7


New committer: Gavin Atkinson (src)


3


Official support for NVIDIA graphics cards on amd64 architecture


The NVIDIA Corporation releases an initial BETA version of NVIDIA 195.22
&os; graphics drivers for both i386 and amd64 architectures. The drivers
support recent versions of the &os; operating system, i.e. 7.2-STABLE
and 8.0-RELEASE and provide support for features like SLI, improved
compatibility and performance, especially on systems with 4GB or more of
RAM. This marks the first driver release for amd64, as it was previously
available only for i386 architecture. Please see the original
announcement [http://www.nvnews.net/vbulletin/showthread.php?t=142120]
for more information.


11 27


FreeBSD 8.0 press release


The FreeBSD 8.0 press
release is now available.


26


FreeBSD 8.0-RELEASE Available


FreeBSD 8.0-RELEASE is now
available. Please be sure to check the Release
Notes and Release
Errata before installation for
any late-breaking news and/or issues with 8.0. More information about
FreeBSD releases can be found on the Release
Information page.


18


New committer: Matthias Andree (ports)


12


&os; 8.0-RC3 Available


The third of the Release Candidates for the &os;-8.0 release cycle is
now available. ISO images for Tier-1 architectures and a memory stick
image for amd64/i386 are now
available [http://lists.freebsd.org/pipermail/freebsd-stable/2009-November/052699.html]
on most of the &os; mirror
sites.


10 29


New committer: Sylvio Cesar Teixeira
(ports)


28


&os; 8.0-RC2 Available


The second of the Release Candidates for the &os;-8.0 release cycle is
now available. ISO images for Tier-1 architectures and a memory stick
image for amd64/i386 are now
available [http://lists.freebsd.org/pipermail/freebsd-stable/2009-October/052544.html]
on most of the &os; mirror
sites.


11


April-September, 2009 Status Report


The April-September, 2009 Status Report is now
available with 38
entries.


4


New committer: Jaakko Heinonen (src)


9 21


&os; 8.0-RC1 Available


The first of the Release Candidates for the &os;-8.0 release cycle is
now available. ISO images for Tier-1 architectures and a memory stick
image for amd64/i386 are now
available [http://lists.freebsd.org/pipermail/freebsd-stable/2009-September/052024.html]
on most of the &os; mirror
sites.


15


New committer: Wen Heping (ports)


7


&os; 8.0-BETA4 Available


The fourth and last of the BETA builds for the &os;-8.0 release cycle is
now available. ISO images for Tier-1 architectures and a memory stick
image for amd64/i386 are now
available [http://lists.freebsd.org/pipermail/freebsd-stable/2009-September/051801.html]
on most of the &os; mirror
sites.


8 24


&os; 8.0-BETA3 Available


The third of the BETA builds for the &os;-8.0 release cycle is now
available. ISO images for Tier-1 architectures and a memory stick
image for amd64/i386 are now
available [http://lists.freebsd.org/pipermail/freebsd-stable/2009-August/051628.html]
on most of the &os; mirror
sites.


10


New committer: Dima Panov (ports)


7 20


New committer: Yi-Jheng Lin (ports)


18


&os; 8.0-BETA2 Available


The final stage of the &os;-8.0 Release cycle continues with the second
public beta release. The &os; 8.0-BETA2 ISO images for Tier-1
architectures are now available for download on most of the &os; mirror
sites. As with
the first beta release, this is not yet intended for use in a production
environment. However we encourage our users to test this release and
report any bugs and problems you may have found. For more information
about this release and updating details please see the official
announcement [http://lists.freebsd.org/pipermail/freebsd-stable/2009-July/051181.html].


7


&os; 8.0-BETA1 Available


The final stage of the &os;-8.0 Release cycle has begun with the first
public beta release. The &os; 8.0-BETA1 ISO images for Tier-1
architectures are now available for download on most of the &os; mirror
sites. We
encourage our users to give &os; 8.0-BETA1 a try and provide us with the
feedback, however please read the official
announcement [http://lists.freebsd.org/pipermail/freebsd-stable/2009-July/051018.html]
carefully before starting to use this release.


6 8


New committer: Navdeep Parhar (src)


New committer: Michael Tuexen (src)


4


Portmgr reorganization


Portmgr is happy to announce that two new members will join the team.


Martin Wilke has been one of our most active committers since receiving
his commit bit today 3 years ago. He has been working in a number of
subgroups including python, ports-security and the KDE team.


Ion-Mihai Tetcu has been interested in regression testing and qualitiy
assurance, creating QAT automated tinderbox testing of all port commits
on a per-commit basis, and adding on-the-fly feedback to the snapshot
builds from the pointyhat package cluster.


Unfortunately, we will also be saying goodbye to Kirill Ponomarew, who
hasn’t had much time to spend on FreeBSD and will be stepping down from
portmgr.


We thank Kirill for all his contributions in the past and wish Martin
and Ion-Mihai the best of luck with the new tasks bestowed upon them.


3


New bugmeister members: Gavin Atkinson,
Volker Werth


5 28


New committer: Alexander Logvinov (ports)


27


New committer: Kris Moore (ports)


23


New committer: Benedict Reuschling
(doc/de_DE, www/de)


22


New committer: Jilles Tjoelker (src)


20


New committer: TAKATSU Tomonari (ports)


10


Google Summer of Code Projects Announced


The FreeBSD Project again received many high quality applications from
students participating in Google’s Summer of
Code [http://code.google.com/soc] program. This year 20 student
proposals were accepted to work with the FreeBSD Project as part of this
program. For those with projects that were not accepted this year, we’d
like to note that the FreeBSD Project is always willing to help mentor
students so they can learn more about operating system development
through our normal community mailing lists and development forums.


The complete list of student projects selected for funding is :



		Aditya Sarawgi [http://wiki.FreeBSD.org/AdityaSarawgi],
Improving Second Extended File system (ext2fs) and making it GPL
free [http://wiki.FreeBSD.org/SOC2009AdityaSarawgi] (Mentor: Ulf
Lilleengen [http://wiki.FreeBSD.org/UlfLilleengen])


		Alejandro Pulver [http://wiki.FreeBSD.org/AlejandroPulver],
Ports license infrastructure (part 2: integration) (Mentor: Erwin
Lansing [http://wiki.FreeBSD.org/ErwinLansing])


		Ana Kukec [http://wiki.FreeBSD.org/AnaKukec], IPv6 Secure
Neighbor Discovery - native kernel APIs for FreeBSD (Mentor: Bjoern
Zeeb [http://wiki.FreeBSD.org/BjoernZeeb])


		David Forsythe [http://wiki.FreeBSD.org/DavidForsythe], `Package
tools rewrite via a new package library, with new
features <http://wiki.FreeBSD.org/SoC2009DavidForsythe>`__ (Mentor:
Tim Kientzle [http://wiki.FreeBSD.org/TimKientzle])


		Edward Tomasz
Napierala [http://wiki.FreeBSD.org/EdwardTomaszNapierala],
Hierarchical Resource Limits (Mentor: Brooks
Davis [http://wiki.FreeBSD.org/BrooksDavis])


		Fabio Checconi [http://wiki.FreeBSD.org/FabioChecconi],
`Geom-based Disk
Schedulers <http://wiki.FreeBSD.org/SOC2009FabioChecconi>`__
(Mentor: Luigi Rizzo [http://wiki.FreeBSD.org/LuigiRizzo])


		Fang Wang [http://wiki.FreeBSD.org/FangWang], Implement TCP UTO
(Mentor: Rui Paulo [http://wiki.FreeBSD.org/RuiPaulo])


		Gábor
Kövesdán [http://wiki.FreeBSD.org/G%C3%A1borK%C3%B6vesd%C3%A1n],
`BSD-licensed libiconv in base
system <http://wiki.FreeBSD.org/G%C3%A1borSoC2009>`__ (Mentor: Xin
Li [http://wiki.FreeBSD.org/XinLi])


		Gleb Kurtsov [http://wiki.FreeBSD.org/GlebKurtsov], `In kernel
stackable cryptographic filesystem
(pefs) <http://wiki.FreeBSD.org/SOC2009GlebKurtsov>`__ (Mentor:
Stanislav Sedov [http://wiki.FreeBSD.org/StanislavSedov])


		Ilias Marinos [http://wiki.FreeBSD.org/IliasMarinos],
`Application-Specific Audit
Trails <http://wiki.FreeBSD.org/SOC2009IliasMarinos>`__ (Mentor:
Robert Watson [http://wiki.FreeBSD.org/RobertWatson])


		Marta Carbone [http://wiki.FreeBSD.org/MartaCarbone], `Ipfw and
dummynet
improvements <http://wiki.FreeBSD.org/SOC2009MartaCarbone>`__
(Mentor: Luigi Rizzo [http://wiki.FreeBSD.org/LuigiRizzo])


		Nikhil Bysani [http://wiki.FreeBSD.org/NikhilBysani], Porting
`NetworkManager <http://wiki.FreeBSD.org/NetworkManager>`__ to
FreeBSD (Mentor: Ed
Schouten [http://wiki.FreeBSD.org/EdSchouten])


		Páli Gábor
János [http://wiki.FreeBSD.org/P%C3%A1liG%C3%A1borJ%C3%A1nos],
`Design and Implementation of Subsystem Support Libraries for
Monitoring and Management <http://wiki.FreeBSD.org/PGJSoC2009>`__
(Mentor: Oleksandr
Tymoshenko [http://wiki.FreeBSD.org/OleksandrTymoshenko])


		Prashant Vaibhav [http://wiki.FreeBSD.org/PrashantVaibhav],
`Reworking the callout scheme: towards a tickless
kernel <http://wiki.FreeBSD.org/SOC2009PrashantVaibhav>`__ (Mentor:
Ed Maste [http://wiki.FreeBSD.org/EdMaste])


		Satish Srinivasan [http://wiki.FreeBSD.org/SatishSrinivasan],
TrustedBSD Audit: Developing BSD licensed tools for importing,
exporting from/to Linux audit log format and BSM (Mentor: Stacey
Son [http://wiki.FreeBSD.org/StaceySon])


		Sylvestre Gallon [http://wiki.FreeBSD.org/SylvestreGallon], `USB
improvements under
FreeBSD <http://wiki.FreeBSD.org/SOC2009SylvestreGallon>`__ (Mentor:
Philip Paeps [http://wiki.FreeBSD.org/PhilipPaeps])


		Tatsiana Elavaya [http://wiki.FreeBSD.org/TatsianaElavaya],
`ipfw ruleset optimization and highlevel rule definition
language <http://wiki.FreeBSD.org/SOC2009TatsianaElavaya>`__
(Mentor: Diomidis
Spinellis [http://wiki.FreeBSD.org/DiomidisSpinellis])


		Tatsiana Severyna [http://wiki.FreeBSD.org/TatsianaSeveryna],
`puffs (pass-to-userspace framework file system) port for
FreeBSD <http://wiki.FreeBSD.org/SOC2009TatsianaSeveryna>`__
(Mentor: Konstantin
Belousov [http://wiki.FreeBSD.org/KonstantinBelousov])


		Zachariah Riggle [http://wiki.FreeBSD.org/ZachariahRiggle],
TCP\IP Regression Testing Suite (Mentor: George Neville
Neil [http://wiki.FreeBSD.org/GeorgeNevilleNeil])


		Zhao Shuai [http://wiki.FreeBSD.org/ZhaoShuai], `FIFO
Optimizations <http://wiki.FreeBSD.org/SOC2009ZhaoShuai>`__ (Mentor:
John Baldwin [http://wiki.FreeBSD.org/JohnBaldwin])





The Summer of Code wiki [http://wiki.FreeBSD.org/SummerOfCode2009]
contains additional information about FreeBSD Participation in this
program. Coding starts May 23, so please join us in welcoming the 20 new
students to our community.


7


January - March, 2009 Status Reports


The January - March, 2009 Status Reports are now
available with 15
entries.


5


New committer, SoC alumnus: Nick Barkas
(src)


4


FreeBSD 7.2-RELEASE Available


FreeBSD 7.2-RELEASE is now
available. Please be sure to check the Release
Notes and Release
Errata before installation for
any late-breaking news and/or issues with 7.2. More information about
FreeBSD releases can be found on the Release
Information page.


4 24


FreeBSD 7.2-RC2 Available


The second of two planned Release Candidates for the &os; 7.2-RELEASE
cycle is now available. ISO images for Tier-1 architectures are now
available [http://lists.freebsd.org/pipermail/freebsd-stable/2009-April/049591.html]
on most of the &os; mirror
sites.


21


DCBSDCon Videos Posted


All of the technical sessions from the recent DCBSDCon
2009 [http://www.dcbsdcon.org] conference were recorded and are now
available in the
BSDConferences [http://www.youtube.com/bsdconferences] channel on
YouTube [http://www.youtube.com]. There are now 50 separate videos
of technical talks from MeetBSD, NYCBSDCon, AsiaBSDCon, and BSDCan
available in the channel.


17


FreeBSD 7.2-RC1 Available


The first of two planned Release Candidates for the &os; 7.2-RELEASE
cycle is now available. ISO images for Tier-1 architectures are now
available [http://lists.freebsd.org/pipermail/freebsd-stable/2009-April/049464.html]
on most of the &os; mirror
sites.


12


Enhanced commit privileges: Gábor Páli
(ports, doc)


10


PC-BSD 7.1 Released


PC-BSD 7.1 has been released. PC-BSD is a successful desktop operating
system based on FreeBSD that focuses on providing an easy to use desktop
system for casual computer users. A list of new features/updates since
the last version can be found
here [http://www.pcbsd.org/content/view/104/30/].


The new release may be downloaded [http://www.pcbsd.org] or
purchased [http://www.freebsdmall.com] on DVD.


6


New committer: Rick Macklem (src)


3


FreeBSD 7.2-BETA1 Available


The final stage of the &os; 7.2-RELEASE cycle has begun with the first
beta release. ISO images for Tier-1 architectures are now
available [http://lists.freebsd.org/pipermail/freebsd-stable/2009-April/049233.html]
on most of the &os; mirror
sites.


3 25


New committer: Steven Kreuzer (ports)


22


The &os; Project participates in the Google Summer of Code 2009 program


We are pleased to announce that Google has invited the &os; Project to
participate in their Summer of Code 2009 program, which allows students
to get paid to work on the &os; source code. We invite students
interested in working on &os; to submit their proposals as soon as
possible.


For more information please see the &os; Summer
Projects page for recommended
project ideas and the official
announcement [http://lists.freebsd.org/pipermail/freebsd-announce/2009-March/001242.html].


16


New committer: Fabien Thomas (src)


12


Follow FreeBSD on Twitter


There are a number of semi-official Twitter streams available now with
the latest updates from the FreeBSD Project. The
@freebsdannounce [http://twitter.com/freebsdannounce] stream
provides a short summary and link to the full newsflash posts.
@freebsdblogs [http://twitter.com/freebsdblogs] syndicates the
FreeBSD developer blogs from Planet
FreeBSD [http://planet.freebsdish.org].
@freebsd [http://twitter.com/freebsd] syndicates both of the above
sources and more. Finally, the new
@bsdevents [http://twitter.com/bsdevents] stream includes all the
events from our events page [http://www.FreeBSD.org/events] plus
additional reminders and notices of BSD gatherings.


3


New committer: Dennis Herrmann (ports)


1


New committer: Dmitry Chagin (src)


2 19


New committer: Marcus von Appen (ports)


18


New committer: Andriy Gapon (src)


14


KDE 4.2.0 available for FreeBSD


KDE 4.2.0 has been merged into the ports tree. For a detailed list of
improvements, please refer to the
announcement [http://kde.org/announcements/4.2/index.php]. For
general information about KDE on FreeBSD, please see the KDE on
FreeBSD [http://freebsd.kde.org] project page.


1 28


October - December, 2008 Status Reports


The October - December, 2008 Status Reports are now
available with 19
entries.


New committer: Beat Gätzi (ports)


New committer: Jamie Gritton (src)


17


FreeBSD Kernel Internals Video Posted


The first lecture from Kirk McKusick’s full length FreeBSD Kernel
Internals [http://www.youtube.com/watch?v=nwbqBdghh6E] course has
been posted to the BSD
Conferences [http://www.youtube.com/bsdconferences] channel on
YouTube [http://www.youtube.com].


9


GNOME 2.24.2 Available for FreeBSD


The FreeBSD GNOME team is proud to announce the release of GNOME 2.24.2
for FreeBSD. More details can be found on the FreeBSD GNOME Project
page.


5


FreeBSD 7.1-RELEASE Available


FreeBSD 7.1-RELEASE is now
available. Please be sure to check the Release
Notes and Release
Errata before installation for
any late-breaking news and/or issues with 7.1. More information about
FreeBSD releases can be found on the Release
Information page.
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The file
ERRATA.TXT contains post-release ERRATA for 2.2.5 and should always
be considered the definitive place to look first before reporting
a problem with this release.  This file will also be periodically
updated as new issues are reported so even if you've checked this
file recently, check it again before filing a bug report.  Any
changes to this file are also automatically emailed to:

    freebsd-stable@FreeBSD.org

For 2.2.5 security advisories, see:

    ftp://FreeBSD.org/pub/CERT/

For the latest information (note the URL carefully - this is NOT
ftp.FreeBSD.org).

---- Security Advisories:

Current active security advisories for 2.2.5:   One

o FreeBSD-SA-97:05 (available from ftp://ftp.FreeBSD.org/pub/FreeBSD/CERT).

  You may also simply remove /dev/io as a quick work-around if you're
  not running an X server or some other specialized utility which
  requires access to the I/O instructions.

---- System Update Information:
o The appletalk stack was broken in 2.2.5.

Fix:  If you plan to run appletalk, you should apply the following patch:

ftp://ftp.FreeBSD.org/pub/FreeBSD/updates/2.2.5-RELEASE/atalk.diff.2.2.gz


o The line printer spooler lpd will, when sending jobs to remote
  printers, kill the child process sending to the remote after the
  timeout specified in the `ct' capability (2 minutes by default).

Fix:  Please upgrade the lpd subsystem to 2.2-stable.  As a workaround,
      increase the `ct' capability to an unreasonably large number of
      seconds (like 3600).


o Intel "F00F bug" enables users to hang machines with Pentium processors
  if they have access to the machine and can execute programs.

Fix:  Update to the 2.2-stable version of the kernel or apply the patch
      found in:

      ftp://ftp.FreeBSD.org/pub/FreeBSD/updates/2.2.5-RELEASE/f00f.diff.2.2.gz


o A bug in the ipfw code exists where using the "reset tcp" firewall command
  causes the kernel to write ethernet headers onto random kernel stack
  locations.

Fix:    Update to the 2.2-stable version of the kernel or apply the
        patch found in ftp://ftp.FreeBSD.org/pub/FreeBSD/updates/2.2.5-RELEASE/ipfw.diff.gz


o A bug in XF86Setup causes it to fail to create a symbolic link from
  /usr/X11R6/bin/X to the right X server for your hardware if a link
  does not already exist.  When you type startx the following error is
  displayed:

  xinit:  No such file or directory (errno 2):  no server "X" found in PATH

Fix:    Execute the following commands (as root) and re-run XF86Setup.

    # cd /usr/X11R6/bin
    # ln -s XF86_VGA16 X

    If XF86Setup asks you if you want to use the existing XF86Config for
    defaults choose no.  When it asks you if you want to create an 'X'
    link to the server choose yes.


o A bug in the phase diagram implementation of user-level ppp causes
  problems with some ppp implementations when shutting down the link.
  The line will go dead, but the modem will not hang up unless done
  manually using pppctl (or a switch).

Fix:  A version of ppp derived from the -current sources is available from
      http://www.FreeBSD.org/~brian

      It should build on any version of FreeBSD from 2.0.5 onwards.
      This code is available in the -current tree, but not (yet) in the
      2.2-STABLE tree.

    Further documentation can be found at these locations:

      Document references
      FAQ
      handbook






Release Home
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  $FreeBSD$ 2003 12 Apple unveils Panther OS
http://computerworld.com.my/pcwmy.nsf/unidlookup/3E918524EABCF22A48256E04001F413F?OpenDocument
ComputerWorld, Malaysia http://computerworld.com.my/ 31 December 2003
Blake Hoo


Apple Computer recently announced the availability of its highly
anticipated Mac OS X 10.3 Panther, based on FreeBSD 5.


Year in Review: Turbulence, troubles and triumph in OS market
http://www.computerworld.co.nz/news.nsf/PrintDoc/C20DECA717B0D5D5CC256DF1006B7A8E?OpenDocument&pub=Computerworld
Computerworld http://www.computerworld.co.nz/ 30 December 2003 Matthew
Cooney


The year 2003 in retrospect of various operating systems, including
FreeBSD.


eRacks announces Linux/FreeBSD Centrino(TM) Laptop
http://www.e-consultancy.com/newsfeatures/153803/eracks-announces-linux-centrino-tm-laptop.html
e-consultancy http://www.e-consultancy.com/ 30 December 2003 eRacks
Press Release


eRacks Open Source Systems announces a Centrino(TM) based laptop that
features FreeBSD as a supported OS.


Computing Clusters
http://www.g4techtv.com/feature.aspx?article_key=15807 G4TechTV
http://www.g4techtv.com/ 17 December 2003 Leo Laporte and Roman Loyola


Matt Olander shows how to build a FreeBSD-based cluster.


The FreeBSD Operating System 10 Year Anniversary Celebration: Silicon
Valley is Alive and Kicking!
http://www.emediawire.com/releases/2003/12/emw93099.htm eMediaWire
http://www.emediawire.com/ 08 December 2003 Matt Olander


The offmyserver.com press release about the FreeBSD 10 year anniversary
party.


Desktop FreeBSD Part 1: Installation
http://www.ofb.biz/modules.php?name=News&file=article&sid=272 Open For
Business http://www.ofb.biz/ 02 December 2003 Ed Hurst


In this first part of a series of introductory articles, the author
shows how to use the FreeBSD installer.


Using SNMP and RRDTool on FreeBSD
http://silverwraith.com/papers/freebsd-snmp.php Silverwraith.com
http://silverwraith.com/ December 2003 Avleen Vig


A guide to generating server statistics for FreeBSD 4 and 5.


11 Ten Years of FreeBSD: Anniversary Party a Success
http://www.osnews.com/story.php?news_id=5224 OSNews
http://www.osnews.com 25 November 2003 Eugenia Loli-Queru


A quick report about the evening including some pictures.


Interview: AUUG’s Greg Lehey
http://www.linuxworld.com.au/pp.php?id=337297289&fp=2&fpid=1
linuxworld.com.au http://linuxworld.com.au/ 24 November 2003 Howard
Dahdah


An interview with FreeBSD developer Greg Lehey.


From Linux to FreeBSD: A FreeBSD Review
http://www.osnews.com/story.php?news_id=5106 OSNews
http://www.osnews.com 11 November 2003 Gabe Yoder


The author quickly reviews FreeBSD 4.8 and compares it with GNU/Linux.


Printing for the Impatient http://www.onlamp.com/lpt/a/4303 OnLamp.com
http://www.onlamp.com 06 November 2003 Michael Lucas


The author gives detailed instructions on how to use Apsfilter for
printing.


One User’s Thoughts on FreeBSD 4.9
http://www.osnews.com/story.php?news_id=5046 OSNews
http://www.osnews.com/ 05 November 2003 Corey Holcomb-Hockin


The author reviews FreeBSD 4.9, describes how to upgrade to the security
and bug fixes branch, and how to build a custom kernel.


Improving User Passwords with apg http://www.onlamp.com/lpt/a/4298
OnLamp.com http://www.onlamp.com/ 01 November 2003 Dru Lavigne


The author explains how to improve your password policy with
auto-generated passwords.


10 FreeBSD Fills In The Blanks With v4.9
http://siliconvalley.internet.com/news/print.php/3101631
siliconvalley.internet.com http://siliconvalley.internet.com/ 30 October
2003 Michael Singer


The author gives a short summary on FreeBSD 4.9-RELEASE.


FreeBSD 5.1 http://www.thejemreport.com/software/freebsd51.php The Jem
Report http://www.thejemreport.com/ 17 October 2003 Jem Matzan


The author reviews FreeBSD 5.1-RELEASE, and compares it with GNU/Linux.


Build a Dynamic Web Serving Platform with FreeBSD
http://www.devx.com/opensource/Article/17534/1763/page/1 DevX.com
http://www.devx.com/ 16 October 2003 Gregory L. Magnusson


A description on how to build Apache with MySQL and PHP support on
FreeBSD.


Babe in the Woods: A Linux User Migrates to FreeBSD
http://www.ofb.biz/modules.php?name=News&file=print&sid=267 Open For
Business http://www.ofb.biz/ 09 October 2003 Ed Hurst


The author describes his experience migrating from Linux to FreeBSD.


An Automated Binary Security Update System for FreeBSD
http://www.daemonology.net/freebsd-update/ Daemonology.net
http://www.daemonology.net/ 09 October 2003 Colin Percival


In his paper, the author describes an automated system for building and
distributing binary security updates for FreeBSD.


Netcraft: BT Most Reliable Hosting Site in September
http://thewhir.com/marketwatch/net100703.cfm theWHIR http://thewhir.com/
07 October 2003 theWHIR Web Team


Netcraft’s latest survey reveals that seven out of the top thirteen most
reliable web hosting company sites in september ran FreeBSD.


Working With ACLs in FreeBSD 5.X
http://ezine.daemonnews.org/200310/acl.html DaemonNews
http://www.daemonnews.org/ 06 October 2003 Grzegorz Czaplinski


The author explains how to create and configure unique access
permissions on files and directories using Access Control Lists (ACLs).


Build your own FreeBSD Segway clone
http://www.theinquirer.net/default.aspx?article=11891 The Inquirer
http://www.theinquirer.net 02 October 2003 Adamson Rust


Trevor Blackwell has built his own FreeBSD powered Segway clone. Read on
for a closer description.


9 Cleaning and Customizing Your Ports http://www.onlamp.com/lpt/a/4165
OnLamp.com http://www.onlamp.com/ 18 September 2003 Dru Lavigne


The author describes how to clean the FreeBSD ports tree and how to
customize the ports build options with portupgrade tools.


FreeBSD vs. Linux on TechTV! The OffMyServer OS Shootout
http://www.offmyserver.com/cgi-bin/store/news/techtv_090303.html
eMediaWire http://www.emediawire.com/ 05 September 2003 Matt Olander


This article describes how FreeBSD stacked up against Linux on TechTV’s
latest The Screen Savers show.


FreeBSD Jails http://www.onlamp.com/lpt/a/4139 OnLamp.com
http://www.onlamp.com/ 04 September 2003 Mike DeGraw-Bertsch


In this article the author explains how to set up and configure Jails on
FreeBSD.


8 Portupgrade http://www.onlamp.com/lpt/a/4111 OnLamp.com
http://www.onlamp.com/ 28 August 2003 Dru Lavigne


The author describes how to install and use portupgrade to upgrade
installed applications on a FreeBSD system.


FreeBSD Serves Up Java JDK
http://siliconvalley.internet.com/news/article.php/3068481
siliconvalley.internet.com http://siliconvalley.internet.com 26 August
2003 Michael Singer


The author talks about the benefits, native Java support has for
FreeBSD.


FreeBSD Access Control Lists http://www.onlamp.com/lpt/a/4053 OnLamp.com
http://www.onlamp.com/ 14 August 2003 Daniel Harris


The author describes how to use Access Control Lists, one of FreeBSD 5.X
new functionalities.


Ports Tricks http://www.onlamp.com/lpt/a/4057 OnLamp.com
http://www.onlamp.com/ 07 August 2003 Dru Lavigne


In this edition of the FreeBSD Basics column, Dru Lavigne demonstrates
her favourite ports tricks.


7 Comparing Server OSes http://www.thejemreport.com/articles/sco.htm The
Jem Report http://www.thejemreport.com/ 25 July 2003 Jem Matzan


A comparative survey of a number of free and proprietary server OSes.
The article strongly recommends the BSD family of OSes on account of
their quality.


Why Users Choose BSD Over Linux Or Commercial Software
http://www.internetweek.com/story/showArticle.jhtml?articleID=12800936
Internet Week http://www.internetweek.com/ 18 July 2003 Ean Kingston


The author recommends FreeBSD, highlighting its license, simplicity,
stability, and the myriad of supported applications.


Nearly 2 Million Active Sites running FreeBSD
http://news.netcraft.com/archives/2003/07/12/nearly_2_million_active_sites_running_freebsd.html
Netcraft http://www.netcraft.com/ 12 July 2003 Mike Prettejohn


The number of sites running FreeBSD is steadily growing. Netcraft
provides statistics and reasons.


Top providers running FreeBSD: Netcraft
http://www.theage.com.au/articles/2003/07/10/1057783256883.html The Age
http://www.theage.com.au/ 10 July 2003 their online staff


A report from Netcraft states that five of the top 10 hosting providers
in the world are running the FreeBSD operating system.


FreeBSD 5.1 Shows Handy New Features
http://www.eweek.com/article2/0,3959,1185897,00.asp EWeek
http://www.eweek.com/ 07 July 2003 Jason Brooks


Summary of new features in the FreeBSD 5.X branch, including new jail
management facilities.


6 Advanced FreeBSD Installation Issues
http://www.informit.com/content/index.asp?product_id=%7B7309E848-0A1E-475A-A1CD-17B5462B1564%7D&062903
InformIT.com http://www.informit.com 27 June 2003 Brian Tiemann, Michael
Urban


An in-depth tutorial on installing FreeBSD.


Is it time for BSD? http://www.eweek.com/article2/0,3959,1135078,00.asp
EWeek http://www.eweek.com/ 23 June 2003 Jim Rapoza


The author recommends the BSD family of operating systems for
open-source IT projects.


Basic Security Measures for FreeBSD
http://www.net-security.org/article.php?id=511 Net Security
http://www.net-security.org/ 19 June 2003 Szekely Ervin


Describes the basic security measures that should be applied to a
FreeBSD 4.X workstation.


New distribution point for FreeBSD
http://www.theage.com.au/articles/2003/06/19/1055828413910.html The Age
http://www.theage.com.au/ 18 June 2003 their online staff


Three companies pool together to operate a new mirror of the FreeBSD
website and CVSup services.


FreeBSD Foundation Unleashes 5.1
http://www.internetnews.com/dev-news/article.php/2218991 Internetnews
http://www.internetnews.com/ 09 June 2003 Thor Olavsrud


An article briefly covering the FreeBSD 5.1 release.


5 FreeBSD support for AMD64 on the way
http://www.theinquirer.net/?article=9383 The Inquirer
http://www.theinquirer.net 08 May 2003 Arron Rouse


A short article about upcoming support for the AMD64 platform in FreeBSD
5.x.


Beyond Linux
http://www.infoworld.com/article/03/05/23/21OPconnection_1.html
InfoWorld http://www.infoworld.com 03 May 2003 Chad Dickerson


The author recommends FreeBSD, praising its TCP/IP stack and its liberal
license.


4 Focus on FreeBSD: Interview with the Core Team
http://www.osnews.com/story.php?news_id=3415 OS News
http://www.osnews.com/ 28 April 2003 Eugenia Loli-Queru


OS News features an in-depth interview with Wes Peters, Greg Lehey,
Warner M. Losh of the FreeBSD core team and developer Scott Long. Topics
include Java support, the Linux competition, and the FreeBSD 5.x branch.


3 FreeBSD featured on TechTV
http://www.offmyserver.com/cgi-bin/oms/news/techtv_031403.html
offmyserver.com http://www.techtv.com/ 14 March 2003 Offmyserver Press
Release


FreeBSD core-team member Murray Stokely appeared on TechTV with Matt
Olander from Offmyserver to talk about FreeBSD and perform an
installation on live television. The press release includes a link to a
RealVideo stream of the episode.


2 FreeBSD 5.0 looks to the enterprise
http://www.linuxworld.com.au/news.php3?nid=2187&tid=1 linuxworld.com.au
http://linuxworld.com.au/ 04 February 2003 Howard Dahdah


Linuxworld looks at the capabilities of FreeBSD 5.0 as an enterprise
operating system and interviews FreeBSD developer Scott Long.


1 Odds and Ends
http://www.onlamp.com/pub/a/bsd/2003/01/23/FreeBSD_Basics.html
OnLamp.com http://www.onlamp.com/ 23 January 2003 Dru Lavigne


Dru Lavigne on easy ways for a new user to get familiar with FreeBSD.


FreeBSD 5.0 Unleashed
http://www.internetnews.com/dev-news/article.php/1571431 InternetNews
http://www.internetnews.com/ 17 January 2003 Michael Singer


Internetnews.com reviews FreeBSD 5.0 and interviews FreeBSD’s release
engineering team member, Murray Stokely.
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Date: 22 Oct 1997 14:09:08 -0500


From: “Jordan K. Hubbard” <jkh@time.cdrom.com>

Subject: 2.2.5 RELEASE now available from ftp.freebsd.org (and
some mirrors)





It is my great pleasure, as always, to announce the release of FreeBSD
2.2.5, our next release on the 2.2-stable branch. Those folks who are
still running 2.1.x and wish to upgrade to 2.2 technology are now
encouraged to do so as 2.2.5 has reached an equivalent level of
stability in all of our tests. A number of annoying problems with 2.2.2
have also been fixed (see the release notes for more
information on this).


FreeBSD 2.2.5-RELEASE is available on
ftp.freebsd.org [ftp://ftp.freebsd.org/pub/FreeBSD] and various FTP
mirror sites throughout the world. It
can also be ordered on CD from Walnut Creek
CDROM [http://www.cdrom.com/], from where it will be shipping shortly
as a new 4 CD set containing a lot of extra stuff of interest to
programmers and general users alike.


The official FTP distribution site for FreeBSD is:



ftp://ftp.FreeBSD.org/pub/FreeBSD



Or via the WEB page at:



http://www.cdrom.com/pub/FreeBSD [http://www.cdrom.com/pub/FreeBSD/]



And on CD-ROM from Walnut Creek CDROM:




Walnut Creek CDROM


4041 Pike Lane, #D

Concord CA, 94520 USA

Phone: +1 510 674-0783

Fax: +1 510 674-0821

Tech Support: +1 510 603-1234

Email: info@cdrom.com

WWW: http://www.cdrom.com/









Additionally, FreeBSD is available via anonymous FTP from mirror
sites in Argentina, Australia, Brazil,
Canada, the Czech Republic, Denmark, Estonia, Finland, France, Germany,
Hong Kong, Ireland, Israel, Japan, Korea, the Netherlands, Poland,
Portugal, Russia, South Africa, Sweden, Taiwan, Thailand and the UK
(among other countries :). Please check your regional mirrors first by
going to:



ftp://ftp.<yourdomain>.freebsd.org/pub/FreeBSD



since ftp.freebsd.org is itself rather overloaded at the present time
(Id software and Slackware Linux chose the same time to release their
latest products :).


The latest versions of export-restricted code for FreeBSD (2.0C or
later) (eBones and secure) are also being made available at the
following locations. If you are outside the U.S. or Canada, please get
secure (DES) and eBones (Kerberos) from one of the following foreign
distribution sites:



		South Africa


		
ftp://ftp.internat.FreeBSD.ORG/pub/FreeBSD


ftp://ftp2.internat.FreeBSD.ORG/pub/FreeBSD








		Brazil


		ftp://ftp.br.FreeBSD.ORG/pub/FreeBSD


		Finland


		ftp://nic.funet.fi/pub/unix/FreeBSD/eurocrypt
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New committer: Jordan Sissel (src)


FreeBSD 6.2-RC2 Available


The second release candidate of FreeBSD 6.2 has been
announced [http://lists.freebsd.org/pipermail/freebsd-stable/2006-December/031742.html].
ISO images and distributions for Tier-1 architectures are now available
on most of the FreeBSD mirror
sites [http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/mirrors-ftp.html].


26


New committer: Dryice Liu (ports)


22


New committer: Juergen Lock (ports)


10


Podcast Interview with FreeBSD Developer Joseph Koshy


In his latest bsdtalk [http://bsdtalk.blogspot.com/] podcast, Will
Backman interviews FreeBSD Developer Joseph Koshy about his recent work
on libElf. The podcast is available at
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/bsdtalk087.mp3.


7


Podcast Interview with FreeBSD Developer Kip Macy


In his latest bsdtalk [http://bsdtalk.blogspot.com/] podcast, Will
Backman interviews FreeBSD Developer Kip Macy about the FreeBSD/sun4v
port. The podcast is available at
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/bsdtalk086.mp3.


5


New committer: Nicola Vitale (ports)


New committer: Gábor Kövesdán (ports). An
SoC2006 alumnus.


Gábor Kövesdán, a successful student from
last year’s Summer of Code program, has continued working with the
FreeBSD Project and is now a full ports/ committer.


1


Podcast Interview with FreeBSD Developer Tom McLaughlin


In his latest bsdtalk [http://bsdtalk.blogspot.com/] podcast, Will
Backman interviews FreeBSD Developer Tom McLaughlin about the BSD#
project and Mono on FreeBSD. The podcast is available at
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/bsdtalk085.mp3.


11 29


New committer: David Thiel (ports)


Podcast Interview with FreeBSD Release Engineer Bruce Mah


In his latest bsdtalk [http://bsdtalk.blogspot.com/] podcast, Will
Backman interviews FreeBSD Release Engineer Bruce Mah about the upcoming
6.2 release of FreeBSD. The podcast is available at
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/bsdtalk084.mp3.


17


FreeBSD 6.2-RC1 Available


The first release candidate of FreeBSD 6.2 is now
available [http://lists.freebsd.org/pipermail/freebsd-stable/2006-November/030811.html].
ISO images for Tier-1 architectures are now available on most of the
FreeBSD mirror
sites [http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/mirrors-ftp.html].


16


FreeBSD Foundation Fall Fundraising Campaign


The FreeBSD Foundation [http://www.freebsdfoundation.org/] is
kicking off its Fall Fundraising
Campaign [http://www.freebsdfoundation.org/donate/]. The success of
this effort will have a large impact on the Foundations budget for the
next year.


14


FreeBSD.org systems move postponed


The move of the FreeBSD.org systems which was scheduled for Monday
November 13th has been postponed. Currently it is expected to happen on
Friday November 17th (still US Pacific Standard Time).


12


FreeBSD/sun4v Install / Live CD Available


The port of FreeBSD to Sun’s UltraSparc-T1 architecture has produced an
install ISO containing a live file system. More information is available
at the FreeBSD/sun4v Project
page [http://www.FreeBSD.org/platforms/sun4v.html].


New committer: Jeremy Chadwick (ports)


7


New committer: Babak Farrokhi (ports)


New committer: Frank J. Laszlo (ports)


5


FreeBSD.org systems moving


The FreeBSD.org servers handling mail, web, CVS etc. for the FreeBSD
Project will be moving to a new data-center soon. The move is currently
scheduled to take place on Monday November 13th (US Pacific Standard
Time).


Due to preparations for the move there may be short outages when
FreeBSD.org services are not working in the time up to the actual move.
On the day of the move only the static parts (IE. plain HTML pages, no
CGI) of http://www.FreeBSD.org/ will work.


10 31


FreeBSD 6.2-BETA3 Available


The third beta release of FreeBSD 6.2 is now
available [http://lists.freebsd.org/pipermail/freebsd-stable/2006-November/030277.html].
ISO images for Tier-1 architectures are now available on most of the
FreeBSD mirror
sites [http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/mirrors-ftp.html].


25


Summer of Code Projects Completed


We are happy to report that all 14 students successfully completed their
FreeBSD Summer of Code
projects. Congratulations to both mentors and students, and thanks to
Google [http://www.google.com/bsd] for running this program and
providing funding.


19


June-October, 2006 Status Report


The June-October, 2006 Status Report is now
available with 49
entries.


14


GNOME 2.16.1 Released for FreeBSD


GNOME 2.16.1 has been released, and merged into the FreeBSD ports tree.
Check out the FreeBSD GNOME homepage for
the official announcement as well as important upgrade
instructions.


8


New committer: Shteryana Shopova (src).
An SoC2006 alumnus.


Shteryana Shopova, a successful student
from last year’s Summer of Code program, has continued working with the
FreeBSD Project and is now a full src/ committer.


5


FreeBSD 6.2-BETA2 Available


The second beta release of FreeBSD 6.2 is now
available [http://lists.freebsd.org/pipermail/freebsd-stable/2006-October/029171.html].
ISO images for Tier-1 architectures are now available on most of the
FreeBSD mirror
sites [http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/mirrors-ftp.html].


9 28


New committer: Soeren Straarup (ports)


21


New committer: Jack F. Vogel (src)


FreeBSD 6.2-BETA1 Available


The first beta version of FreeBSD 6.2 is now
available [http://lists.freebsd.org/pipermail/freebsd-stable/2006-September/028584.html].
The BETA1 ISO images are available on most of the FreeBSD Mirror
sites [http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/mirrors-ftp.html].


20


New committer: Chin-San Huang (doc)


18


New committer: Stanislav Sedov (ports)


12


New committer: Alexander Botero-Lowry
(ports)


1


New committer: Randall R. Stewart (src)


8 20


New committer: Daniel Geržo (doc)


7 26


New FreeBSD Core Team elected


FreeBSD Core Team elections have been finished. The announcement is
available
here [http://docs.freebsd.org/cgi/getmsg.cgi?fetch=0+0+archive/2006/freebsd-announce/20060730.freebsd-announce].


19


Podcast Interview with FreeBSD Developer Greg Lehey


In his latest bsdtalk [http://bsdtalk.blogspot.com/] podcast, Will
Backman interviews FreeBSD developer Greg Lehey about his work on
FreeBSD and MySQL. The podcast is available at
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/bsdtalk055.mp3.


18


New committer: Jose Alonso Cardenas Marquez
(ports)


13


Podcast Interview with FreeBSD Developer Pawel Jakub Dawidek


In his latest bsdtalk [http://bsdtalk.blogspot.com/] podcast, Will
Backman interviews FreeBSD developer Pawel Jakub Dawidek about his work
on FreeBSD, most notably the GEOM Journal project. The podcast is
available at
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/bsdtalk052.mp3.


12


April-June 2006 Status Report


The April-June, 2006 status report is now
available with 39
entries.


5


The FreeBSD Foundation Releases Java Binaries for FreeBSD 5.5, 6.1, and
the AMD64 Platform


The FreeBSD Foundation now provides native Java JDK and JRE 1.5 binaries
based on the latest UPDATE7 from Sun Microsystems. For further details,
please see the FreeBSD Foundation press
release [http://www.freebsdfoundation.org/press/20060705-PRrelease.shtml].


6 24


New committer: Rong-En Fan (ports)


21


New committer: Boris Samorodov (ports)


19


New committer: Shaun Amott (ports)


5


New committer: Konstantin Belousov (src)


New committer: Martin Wilke (ports)


5 30


Funded Student Projects Announced


The FreeBSD Project received over 120 applications for Google’s Summer
of Code [http://code.google.com/summerofcode.html] program, amongst
which 14 were selected for funding. Unfortunately, there were far more
first rate applications than available spots for students. However, we
encourage students to work together with us all year round. The FreeBSD
Project is always willing to help mentor students learn more about
operating system development through our normal community mailing lists
and development forums. Contributing to an open source software project
is a valuable component of a computer science education and great
preparation for a career in software development.


A complete list of the winning students and projects is available
here [http://www.freebsd.org/projects/summerofcode.html]. A Summer
of Code wiki [http://wiki.freebsd.org/moin.cgi/SummerOfCode2006] is
also available with additional information.


New committer: Paolo Pisati (src). An
SoC2005 alumnus.


Paolo Pisati, a successful student from
last year’s Summer of Code program, has continued working with the
FreeBSD Project and is now a full src/ committer.


26


Podcast Interview with FreeBSD Developer Poul-Henning Kamp


In his latest bsdtalk [http://bsdtalk.blogspot.com/] podcast, Will
Backman interviews FreeBSD developer Poul-Henning Kamp about his work on
FreeBSD. The podcast is available at
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/bsdtalk048.mp3.


25


FreeBSD 5.5-RELEASE Now Available


FreeBSD 5.5-RELEASE is now
available. Please check the
errata before installation for
any late-breaking news and/or issues with this release. The Release
Information page has more information
about FreeBSD releases.


21


FreeBSD Self-Hosting on the Sun T1 Processor


FreeBSD is now able to complete a full run of the “make buildworld”
command on machines running the Sun T1 processor with CoolThreads
technology [http://www.sun.com/processors/UltraSPARC-T1/], and is
thus self-hosting. The code currently resides in the FreeBSD Perforce
revision control
system [http://perforce.freebsd.org/branchView.cgi?BRANCH=kmacy%5fsun4v]
and will be merged to the official CVS repository when support for
logical domaining is complete. A log file of the boot process can be
found here [http://www.fsmware.com/sun4v/dmesg_latest.txt].


17


New committer: Thomas Wintergerst
(src)


16


FreeBSD 5.5-RC1 Available


The first and most likely last release candidate of FreeBSD 5.5 is now
available [http://lists.freebsd.org/pipermail/freebsd-stable/2006-May/025589.html].
The RC1 ISO images are available on most of the FreeBSD Mirror
sites [http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/mirrors-ftp.html].


8


FreeBSD 6.1-RELEASE is Now Available


FreeBSD 6.1-RELEASE has been
released. Please check the release
errata before installation for any
late-breaking news and/or issues with 6.1. The Release
Information page has more information
about FreeBSD releases.


Summer of Code Deadline Extended 1 day


The application period for Google’s Summer of Code
2006 [http://code.google.com/summerofcode.html] program has been
extended until Tuesday 11:00AM PDT. More information about FreeBSD
specific projects and potential mentors is available
here.


7


New committer: Ion-Mihai Tetcu (ports)


6


New committer: Stefan Walter (ports)


New committer: Andrew Pantyukhin (ports)


2


FreeBSD 6.1-RC2 Available


The second and most likely last release candidate of FreeBSD 6.1 is now
available [http://lists.freebsd.org/pipermail/freebsd-hackers/2006-May/016386.html].
The RC2 ISO images are available on most of the FreeBSD Mirror
sites [http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/mirrors-ftp.html].


1


Accepting Applications for Summer of Code


The FreeBSD Project is now accepting applications for the previously
announced Google Summer of Code
2006 [http://code.google.com/summerofcode.html] program. This program
will provide funding for students to spend the summer contributing to
open source software projects. A list of FreeBSD specific projects and
potential mentors is available
here.


Once a suitable project and mentor have been identified, interested
students should complete a proposal and submit it to Google. Proposals
are now being accepted and the final deadline is May 8, 2006 at 17:00
Pacific Daylight Time (midnight May 9, 2006 0:00 UTC). Winning
candidates will be announced in late May. Please see the Student
FAQ [http://code.google.com/soc/studentfaq.html] for more
information.


New Driver for HighPoint RocketRAID 232x SATA RAID Controllers


A driver for HighPoint’s RocketRAID 232x series of SATA RAID
controllers, rr232x(4), has been added to FreeBSD-CURRENT as well as the
RELENG_6 and RELENG_6_1 branches. It will be included in the upcoming
FreeBSD 6.1-RELEASE.


Enhanced commit privileges: Xin LI
(src, doc, ports)


4 30


New committer: Lars Balker Rasmussen
(ports)


15


Podcast Interview with FreeBSD Developer Joe Marcus Clarke


In his latest bsdtalk [http://bsdtalk.blogspot.com/] podcast, Will
Backman interviews FreeBSD developer Joe Marcus Clarke about the GNOME
desktop environment on FreeBSD. The podcast is available at
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/bsdtalk032.mp3.


14


January-March 2006 Status Report


The January-March, 2006 status report is now
available with 29
entries.


Summer of Code


The FreeBSD Project is happy to participate in Google’s Summer of Code
2006 [http://code.google.com/summerofcode.html] program. This program
will provide funding for students to spend the summer contributing to
open source software projects. A list of FreeBSD specific projects and
potential mentors is available
here.


13


FreeBSD 6.1-RC1 Available


The first release candidate of FreeBSD 6.1 is now
available [http://lists.freebsd.org/pipermail/freebsd-hackers/2006-April/016104.html].
The RC1 ISO images are available on most of the FreeBSD Mirror
sites [http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/mirrors-ftp.html].


11


New Driver for Broadcom NetXtreme II Gigabit Ethernet Chips


A driver for the Broadcom NetXtreme II family of Gigabit Ethernet chips,
bce(4), has been added to FreeBSD-CURRENT. It will be merged to the
FreeBSD 6-STABLE branch in the near future.


6


The FreeBSD Foundation Announces Java JDK and JRE 1.5 Binaries for
FreeBSD


The FreeBSD Foundation now provides native Java JDK and JRE 1.5 binaries
for FreeBSD. For further details, please see the FreeBSD Foundation
press
release [http://www.freebsdfoundation.org/press/20060405-PRrelease.shtml].


4


New committer: Alejandro Pulver
(ports)


2


New committer: Johan van Selst (ports)


3 31


New committer: Jean Milanez Melo (ports)


15


FreeBSD 5.5-BETA4 and 6.1-BETA4 Available


The fourth beta releases of FreeBSD 5.5 and FreeBSD 6.1 are now
available [http://lists.freebsd.org/pipermail/freebsd-hackers/2006-March/015730.html].
The respective BETA4 ISO images are available on most of the FreeBSD
Mirror
sites [http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/mirrors-ftp.html].


2 22


New committer: Wojciech A. Koszek (src)


20


FreeBSD 5.5-BETA2 and 6.1-BETA2 Available


The second beta releases of FreeBSD 5.5 and FreeBSD 6.1 are now
available [http://lists.freebsd.org/pipermail/freebsd-hackers/2006-February/015499.html].
The respective BETA2 ISO images are available on most of the FreeBSD
Mirror
sites [http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/mirrors-ftp.html].


18


Podcast Interview with FreeBSD Developer Kirk McKusick


In his latest bsdtalk [http://bsdtalk.blogspot.com/] podcast, Will
Backman interviews FreeBSD developer Marshall Kirk McKusick. The podcast
is available at
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/bsdtalk018.mp3.


17


Podcast Interview with FreeBSD Release Engineer Scott Long


In issue 17 of his bsdtalk [http://bsdtalk.blogspot.com/] series of
podcasts, Will Backman interviews FreeBSD release engineer Scott Long
about the upcoming FreeBSD 5.5 and 6.1 releases and related topics. The
podcast is available at
http://cisx1.uma.maine.edu/~wbackman/bsdtalk/bsdtalk017.mp3.


13


New committer: Chuck Lever (src)


Upcoming FreeBSD Kernel Code Reading Evening Course


The ``FreeBSD Kernel Internals: An Intensive Code Walkthrough’’ course
will be taught during the Spring of 2006. The class will be held at the
historic Hillside Club at 2286 Cedar Strett, Berkeley, CA 94709 just
three blocks north of the Berkeley campus once per week from 6:30PM to
9:45PM starting Wednesday February 22nd and finishing Tuesday June 13th.
You can get more information or sign up for the class
here [http://www.mckusick.com/courses/adveveclass.html].


9


FreeBSD 5.5-BETA1 and 6.1-BETA1 Available


The first beta releases of FreeBSD 5.5 and FreeBSD 6.1 are now
available [http://lists.freebsd.org/pipermail/freebsd-hackers/2006-February/015418.html].
The respective BETA1 ISO images are available on most of the FreeBSD
Mirror
sites [http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/mirrors-ftp.html].


1 31


Enhanced commit privileges: Colin
Percival (src, ports)


26


October-December 2005 Status Report


The October-December, 2005 status report is now
available with 26
entries.


19


New committer: Matteo Riondato (src)


New committer: Vasil Dimov (ports)


16


New committer: Rink Springer (src)
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Date: Wed Mar 25 04:24:34 PST 1998


From: “Jordan K. Hubbard” <jkh@time.cdrom.com>

Subject: 2.2.6 RELEASE now available from ftp.freebsd.org (and
some mirrors)





As always, it’s my great pleasure to announce the release of FreeBSD
2.2.6, our latest release on the 2.2-stable branch and the result of
over 4 months of work since 2.2.5 was released. See the release
notes for a list of significant changes since the
previous release.


FreeBSD 2.2.6-RELEASE is available on
ftp.freebsd.org [ftp://ftp.freebsd.org/pub/FreeBSD] and various FTP
mirror sites throughout the world. It
can also be ordered on CD from Walnut Creek
CDROM [http://www.cdrom.com/], from where it will be shipping shortly
as a 4 CD set containing a lot of extra stuff of interest to the
programmer and general user alike.


The official FTP distribution site for FreeBSD is:



ftp://ftp.FreeBSD.org/pub/FreeBSD



Or via the WEB page at:



http://www.cdrom.com/pub/FreeBSD [http://www.cdrom.com/pub/FreeBSD/]



And on CD-ROM from Walnut Creek CDROM:




Walnut Creek CDROM


4041 Pike Lane, #F

Concord CA, 94520 USA

Phone: +1 925 674-0783

Fax: +1 925 674-0821

Tech Support: +1 925 603-1234

Email: info@cdrom.com

WWW: http://www.cdrom.com/









Additionally, FreeBSD is available via anonymous FTP from mirror
sites in Argentina, Australia, Brazil,
Canada, the Czech Republic, Denmark, Estonia, Finland, France, Germany,
Hong Kong, Ireland, Israel, Japan, Korea, the Netherlands, Poland,
Portugal, Russia, South Africa, Sweden, Taiwan, Thailand and the UK
(among other countries :). Please check your regional mirrors first by
going to:



ftp://ftp.<yourdomain>.freebsd.org/pub/FreeBSD



The latest versions of export-restricted code for FreeBSD (2.0C or
later) (eBones and secure) are also being made available at the
following locations. If you are outside the U.S. or Canada, please get
secure (DES) and eBones (Kerberos) from one of the following foreign
distribution sites:



		South Africa


		
ftp://ftp.internat.FreeBSD.ORG/pub/FreeBSD


ftp://ftp2.internat.FreeBSD.ORG/pub/FreeBSD








		Brazil


		ftp://ftp.br.FreeBSD.ORG/pub/FreeBSD


		Finland


		ftp://nic.funet.fi/pub/unix/FreeBSD/eurocrypt





Release Home
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  $FreeBSD$ 2009 11 FreeNAS 0.7 adds ZFS support
http://www.h-online.com/open/news/item/FreeNAS-0-7-adds-ZFS-support-853475.html
The H http://www.h-online.com/ 09 November 2009 crve


A description of the new features in version 0.7 of the FreeBSD-based
FreeNAS project.


Update your FreeBSD software with care
http://blogs.techrepublic.com.com/security/?p=2615 Tech Republic
http://www.techrepublic.com/ 09 November 2009 Chad Perrin


Chad Perrin describes how he keeps his FreeBSD system up to date.


8 &os; 8 Getting New Routing Architecture
http://www.internetnews.com/dev-news/article.php/3835746
InternetNews.com ‐ WebMediaBrands Inc. http://www.internetnews.com/ 21
August 2009 Sean Michael Kerner


This article introduces recent work on &os; network routing architecture
done by senior network architect from Blue Coat ‐ Qing Li. Its main goal
is to optimize &os; routing code to better utilize parallel processing
CPUs.


FreeNAS: A Simple Data Storage Solution
http://www.radioworld.com/article/85170 Radio World
http://www.radioworld.com/ 11 August 2009 Todd Dixon


The author is impressed by the speed and low resource usage of
FreeBSD-based FreeNAS.


7 Why &os; 8 Won’t Rewrite the Book
http://www.internetnews.com/dev-news/article.php/3830041
InternetNews.com ‐ WebMediaBrands Inc. http://www.internetnews.com/ 15
July 2009 Sean Michael Kerner


An article about the upcoming &os; 8.0 release, which includes
interviews with Michael Lucas, author of the Absolute &os; book, Matt
Olander of iXsystems, and Kris Moore of PC-BSD. The primary focus of the
article is how &os;, even across major releases, still keeps the
disruption for users to a minimum, and introduces new features and
improvements without forcing a paradigm shift on the users.


6 Most Reliable Hosting Company Sites in May 2009
http://news.netcraft.com/archives/2009/06/02/most_reliable_hosting_company_sites_in_may_2009.html
Netcraft Ltd. http://www.netcraft.com/ 02 June 2009 Paul Mutton


Three of the top five hosting providers in Netcraft’s list run FreeBSD.


Securing Network Services with FreeBSD Jails
http://www.packtpub.com/article/securing-network-services-with-freebsd-jails
Packt Publishing http://www.packtpub.com/ June 2009 Christer Edwards


An article on using FreeBSD’s jails to safely run network services.


5 FreeBSD 7.2 released, now with Superpages
http://www.h-online.com/open/FreeBSD-7-2-released-now-with-Superpages–/news/113204
The H http://www.h-online.com/ 04 May 2009 djwm


An brief article on FreeBSD 7.2.


FreeBSD 7.2 Review: Improved Virtualization
http://www.cyberciti.biz/tips/freebsd-72-review-improved-virtualization.html
nixCraft http://www.cyberciti.biz/ 02 May 2009 Vivek Gite


Coverage of the new jail features in FreeBSD 7.2.


4 Great Bay Software Switches to BSD from Linux
http://www.marketwire.com/press-release/Great-Bay-Software-975478.html
Great Bay Software http://www.greatbaysoftware.com/ 16 April 2009 Bob
Durkee


Great Bay Software, the innovator of Endpoint Profiling for enterprise
networks, has switched to &os; from Linux for all of its appliances
including the Beacon Endpoint Profiler 3.0.


First look at PC-BSD 7.1
http://distrowatch.com/weekly.php?issue=20090413#feature Distro Watch
http://www.distrowatch.com/ 13 April 2009


A reviewer takes PC-BSD 7.1 out for a spin.


Combining Debian and FreeBSD; Pushing the Envelope of FOSS
http://www.linux-mag.com/id/7295 Linux Magazine
http://www.linux-mag.com/ 9 April 2009 Nathan Willis


Coverage of Debian GNU/kFreeBSD, a GNU operating system that uses the
FreeBSD kernel.


3 Tomahawk Desktop Switches to BSD from Linux
http://www.tomahawkcomputers.com/fund-raising/phase-one.html Tomahawk
Computers http://www.tomahawkcomputers.com/ 10 March 2009 Sagara
Wijetunga


Tomahawk Computers Pte Ltd. has switched to &os; from Linux to make the
next version of the Tomahawk Desktop operating system.


1 Coyote Point Builds on FreeBSD to Accelerate
http://www.internetnews.com/infra/article.php/3795791 Internet News
http://www.internetnews.com/ 13 January 2009 Sean Michael Kerner


FreeBSD is at the core of Coyote Point’s appliance.


FreeBSD 7.1 Gets a Little Help from Sun
http://www.internetnews.com/dev-news/article.php/3794561 Internet News
http://www.internetnews.com/ 06 January 2009 Sean Michael Kerner


An article covering technology sharing between Sun and the FreeBSD
project and other new features in FreeBSD 7.1.
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                                 RELEASE NOTES
                             FreeBSD 2.2.5-RELEASE

o For information about the layout of the release directory, see
  the ABOUT.TXT file.  If you are installing from floppies, it is
  especially important that you *read this section!*

o It is also important to check the ERRATA.TXT file for any
  late-breaking issues with this release.  This file contains the
  latest information on significant bugs, security problems or
  other similar issues which an administrator should be aware of.

o For installation instructions, see the INSTALL.TXT and HARDWARE.TXT
  files.

For the most up-to-date releases along the RELENG_2_2 branch (which
is now proceeding onwards toward release 2.2.6), please install from:

        ftp://releng22.FreeBSD.org/pub/FreeBSD/

Or for the latest 3.0-current (HEAD branch) snapshot releases,
please install from:

        ftp://current.FreeBSD.org/pub/FreeBSD


1. What's new since 2.2.2
-------------------------

Better support for Cyrix and AMD processors.

The "world" target in /usr/src/Makefile has been made more
independent of the host system, allowing for easier bootstrapping
via source from very old systems.

Many many fixes to the documentation.

Many security enhancements, as reported through CERT and other
computer security organizations.

The installation program was further updated and fixed, some
year-old bogons finally eliminated for 2.2.5.

Important subsystems such as BIND and sendmail updated.

Support for ethernet media selection.   Replacing the far
more arcane "link" flag usage, a new media flag to ifconfig
permits specific interfaces on multi-port ethernet cards to
be selected by name (man ifconfig for more details).

Significant improvements to the AHC (Adaptec 394x/294X) driver
and AIC7xxx assembler.

Enhancements to the serial boot code and GDB remote support.

Make work-around available for CMD640 chipset (see /sys/i386/conf/LINT).

Newer 3Com 3c589D PCMCIA cards are now supported.

A new VGA library (/usr/src/lib/libvgl) now exists for doing simple
VGA graphics to syscons ttys (sort of like Linux's libSVGA).

The TCP connection timeout in lpd & friends can now be specified by a
printcap(5) capability, preventing it from hanging for too long when
working in an environment with many network printservers.

User-mode ppp updated with various fixes and enhancements from 3.0-current.
It's worth re-reading the manual page since some of the following changes
may disturb peoples current configurations:

  o The "set debug" command is now "set log".
  o The LCP log has been split into an LCP, IPCP and CCP log, so any
    "set log LCP" lines will need to be changed to "set log LCP IPCP CCP"
    to see the same output as before.
  o Ppp now uses syslogd to write its log files.
  o Ppp now has LQR disabled and openmode active by default.
  o Ppp now installs as group "network", with mode 4550.  You must add group
    69 (network) to /etc/group.  If you wish to allow users to run "ppp
    -direct ...", you must enable them by making them a member of group
    "network".  Client-side ppp now requires user id 0.

Refer to the ppp(8) man page and the relevent section of the handbook for
full details.


2. Supported Configurations
---------------------------

FreeBSD currently runs on a wide variety of ISA, VLB, EISA and PCI bus
based PC's, ranging from 386sx to Pentium class machines (though the
386sx is not recommended).  Support for generic IDE or ESDI drive
configurations, various SCSI controller, network and serial cards is
also provided.

What follows is a list of all peripherals currently known to work with
FreeBSD.  Other configurations may also work, we have simply not as yet
received confirmation of this.


2.1. Disk Controllers
---------------------

WD1003 (any generic MFM/RLL)
WD1007 (any generic IDE/ESDI)
IDE
ATA

Adaptec 1535 ISA SCSI controllers
Adaptec 154x series ISA SCSI controllers
Adaptec 174x series EISA SCSI controller in standard and enhanced mode.
Adaptec 274X/284X/2940/3940 (Narrow/Wide/Twin) series ISA/EISA/PCI SCSI
controllers.
Adaptec AIC7850 on-board SCSI controllers.

Support for the following controllers is rather weak:
Adaptec 1510 series ISA SCSI controllers (not for bootable devices)
Adaptec 152x series ISA SCSI controllers
Adaptec AIC-6260 and AIC-6360 based boards, which includes the AHA-152x
and SoundBlaster SCSI cards.

** Note: You cannot boot from the SoundBlaster cards as they have no
   on-board BIOS, such being necessary for mapping the boot device into the
   system BIOS I/O vectors.  They're perfectly usable for external tapes,
   CDROMs, etc, however.  The same goes for any other AIC-6x60 based card
   without a boot ROM.  Some systems DO have a boot ROM, which is generally
   indicated by some sort of message when the system is first powered up
   or reset, and in such cases you *will* also be able to boot from them.
   Check your system/board documentation for more details.

Buslogic 545S & 545c
Buslogic 445S/445c VLB SCSI controller
Buslogic 742A, 747S, 747c EISA SCSI controller.
Buslogic 946c PCI SCSI controller
Buslogic 956c PCI SCSI controller

SymBios (formerly NCR) 53C810, 53C825, 53c860 and 53c875 PCI SCSI
controllers:
        ASUS SC-200
        Data Technology DTC3130 (all variants)
        NCR cards (all)
        Symbios cards (all)
        Tekram DC390W, 390U and 390F
        Tyan S1365

Tekram DC390 and DC390T controllers (maybe other cards based on the
AMD 53c974 as well).

NCR5380/NCR53400 ("ProAudio Spectrum") SCSI controller.

DTC 3290 EISA SCSI controller in 1542 emulation mode.

UltraStor 14F, 24F and 34F SCSI controllers.

Seagate ST01/02 SCSI controllers.

Future Domain 8xx/950 series SCSI controllers.

WD7000 SCSI controller.

FreeBSD 2.2.5 will be accompanied by a contributed driver for the
Future Domain 36C20 / Adaptec AHA2920 controller.  This is not fully
supported (yet), but basically functional.  Look into the /xperimnt
section of the CD-ROM.

With all supported SCSI controllers, full support is provided for
SCSI-I & SCSI-II peripherals, including Disks, tape drives (including
DAT and 8mm Exabyte) and CD ROM drives.

The following CD-ROM type systems are supported at this time:
(cd)    SCSI interface (also includes ProAudio Spectrum and
        SoundBlaster SCSI)
(mcd)   Mitsumi proprietary interface (all models, driver is rather stale)
(matcd) Matsushita/Panasonic (Creative SoundBlaster) proprietary
        interface (562/563 models)
(scd)   Sony proprietary interface (all models)
(wcd)   ATAPI IDE interface.


2.2. Ethernet cards
-------------------

Allied-Telesis AT1700 and RE2000 cards

AMD PCnet/PCI (79c970 & 53c974 or 79c974)

SMC Elite 16 WD8013 ethernet interface, and most other WD8003E,
WD8003EBT, WD8003W, WD8013W, WD8003S, WD8003SBT and WD8013EBT
based clones.  SMC Elite Ultra is also supported.

DEC EtherWORKS III NICs (DE203, DE204, and DE205)
DEC EtherWORKS II NICs (DE200, DE201, DE202, and DE422)
DEC DC21040, DC21041, or DC21140 based NICs (SMC Etherpower 8432T, DE245, etc)
DEC FDDI (DEFPA/DEFEA) NICs

Fujitsu MB86960A/MB86965A

HP PC Lan+ cards (model numbers: 27247B and 27252A).

Intel EtherExpress (not recommended due to driver instability)
Intel EtherExpress Pro/10
Intel EtherExpress Pro/100B PCI Fast Ethernet

Isolan AT 4141-0 (16 bit)
Isolink 4110     (8 bit)

Novell NE1000, NE2000, and NE2100 ethernet interface.

3Com 3C501 cards

3Com 3C503 Etherlink II

3Com 3c505 Etherlink/+

3Com 3C507 Etherlink 16/TP

3Com 3C509, 3C579, 3C589 (PCMCIA), 3C590/592/595/900/905 PCI and EISA
(Fast) Etherlink III / (Fast) Etherlink XL

Toshiba ethernet cards

PCMCIA ethernet cards from IBM and National Semiconductor are also
supported.

Note that NO token ring cards are supported at this time as we're
still waiting for someone to donate a driver for one of them.  Any
takers?


2.3. Misc
---------

AST 4 port serial card using shared IRQ.

ARNET 8 port serial card using shared IRQ.
ARNET (now Digiboard) Sync 570/i high-speed serial.

Boca BB1004 4-Port serial card (Modems NOT supported)
Boca IOAT66 6-Port serial card (Modems supported)
Boca BB1008 8-Port serial card (Modems NOT supported)
Boca BB2016 16-Port serial card (Modems supported)

Cyclades Cyclom-y Serial Board.

STB 4 port card using shared IRQ.

SDL Communications Riscom/8 Serial Board.
SDL Communications RISCom/N2 and N2pci high-speed sync serial boards.

Stallion multiport serial boards: EasyIO, EasyConnection 8/32 & 8/64,
ONboard 4/16 and Brumby.

Adlib, SoundBlaster, SoundBlaster Pro, ProAudioSpectrum, Gravis UltraSound
and Roland MPU-401 sound cards.

Connectix QuickCam
Matrox Meteor Video frame grabber
Creative Labs Video Spigot frame grabber
Cortex1 frame grabber
Various Frame grabbers based on Brooktree Bt848 chip.

HP4020, HP6020, Philips CDD2000/CDD2660 and Plasmon CD-R drives.

PS/2 mice

Standard PC Joystick

X-10 power controllers

GPIB and Transputer drivers.

Genius and Mustek hand scanners.

Floppy tape drives (some rather old models only, driver rather stale)


FreeBSD currently does NOT support IBM's microchannel (MCA) bus.


3. Obtaining FreeBSD
--------------------

You may obtain FreeBSD in a variety of ways:

3.1. FTP/Mail
-------------

You can ftp FreeBSD and any or all of its optional packages from
`ftp.FreeBSD.org' - the official FreeBSD release site.

For other locations that mirror the FreeBSD software see the file
MIRROR.SITES.  Please ftp the distribution from the site closest (in
networking terms) to you.  Additional mirror sites are always welcome!
Contact freebsd-admin@FreeBSD.org for more details if you'd like to
become an official mirror site.

If you do not have access to the Internet and electronic mail is your
only recourse, then you may still fetch the files by sending mail to
`ftpmail@ftpmail.vix.com' - putting the keyword "help" in your message
to get more information on how to fetch files using this mechanism.
Please do note, however, that this will end up sending many *tens of
megabytes* through the mail and should only be employed as an absolute
LAST resort!


3.2. CDROM
----------

FreeBSD 2.2.5-RELEASE and 3.0-SNAPSHOT CDs may be ordered on CDROM from:

        Walnut Creek CDROM
        4041 Pike Lane, Suite D
        Concord CA  94520
        1-800-786-9907, +1-510-674-0783, +1-510-674-0821 (fax)

Or via the Internet from orders@cdrom.com or http://www.cdrom.com.
Their current catalog can be obtained via ftp from:
        ftp://ftp.cdrom.com/cdrom/catalog.

Cost per -RELEASE CD is $39.95 or $24.95 with a FreeBSD subscription.
FreeBSD 3.0-SNAP CDs are $29.95 or $14.95 with a FreeBSD-SNAP subscription
(-RELEASE and -SNAP subscriptions are entirely separate).  With a
subscription, you will automatically receive updates as they are released.
Your credit card will be billed when each disk is shipped and you may cancel
your subscription at any time without further obligation.

Shipping (per order not per disc) is $5 in the US, Canada or Mexico
and $9.00 overseas.  They accept Visa, Mastercard, Discover, American
Express or checks in U.S. Dollars and ship COD within the United
States.  California residents please add 8.25% sales tax.

Should you be dissatisfied for any reason, the CD comes with an
unconditional return policy.


4. Reporting problems, making suggestions, submitting code.
-----------------------------------------------------------

Your suggestions, bug reports and contributions of code are always
valued - please do not hesitate to report any problems you may find
(preferably with a fix attached, if you can!).

The preferred method to submit bug reports from a machine with
Internet mail connectivity is to use the send-pr command or use the CGI
script at http://www.FreeBSD.org/send-pr.html.  Bug reports
will be dutifully filed by our faithful bugfiler program and you can
be sure that we'll do our best to respond to all reported bugs as soon
as possible.  Bugs filed in this way are also visible on our WEB site
in the support section and are therefore valuable both as bug reports
and as "signposts" for other users concerning potential problems to
watch out for.

If, for some reason, you are unable to use the send-pr command to
submit a bug report, you can try to send it to:

                freebsd-bugs@FreeBSD.org

Note that send-pr itself is a shell script that should be easy to move
even onto a totally different system.  We much prefer if you could use
this interface, since it make it easier to keep track of the problem
reports.  However, before submitting, please try to make sure whether
the problem might have already been fixed since.


Otherwise, for any questions or suggestions, please send mail to:

                freebsd-questions@FreeBSD.org


Additionally, being a volunteer effort, we are always happy to have
extra hands willing to help - there are already far more desired
enhancements than we'll ever be able to manage by ourselves!  To
contact us on technical matters, or with offers of help, please send
mail to:

                freebsd-hackers@FreeBSD.org


Please note that these mailing lists can experience *significant*
amounts of traffic and if you have slow or expensive mail access and
are only interested in keeping up with significant FreeBSD events, you
may find it preferable to subscribe instead to:

                freebsd-announce@FreeBSD.org


All but the freebsd-bugs groups can be freely joined by anyone wishing
to do so.  Send mail to MajorDomo@FreeBSD.org and include the keyword
`help' on a line by itself somewhere in the body of the message.  This
will give you more information on joining the various lists, accessing
archives, etc.  There are a number of mailing lists targeted at
special interest groups not mentioned here, so send mail to majordomo
and ask about them!
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  $FreeBSD$ 1998 12 The story on FreeBSD
http://www.linuxworld.com/linuxworld/lw-1998-12/lw-12-freebsd.html
LinuxWorld http://www.linuxworld.com/ December 1998 Cameron Laird and
Kathryn Soraiz


This issue has a good article on FreeBSD and why it’s worth a look by
Linux folks.


11 The Open-Source Revolution
http://www.edventure.com/release1/1198.html RELEASE 1.0
http://www.edventure.com/release1/ November 1998 Tim O’Reilly, with an
introduction by Esther Dyson


A brief, business oriented introduction to the open source community.


Report from Comdex–Walnut Creek CDROM, FreeBSD and Slackware
http://www.linuxtoday.com/stories/1005.html Linux Today
http://www.linuxtoday.com/ 20 November 1998 Dwight Johnson


There is a good report on the Walnut Creek booth and FreeBSD at the
Linux Today website. The first half of the report is on Slackware Linux,
the second half is on FreeBSD.


Ellison plans hardware, bashes Bill
http://www.news.com/News/Item/0,4,28816,00.html CNET News.com
http://www.news.com/ 16 November 1998 Tim Clark


Larry Ellison talking about their new dedicated Oracle servers, mentions
FreeBSD as one of a list of candidate OSes for the platform.


10 Linux/etc, The other free Unixes, part 2 of 2
http://www.computerbits.com/archive/19981000/lnx9810.htm Computer Bits
http://www.computerbits.com/ October 1998 Terry Griffin


Continuation of an earlier column reviewing freely available Unix like
operating systems.


What Is FreeBSD?
http://www.performance-computing.com/features/9810of1.shtml Performance
Computing http://www.performance-computing.com/ October 1998 Jordan K.
Hubbard


An introduction to FreeBSD, and where it stands with respect to the
other free OSes.


Unix back in the fight with NT
http://www.mercurycenter.com/business/center/unix102798.htm Mercury
Center http://www.mercurycenter.com/ 26 October 1998 Miguel Helft


An article touting the stability and power of the Unix platform over NT.


A No-Cost NOS
http://www.zdnet.com/pcmag/pclabs/nettools/1718/bench1.html ZDNet
http://www.zdnet.com/ 20 October 1998 Ryan Snedegar


Ryan Snedegar reviews FreeBSD 2.2.7 and finds its web-serving
performance to be better than Windows NT.


Open Code Frees Up The Net
http://www.zdnet.com/intweek/stories/prtarchivestory/0,4356,361668,00.HTML
Inter@ctive Week http://www.zdnet.com/intweek/ 19 October 1998 Charles
Babcock


About why customers prefer open source software like Linux, FreeBSD,
Perl and TCL to proprietary alternatives.


It’s only free Unix - but I like it
http://www.ireland.com/newspaper/computimes/1998/1012/cmp2.htm The Irish
Times http://www.irish-times.com/ 12 October 1998 David Malone 9
Linux/etc, The other free Unixes, part 1 of 2
http://www.computerbits.com/archive/19980900/lnx9809.htm Computer Bits
http://www.computerbits.com/ September 1998 Terry Griffin


Briefly reviews the BSD Unix heritage.


Communications & Networking: Asynchronous Communications Using select
and poll http://www.ddj.com/articles/1998/9809/9809e/9809e.htm Dr.
Dobb’s Journal http://www.ddj.com/ September 1998 Sean Eric Fagan


On how to use FreeBSD’s select(2) and poll(2) system calls.


Quality Unix for FREE
http://www.zdnet.com/sr/stories/issue/0,4537,349576,00.html Sm@rt
Reseller Online http://www.zdnet.com/sr/ 07 September 1998 Brett Glass


A short introduction to FreeBSD 2.2.7.


8 Hack raises flags about small ISPs
http://www.news.com/News/Item/0,4,25526,00.html News.com: Tech News
First http://www.news.com/ 21 August 1998 Jim Hu, Staff Writer, CNET
NEWS.COM


Desire for better security has led some ISPs to deploy FreeBSD on their
servers.


7 Walnut Creek CDROM, One of the Largest Public FTP Archives in the
World, Sets Traffic Record Using FreeBSD and Colocating on CRL’s
High-Speed Internet Network http://www.crl.com/wccdromrcd.html CRL
Network Services http://www.crl.com/ 30 July 1998 CRL Press Release
Pulling on one end of the rope ( freshmeat ) http://www.freshmeat.net/
13 July 1998 Jordan K. Hubbard


Jordan compares the past of Unix with the future of Linux, outlining
possible similarities and describing faults that could be prevented.


6 Nader urges Windows probe
http://www.news.com/News/Item/0,4,23145,00.html CNET News.com
http://www.news.com/ 14 June 1998 Jeff Pelline


Consumer-rights advocate Ralph Nader mentions FreeBSD by name.


Stone’s Throw, Issue Fourteen: Home of the Brave, Land of the FreeBSD
http://RhapsodyOS.com/editorial/stone/ST00014.html RhapsodyOS
http://RhapsodyOS.com/ 10 June 1998 Andrew Stone 5 Load Balancing Your
Web Site
http://www.WebTechniques.com/features/1998/05/engelschall/engelschall.shtml
Web Techniques Magazine http://www.WebTechniques.com/ May 1998 Ralf
S.Engelschall


Practical approaches to distributing HTTP traffic at your site. Includes
a section on performance tuning Apache under FreeBSD.


Is NT paranoid or is Unix out to get it?
http://www.ncworldmag.com/ncworld/ncw-05-1998/ncw-05-nextten.html NC
World http://www.ncworldmag.com/ May 1998 Nicholas Petreley Security
Tools in FreeBSD http://www.samag.com/archive/0705/feature.shtml
SysAdmin http://www.samag.com/ May 1998 Guy Helmer Free Unix: Do You Get
What You Pay For?
http://advisor.gartner.com/inbox/articles/ihl2_6398.html GartnerGroup
http://www.gartner.com/ 04 May 1998 G. Weiss 4 The new Unix alters NT’s
orbit http://www.ncworldmag.com/ncworld/ncw-04-1998/ncw-04-nextten.html
NC World http://www.ncworldmag.com/ April 1998 Nicholas Petreley Who’s
Serving Who? http://www.dv.com/magazine/1998/0498/johnson0498.html DV
Live Magazine http://www.dv.com/ April 98 Nels Johnson


For smaller companies and web sites, a FreeBSD and Apache on an Intel
(PC) architecture machine is more than sufficient.


3 Searching for the next Windows NT
http://www.ncworldmag.com/ncworld/ncw-03-1998/ncw-03-nextten.html NC
World http://www.ncworldmag.com/ March 1998 Nicholas Petreley
Benchmarking and Software Testing: Tracing BSD System Calls
http://www.ddj.com/ddj/1998/1998_03/index.htm Dr. Dobb’s Journal
http://www.ddj.com/ March 1998 Sean Eric Fagan


Note: the article is not available online.


Five alternative operating systems reviewed
http://www.cnet.com/Content/Reviews/Compare/AltOS/ CNET
http://www.cnet.com/ 25 March 1998 Cormac Foster 2 Source code for the
masses http://www.news.com/SpecialFeatures/0,5,18652,00.html News.com
http://www.news.com 02 February 1998 Alex Lash 1997 8 The Network
Community http://www.computerbits.com/archive/9708/lan9708.htm Computer
Bits Online http://www.computerbits.com/ August 1997 Ted Mittelstaedt 5
The Politics of NC Computing According to Oracle
http://www.ncworldmag.com/ncworld/ncw-05-1997/ncw-05-analysis.html NC
World http://www.ncworldmag.com/ May 1997 Rawn Shaw 1996 11 Assorted
Security Tips for UNIX http://www.samag.com/documents/s=1211/sam9611d/
SysAdmin http://www.samag.com/ November 1996 Arthur Donkers


A collection of tips and tricks to secure your internal network.
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================================================================
                         RELEASE NOTES
                  FreeBSD 2.2.6-RELEASE VERSION
================================================================

What's new since 2.2.5
----------------------

Kernel features:

o Added support for SMC EtherPower II 10/100 Fast Ethernet card
  (aka SMC9432TX based on SMC83c170 EPIC chip).

o Added support for DPT SCSI RAID controllers (see LINT).

o New Plug and Play (PnP) support that allows you to (re)configure
  PnP devices.  Also support modems being detected by the PnP
  part and automatically attached.

o Alternate sound driver (/sys/i386/isa/snd) from Luigi Rizzo;
  it does not yet support MIDI (for that, use the old sound
  driver) but it does have much better support for PNP sound
  cards and is much easier to configure (only one device).
  See /sys/i386/conf/LINT for more info.

o Better Linux emulation (applications like RealVideo 5.0 for
  Linux now work).

o Added support for ATAPI floppy drives (LS-120)

o The psm, mse and sysmouse drivers are improved to provide
  better mouse support.  moused(8) has been modified to support
  various mice with a ``wheel''.  It also automatically
  recognizes mice which support the PnP COM device standard so
  that the user is no longer required to supply a mouse protocol
  type on the command line.

Userland features:

o popen() library call now uses and offers bidirectional pipes.

o Added support for parallel makes in /usr/src (-j n works
  now with   world target, particularly useful with SMP
  machines).

o tcpdump(1) utility enhanced

o Support for ldconfig -R (remove) added.

o Various bugfixes and enhancements to pthread support.

o calendar(1) program brought more up-to-date.

o KerberosIV updated to latest version.

o Various curses(3) bugs fixed.

o Various IEEE754 conformance changes to libm(3).

o Much cleanup and general improvements to the documentation.

o Various improvements to the NIS code.


Security issues:

o Fixed /dev/io and mmap security holes.

o Better protection against "LAND attacks"

o Various buffer overruns detected and extra checks added.

o Pentium "F00F bug" is detected and a work-around installed to
  prevent hangs.

o srandomdev() support merged from -current and utilities updated
  to use it.
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  $FreeBSD$ 2006 12 Secure email servers from scratch with FreeBSD 6 (Part
2)
http://www.freesoftwaremagazine.com/articles/secure_email_servers_from_scratch_with_freebsd_6_part_2
Free Software Magazine http://www.freesoftwaremagazine.com/ 13 December
2006 Yousef Ourabi


All the bells and whistles of a high end-mail setup: web-mail,
anti-virus filtering, spam filtering, and hosting unlimited domains with
virtual domains and users stored in MySQL.


Installing FreeBSD 6.1
http://www.openaddict.com/installing_freebsd_6_1.html OpenAddict
http://www.openaddict.com/ 11 December 2006 Sharaz


An article that guides the reader through an installation of FreeBSD
6.1.


Quick and Dirty Guide to Deploying a FreeBSD 6.1 Server
http://www.openaddict.com/quick_and_dirty_guide_to_deploying_a_freebsd_6_1_server.html
OpenAddict http://www.openaddict.com/ 08 December 2006 Rich Morgan


An article showing how to configure a FreeBSD 6.1 server with Apache,
Webmin, PHP 5, MySQL 5.0, Sendmail with SMTP-AUTH, Bind DNS, SNMP, and
synchronized local time.


China Develops Server OS; Lenovo On Board
http://www.pacificepoch.com/newsstories/82819_0_5_0_M/ Pacific Epoch
http://www.pacificepoch.com/ 04 December 2006 Zhengqian Zhou


China’s Ministry of Science and Technology (MOST) has announced that
China has completed development of a server operating system based on
FreeBSD.


11 FreeBSD Security Event Auditing
http://www.securityfocus.com/columnists/422 Security Focus
http://www.securityfocus.com/ 10 November 2006 Federico Biancuzzi


An interview with FreeBSD developer Robert Watson on the features of the
new audit subsystem in FreeBSD 6.2.


FreeBSD Puts Out 6.2 Beta 3 Release
http://www.itjungle.com/tug/tug110906-story06.html IT Jungle
http://www.itjungle.com/ 9 November 2006 Timothy Prickett Morgan


News about the upcoming 6.2 release, and coverage of the new features in
FreeBSD 7.


10 Secure email servers from scratch with FreeBSD 6.1 (part 1)
http://www.freesoftwaremagazine.com/articles/secure_email_server_bsd_part_1
Free Software Magazine http://www.freesoftwaremagazine.com/ 25 October
2006 Yousef Ourabi


Build a secure email server with FreeBSD, Postifx, ClamAV, Spamassasin,
and MySQL


Enterprise Unix Roundup: PC-BSD May Be the Next Linux
http://www.serverwatch.com/eur/article.php/3640151 ServerWatch.com
http://www.serverwatch.com/ 25 October 2006 Brian Proffitt


Commentary in the trade press on the acquisition of FreeBSD-based PC-BSD
by iXsystems.


Why iXsystems Bought PC-BSD
http://www.onlamp.com/pub/a/bsd/2006/10/23/ixsystems-pc-bsd.html
OnLamp.com http://www.onlamp.com/ 23 October 2006 Dru Lavigne


An interview with Kris Moore and Matt Olander on the acquisition of
PC-BSD by iXsystems Inc.


Build a Nas device using virtualisation http://www.itweek.co.uk/2166671
IT Week http://www.itweek.co.uk/ 18 October 2006 Alan Stevens


Create your own virtual network-attached storage appliance using
FreeBSD-based FreeNAS in a VMWare virtual machine.


Desktop FreeBSD: Fully Optimized 6.x Installation
http://www.ofb.biz/safari/article/402.html Open For Business
http://www.ofb.biz/ 12 October 2006 Ed Hurst


This article describes the process of (re)building a FreeBSD system from
source code with an aim to improve its performance.


FreeBSD based PC-BSD Gets ‘Acquired’
http://www.internetnews.com/dev-news/article.php/3637341
InternetNews.com http://www.internetnews.com/ 12 October 2006 Sean
Michael Kerner


iXsystems Inc. acquires the trademarks and intellectual property rights
associated with PC-BSD, a desktop operating system based on FreeBSD.


Turn an Old Laptop Into a Portable Network-Troubleshooting System
http://www.techbuilder.org/recipes/193105146 TechBuilder
http://www.techbuilder.org/ 09 October 2006 David S. Markowitz


How to build a network monitoring system using an old laptop and
FreeBSD.


Desktop FreeBSD: 64-bit Future
http://www.ofb.biz/safari/article/400.html Open For Business
http://www.ofb.biz/ 04 October 2006 Ed Hurst


The article’s author reports excellent results after building a 64-bit
FreeBSD-based desktop computer.


9 Win4BSD has been released
http://win4bsd.com/content/index.php?option=com_content&task=view&id=20&Itemid=2
Win4BSD http://www.win4bsd.com/ 25 September 2006 Dan Perlman


Virtual Bridges, a provider of enterprise and SMB solutions using
virtualization for business, announced today the release of Win4BSD Pro
Desktop™. Win4BSD Pro Desktop runs as a &os;/PC-BSD application and
allows users to run Windows Applications and Desktops with seamless ease
on the BSD platform.


POSIX Asynchronous I/O
http://www.informit.com/articles/article.asp?p=607373&seqNum=1&rl=1
InformIT http://www.informit.com/ 22 September 2006 David Chisnall


A look at programming with asynchronous I/O in FreeBSD and other
open-source OSes.


DesktopBSD 1.0: FreeBSD for the desktop
http://os.newsforge.com/os/06/09/01/2053249.shtml NewsForge
http://www.newsforge.com/ 11 September 2006 Stefan Vrabie


A review of DesktopBSD 1.0.


A (late) look at FreeBSD 6.1
http://weblog.infoworld.com/venezia/archives/007779.html InfoWorld
http://www.infoworld.com/ 06 September 2006 Paul Venezia


The author describes the setup of a FreeBSD 6.1 based mail server and
web host using software RAID and PF.


8 VMware’s Virtual Appliance Challenge - and the Winner is?
http://weblog.infoworld.com/virtualization/archives/2006/08/vmwares_virtual_1.html
InfoWorld http://www.infoworld.com/ 15 August 2006 David Marshall


The FreeBSD based FreeNAS storage server project wins an award in VMWare
Inc.’s virtualization contest.


Advanced Installation Tasks in FreeBSD 6
http://www.informit.com/articles/article.asp?p=597694&rl=1 InformIT
http://www.informit.com 11 August 2006 Brian Tiemann


An excerpt from the book “FreeBSD 6 Unleashed” covering the ins and outs
of non-standard FreeBSD installations.


PC-BSD: The Most Beginner Friendly OS
http://www.osweekly.com/index.php?option=com_content&task=view&id=2287&Itemid=449
OSWeekly.com http://www.osweekly.com/ 10 August 2006 Matt Hartley


A review of PC-BSD, covering installation and package management.


The BSD Unix Projects Keep Humming Along
http://www.itjungle.com/breaking/bn080206-story01.html ITJungle
http://www.itjungle.com/ 2 August 2006 Timothy Prickett Morgan


This article covers the FreeBSD project’s Sparc (T1) porting effort and
mentions the scalability improvements in recent releases. New
developments in the other BSD projects also get a mention.


Working with gmirror on a Sun Fire X2100
http://ezine.daemonnews.org/200608/gmirror_1.html DaemonNews
http://www.daemonnews.org/ August 2006 Grzegorz Czaplinski


The first of a two part series on building up and tearing down a gmirror
system.


7 CBC’s web site using Open Source everywhere!
http://www.insidethecbc.com/2006/07/15/under-the-hood-at-cbcca-open-source
InsideTheCBC.com http://www.insidethecbc.com/ 15 July 2006 Blake Crosby


An article by the Canadian Broadcasting Corporation describes their use
of FreeBSD in their IT infrastructure.


Interview with Andy Ritger and Christian Zander from NVIDIA
http://bsdtalk.blogspot.com/2006/07/bsdtalk054-interview-with-andy-ritger.html
BSDTalk http://bsdtalk.blogspot.com/ 14 July 2006 Will Backman


Will Backman speaks with Andy Ritger and Christian Zander from NVIDIA
about the NVIDIA FreeBSD graphics driver. The interview gives an
overview of the drivers current features, plans for future improvements,
and a brief discussion about licensing and NVIDIA’s open source efforts.


Using DesktopBSD
http://www.onlamp.com/pub/a/bsd/2006/07/13/FreeBSDBasics.html OnLamp.com
http://www.onlamp.com/ 13 July 2006 Dru Lavigne


This article explores DesktopBSD, a desktop oriented and easy-to-use
version of FreeBSD 5.5.


PC-BSD works for community center
http://os.newsforge.com/os/06/06/23/1442207.shtml?tid=8 NewsForge
http://www.newsforge.com/ 03 July 2006 Henry Gillow-Wiles


An IT director for a non-profit community center is happy with the
speed, stability and hardware compatibility of the FreeBSD-based PC-BSD
operating system on low-end hardware.


6 Build a Mail Server with Commodity Hardware and FreeBSD, Part 2
http://www.techbuilder.org/article/189400686 TechBuilder
http://www.techbuilder.org/ 12 June 2006 David S. Markowitz


Part 2 of a TechBuilder recipe covers adding virus protection, spam
detection and webmail access to a mail server built using FreeBSD and a
PC.


Six Hosting Companies Most Reliable Hoster in May
http://news.netcraft.com/archives/2006/06/06/six_hosting_companies_most_reliable_hoster_in_may.html
Netcraft http://www.netcraft.com/ 06 June 2006 Mandy


A Netcraft survey for May 2006 indicates that FreeBSD is being used by
four out of five most reliable Internet hosting companies in the world.


Build a Mail Server with Commodity Hardware and FreeBSD, Part 1
http://www.techbuilder.org/article/188701471 TechBuilder
http://www.techbuilder.org/ 05 June 2006 David S. Markowitz


How to use a PC and FreeBSD to build a mail server for a small or medium
business.


5 A look at the FreeNAS server
http://hardware.newsforge.com/hardware/06/05/19/1349206.shtml?tid=69
NewsForge http://www.newsforge.com/ 30 May 2006 Gary Sims


A review of FreeNAS, a FreeBSD-based network attached storage product.


DTrace reaches prime time on FreeBSD
http://www.zdnet.com.au/news/software/soa/DTrace_reaches_prime_time_on_FreeBSD/0,2000061733,39257452,00.htm
ZDNet Australia http://www.zdnet.com.au/ 29 May 2006 Renai LeMay


ZDNet article about DTrace on FreeBSD.


BSD Packaging Systems
http://www.informit.com/articles/article.asp?p=471098&rl=1 InformIT.com
http://www.informit.com/ 26 May 2006 David Chisnall


An article on package management in the BSD family of operating systems.


Interview with Karl Lehenbauer of FlightAware
http://bsdtalk.blogspot.com/2006/05/bsdtalk042-interview-with-karl.html
BSDTalk http://bsdtalk.blogspot.com/ 15 May 2006 Will Backman


FlightAware uses FreeBSD/amd64
systems [http://www.amd.com/us-en/Corporate/VirtualPressRoom/0,,51_104_566~107687,00.html]
to track the locations of up to 70,000 flights per day. Will Backman
speaks with Karl Lehenbauer about how FlightAware is successfully using
FreeBSD with other open source technologies to drive their product.


FreeBSD vows to compete with desktop Linux
http://news.com.com/2100-1011_3-6071598.html News.com
http://news.com.com/ 12 May 2006 Ingrid Marson


ZDNet article about FreeBSD’s upcoming desktop features.


FreeBSD 6.1 Review
http://www.softwareinreview.com/cms/content/view/37/1/ Software in
review http://www.softwareinreview.com/ 12 May 2006 Jem Matzan


A review of FreeBSD 6.1 for the amd64 architecture.


Stability in FreeBSD 6.1
http://www.internetnews.com/dev-news/article.php/3605211
InternetNews.com http://www.internetnews.com/ 10 May 2006 Sean Michael
Kerner


An article describing the FreeBSD project’s focus on stability and
quality for its 6.1 and 5.5 releases.


4 Interview: Deb Goodkin from the FreeBSD Foundation
http://blogs.ittoolbox.com/unix/bsd/archives/008670.asp Blog: A Year in
the Life of a BSD Guru http://blogs.ittoolbox.com/unix/bsd/ 11 April
2006 Dru Lavigne


In this interview, Deb Goodkin provides some pieces of interesting
information about the inner working of the FreeBSD Foundation.


Interview: John Baldwin on FreeBSD
http://blogs.ittoolbox.com/unix/bsd/archives/008672.asp Blog: A Year in
the Life of a BSD Guru http://blogs.ittoolbox.com/unix/bsd/ 10 April
2006 Dru Lavigne


In this interview, John Baldwin of the FreeBSD project gives some
insight on what it is like to be a FreeBSD developer and some of the
things that happen behind the scenes of a large Open Source project.


3 Setting up Linux compatibility on FreeBSD 6
http://os.newsforge.com/os/06/03/22/1531252.shtml?tid=8&tid=2 Newsforge
http://www.newsforge.com/ 31 March 2006 Gordon McEwen


A guide to configuring and running Linux applications on a FreeBSD 6
system.


2 Network Filtering by Operating System
http://www.onlamp.com/pub/a/bsd/2006/02/16/os_fingerprint_filtering.html
Onlamp.com http://www.onlamp.com/ 16 February 2006 Avleen Vig


Keep worms and malware from monopolizing your network connection using
FreeBSD, pf, ALTQ, and squid.


Opening the digital doorway for South African youth
http://www.tectonic.co.za/view.php?id=859 tectonic
http://www.tectonic.co.za/ 08 February 2006 Lunga Madlala


An article mentioning the use of FreeBSD in so called “Digital Doorways”
in South African provinces.


1 BSD: The Other Free UNIX Family
http://www.informit.com/articles/article.asp?p=439601&rl=1 InformIT
http://www.informit.com/ 20 January 2006 David Chisnall


An introduction to the open-source BSD operating systems.


Interview: Dru Lavigne, BSD Certification Group
http://business.newsforge.com/business/06/01/13/173233.shtml?tid=35&tid=8
Newsforge http://www.newsforge.com/ 20 January 2006 Federico Biancuzzi


An interview with the founder of the BSD Certification Group, a
non-profit organization established to create certification standards
for BSD-based operating systems.


Running Commercial Linux Software on FreeBSD
http://www.onlamp.com/pub/a/bsd/2006/01/12/Big_Scary_Daemons.html
Onlamp.com http://www.onlamp.com/ 12 January 2006 Michael W. Lucas


The author shows how to use software built for a Linux-based OS on
FreeBSD.
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The file
ERRATA.TXT contains post-release ERRATA for 2.2.6 and should always
be considered the definitive place to look *first* before reporting
a problem with this release.  This file will also be periodically
updated as new issues are reported so even if you've checked this
file recently, check it again before filing a bug report.  Any
changes to this file are also automatically emailed to:

    freebsd-stable@FreeBSD.org

For 2.2.6 security advisories, see:

ftp://ftp.FreeBSD.org/pub/FreeBSD/CERT/

For the latest information.

---- Security Advisories:

Current active security advisories for 2.2.6:   4

See ftp://ftp.FreeBSD.org/pub/FreeBSD/CERT/advisories/FreeBSD-SA-98:0[2-5].*
for full information.

---- System Update Information:
o Root mountpoint change which affects those upgrading via
 "make world" or a FreeBSD 2.2.6 upgrade.

Fix:  2.2.6 introduces a change in the naming of the device from
      which the root filesystem is mounted.  This change affects all systems,
      however user intervention is only required for systems undergoing an
      upgrade installation.

Previously, the root filesystem was always mounted from the
compatibility slice, while other partitions on the same disk were
mounted from their true slice.  This might, for example, have resulted
in an /etc/fstab file like:

# Device      Mountpoint      FStype  Options         Dump    Pass#
/dev/wd0s2b   none            swap    sw              0       0
/dev/wd0a     /               ufs     rw              1       1
/dev/wd0s2f   /local0         ufs     rw              1       1
/dev/wd0s2e   /usr            ufs     rw              1       1

For FreeBSD 2.2.6 and later, this format changes so that the device for
'/' is consistent with others, ie.

# Device      Mountpoint      FStype  Options         Dump    Pass#
/dev/wd0s2b   none            swap    sw              0       0
/dev/wd0s2a   /               ufs     rw              1       1
/dev/wd0s2f   /local0         ufs     rw              1       1
/dev/wd0s2e   /usr            ufs     rw              1       1

If /etc/fstab is not updated manually in this case, the system will
issue a warning message whenever / is mounted (normally at startup)
indicating the change that must be made.  In addition, trouble may be
experienced if the root filesystem is not correctly unmounted, whereby
the root filesystem will not be marked clean at the next reboot.

This change should be made as soon as the upgraded system has been
successfully rebooted.


o The ppp program fails to work, citing a missing shared library
  called "libdes.so.3.0".

Fix:  There are three possible fixes:

1. The easiest fix is to simply install the des distribution with
   /stand/sysinstall, remembering to pick a site that will allow you
   to export it if you're outside the United States and Canada
   (ftp.FreeBSD.org and ftp.internat.FreeBSD.org both fall into this
   category).

2. Purely as a work-around, and what you may need to do if ppp
   also constitutes your only way of getting to the net, is to simply
   do the following (as root):

      cp /usr/lib/libcrypt.so.2.0 /usr/lib/libdes.so.3.0
      ldconfig -m /usr/lib

3. Another fix, and one which doesn't involve having to fetch the DES
   bits, is to install the ppp sources in /usr/src/usr.sbin/ppp and rebuild
   them.  The sources are "smart" enough to know that the DES library isn't
   on the system and won't create a binary which depends on it.

NOTE:  If you choose the 2nd or 3rd fixes, you also will not be able to
use MSCHAP (Microsoft Win*) style authentication.


o The xterm program in XFree86 3.3.2 doesn't remove utmp entries on
  exit (e.g. xterm sessions show up in "who" or "w" even after they've
  exited).

Fix:  Fetch the updated xterm binary at:

  ftp://ftp.FreeBSD.org/pub/FreeBSD/updates/2.2.6-RELEASE/xterm

Or get the *latest* ports collection on your machine (see
http://www.FreeBSD.org/ports) and use the port in x11/XFree86 to
build an xterm with this patch already applied (as of 98/04/06).
The patch itself can also be obtained from the port itself:

  ftp://ftp.FreeBSD.org/pub/FreeBSD/FreeBSD-current/ports/x11/XFree86/patches/patch-ag


o The older Matsushita (Panasonic), Sony CDU-31 and Mitsumi (non-IDE)
  CDROM drives no longer permit CDROM installs.

Fix: Fetch an updated boot floppy from the updates/ directory, e.g.:

  ftp://ftp.FreeBSD.org/pub/FreeBSD/updates/2.2.6-RELEASE/boot.flp

And use it to install 2.2.6 instead.  This problem is fixed in 2.2-stable
and will not be a problem with the next FreeBSD release.






Release Home
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Introduction


One of the benefits of the FreeBSD development model is a focus on
centralized design and implementation, in which the operating system is
maintained in a central repository, and discussed on centrally
maintained lists. This allows for a high level of coordination between
authors of various components of the system, and allows policies to be
enforced over the entire system, covering issues ranging from
architecture to style. However, as the FreeBSD developer community has
grown, and the rate of both mailing list traffic and tree modifications
has increased, making it difficult even for the most dedicated developer
to remain on top of all the work going on in the tree.


The FreeBSD Monthly Development Status Report attempts to address this
problem by providing a vehicle that allows developers to make the
broader community aware of their on-going work on FreeBSD, both in and
out of the central source repository. This is the first issue, and as
such is an experiment. For each project and sub-project, a one paragraph
summary is included, indicating progress since the last summary (in this
case, simply recent progress, as there have been no prior summaries).


This status report may be reproduced in whole or in part, as long as the
source is clearly identified and appropriate credit given.


Future Editions


Assuming there is some positive feedback on this idea, and that future
submissions get made such that there is content for future issues, the
goal is to release a development status report once a month. As such,
the next deadline will be July 31, 2001, with a scheduled publication
date in the first week of August. This will put the status report on a
schedule in line with the calendar, as well as providing a little over a
month until the next deadline, which will include a number of pertinent
events, including the Annual USENIX Technical Conference in Boston, MA.
Submissions should be e-mailed to:



robert+freebsd.monthly@cyrus.watson.org



Many submitters will want to wait until the last week of July so as to
provide the most up-to-date status report; however, submissions will be
accepted at any time prior to that date.


– Robert Watson < rwatson@FreeBSD.org >


Binary Updater Project


Eric Melville eric@FreeBSD.org Murray Stokely murray@FreeBSD.org


The FreeBSD Binary Updater Project aims to provide a secure mechanism
for the distribution of binary updates for FreeBSD. This project is
complementary to the Open Packages and libh efforts and there should be
very little overlap with those projects. The system uses a client /
server mechanism that allows clients to install any known “profile” or
release of FreeBSD over the network. Where a specific profile might
contain a specific set of FreeBSD software to install, additional
packages, and configuration actions that make it more ideal for a
specific environment (ie FreeBSD 4.3 Secure Web Server Profile)


The system can currently be used to install a FreeBSD system or perform
the most simple of upgrades but many features are absent. In particular,
the client is in its infancy and much work remains to be done. We need
additional developers so please get in touch with us at
updater@osd.bsdi.com if you are interested in spending some cycles on
this.


Problem Reports


Poul-Henning Kamp phk@FreeBSD.org


Poul-Henning Kamp kicked off a drive to get our GNATS PR database
cleaned up so the wheat can be sorted from the chaff. Progress is good,
but there is still a lot of work to do. Give a hand if you can.
Remember: every unhandled PR is a pissed off contributor or user.


CVSROOT script rewrite/tidy


Josef Karthauser joe@FreeBSD.org


I’m in the process of rewriting the CVSROOT/scripts to make them more
clean and configurable. A lot of other projects also use these and so it
makes sense to make them as easy to use in other environments as
possible.


Status: work in progress. There is now a configuration file, but not all
the scripts use it yet.


DEVFS


Poul-Henning Kamp phk@FreeBSD.org


Work is progressing on implementing true cloning devices in DEVFS. Brian
Somers and Poul-Henning Kamp are working to make if_tun the first truly
cloning driver in the system. Next will be the pty driver and the bpf
driver.


From July 1st DEVFS will be standard in -current.


digi driver


Brian Somers brian@FreeBSD.org


Added the digi driver. Initial work was done by John Prince
<johnp@knight-trosoft.com>, but all the modular stuff was done by me and
initial work on supporting Xe and Xi cards (ala dgb) was done by me. I’m
now awaiting an Xe card being sent from joerg@ (almost a donation) so
that I can get that side of things working properly.


Diskcheckd


Poul-Henning Kamp phk@FreeBSD.org


Ben Smithurst has written a “diskcheckd” daemon which will read all
sectors on the disks over a configured period. With recent increases in
disksizes it is by no means a given that disk read errors will be
discovered before they are fatal. This daemon will hopefully result in
the drive firmware being able to relocate bad sectors before they become
unreadable. This code is now committed to 5.0-CURRENT.


if_fxp driver


Jonathan Lemon jlemon@FreeBSD.org


In the last month (May-June), the new fxp driver was brought into
-stable. This new driver uses the common MII code, so support for new
PHYs is easy to add. Support for the new Intel 82562 chips was added.
The driver was updated to add VLAN support and a workaround for a bug
affecting Intel 815-based boards.


Java Project


Greg Lewis glewis@eyesbeyond.com


The FreeBSD Java Project has continued its “behind the scenes” work over
the last month. Progress was made both technically, with the help of
Bill Huey (of Wind River), on a port of JDK 1.3.1 and legally, with Nate
Williams continuing negotiations with Sun on a mutually acceptable
license to release a binary Java 2 SDK under. The JDK 1.2.2 port has
also seen some development, with a new patchset likely to be released
soon which includes JPDA and NetBSD support (the latter courtesy of
Scott Bartram).


Kernel Graphics Interface port


Nicolas Souchu nsouch@fr.alcove.com


The Kernel Graphics Interface project has worked for several years to
provide a framework for graphic drivers under Linux receiving input from
other groups like the UDI project. Currently the KGI core implementation
is quite settled, as is the driver coding model as a whole. Work is
being done to newbussify KGI and produce a kld, as part of a future
redesign of the graphics subsystem in FreeBSD. KGI will be an
alternative for graphic card producers that don’t accept the XFree86
model of userland graphic adapters and will also provide accelerated
support for any other graphic alternative.


libh Project


Alexander Langer alex@FreeBSD.org Nathan Ahlstrom nra@FreeBSD.org


The libh project is a next generation sysinstall. It is written in C++
using QT for its graphical frontend and tvision for its console support.
The menus are scriptable via an embedded tcl interpreter. It has been
growing functionality quite a bit lately, including a new disklabel
editor. Current work is on installation scripts for CDROM, FTP, ...
installs as well as a fully functional standalone disk-partition and
label editor. The GUI API was extended a little and many bugs were
fixed. There seems to be some interest in i18n work.


Mount(2) API


Poul-Henning Kamp phk@FreeBSD.org


Maxime Henrion is working on implementing a new and more extensible
mount(2) systemcall, mainly to overcome the 32 bits for mountoptions
limit, secondary goal to make it possible to mount filesystems from
inside the kernel.


OLDCARD pccard implementation


Warner Losh imp@FreeBSD.org


In the last two months, the OLDCARD pccard implementation was rototilled
to within an inch of its life. Many new pci cardbus bridges were added.
Power handling was improved. PCI Card cardbus bridges are nearly
supported and should be committed in early June to the tree. This will
likely be the last major work done on OLDCARD. After pci cards are
supported, work will shift to improving NEWCARD.


PowerPC Port


Benno Rice benno@FreeBSD.org


The PowerPC port is proceeding well. All seems to be working in pmap.c
after a number of problems encountered where FreeBSD passes a
vm_page_t to a NetBSD-derived function that expects a vm_offset_t.
Then after debugging the atomic operations code, I’m now at the point
where VM appears to be initialized and it’s now hanging while in
sys/kern/kern_malloc.c:kmeminit(). Progress continues. =)


PPP


Brian Somers brian@FreeBSD.org


Developing full MPPE support for Andre Opperman @ Monzoon in
Switzerland. Work is now complete and will eventually be brought into
-current, but no dates are yet known.


pseudofs


Dag-Erling Smorgrav des@FreeBSD.org


Pseudofs is a framework for pseudo-filesystems, like procfs and
linprocfs. The goal of pseudofs is twofold:



		eliminate code duplication between (and within) procfs and linprocfs


		isolate procfs and linprocfs from the complexities of the vfs system
to simplify maintenance and further development.





Pseudofs has reached the point where it is sufficiently functional and
stable that linprocfs has been almost fully reimplemented on top of it;
the only bit that’s missing is the proc/<pid>/mem file.


The primary to-do item for pseudofs right now is to add support for
writeable files (which are required for procfs, and are quite a bit less
trivial to handle than read-only files). In addition, pseudofs needs
either generic support for raw (non-sbuf’ed, possibly mmap’able) files,
or failing that, special-case code to handle proc/<pid>/mem.


RELNOTESng


Bruce A. Mah bmah@FreeBSD.org


RELNOTESng is the name I’ve given to the rewrite of the *.TXT files
that typically accompany a FreeBSD release. The information from these
files (which include, among other things, the release notes and the
supported hardware list) have been reorganized and converted to SGML.
This helps us produce the documentation in various formats, as well as
facilitating the maintenance of documentation for multiple
architectures. This work was recently committed to -CURRENT, and I
intend to MFC it to 4-STABLE before 4.4-RELEASE.


SMPng Project


John Baldwin jhb@FreeBSD.org Jake Burkholder jake@FreeBSD.org SMP
Mailing list smp@FreeBSD.org


The SMPng project aims to provide multithreaded support for the FreeBSD
kernel. Currently the kernel still runs almost exclusively under the
Giant kernel lock. Recently, progress has been made in locking the
process group and session structures as well as file descriptors by
Seigo Tanimura-san. Alfred Perlstein has also added in a giant lock
around the entire virtual memory (VM) subsystem which will eventually be
split up into several smaller locks. The locking of the VM subsystem has
proved tricky, and some of the current effort is focused on finding and
fixing a few remaining bugs in on the alpha architecture.


SMPng mbuf allocator


Bosko Milekic bmilekic@FreeBSD.org


mb_alloc is a new specialized allocator for mbufs and mbuf clusters.
Presently, it offers various important advantages over the old (status
quo) mbuf allocator, particularly for MP machines. Additionally, it is
designed with the possibility of future enhancements in mind.


Presently in initial review & testing stages, most of the code is
already written.


Sparc64 Port


Jake Burkholder jake@FreeBSD.org


Work has (re)started on a port of FreeBSD to the UltraSPARC
architecture, specifically targeting PCI based workstations. Jake
Burkholder will be porting the kernel, and Ade Lovett has expressed an
interest in working on userland. Recent work on the project includes:



		built a gnu cross toolchain targeting sparc64


		obtained remote access to an ultra 5 development machine (thanks to
emmy)


		developed a minimal set of headers and source files to allow the
kernel to be compiled and linked


		implemented a mini-loader which relocates the kernel, maps it into
the tlbs and calls it


		nabbed Benno Rice’s openfirmware console driver which allows printf
and panic to work





At this point the kernel can be net-booted and prints the FreeBSD
copyright before calling code that is not yet implemented. I am
currently working on a design for the pmap module and plan to begin
implementation in the next few days.


TrustedBSD


Robert Watson rwatson@FreeBSD.org


The TrustedBSD Project seeks to improve the security of the FreeBSD
operating system by adding new security features, many derived from
common trusted operating system requirements. This includes Access
Control Lists (ACLs), Fine-grained Event Logging (Audit), Fine-grained
Privileges (Capabilities), Mandatory Access Control (MAC), and other
architecture features, including file system extended attributes, and
improved object labeling.


Individual feature status reports are documented separately below; in
general, basic features (such as EAs, ACLs, and kernel support for
Capabilities) will be initially available in 5.0-RELEASE, conditional on
specific kernel options. A performance-enhanced version of EAs is
currently being targeted at 6.0-RELEASE, along with an integrated
capability-aware userland, and MAC support.


TrustedBSD: ACLs


Chris D. Faulhaber jedgar@FreeBSD.org


Patches are now available to add ACL support to cp(1) and mv(1) along
with preliminary support for install(1). Ilmar’s i18n patches for
getfacl(1) and setfacl(1) need to be updated for the last set of changes
and committed. Some other functional improvements are also in the
pipeline.


TrustedBSD Capabilities


Thomas Moestl tmm@FreeBSD.org


The kernel part of the capability implementation is mostly finished; all
uses of suser() and suser_xxx() and nearly all comparisons of uid’s
with 0 have been converted to use the newly introduced cap_check()
call. Some details still need clarification. More documentation for this
needs to be done.


POSIX.2c-compatible getfcap and setfcap programs have been written.
Experimental capability support in su(1), login(1), install(1) and
bsd.prog.mk is being tested.


Support for capabilities, ACL’s, capabilities and MAC labels in tar(1)
is being developed; only the capability part is tested right now.
Generic support for extended attributes is planned, this will require
extensions to the current EA interface, which are written and will
probably be committed to -CURRENT in a few weeks. A port of these
features to pax(1) is planned.


TrustedBSD MAC and Object Labeling


Robert Watson rwatson@FreeBSD.org


An initial prototype of a Mandatory Access Control implementation was
completed earlier this year, supporting Multi-Level Security, Biba
Integrity protection, and a more general jail-based access control
model. Based on that implementation, I’m now in the process of improving
the FreeBSD security abstractions to simplify both the implementation
and integration of MAC support, as well as increase the number of kernel
objects protected by both discretionary and mandatory protection
schemes. Generic object labeling introduces a structure not dissimilar
in properties to the kernel ucred structure, only it is intended to be
associated with kernel objects, rather than kernel subjects, permitting
the creation of generic security protection routines for objects. This
would allow the easy extension of procfs and devfs to support ACLs and
MAC, for example. A prototype is underway, with compiling and running
code and simple protections now associated with sysctl’s.
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The installation notes for FreeBSD are customized for different
platforms, as the procedures for installing FreeBSD are highly dependent
on the hardware platform.


Installation notes for FreeBSD 6.2-RELEASE are available for the
following platforms:



		alpha


		amd64


		i386


		ia64


		pc98


		sparc64





A list of all platforms currently under development can be found on the
Supported Platforms page.
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Introduction


May and June were remarkably busy months for the FreeBSD Project–
FreeBSD developers met in Monterey, CA in June for FreeBSD Developer
Summit III to discuss strategy for the FreeBSD 5.0 release later this
year, for the USENIX Annual Technical conference and for the FreeBSD
BoF. Substantial technical progress was made on FreeBSD 5.0, and FreeBSD
4.6-RELEASE was cut on the RELENG_4 branch in June.


The remainder of the summer will continue to be busy. Final components
and features for 5.0-RELEASE will go into the tree, and the development
direction will change from new features to stability, performance, and
production-readiness. With additional 5.0 development previews late in
the summer, we hope to broaden the tester base for the -CURRENT branch,
and start to get early adopters digging out any potential problems in
their test environments. I encourage both FreeBSD Developers and FreeBSD
Users to give 5.0-DP2 a spin (on a machine without critical data!) and
let us know how it goes. The more testing that happens before the
release, the less fixing we have to do afterwards!


Robert Watson


TCP Hostcache


Andre Oppermann oppermann@pipeline.ch


The current cache for the TCP metrics is embedded directly into the
routing table route objects. This is highly inefficient as every route
has an empty 56 Byte large metrics structure in it. TCP is the only
consumer (except the MTU and Expiry field) of the structure. A full view
of the Internet routes (110k routes) has more than 6 Mbyte of unused
overhead due to it. The hit rate today is at only approx. 10% in
webserver applications. The TCP hostcache will move this entire metrics
structure from the routing table to the TCP stack. Every entry is a host
entry so a simple hash table is sufficient to keep the entries. Its
implementation is much like the TCP Syncache.


The hostcache is going through testing on our servers and will be ready
for committing in September. The results of the TCP metrics measurement
will be used to tune the cache.


IP Routing Table Replacement


Andre Oppermann oppermann@pipeline.ch Claudio Jeker jeker@n-r-g.com


The current Patricia Trie routing table in BSD UNIX is not very
efficient and wastes an enormous amount of space for every node (more
than 256 bytes) (A full Internet view of 110k routes takes 33 MByte of
KVM). Another problem are pointers from and to everywhere in the routing
table. This makes replacing the table very hard and also significantly
increases the table maintenance burden (for example for some kinds of
updates the entire PCB has to be searched linearly). Also this is a
heavy burden for SMP locking. The rewrite focuses on untangling the
pointer mess, making the routing table replaceable and providing a more
IP optimized table (5 MByte for 110k routes). Other new options include
policy routing and some structural alignments in the network stack for
clarity, simplicity and flexibility.


The rewritten IP routing table will be ready for committing in October.


TCP Metrics Measurement


Andre Oppermann oppermann@pipeline.ch Olivier Mueller omueller@8304.ch
Diploma Thesis of ZHWIN students, look for Olivier Mueller and Daniel
Graf


These students will analyse the tcpdumps of five major Swiss newspaper
websites which give a representative overview of the user structure in
Switzerland. The nice thing about Switzerland is that is has a very good
mix of Modem/ISDN, leased line, Cable, ADSL and 3G/GSM/GPRS users. Every
Internet access technology is represented. The goal is to analyze the
behavior of all TCP sessions to the monitored sites. Parameters to be
analyzed include TCP session RTT, RTT variance, in/outbound BDP, MSS
changes, flow control behavior, packet loss, packet retransmit and
timing of HTTP traffic to find optimal TCP parameter caching method.


If you have any other metrics you think is useful please contact me so I
can put that into the job description for the Students. The study will
be made in September and October.


NATD rewrite


Claudio Jeker jeker@n-r-g.com Andre Oppermann oppermann@pipeline.ch


The current natd is pretty powerful in translating different kinds of
traffic but not very powerful in configuration. This project rewrites
natd and parts of libalias to give it a configuration set as powerful
and expressive as the ones in ipf (ipnat) and pf. In addition it’ll use
kqueue and will support aliasing to multiple IP addresses.


The rewritten natd will be ready for committing in early September.


FreeBSD/ia64


Peter Wemm peter@FreeBSD.org IA64 project updates and information.


IA64 has been progressing slowly. We have access to a prototype 4-way
Itaninum2 system from Intel and have managed to get it up and running to
the point of being able to access disk and network with SMP enabled. We
have a big problem with ACPI2.0 and PCI routing table entries behind
pci-pci bridges with no short-term solution in sight. Various WIP items
have been committed to CVS, namely more complete support for executing
32bit i386 binaries as well as Marcel Moolenaar’s prototype EFI GPT
tools.


Libh Status Report


Antoine Beaupre antoine@usw4.FreeBSD.org Alexander Langer
alex@FreeBSD.org Nathan Ahlstrom nra@FreeBSD.org libh new development
web page. First snapshots of the diskeditor in action


Max has been busy cleaning up the user interface dark side, and has come
up with a plan to improve the build system (using an automated Makefile
dependency generator); the UI design and the TCL glue magic (using
Swig). A development page has been created on usw4, publishing a lot of
information about the current project status, a Changelog, screenshots,
documentation, etc. A new listbox widget has been implemented, making
diskeditor look nicer and more usable. The package system backend is
being inspected and redesigned to conform to a standard that is itself
being re-thought. Indeed, the old sysinstall2.txt text has been
SGML-ized and enhanced and now provides a good (although rough) overview
of libh package system. This allowed the document to be enhanced with
diagrams of how different procedures work. We are therefore getting
closer to a real pkgAPI specification document. The package management
tools have been slightly enhanced and should be a bit more usable, and
we started committing regression test suites in the tree, mostly to test
and maintain pkg API conformance.


So work continues on libh. I plan to take a look at the rhtvision port
to see if it would be better to use it for the tvision backend. I’ll
keep on working on the package system to make it really trustworthy,
while Max is continuing his great work on the UI subsystem. I hope to
make a new libh alpha release soon. Note that from now on, libh progress
will be published on the development page.


OLDCARD


Warner Losh imp@FreeBSD.org


A major power bug was fixed in oldcard. This caused many problems for
people using PCI interrupts having their machines hang on boot. This fix
has made it into 4.6.1.


Cardbus power is now used on all cardbus bridges that support it. This
means that we now support 3.3V cards on all cardbus bridges. Before, we
only supported them on some of the bridges because every bridge uses
different 3.3V power control when programmed through the ExCA registers.
Now that we’re going through the CardBus bridge’s power control
register, 3.3V cards work. In fact, for CardBus bridges, the so called
X.XV and Y.YV cards will work in those bridges that support them.
However, X.XV and Y.YV haven’t been defined yet, and no bridges support
them (but the bridge interface define it). Obviously this latter part is
untested.


CL-PD6722 support has been augmented slightly. Now it is possible to
instruct the driver which type of 3.3V card detection strategy to use.
There are three choices: none, do it like the CL-PD6710 does it and do
it like the CL-PD6722 does it.


Preliminary support for the CL-PD6729 on a PCI card using PCI interrupts
has been committed. However, it fails for at least one of the cards like
this the author has.


Client drivers can now ask for the manufacturer and model number of the
card without parsing the CIS directly.


Except for fixing bugs and updating pccard.conf entries, no additional
work is planned on the OLDCARD system.


NEWCARD


Warner Losh imp@FreeBSD.org


A devd daemon, to replace pccardd and usbd, has been designed. A few
minor bugs have been fixed in NEWCARD. NEWCARD is now the default in
-current. There is an experimental pci/cardbus bus code merge available
as a branch which will be merged into current as soon as it is stable.


Status: The ed driver, for non-ne2000 clones, is broken and won’t probe.
The ata driver won’t attach. The sio driver hangs on the first
character. The wi driver is known to work well. Cardbus cards are
generally known to work well, except for some de based cards, which
unfortunately includes the popular Xircom cards. Many systems fail to
work because acpi fails to route interrupts correctly for non-root pci
bridges.


FreeBSD GNOME Project


Joe Marcus marcus@FreeBSD.org Maxim Sobolev sobomax@FreeBSD.org FreeBSD
GNOME Project Homepage.


Things are going well with the FreeBSD GNOME Project. We have just
finished porting the GNOME 2.0 Final development platform and desktop to
FreeBSD! We hope to be able to make GNOME 2.0 the default for 5.0-DP2
and 4.7-RELEASE. In the meantime, we’re working to port more GNOME 2.0
applications.


In order to allow GNOME 1.4.1 applications to work with GNOME 2.0, we
are revamping the GNOME porting infrastructure. GNOME 1.4.1 based ports
are being converted to use the new GNOMENG porting structure. The
specifics of this new system will be written up in the GNOME porting
guide found on the FreeBSD GNOME project homepage.


FreeBSD Java Project


Greg Lewis glewis@FreeBSD.org FreeBSD Java Project


The BSD Java Porting Team has been making slow but steady progress on a
number of fronts in the last few months. Unfortunately most of this has
occurred behind the scenes, meaning this is a good opportunity to bring
the community up to date.



		Bill Huey has gotten the Java HotSpot Virtual Machine up and running
on FreeBSD! While dubbing the code of alpha quality, Bill has been
working hard and is able to run major examples such as the Java 2D
demo. This code has hit the repository and will soon be available.


		The port of the 1.4 J2SDK has commenced. The first commits have gone
into the tree, although a first patchset is a way off yet.


		Progress continues with the TCK compliance testing. The current
status has the JDK down to 19 compiler failures and 183 runtime
failures. As we edge closer to compliance its hoped that example code
will be released to allow the community to pull together through the
final few bugs.


		A new patchset for JDK 1.3.1 is imminent. This patchset will include
HotSpot for the first time.





KAME Project


SUZUKI Shinsuke core@kame.net KAME Project Web Page IPv6 Showcase at
Network+Interop2002 IPv6 Showcase at Network+Interop2002 (detailed, but
in Japanase) Pictures of IPv6 Showcase


I’m afraid KAME Project does not work actively with regard to FreeBSD in
these two month, since we are too busy with the demonstration of our
IPv6 implementation at Networld+Interop 2002 Tokyo. (Thanks to a great
effort, the demonstration was quite successful)


We are aware of netinet6-related bug reports regarding socket handling,
fine-grain locking, ip6fw etc. Regret to say, we could not answer them
right now due to the above situation, however we’ll discus these issues
internally and determine what to do.


BSDCon 2003


Gregory Shapiro gshapiro@FreeBSD.org Call for papers


The BSDCon 2003 Program Committee invites you to contribute original and
innovative papers on topics related to BSD-derived systems and the Open
Source world. Topics of interest include but are not limited to:



		Embedded BSD application development and deployment


		Real world experiences using BSD systems


		Using BSD in a mixed OS environment


		Comparison with non-BSD operating systems; technical, practical,
licensing (GPL vs. BSD)


		Tracking open source development on non-BSD systems


		BSD on the desktop


		I/O subsystem and device driver development


		SMP and kernel threads


		Kernel enhancements


		Internet and networking services


		Security


		Performance analysis and tuning


		System administration


		Future of BSD





Submissions in the form of extended abstracts are due by April 1, 2003.
Be sure to review the extended abstract expectations before submitting.
Selection will be based on the quality of the written submission and
whether the work is of interest to the community.


We look forward to receiving your submissions!


FreeBSD Release Engineering


re@FreeBSD.org


Over the past few months the FreeBSD Release Engineering Team oversaw a
release process that culminated in the release of FreeBSD 4.6 for the
i386 and Alpha architectures on June 15. The RE team is currently
working concurrently on FreeBSD 4.6.1 and 5.0 DP2. 4.6.1 is a minor
point release with an updated SSH and BIND, fixes for some of the
reported ata(4) problems, and assorted security enhancements that will
be detailed in the release notes. The release engineering activities for
4.6.1 are taking place on the RELENG_4_6 branch in CVS, while the work
on 5.0 DP2 is taking place in Perforce so as not to disturb ongoing
-CURRENT development. We are still committed to FreeBSD 5.0 on or around
November 15, 2002. For more information about upcoming release
schedules, please see our website above. The RE team would like to thank
Sentex Communications for providing the release builders with access to
a fast i386 build machine. Compaq also donated a couple of fast Alpha
build machines to the project.


Fast IPSEC Status


Sam Leffler sam@FreeBSD.org


The main goal of this project is to modify the IPSEC protocols to use
the kernel-level crypto subsystem imported from OpenBSD (see elsewhere).
A secondary goal is to do general performance tuning of the IPSEC
protocols.


Basic functionality is operational for IPv4 protocols. IPv6 support is
coded but not yet tested. Hardware assisted cryptographic operations are
working with good performance improvements. Operation with
software-based cryptographic calculations appears to be at least as good
as the existing implementation. Numerous opportunities for performance
improvements have been identified.


This work is currently being done in the -stable tree. A port to the
-current tree is about to start.


FreeBSD C99 & POSIX Conformance Project


Mike Barcroft mike@FreeBSD.org FreeBSD-Standards Mailing List
standards@FreeBSD.org


Since the last status report, the following utilities have been brought
up to conformance (at least to some degree) with POSIX.1-2001, they
include: asa(1), cd(1), compress(1), ctags(1), ls(1), newgrp(1),
nice(1), od(1), pathchk(1), renice(1), tabs(1), tr(1), uniq(1), wc(1),
and who(1). In addition, development is taking place on bringing the BSD
SCCS suite up to date with newer standards.


On the API front, printf(9) has been given support for the `j’ and ‘n’
flags, waitpid(2) now supports the WCONTINUED option, and an
implementation of fstatvfs() and statvfs() has been committed. An
implementation of utmpx is in progress, which has an aim to address some
of the major problems with the current utmp. Several headers have been
brought up to conformance with POSIX.1-2001, they include:
<netinet/in.h>, <pwd.h>, <sys/statvfs.h>, and <sys/wait.h>.


Hardware Crypto Support Status


Sam Leffler sam@FreeBSD.org


The goal of this project is to import the OpenBSD kernel-level crypto
subsystem. This facility provides kernel- and user-level access to
hardware crypto devices for the calculation of cryptographic hashes,
ciphers, and public key operations. The main clients of this facility
are the kernel RNG (/dev/random), network protocols (e.g. IPSEC), and
OpenSSL (through the /dev/crypto device).


The software has been available as a patch against the -stable tree for
about six months. The core crypto support is tested, including device
drivers for the Hifn 7951, and Broadcom 5805, 5820, and 5821 parts.
Recent work has concentrated on fixing device driver bugs, fixing
support for Hifn 7811 parts, adding support for public key operations,
and adding flow-control between the crypto layer and device drivers.
Future work includes porting this facility to the -current tree.


KSE (Kernel schedulable Entity) thread support


Julian Elischer julian@FreeBSD.org Dan Eischen deischen@FreeBSD.org Some
info here.


The project took a major step at the beginning of July when
Milestone-III was committed. Milestone-III allows a simple test program
(available at /usr/src/tools/KSE/ksetest/) to run multiple threads,
using kernel support. It does not yet allow the ability to allow these
threads to run on different CPUs simultaneously. Milestone IV will be to
allow this, however Milestone-III should allow Dan to start (with any
interested parties) to start prototyping the userland part of the
system. Milestone-III is only currently usable on x86, and does not
include some of the requirements for full thread-control, suspension
etc. that will be required later.


Before M-IV is started some small tweaking is likely in the central
sources on M-III as we discover issues as we try to get the userland
jumpstarted. These will have no effect on non-KSE processes, (i.e. all
of them :-) and should not be an issue for other developers.


A tex/fig->html guru is needed to help maintain the KSE web page (not
mentioned above as it is broken).


SMPng Status Report


John Baldwin jhb@FreeBSD.org smp@FreeBSD.org


The SMPng project has continued to make steady progress in the past two
months. Jeff Roberson completed the switch over to UMA for the general
kernel malloc() and free() pushing down Giant appropriately so that
callers of malloc() and free() are no longer required to hold Giant.
Alan Cox continues to clean up the locking in the VM system pushing down
Giant in several of the VM related system calls. Jeffrey Hsu committed
locking for TCP/IP protocol control blocks in the network stack. John
Baldwin committed the changes to the p_canfoo() API to use thread
credentials for subject threads and added appropriate locking for the
targer process credentials. Support for adaptive mutexes on SMP systems
as well as the new IA32 PAUSE instruction were also committed in May.
The kernel tracing facility KTRACE also received an overhaul such that
the majority of its work was pushed out into a worker thread allowing
trace points to no longer require Giant. Andrew Reiter has also been
pushing down Giant in several system calls.


Bosko continues to work on light-weight interrupt threads for i386. Most
of the bugs in the turnstile code have been found and fixed; however,
the turnstile and preemption patches have temporarily been put on hold
so that more emphasis can be placed on fixing bugs and making -current
more stable in preparation for 5.0 release in November. Alan Cox and
Andrew Reiter are continuing the work mentioned above. Jeff Roberson is
also working on fixing the current vnode locking in VFS. Peter Wemm has
also started to tackle TLB issues on SMP in the i386 pmap again as well.


FreeBSD Security Officer Team


Jacques Vidrine nectar@FreeBSD.org


After an outstanding job serving the project as Security Officer for
over a year, Kris stepped down in January in order to focus more of his
time pursuing his PhD. I offered to attempt to fill the vacant role.


This is the first report by the SO Team. Notable events since the
beginning of 2002 follow.


28 FreeBSD Security Advisories have been issued, 16 of which were
regarding the base system. Of those sixteen, 8 affected only FreeBSD.


FreeBSD Security Notices were introduced, and four have been issued so
far. The Security Notices cover issues that are not regarded as critical
enough to warrant a Security Advisory. So far only Ports Collection
issues (i.e. vulnerabilities in optional 3rd party packages) have been
reported in Security Notices. The first four Security Notices covered 53
individual issues.


Issues reported to the SO team are now being tracked using a
RequestTracker ticket database.


The SO team has undergone membership changes, as well as some changes in
internal organization. The membership and organization has also been
made publicly visible on the FreeBSD Security Officer web page.


jpman project


Kazuo Horikawa horikawa@FreeBSD.org jpman project


For 4.6-RELEASE, we announced the package ja-man-doc-4.6.tgz which is in
sync with 4.6-RELEASE base system manual pages except for perl5 pages
(jpman project do not maintain them). Continuing section 3 updating has
88% finished.


FreeBSD/KGI Status Report


Nicholas Souchu nsouch@FreeBSD.org Project URL


Progression is slow, but the effort is maintained. Most of fb over KGI
has been written in parallel with a KGI display driver based on fb.
DDC/DDC2 is being discussed for Plug & Play monitor support. KGI aims at
providing a generic OS independent interface which would take advantage
of FreeBSD I2C (iic(4)) infrastructure.


UFS2 - Extended attribute and large size support for UFS


Poul-Henning Kamp phk@FreeBSD.org Kirk Mckusick mckusick@FreeBSD.org


UFS2 is an extension to the well-known UFS filesystem which using a new
inode format adds support for “64bit everywhere” and later for extended
attribute support, in addition to the current UFS features: soft-updates
and snapshots.


The basic UFS2 code has been committed and work on the extended
attribute interface and vnode operations will continue.


GEOM - generalized block storage manipulation


Poul-Henning Kamp phk@FreeBSD.org Old concept paper here.


The GEOM code has gotten so far that it beats our current code in some
areas while still lacking in others. The goal is for GEOM to be the
default in 5.0-RELEASE.


Currently work on a cryptographic module which should be able to protect
a diskpartition from practically any sort of attack is progressing.


OpenOffice.org for FreeBSD


Martin Blapp mbr@FreeBSD.org OpenOffice.org FreeBSD port Homepage


The port of openoffice 1.0 has been finished. Most showstopper issues
with rtld, libc and our toolchain have been fixed. There is one
remaining deadlock in the web-browser code of OO.org. If anybody like to
help us with fixing this bug (may be another libc_r bug as it looks
like) just mail me! Unfortunately gcc2 support got broken again with the
import of gcc2.95.4 in STABLE. Exceptions support seems to be broken
again; we get internal compiler errors with c++ exceptions code. You’ll
have to use gcc31 again.


Since our package cluster is outdated and can not build OO.org packages
anytime soon, I did my own little package cluster and can now offer
packages for 4.6R for 16 different languages. They can be found on the
project homepage.


Porting of OpenOffice1.0.1 is on it’s way. A beta port and a package
have been made available on the project homepage.


Lightweight Interrupt Scheduling


Bosko Milekic bmilekic@FreeBSD.org The interrupt p4 branch


The lightweight interrupt scheduling code makes scheduling an interrupt
on i386 without having to grab the sched_lock possible, and also avoids
a full-blown context switch.


Currently, the code in the p4 branch works, although needs a little bit
of cleanup and, most importantly, requires a merge to post-KSE III. Now
that stuff seems to have stabilized a bit, I’m waiting to get a little
time (and nerve) to do the merge. Also, looking forward for some KSE
interface that will allow for “KSE borrowing,” which would make this
cleaner with regards to KSE and lightweight interrupts. This is a 5.0
feature.


TIRPC port for BSD sockets


Martin Blapp mbr@FreeBSD.org TIRPC for FreeBSD Homepage


A lot of remaining PR’s and Bugs have been closed. All relevant rpc
concerning patches have been committed. Thanks go to Alfred and Ian
Dowese.


Jean-Luc Richier <Jean-Luc.Richier@imag.fr> has made a patch available
which adds IPv6 support to all remaining rpc servers. See
ftp://ftp.imag.fr/pub/ipv6/NFS/NFS_IPV6_FreeBSD5.0.gz and
ftp://ftp.imag.fr/pub/ipv6/NFS/0README_NFS_IPV6_FreeBSD5.0 We will
check his code and add it to CURRENT ASAP.


A first commit part from TIRPC99 has been done. I’m working now on
porting the remaining parts so when FreeBSD 5.0 gets released, it will
be TIRPC99 based. This will happen together with the NetBSD project, as
they use the same codebase as we do.


mb_alloc updates


Bosko Milekic bmilekic@FreeBSD.org Some [Old] mb_alloc stuff


mb_alloc is getting some updates and a couple of optimizations. A new
allocator interface routine should already be committed by the time this
report is “published:” m_getcl() allocates an mbuf and a cluster in one
shot. This is the result of months (literally) of requests from Alfred
and, recently, Luigi - who, coincidentally, is the author of the same
[upcoming] routine in -STABLE.


Other than that, mb_alloc is being shown how to perform multi-mbuf or
cluster allocations without dropping the cache lock in between
(m_getcl() and m_getm() will use this). Finally, work is being done to
optimize ext_buf ref. count allocations and to provide support for
jumbo (> 9K) clusters.


Improving FreeBSD Startup Scripts


Doug Barton DougB@FreeBSD.org Mike Makonnen makonnen@pacbell.net Gordon
Tetlow gordont@FreeBSD.org The Yahoo! group site for discussion of this
project


We are making excellent progress. There is a fully functioning
implementation imported to -current now. We need as many people as
possible to rc_ng equal to YES in /etc/rc.conf.


The next step is to set the default to YES, which we plan to do before
DP 2.


ipfw2


Luigi Rizzo luigi@FreeBSD.org


In summer 2002 the native FreeBSD firewall has been completely rewritten
in a form that uses BPF-like instructions to perform packet matching in
a more effective way. The external user interface is completely backward
compatible, though you can make use of some newer match patterns (e.g.
to handle sparse sets of IP addresses) which can dramatically simplify
the writing of ruleset (and speed up their processing). The new
firewall, called ipfw2, is much faster and easier to extend than the old
one. It has been already included in FreeBSD-CURRENT, and patches for
FreeBSD-STABLE are available from the author.


jp.FreeBSD.org daily SNAPSHOTs project


Makoto Matsushita matusita@jp.FreeBSD.org Project Webpage Project
Webpage (in Japanese ) SNAPSHOTs anonftp area on the web Release branch
snapshots for FreeBSD/i386


I spent busy days in last two months, many new topics are emerged from
the project. We now support FreeBSD/alpha 5-current distribution by
cross-compiling on the x86 PC. Anonymous ftp area is now exported to the
yet another web server. Our release branch snapshots are relocated to
daemon.jp.FreeBSD.org because of our CPU/network bandwidth problem.


I’m seriously considering to solve the lack of CPU and network resources
for the project’s future evolution. Maybe the bandwidth problem can be
resolved (several bandwidth offers have been received!), but there is no
answer about CPU problems (I have a plan to upgrade our PCs from
P3-500MHz to P4 or better). If you have interested in donating PCs to
the project, please email me for more detail.


Userland Regression Tests


Juli Mallett jmallett@FreeBSD.org


Regression tests for many bugs fixed in text manipulation utilities have
been added, as well as tests for various non-standard versions of
functionality that FreeBSD users should expect. A library of m4 macros
for creating the tests themselves has been added.


Single UNIX Specification conformant SCCS suite


Juli Mallett jmallett@FreeBSD.org


The final version of SCCS distributed by CSRG has been integrated into
the projects CVS repository, and worked on extensively to the point
where essential functionality works on FreeBSD (and other operating
systems). Some standards-related functionality has been implemented


Zero Copy Sockets status report


Ken Merry ken@FreeBSD.org Zero copy patches and information.


The zero copy sockets code was committed to FreeBSD-current on June
25th, 2002. I’m not planning on doing any more patches, although I will
leave the web page up as it contains useful information.


Many thanks to the folks who have tested and reviewed the code over the
years.


locking up pcb’s in the networking stack


Jeffrey Hsu hsu@FreeBSD.org


Jennifer Yang’s patch was committed June 10 for the BSD Summit. After a
few bugs which were reported initially and fixed that same week,
networking in -current has been stable, including the parts that were
not locked up, like IPv6. Work is on-going to lock up the rest of the
stack.


Bluetooth stack for FreeBSD (Netgraph implementation)


Maksim Yevmenkin m_evmenkin@yahoo.com


Not much to report. Another engineering snapshot is available for
download at
http://www.geocities.com/m_evmenkin/ngbt-fbsd-20020709.tar.gz. If
anyone has Bluetooth hardware and spare time please join in and help me
with testing.


This snapshot includes basic support for USB devices and manual pages.
The HCI layer now has support for multiple control hooks. All HCI
transport drivers (H4, BT3C and UBT) has been changed to provide
consistent interface to the rest of the world. Some userspace utilities
have been changed as well.


Still no support for RFCOMM (Serial port emulation over Bluetooth link)
and SDP (Service Discovery Protocol). Several design flaws have been
discovered and it might take some time to resolve these issues.


TrustedBSD MAC


Robert Watson rwatson@FreeBSD.org TrustedBSD Discussion Mailing List
trustedbsd-discuss@TrustedBSD.org TrustedBSD main web page


The TrustedBSD Project has been busy in May and June, developing new
features, presenting on the technology at the FreeBSD Developer Summit,
and improving the readiness of the MAC branch for integration into the
main FreeBSD tree. The migration to dynamic labeling in the TrustedBSD
MAC framework is complete, with all policies now making use of dynamic
labels in the kernel. This permits policies to associate arbitrary
additional security data with a variety of kernel objects at run-time.
Implement mac_test, a sanity checking module. Pass labels as well as
objects to each policy entry point to reduce knowledge of label storage
in the policies. Implement mac_partition, a simple jail-like policy.
Adapt the MAC framework for process locking.


Improve support for sockets: provide a peerlabel maintained for stream
sockets (unix domain, tcp), entry points for accept, bind, connect,
listen. Improve support for IPv4 and IPv6 by labeling IP fragment
reassembly queues, and providing entry points to instrument fragment
matching, update, reassembly, etc. Locally disable KAME if_loop mbuf
contiguity hack because it drops labels on mbufs: we need to make sure
the label is propagated. Label pipes and provide access control for
them. Improve vnode labeling: now handle labeling for devfs, pseudofs,
procfs. Fix interactions between MAC and ACLs relating to the new
VAPPEND flag.


SELinux policy tools now ported to SEBSD. SEBSD now labels subjects and
file system objects. Provide ugidfw, a tool for managing rules for the
mac_bsdextended policy.


Massive diff reduction. KSEIII merged. Main tree integration will begin
shortly.


Updated prototype code may be retrieved from the TrustedBSD CVS trees on
cvsup10.FreeBSD.org.
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The hardware notes for FreeBSD are customized for different platforms,
as many devices are only supported on (or are only relevant for)
specific processors or architectures.


Hardware notes for FreeBSD 6.2-RELEASE are available for the following
platforms:



		alpha


		amd64


		i386


		ia64


		pc98


		sparc64





A list of all platforms currently under development can be found on the
Supported Platforms page.
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http://www.mi2g.com/cgi/mi2g/frameset.php?pageid=http%3A//www.mi2g.com/cgi/mi2g/press/021104.php
mi2g http://www.mi2g.com/ 2 November 2004 mi2g News Alert


A study by a London-based computer security firm reveals that the
open-source BSD operating systems and Apple’s Mac OS X are the most
secure popular operating systems on the Internet today.


9 Building Diskless Clients with FreeBSD 5.2
http://www.onlamp.com/pub/a/bsd/2004/09/30/diskless_clients.html
OnLamp.com http://www.onlamp.com/ 30 September 2004 Mikhail Zakharov


How to build diskless clients with FreeBSD Netboot server.


Building a BSD Netboot Server
http://www.onlamp.com/pub/a/bsd/2004/09/09/diskless_server.html
OnLamp.com http://www.onlamp.com/ 09 September 2004 Mikhail Zakharov


How to configure a FreeBSD 5.2.1 server to support diskless clients.


8 FreeBSD 5.3 beta is released
http://news.zdnet.co.uk/0,39020330,39164597,00.htm ZDNet
http://www.zdnet.co.uk/ 25 August 2004 Michael Parsons


A story about the FreeBSD 5.3 release cycle


Desktop FreeBSD Part 5: Internet Mail Setup
http://www.ofb.biz/modules.php?name=News&file=article&sid=326 Open For
Business http://www.ofb.biz/ 17 August 2004 Ed Hurst


Part five of this series of introductory articles describes how to use
FreeBSD for email purposes.


Differentiating Among BSD Distros
http://www.serverwatch.com/tutorials/article.php/3393051 ServerWatch
http://www.serverwatch.com/ 10 August 2004 Martin Brown


An article that compares and contrasts the four main BSD variants.


Desktop FreeBSD Part 4: Printing
http://www.ofb.biz/modules.php?name=News&file=article&sid=321 Open For
Business http://www.ofb.biz/ 06 August 2004 Ed Hurst


Part four of this series of introductory articles covers the
installation and the configuration of Apsfilter on FreeBSD.


Building Systems to be Shared Securely
http://www.acmqueue.org/modules.php?name=Content&pa=showpage&pid=170 ACM
Queue http://www.acmqueue.org/ August 2004 Poul-Henning Kamp, Robert
Watson


Robert Watson and Poul-Henning Kamp write an article for the ACM Queue
magazine on FreeBSD’s jail facility and on the general concept of
sharing and security from an operating system architecture/design point
of view.


7 FreeBSD milestone nears release
http://news.zdnet.co.uk/software/linuxunix/0,39020390,39162245,00.htm
ZDNet http://www.zdnet.co.uk/ 30 July 2004 Matt Loney


This article is about the upcoming FreeBSD 5.3 release.


Local company develops FreeBSD-based radars
http://www.computerworld.com.au/index.php/id;1357495171;fp;16;fpid;0
Computerworld http://www.computerworld.com.au/ 26 July 2004 Rodney Gedda


Genesis Software builds FreeBSD-based radar systems.


Linux servers stats reveal fall in Red Hat dominance
http://www.techworld.com/opsys/news/index.cfm?newsid=1908 Techworld
http://www.techworld.com/ 13 July 2004 Matthew Broersma


An article mentioning FreeBSD’s growth in the hosting market.


Unix Printing Basics
http://www.onlamp.com/pub/a/bsd/2004/07/08/FreeBSD_Basics.html
OnLamp.com http://www.onlamp.com/ 08 July 2004 Dru Lavigne


This article explains printing with Unix, using FreeBSD as an example.


Building a Web Cluster with FreeSBIE
http://www.onlamp.com/pub/a/bsd/2004/07/01/freesbie.html OnLamp.com
http://www.onlamp.com/ 01 July 2004 Alexander Prohorenko


How to build a web services cluster using the FreeBSD based FreeSBIE
live CD image.


6 Preventing Denial of Service Attacks
http://www.onlamp.com/pub/a/bsd/2004/06/24/anti_dos.html OnLamp.com
http://www.onlamp.com/ 24 June 2004 Avleen Vig


This article shows how to defend against denial of service attacks with
FreeBSD.


Siberian coal mine digs out FreeBSD funding
http://news.zdnet.co.uk/software/developer/0,39020387,39158017,00.htm
ZDNet http://www.zdnet.co.uk 18 June 2004 Matt Loney


A story about Poul-Henning Kamp’s recent appeal for funds.


FreeBSD, Stealth-Growth Open Source Project
http://www.internetnews.com/dev-news/article.php/3367381 Internetnews
http://www.internetnews.com/ 11 June 2004 Sean Michael Kerner


This article tries to outline the reasons for FreeBSD’s growth over the
last years.


Desktop FreeBSD Part 3: Adding Software
http://www.ofb.biz/modules.php?name=News&file=article&sid=306 Open For
Business http://www.ofb.biz/ 07 June 2004 Ed Hurst


Part three of this series of introductory articles covers the
installation of third party applications on FreeBSD.


Nearly 2.5 Million Active Sites running FreeBSD
http://news.netcraft.com/archives/2004/06/07/nearly_25_million_active_sites_running_freebsd.html
Netcraft http://www.netcraft.com/ 07 June 2004 mandy


FreeBSD continues to grow in the web hosting market.


IEEE and The Open Group Okay ‘FreeBSD Project’ to Incorporate Material
from the POSIX Standard http://www.opengroup.org/press/01jun04.htm The
Open Group http://www.opengroup.org/ 01 June 2004 IEEE/Open Group press
release


The IEEE and the Open Group allow the FreeBSD project to incorporate
material from a few of their published standards.


Build Your Own FreeBSD-powered Motorcycle http://bike.owns.com/ BikeOwns
http://bike.owns.com/ June 2004 Ben


The description of a FreeBSD-powered motorcycle.


5 FreeBSD Networking Basics
http://www.onlamp.com/pub/a/bsd/2004/05/13/FreeBSD_Basics.html?page=2
OnLamp.com http://www.onlamp.com/ 13 May 2004 Dru Lavigne


Dru Lavigne explains how to connect a FreeBSD machine to an existing
network.


Intel Labs’ Natural Born Killer Technologies
http://www.eweek.com/article2/0,1759,1586655,00.asp EWeek
http://www.eweek.com/ 06 May 2004 Rob Enderle


An overview about the research projects in Intel’s laboratories. Some of
the research is done using the FreeBSD operating system.


Open Source to the Core
http://www.acmqueue.org/modules.php?name=Content&pa=showpage&pid=151 ACM
Queue http://www.acmqueue.org/ May 2004 Jordan Hubbard


Jordan Hubbard talks about FreeBSD in an article on using open-source
software in commercial products.


4 FreeBSD - The Power to Serve
http://www.distrowatch.com/dwres.php?resource=review-freebsd Distrowatch
http://www.distrowatch.com/ 27 April 2004 Robert Storey


A review of FreeBSD 5.2.1, including a short overview of the history of
the BSDs and installation instructions.


Mail Scanning With Exim And The Exiscan ACL
http://www.net-security.org/article.php?id=676 Help Net Security
http://www.net-security.org/ 13 April 2004 Michael Oliveri


This article describes setting up Exim with the Exiscan-ACL patch on
FreeBSD.


Most Reliable Hosting Providers during March
http://news.netcraft.com/archives/2004/04/04/most_reliable_hosting_providers_during_march.html
Netcraft http://www.netcraft.com/ 04 April 2004 mandy


Five of the ten most reliable hosting providers in March were running
FreeBSD. Read on for more information.


3 FreeBSD 5.2.1 on SPARC64 http://www.osnews.com/story.php?news_id=6552
OS News http://www.osnews.com/ 31 March 2004 Tony Bourke


An article reviewing FreeBSD 5.2.1 on SPARC64 machines. The author finds
FreeBSD/SPARC64 to be a very complete, useful and flexible server.


The 64-bit Question: AMD64 vs. i386
http://www.thejemreport.com/modules.php?op=modload&name=News&file=article&sid=117&mode=thread&order=0&thold=0
The Jem Report http://www.thejemreport.com/ 15 March 2004 Valour


A comparison between FreeBSD 5.2.1’s performance on an AMD Athlon64
3200+ and on a Pentium4 3.2E.


Experimental free Wi-Fi LAN gaining momentum in SF
http://www.newsforge.com/mobility/04/03/02/0023236.shtml Newsforge
http://www.newsforge.com/ 02 March 2004 Chris Preimesberger


An article about free wireless networks in San Francisco, mentioning
FreeBSD as one of the operating systems of choice.


1 Bacula: Cross-Platform Client-Server Backups
http://www.onlamp.com/pub/a/onlamp/2004/01/09/bacula.html OnLamp.com
http://www.onlamp.com/ 08 January 2004 Dan Langille


A guide on setting up and running the backup program Bacula on FreeBSD


Simple FreeBSD installation yields functional desktop system
http://www.newsforge.com/os/04/01/05/211225.shtml?tid=8&tid=82&tid=94
Newsforge http://www.newsforge.com/ 07 January 2004 Terrell Prude, Jr.


A review of FreeBSD 5.1 as a desktop system.


Desktop FreeBSD Part 2: Initial Setup
http://www.ofb.biz/modules.php?name=News&file=article&sid=282 Open For
Business http://www.ofb.biz/ 03 January 2004 Ed Hurst


This is the second part of a series of introductory articles. The author
explains how to set up X and the postfix mail system.


How is Open-Source affecting Software Development?
http://csdl.computer.org/comp/mags/so/2004/01/s1028.pdf IEEE Computer
Society http://www.computer.org/ January 2004 Diomidis Spinellis,
Clemens Sxyperski (Guest Editors)


This IEEE journal article looks at how the availability of high-quality
open-source software is affecting the way software is developed. FreeBSD
is one of the open-source projects examined.
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Mozilla approves FreeBSD’s thunderbird and firefox ports


The Mozilla License
Team [http://www.mozilla.org/foundation/licensing.html] has granted
permission [http://people.freebsd.org/~ahze/firefox_thunderbird-approved.txt]
to the FreeBSD Gnome Team for use of the Firefox
and Thunderbird names, official icons, and permission to do officially
branded builds.


New committer: Sam Hopkins (src)


23


FreeBSD Foundation Quarterly Newsletter Published


The FreeBSD Foundation has published its Quarterly
Newsletter [http://www.freebsdfoundation.org/press/20041221-newsletter.shtml],
which includes a call for donations so the Foundation can keep its
non-profit public charity 501(c)3 status.


18


FreeBSD 4.11 RC1 Available


The first Release Candidate for FreeBSD 4.11 has been made available.
Please see the full announcement on the FreeBSD-STABLE mailing list
here [http://docs.freebsd.org/cgi/getmsg.cgi?fetch=495816+0+archive/2004/freebsd-stable/20041219.freebsd-stable].
The full 4.11 release schedule is
here.


13


New committer: Niels Heinen (ports)


6


The FreeSBIE [http://www.FreeSBIE.org/] 1.1 FreeBSD Live CD is
released – see the release
announcement [http://www.freesbie.org/doc/1.1/ANNOUNCE.txt] for
details.


New committer: Palle Girgensohn (ports)


2


FreeBSD 4.11 release schedule announced


The schedule for the FreeBSD 4.11 Release has been announced, with a
target release date of January 24th, 2005. The full schedule is
here [http://www.freebsd.org/releases/4.11R/schedule.html].


1


New committer: Jean-Sébastien Pédron
(src)


11 27


FreeBSD trademark transferred to Foundation


The ‘FreeBSD’ trademark, which was originally granted to Walnut Creek
CDROM (now FreeBSD Mall, Inc. [http://www.freebsdmall.com]) in 1996,
has been transferred to the FreeBSD
Foundation [http://www.freebsdfoundation.org].


19


New committer: Vicente Carrasco (doc)


11


New committer: Johann Kois (doc)


7


GNOME 2.8.1 released for FreeBSD


GNOME 2.8.1 was merged into the ports tree following the release of
FreeBSD 5.3. See the FreeBSD GNOME Homepage for
more details as well as upgrade instructions.


6


FreeBSD 5.3-RELEASE is Now Available


FreeBSD 5.3-RELEASE has been
released. Please check the release
errata before installation for any
late-breaking news and/or issues with 5.3. The Release
Information page has more information
about FreeBSD releases.


10 31


FreeBSD 5.3-RC2 released


The FreeBSD Release Engineering Team is proud to announce the
availability of FreeBSD 5.3-RC2. Two critical issues came up during RC1
testing and it is felt the fixes warrant one more RC so they receive
widespread testing. If no more show-stopper problems are found this will
be the last test release done before 5.3-RELEASE. Please see the full
announcement on FreeBSD-CURRENT
here [http://docs.freebsd.org/cgi/getmsg.cgi?fetch=219950+0+current/freebsd-current].


29


New committer: Michael Johnson (ports)


16


New committer: Remko Lodder (doc)


12


New committer: George V. Neville-Neil (src)


8


New committer: Stephan Uphoff (src)


9 15


New committer: Koop Mast (ports)


New committer: Xin Li (src, doc)


8 20


New committer: Alexey Dokuchaev (ports)


19


New committer: Dejan Lesjak (ports)


18


New committer: Cheng-Lung Sung (ports)


10


New committer: Dmitry Morozovsky (doc)


5


New committer: Herve Quiroz (ports)


2


New committer: Pyun YongHyeon (src)


7 27


New committer: Bjoern A. Zeeb (src)


26


May 2004 - June 2004 Status Report


The May-June status report is now available; see the status reports Web
page for more information.


24


New committer: Suleiman Souhlal
(PowerPC)


23


FreeBSD switches to X.Org


FreeBSD-CURRENT now ships with X.Org’s X Window System per default,
though XFree86 is still supported. For more information on how to
upgrade for -CURRENT and -STABLE, take a look at this HEADS
UP [http://lists.freebsd.org/pipermail/freebsd-current/2004-July/032267.html].


14


New committer: Gleb Smirnoff (src)


7


New committer: Sergey Matveychuk (ports)


5 30


New committer: Lars Thegler (ports)


27


FreeBSD 4.10-RELEASE is Now Available


FreeBSD 4.10-RELEASE has been
released. Please check the release
errata before installation for
any late-breaking news and/or issues with 4.10. The Release
Information page has more information
about FreeBSD releases.


23


New committer: Koichi Suzuki (doc)


15


March 2004 - April 2004 Status Report


The March-April status report is now available; see the status reports
Web page for more information.


4


New committer: Christian S.J. Peron (src)


New committer: Stefan Farfeleder (src)


4 30


New committer: Jeremy Messenger (ports)


19


New committer: Tony Ackerman (src)


17


New committer: Marius Strobl (src)


5


New committer: Daniel Hartmeier (src)


3 29


New committer: Niklas J. Saers (doc)


25


Removal of Gallery


Because of the hard maintenance and low benefit the
gallery pages bring to the Project and the listed
websites, it has been decided to spend the time working on other stuff
related to FreeBSD than these pages. The gallery will be removed in two
weeks, no further submissions will be processed. However, this has no
influence on the Commercial Gallery.


18


New committer: Mark Santcroos (src)


17


January 2004 - February 2004 Status Report


The January-February status report is now available; see the status
reports Web page for more
information.


13


New committer: Thierry Thomas (ports)


10


New committer: Volker Stolz (ports)


9


New committer: Peter Edwards (src)


2 26


New committer: Vinod Kashyap (src)


25


FreeBSD 5.2.1-RELEASE is Now Available


FreeBSD 5.2.1-RELEASE has
been released. Please check the release
errata before installation for
any late-breaking news and/or issues with 5.2.1. The Release
Information page has more information
about FreeBSD releases.


22


New committer: Markus Brüffer (Ports)


17


New committer: Jim Rees (src)


15


Core member resigned: Greg Lehey


10


New committer: Max Laier (src)


2


New committer: Lukas Ertl (src)


New committer: Pawel Jakub Dawidek (src)


1 28


October 2003 - December 2003 Status Report


The October-December status report is now available; see the status
reports Web page for more
information.


21


New committer: Philip Paeps (src)


New committer: Colin Percival (src)


15


New committer: Josef El-Rayes (docs)


12


FreeBSD 5.2-RELEASE is Now Available


FreeBSD 5.2-RELEASE has been
released. Please check the release
errata before installation for any
late-breaking news and/or issues with 5.2. The Release
Information page has more information
about FreeBSD releases.


4


New committer: Vincent Tougait
(Documentation Project)
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This is a list of open issues that need to be resolved for FreeBSD
&local.rel;. If you have any updates for this list, please e-mail
re@FreeBSD.org.



		Major issues


		Testing foci


		Problems Discovered by Kernel Stress Test Suite






Major issues for &local.rel;-RELEASE


Issue


Status


Responsible


Description


No pending major issues.





Testing foci for &local.rel;-RELEASE










		Issue
		Status
		Responsible
		Description





		bce(4) stability fixes
		&status.untested;
		&a.scottl;
		Several stability fixes for bce(4) were merged from HEAD to RELENG_6 around 20061024. Initial testing results have been promising, but more testing reports would be useful.



		em(4) stability fixes
		&status.untested;
		&a.scottl;, &a.jfv;, &a.glebius;, &a.kris;
		Several difficult-to-diagnose stability issues have been observed in the em(4) driver since August. As of 20061027, a newer driver provided by Intel (version 6.2.9) has been committed to RELENG_6 for testing. UPDATE: Additional changes committed 20061110 fix some other observed stability problems and restore missing jumbo frame functionality.



		sysinstall(8) kernel selection fix
		&status.untested;
		&a.erwin;
		A bug in sysinstall(8) could result in it failing to install a kernel on a new disk if the user did not choose a distribution from the distribution menu. This is believed to have been fixed as of 20061029, but could use more testing.



		ggated(8)
		&status.untested;
		&a.pjd;
		A recently-committed patch to ggated(8) is believed to fix some fairly serious problems, as reported in PR kern/104829 [http://www.FreeBSD.org/cgi/query-pr.cgi?pr=104829].



		devfs(5) fixes
		&status.untested;
		&a.kib;
		Several deadlocks and locking bugs have been fixed in devfs(5).



		tty(4) fixes
		&status.untested;
		&a.mbr;
		Several workarounds have been committed for known problems in the tty(4) layer.










Stress Test Panics


The system is continuously being subjected to Peter Holm’s Kernel
Stress Test Suite [http://www.holm.cc/stress/]. The following issues
have recently been discovered from this test suite.


&stresstest;
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New committer: Alex Dupre (Documentation
Project)


21


New committer: Roman Kurakin (src)


17


New committer: Clement Laforet (ports)


16


Hifn
announces [http://www.hifn.com/info/pr/pressreleases/print/pr_121603_2.html]
official FreeBSD support for the 795x series of crypto accelerators.


11 21


New committer: Mathew Kanner (midi,sound)


12


New committer: Oliver Eikemeier (Ports)


New committer: Pav Lucistnik (ports)


New committer: Andre Oppermann (src)


10 28


FreeBSD 4.9-RELEASE is Now Available


FreeBSD 4.9-RELEASE has been
released. Please see the Release
Information page for more details. Also
be sure to check the release
errata after installation for any
late-breaking news and/or issues with 4.9.


22


FreeBSD 10 year anniversary party in San Francisco 11/24/03


Join us Monday November 24th to celebrate 10 years of FreeBSD at the
DNA Lounge [http://www.dnalounge.com] in San Francisco. The name
‘FreeBSD’ was coined in June
1993, and FreeBSD 1.0 was released on CDROM in December 1993. Click
here [http://www.offmyserver.com/cgi-bin/store/rsvp.html] for more
information or to be put on the guest list.


21


New committer: Sergei Kolobov (Ports)


18


BSD Conference Japan 2003


BSD Conference Japan 2003 (in Japanese) [http://bsdcon.jp/], the
second conference concerning *BSD in Japan, was held in Tokyo on
October 18th, 2003. There were about 170 attendees. It had two parallel
sessions (general and technical), and four technical papers and twelve
work-in-progress style talks were presented during the conference.


17


The FreeBSD Events page is now available


The FreeBSD Events page is now available
with information about past and upcoming FreeBSD related events.


14


New committer: Mark Linimon (Ports)


11


New committer: Scott Mitchell (if_xe)


9


New committer: Maksim Yevmenkin
(Bluetooth)


9 15


New committer: Denis Peplin (Documentation
Project)


8 25


The FreeBSD Foundation
announces [http://www.freebsdfoundation.org/press/20030825-java131.shtml]
native support for JDK 1.3.1 on FreeBSD


18


FreeBSD 4.9 code freeze begins
August 25


15


New committer: Ken Smith
(Documentation Project)


New committer: Mathieu Arnold (Ports)


14


New committer: Alexander Nedotsukov
(Ports)


11


FreeBSD Architecture Handbook now available


The nascent FreeBSD Architecture
Handbook
is now available online for users who would like to know more about
FreeBSD kernel internals. Much of the material has been split out from
the Developers’
Handbook,
which now focuses exclusively on userland programming in FreeBSD. Both
volumes are works in progress.


9


PAE support merged for upcoming FreeBSD 4.9


Luoqi Chen has begun the process of merging PAE support from FreeBSD 5
to FreeBSD 4-STABLE. The PAE support allows FreeBSD machines to make use
of more than 4 gigabytes of RAM. This functionality was originally
written by Jake Burkholder under contract with DARPA and Network
Associates Laboratories. Additional changes for individual device
drivers will follow in the coming weeks.


New committer: Bruce M. Simpson


7 24


New committer: Michael Nottebrock (Ports)


21


New committer: Kirill Ponomarew (Ports)


20


New committer: Simon L. Nielsen


6 24


New committer: Sean Kelly


23


New committer: Diomidis D. Spinellis


19


Happy 10th Birthday, FreeBSD Project!


Ten years ago on this day the name “FreeBSD” was coined by David
Greenman in this email
message. Viva FreeBSD!


17


New committer: Lev Serebryakov (Ports)


13


Returning committer: John-Mark Gurney


9


FreeBSD 5.1-RELEASE is Now Available


FreeBSD 5.1-RELEASE is now
available. Please see the Release
Information page for more details. Also
be sure to check the release
errata for any late-breaking news
and/or issues with 5.1.


6


New committer: Sergey A. Osokin (Ports)


4


New committer: Erwin Lansing (Ports)


5 6


New committer: Oliver Lehmann (Ports)


5


New committer: Michael L. Hostbaek


4 14


New committer: Hiten M. Pandya


9


New performance@ mailing list


The performance@ mailing list exists to provide a place for hackers,
administrators, and/or concerned parties to discuss performance related
topics pertaining to FreeBSD. Acceptable topics includes talking about
FreeBSD installations that are either under high load, are experiencing
performance problems, or are pushing the limits of FreeBSD. Concerned
parties that are willing to work toward improving the performance of
FreeBSD are highly encouraged to subscribe to this list. This is a
highly technical list ideally suited for experienced FreeBSD users,
hackers, or administrators interested in keeping FreeBSD fast, robust,
and scalable. To subscribe, please visit the freebsd-performance@ web
interface [http://lists.FreeBSD.org/mailman/listinfo/freebsd-performance].


8


FreeBSD.org mailing lists use Mailman


Majordomo served its purpose well, but has been retired in favor of
Mailman [http://www.list.org/]. It is now possible to browse through
the authoritative list of mailing lists by heading over to
http://lists.FreeBSD.org/mailman/listinfo or by browsing through the
handbook’s section on mailing
lists.
A big thanks to Peter Wemm is in order for spending the time to
seamlessly convert the various lists over to Mailman, thank you.


3


FreeBSD 4.8-RELEASE is Now Available


FreeBSD 4.8-RELEASE has been
released. Please see the Release
Information page for more details. Also
be sure to check the release
errata after installation for any
late-breaking news and/or issues with 4.8.


3 15


January 2003 - February 2003 Status Report


The January-February status report is now available; see the status
reports Web page for more
information.


6


New committer: Arun Sharma


2 21


New committer: David Schultz


1 30


New committer: Hartmut Brandt (Sparc and
ATM)


23


November 2002 - December 2002 Status Report


The November-December status report is now available; see the status
reports Web page for more
information.


New committer: Hideyuki KURASHINA
(Documentation Project)


19


FreeBSD 5.0-RELEASE is now available


FreeBSD 5.0-RELEASE has been
released. Please see the Release
Information page for more details. Also
be sure to check the release
errata after installation for any
late-breaking news and/or issues with 5.0.


13


New committer: Christian Brüffer
(Documentation Project)


6


New committer: Michael Telahun Makonnen
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Resources on the Internet


The rapid pace of OS progress makes print media impractical as a means
of following the latest developments. Electronic resources are the best,
if not often the only, way to stay informed of the latest advances.
Since OS is a volunteer effort, the user community itself also generally
serves as a “technical support department” of sorts, with electronic
mail, web forums, and USENET news being the most effective way of
reaching that community.


The most important points of contact with the OS user community are
outlined below. Please send other resources not mentioned here to the
A.DOC so that they may also be included.





Websites



		The OS Forums [https://forums.FreeBSD.org/] provide a web based
discussion forum for OS questions and technical discussion.


		Planet OS [http://planet.freebsdish.org/] offers an aggregation
feed of dozens of blogs written by OS developers. Many developers use
this to post quick notes about what they are working on, new patches,
and other works in progress.


		The BSDConferences YouTube
Channel [http://www.youtube.com/bsdconferences] provides a
collection of high quality videos from BSD conferences around the
world. This is a great way to watch key developers give presentations
about new work in OS.








Mailing Lists


The mailing lists are the most direct way of addressing questions or
opening a technical discussion to a concentrated OS audience. There are
a wide variety of lists on a number of different OS topics. Sending
questions to the most appropriate mailing list will invariably assure a
faster and more accurate response.


The charters for the various lists are given at the bottom of this
document. Please read the charter before joining or sending mail to any
list. Most list subscribers receive many hundreds of OS related
messages every day, and the charters and rules for use are meant to keep
the signal-to-noise ratio of the lists high. To do less would see the
mailing lists ultimately fail as an effective communications medium for
the Project.



Note


To test the ability to send email to OS lists, send a test message
to A.TEST.NAME. Please do not send test messages to any other list.






When in doubt about what list to post a question to, see How to get
best results from the FreeBSD-questions mailing
list.


Before posting to any list, please learn about how to best use the
mailing lists, such as how to help avoid frequently-repeated
discussions, by reading the Mailing List Frequently Asked
Questions (FAQ) document.


Archives are kept for all of the mailing lists and can be searched using
the OS World Wide Web server. The
keyword searchable archive offers an excellent way of finding answers to
frequently asked questions and should be consulted before posting a
question. Note that this also means that messages sent to OS mailing
lists are archived in perpetuity. When protecting privacy is a concern,
consider using a disposable secondary email address and posting only
public information.



List Summary


General lists: The following are general lists which anyone is free
(and encouraged) to join:








		List
		Purpose





		A.ADVOCACY.NAME
		OS Evangelism



		A.ANNOUNCE.NAME
		Important events and Project milestones (moderated)



		A.ARCH.NAME
		Architecture and design discussions



		A.BUGBUSTERS.NAME
		Discussions pertaining to the maintenance of the OS problem report database and related tools



		A.BUGS.NAME
		Bug reports



		A.CHAT.NAME
		Non-technical items related to the OS community



		A.CHROMIUM.NAME
		OS-specific Chromium issues



		A.CURRENT.NAME
		Discussion concerning the use of OS.CURRENT



		A.ISP.NAME
		Issues for Internet Service Providers using OS



		A.JOBS.NAME
		OS employment and consulting opportunities



		A.QUESTIONS.NAME
		User questions and technical support



		A.SECURITY-NOTIFICATIONS.NAME
		Security notifications (moderated)



		A.STABLE.NAME
		Discussion concerning the use of OS.STABLE



		A.TEST.NAME
		Where to send test messages instead of to one of the actual lists







Technical lists: The following lists are for technical discussion.
Read the charter for each list carefully before joining or sending mail
to one as there are firm guidelines for their use and content.








		List
		Purpose





		A.ACPI.NAME
		ACPI and power management development



		A.AFS.NAME
		Porting AFS to OS



		A.AIC7XXX.NAME
		Developing drivers for the ADAPTEC AIC 7xxx



		A.AMD64.NAME
		Porting OS to AMD64 systems (moderated)



		A.APACHE.NAME
		Discussion about Apache related ports



		A.ARM.NAME
		Porting OS to ARM processors



		A.ATM.NAME
		Using ATM networking with OS



		A.BLUETOOTH.NAME
		Using BLUETOOTH technology in OS



		A.CLOUD.NAME
		OS on cloud platforms (EC2, GCE, Azure, etc.)



		A.CLUSTER.NAME
		Using OS in a clustered environment



		A.DATABASE.NAME
		Discussing database use and development under OS



		A.DESKTOP.NAME
		Using and improving OS on the desktop



		A.DOC.NAME
		Creating OS related documents



		A.DRIVERS.NAME
		Writing device drivers for OS



		A.DTRACE.NAME
		Using and working on DTrace in OS



		A.ECLIPSE.NAME
		OS users of Eclipse IDE, tools, rich client applications and ports.



		A.EMBEDDED.NAME
		Using OS in embedded applications



		A.EOL.NAME
		Peer support of OS-related software that is no longer supported by the OS Project.



		A.EMULATION.NAME
		Emulation of other systems such as Linux/MS-DOS/WINDOWS



		A.ENLIGHTENMENT.NAME
		Porting Enlightenment and Enlightenment applications



		A.FIREWIRE.NAME
		OS FIREWIRE (iLink, IEEE 1394) technical discussion



		A.FORTRAN.NAME
		Fortran on OS



		A.FS.NAME
		File systems



		A.GAMES.NAME
		Support for Games on OS



		A.GECKO.NAME
		Gecko Rendering Engine issues



		A.GEOM.NAME
		GEOM-specific discussions and implementations



		A.GIT.NAME
		Discussion of git use in the OS project



		A.GNOME.NAME
		Porting GNOME and GNOME applications



		A.HACKERS.NAME
		General technical discussion



		A.HARDWARE.NAME
		General discussion of hardware for running OS



		A.I18N.NAME
		OS Internationalization



		A.IA32.NAME
		OS on the IA-32 (INTEL x86) platform



		A.IA64.NAME
		Porting OS to INTEL’s upcoming IA64 systems



		A.INFINIBAND.NAME
		Infiniband on OS



		A.IPFW.NAME
		Technical discussion concerning the redesign of the IP firewall code



		A.ISDN.NAME
		ISDN developers



		A.JAIL.NAME
		Discussion about the MAN.JAIL.8 facility



		A.JAVA.NAME
		JAVA developers and people porting JDKs to OS



		A.LFS.NAME
		Porting LFS to OS



		A.MIPS.NAME
		Porting OS to MIPS



		A.MOBILE.NAME
		Discussions about mobile computing



		A.MONO.NAME
		Mono and C# applications on OS



		A.MULTIMEDIA.NAME
		Multimedia applications



		A.NEWBUS.NAME
		Technical discussions about bus architecture



		A.NET.NAME
		Networking discussion and TCP/IP source code



		A.NUMERICS.NAME
		Discussions of high quality implementation of libm functions



		A.OFFICE.NAME
		Office applications on OS



		A.PERFORMANCE.NAME
		Performance tuning questions for high performance/load installations



		A.PERL.NAME
		Maintenance of a number of Perl-related ports



		A.PF.NAME
		Discussion and questions about the packet filter firewall system



		A.PKG.NAME
		Binary package management and package tools discussion



		A.PKG-FALLOUT.NAME
		Fallout logs from package building



		A.PLATFORMS.NAME
		Concerning ports to non INTEL architecture platforms



		A.PORTS.NAME
		Discussion of the Ports Collection



		A.PORTS-ANNOUNCE.NAME
		Important news and instructions about the Ports Collection (moderated)



		A.PORTS-BUGS.NAME
		Discussion of the ports bugs/PRs



		A.PPC.NAME
		Porting OS to the POWERPC



		A.PROLIANT.NAME
		Technical discussion of OS on HP ProLiant server platforms



		A.PYTHON.NAME
		OS-specific Python issues



		A.RC.NAME
		Discussion related to the rc.d system and its development



		A.REALTIME.NAME
		Development of realtime extensions to OS



		A.RUBY.NAME
		OS-specific Ruby discussions



		A.SCSI.NAME
		The SCSI subsystem



		A.SECURITY.NAME
		Security issues affecting OS



		A.SMALL.NAME
		Using OS in embedded applications (obsolete; use A.EMBEDDED.NAME instead)



		A.SNAPSHOTS.NAME
		OS Development Snapshot Announcements



		A.SPARC.NAME
		Porting OS to SPARC based systems



		A.STANDARDS.NAME
		OS’s conformance to the C99 and the POSIX standards



		A.SYSINSTALL.NAME
		MAN.SYSINSTALL.8 development



		A.TCLTK.NAME
		OS-specific Tcl/Tk discussions



		A.TESTING.NAME
		Testing on OS



		A.TEX.NAME
		Porting TeX and its applications to OS



		A.THREADS.NAME
		Threading in OS



		A.TILERA.NAME
		Porting OS to the Tilera family of CPUs



		A.TOKENRING.NAME
		Support Token Ring in OS



		A.TOOLCHAIN.NAME
		Maintenance of OS’s integrated toolchain



		A.TRANSLATORS.NAME
		Translating OS documents and programs



		A.USB.NAME
		Discussing OS support for USB



		A.VIRTUALIZATION.NAME
		Discussion of various virtualization techniques supported by OS



		A.VUXML.NAME
		Discussion on VuXML infrastructure



		A.X11.NAME
		Maintenance and support of X11 on OS



		A.XEN.NAME
		Discussion of the OS port to XEN — implementation and usage



		A.XFCE.NAME
		XFCE for OS — porting and maintaining



		A.ZOPE.NAME
		Zope for OS — porting and maintaining







Limited lists: The following lists are for more specialized (and
demanding) audiences and are probably not of interest to the general
public. It is also a good idea to establish a presence in the technical
lists before joining one of these limited lists in order to understand
the communications etiquette involved.








		List
		Purpose





		A.HUBS.NAME
		People running mirror sites (infrastructural support)



		A.USERGROUPS.NAME
		User group coordination



		A.WIP-STATUS.NAME
		OS Work-In-Progress Status



		A.WIRELESS.NAME
		Discussions of 802.11 stack, tools, device driver development







Digest lists: All of the above lists are available in a digest format.
Once subscribed to a list, the digest options can be changed in the
account options section.


SVN lists: The following lists are for people interested in seeing the
log messages for changes to various areas of the source tree. They are
Read-Only lists and should not have mail sent to them.









		List
		Source area
		Area Description (source for)





		A.SVN-DOC-ALL.NAME
		/usr/doc
		All changes to the doc Subversion repository (except for user, projects and translations)



		A.SVN-DOC-HEAD.NAME
		/usr/doc
		All changes to the “head” branch of the doc Subversion repository



		A.SVN-DOC-PROJECTS.NAME
		/usr/doc/projects
		All changes to the projects area of the doc Subversion repository



		A.SVN-DOC-SVNADMIN.NAME
		/usr/doc
		All changes to the administrative scripts, hooks, and other configuration data of the doc Subversion repository



		A.SVN-PORTS-ALL.NAME
		/usr/ports
		All changes to the ports Subversion repository



		A.SVN-PORTS-HEAD.NAME
		/usr/ports
		All changes to the “head” branch of the ports Subversion repository



		A.SVN-PORTS-SVNADMIN.NAME
		/usr/ports
		All changes to the administrative scripts, hooks, and other configuration data of the ports Subversion repository



		A.SVN-SRC-ALL.NAME
		/usr/src
		All changes to the src Subversion repository (except for user and projects)



		A.SVN-SRC-HEAD.NAME
		/usr/src
		All changes to the “head” branch of the src Subversion repository (the OS-CURRENT branch)



		A.SVN-SRC-PROJECTS.NAME
		/usr/projects
		All changes to the projects area of the src Subversion repository



		A.SVN-SRC-RELEASE.NAME
		/usr/src
		All changes to the releases area of the src Subversion repository



		A.SVN-SRC-RELENG.NAME
		/usr/src
		All changes to the releng branches of the src Subversion repository (the security / release engineering branches)



		A.SVN-SRC-STABLE.NAME
		/usr/src
		All changes to the all stable branches of the src Subversion repository



		A.SVN-SRC-STABLE-6.NAME
		/usr/src
		All changes to the stable/6 branch of the src Subversion repository



		A.SVN-SRC-STABLE-7.NAME
		/usr/src
		All changes to the stable/7 branch of the src Subversion repository



		A.SVN-SRC-STABLE-8.NAME
		/usr/src
		All changes to the stable/8 branch of the src Subversion repository



		A.SVN-SRC-STABLE-9.NAME
		/usr/src
		All changes to the stable/9 branch of the src Subversion repository



		A.SVN-SRC-STABLE-10.NAME
		/usr/src
		All changes to the stable/10 branch of the src Subversion repository



		A.SVN-SRC-STABLE-OTHER.NAME
		/usr/src
		All changes to the older stable branches of the src Subversion repository



		A.SVN-SRC-SVNADMIN.NAME
		/usr/src
		All changes to the administrative scripts, hooks, and other configuration data of the src Subversion repository



		A.SVN-SRC-USER.NAME
		/usr/src
		All changes to the experimental user area of the src Subversion repository



		A.SVN-SRC-VENDOR.NAME
		/usr/src
		All changes to the vendor work area of the src Subversion repository










How to Subscribe


To subscribe to a list, click the list name at A.MAILMAN.LISTS.LINK. The
page that is displayed should contain all of the necessary subscription
instructions for that list.


To actually post to a given list, send mail to @FreeBSD.org. It will
then be redistributed to mailing list members world-wide.


To unsubscribe from a list, click on the URL found at the bottom of
every email received from the list. It is also possible to send an email
to -unsubscribe@FreeBSD.org to unsubscribe.


It is important to keep discussion in the technical mailing lists on a
technical track. To only receive important announcements, instead join
the A.ANNOUNCE, which is intended for infrequent traffic.





List Charters


All OS mailing lists have certain basic rules which must be adhered to
by anyone using them. Failure to comply with these guidelines will
result in two (2) written warnings from the OS Postmaster
postmaster@FreeBSD.org, after which, on a third offense, the poster will
removed from all OS mailing lists and filtered from further posting to
them. We regret that such rules and measures are necessary at all, but
today’s Internet is a pretty harsh environment, it would seem, and many
fail to appreciate just how fragile some of its mechanisms are.


Rules of the road:



		The topic of any posting should adhere to the basic charter of the
list it is posted to. If the list is about technical issues, the
posting should contain technical discussion. Ongoing irrelevant
chatter or flaming only detracts from the value of the mailing list
for everyone on it and will not be tolerated. For free-form
discussion on no particular topic, the A.CHAT is freely available and
should be used instead.


		No posting should be made to more than 2 mailing lists, and only to 2
when a clear and obvious need to post to both lists exists. For most
lists, there is already a great deal of subscriber overlap and except
for the most esoteric mixes (say “-stable & -scsi”), there really is
no reason to post to more than one list at a time. If a message is
received with multiple mailing lists on the Cc line, trim the
Cc line before replying. The person who replies is still
responsible for cross-posting, no matter who the originator might
have been.


		Personal attacks and profanity (in the context of an argument) are
not allowed, and that includes users and developers alike. Gross
breaches of netiquette, like excerpting or reposting private mail
when permission to do so was not and would not be forthcoming, are
frowned upon but not specifically enforced. However, there are also
very few cases where such content would fit within the charter of a
list and it would therefore probably rate a warning (or ban) on that
basis alone.


		Advertising of non-OS related products or services is strictly
prohibited and will result in an immediate ban if it is clear that
the offender is advertising by spam.





Individual list charters:



		A.ACPI.NAME


		ACPI and power management development


		A.AFS.NAME


		Andrew File System


This list is for discussion on porting and using AFS from
CMU/Transarc





		A.ANNOUNCE.NAME


		Important events / milestones


This is the mailing list for people interested only in occasional
announcements of significant OS events. This includes announcements
about snapshots and other releases. It contains announcements of new
OS capabilities. It may contain calls for volunteers etc. This is a
low volume, strictly moderated mailing list.





		A.ARCH.NAME


		Architecture and design discussions


This list is for discussion of the OS architecture. Messages will
mostly be kept strictly technical in nature. Examples of suitable
topics are:



		How to re-vamp the build system to have several customized builds
running at the same time.


		What needs to be fixed with VFS to make Heidemann layers work.


		How do we change the device driver interface to be able to use
the same drivers cleanly on many buses and architectures.


		How to write a network driver.








		A.BLUETOOTH.NAME


		BLUETOOTH in OS


This is the forum where OS’s BLUETOOTH users congregate. Design
issues, implementation details, patches, bug reports, status
reports, feature requests, and all matters related to BLUETOOTH are
fair game.





		A.BUGBUSTERS.NAME


		Coordination of the Problem Report handling effort


The purpose of this list is to serve as a coordination and
discussion forum for the Bugmeister, his Bugbusters, and any other
parties who have a genuine interest in the PR database. This list is
not for discussions about specific bugs, patches or PRs.





		A.BUGS.NAME


		Bug reports


This is the mailing list for reporting bugs in OS. Whenever
possible, bugs should be submitted using the web
interface [https://bugs.freebsd.org/bugzilla/enter_bug.cgi] to
it.





		A.CHAT.NAME


		Non technical items related to the OS community


This list contains the overflow from the other lists about
non-technical, social information. It includes discussion about
whether Jordan looks like a toon ferret or not, whether or not to
type in capitals, who is drinking too much coffee, where the best
beer is brewed, who is brewing beer in their basement, and so on.
Occasional announcements of important events (such as upcoming
parties, weddings, births, new jobs, etc) can be made to the
technical lists, but the follow ups should be directed to this -chat
list.





		A.CHROMIUM.NAME


		OS-specific Chromium issues


This is a list for the discussion of Chromium support for OS. This
is a technical list to discuss development and installation of
Chromium.





		A.CLOUD.NAME


		Running OS on various cloud platforms


This list discusses running OS on Amazon EC2, Google Compute Engine,
Microsoft Azure, and other cloud computing platforms.





		A.CORE.NAME


		OS core team


This is an internal mailing list for use by the core members.
Messages can be sent to it when a serious OS-related matter requires
arbitration or high-level scrutiny.





		A.CURRENT.NAME


		Discussions about the use of OS.CURRENT


This is the mailing list for users of OS.CURRENT. It includes
warnings about new features coming out in -CURRENT that will affect
the users, and instructions on steps that must be taken to remain
-CURRENT. Anyone running “CURRENT” must subscribe to this list. This
is a technical mailing list for which strictly technical content is
expected.





		A.DESKTOP.NAME


		Using and improving OS on the desktop


This is a forum for discussion of OS on the desktop. It is primarily
a place for desktop porters and users to discuss issues and improve
OS’s desktop support.





		A.DOC.NAME


		Documentation Project


This mailing list is for the discussion of issues and projects
related to the creation of documentation for OS. The members of this
mailing list are collectively referred to as “The OS Documentation
Project”. It is an open list; feel free to join and contribute!





		A.DRIVERS.NAME


		Writing device drivers for OS


This is a forum for technical discussions related to device drivers
on OS. It is primarily a place for device driver writers to ask
questions about how to write device drivers using the APIs in the OS
kernel.





		A.DTRACE.NAME


		Using and working on DTrace in OS


DTrace is an integrated component of OS that provides a framework
for understanding the kernel as well as user space programs at run
time. The mailing list is an archived discussion for developers of
the code as well as those using it.





		A.ECLIPSE.NAME


		OS users of Eclipse IDE, tools, rich client applications and
ports.


The intention of this list is to provide mutual support for
everything to do with choosing, installing, using, developing and
maintaining the Eclipse IDE, tools, rich client applications on the
OS platform and assisting with the porting of Eclipse IDE and
plugins to the OS environment.


The intention is also to facilitate exchange of information between
the Eclipse community and the OS community to the mutual benefit of
both.


Although this list is focused primarily on the needs of Eclipse
users it will also provide a forum for those who would like to
develop OS specific applications using the Eclipse framework.





		A.EMBEDDED.NAME


		Using OS in embedded applications


This list discusses topics related to using OS in embedded systems.
This is a technical mailing list for which strictly technical
content is expected. For the purpose of this list, embedded systems
are those computing devices which are not desktops and which usually
serve a single purpose as opposed to being general computing
environments. Examples include, but are not limited to, all kinds of
phone handsets, network equipment such as routers, switches and
PBXs, remote measuring equipment, PDAs, Point Of Sale systems, and
so on.





		A.EMULATION.NAME


		Emulation of other systems such as Linux/MS-DOS/WINDOWS


This is a forum for technical discussions related to running
programs written for other operating systems on OS.





		A.ENLIGHTENMENT.NAME


		Enlightenment


Discussions concerning the Enlightenment Desktop Environment for OS
systems. This is a technical mailing list for which strictly
technical content is expected.





		A.EOL.NAME


		Peer support of OS-related software that is no longer supported by
the OS Project.


This list is for those interested in providing or making use of peer
support of OS-related software for which the OS Project no longer
provides official support in the form of security advisories and
patches.





		A.FIREWIRE.NAME


		FIREWIRE (iLink, IEEE 1394)


This is a mailing list for discussion of the design and
implementation of a FIREWIRE (aka IEEE 1394 aka iLink) subsystem for
OS. Relevant topics specifically include the standards, bus devices
and their protocols, adapter boards/cards/chips sets, and the
architecture and implementation of code for their proper support.





		A.FORTRAN.NAME


		Fortran on OS


This is the mailing list for discussion of Fortran related ports on
OS: compilers, libraries, scientific and engineering applications
from laptops to HPC clusters.





		A.FS.NAME


		File systems


Discussions concerning OS filesystems. This is a technical mailing
list for which strictly technical content is expected.





		A.GAMES.NAME


		Games on OS


This is a technical list for discussions related to bringing games
to OS. It is for individuals actively working on porting games to
OS, to bring up problems or discuss alternative solutions.
Individuals interested in following the technical discussion are
also welcome.





		A.GECKO.NAME


		Gecko Rendering Engine


This is a forum about Gecko applications using OS.


Discussion centers around Gecko Ports applications, their
installation, their development and their support within OS.





		A.GEOM.NAME


		GEOM


Discussions specific to GEOM and related implementations. This is a
technical mailing list for which strictly technical content is
expected.





		A.GIT.NAME


		Use of git in the OS project


Discussions of how to use git in OS infrastructure including the
github mirror and other uses of git for project collaboration.
Discussion area for people using git against the OS github mirror.
People wanting to get started with the mirror or git in general on
OS can ask here.





		A.GNOME.NAME


		GNOME


Discussions concerning The GNOME Desktop Environment for OS systems.
This is a technical mailing list for which strictly technical
content is expected.





		A.INFINIBAND.NAME


		Infiniband on OS


Technical mailing list discussing Infiniband, OFED, and OpenSM on
OS.





		A.IPFW.NAME


		IP Firewall


This is the forum for technical discussions concerning the redesign
of the IP firewall code in OS. This is a technical mailing list for
which strictly technical content is expected.





		A.IA64.NAME


		Porting OS to IA64


This is a technical mailing list for individuals actively working on
porting OS to the IA-64 platform from INTEL, to bring up problems or
discuss alternative solutions. Individuals interested in following
the technical discussion are also welcome.





		A.ISDN.NAME


		ISDN Communications


This is the mailing list for people discussing the development of
ISDN support for OS.





		A.JAVA.NAME


		JAVA Development


This is the mailing list for people discussing the development of
significant JAVA applications for OS and the porting and maintenance
of JDKs.





		A.JOBS.NAME


		Jobs offered and sought


This is a forum for posting employment notices specifically related
to OS and resumes from those seeking OS-related employment. This is
not a mailing list for general employment issues since adequate
forums for that already exist elsewhere.


Note that this list, like other FreeBSD.org mailing lists, is
distributed worldwide. Be clear about the geographic location and
the extent to which telecommuting or assistance with relocation is
available.


Email should use open formats only — preferably plain text, but
basic Portable Document Format (PDF), HTML, and a few others are
acceptable to many readers. Closed formats such as MICROSOFT Word
(.doc) will be rejected by the mailing list server.





		A.KDE.NAME


		KDE


Discussions concerning KDE on OS systems. This is a technical
mailing list for which strictly technical content is expected.





		A.HACKERS.NAME


		Technical discussions


This is a forum for technical discussions related to OS. This is the
primary technical mailing list. It is for individuals actively
working on OS, to bring up problems or discuss alternative
solutions. Individuals interested in following the technical
discussion are also welcome. This is a technical mailing list for
which strictly technical content is expected.





		A.HARDWARE.NAME


		General discussion of OS hardware


General discussion about the types of hardware that OS runs on,
various problems and suggestions concerning what to buy or avoid.





		A.HUBS.NAME


		Mirror sites


Announcements and discussion for people who run OS mirror sites.





		A.ISP.NAME


		Issues for Internet Service Providers


This mailing list is for discussing topics relevant to Internet
Service Providers (ISPs) using OS. This is a technical mailing list
for which strictly technical content is expected.





		A.MONO.NAME


		Mono and C# applications on OS


This is a list for discussions related to the Mono development
framework on OS. This is a technical mailing list. It is for
individuals actively working on porting Mono or C# applications to
OS, to bring up problems or discuss alternative solutions.
Individuals interested in following the technical discussion are
also welcome.





		A.OFFICE.NAME


		Office applications on OS


Discussion centers around office applications, their installation,
their development and their support within OS.





		A.OPS-ANNOUNCE.NAME


		Project Infrastructure Announcements


This is the mailing list for people interested in changes and issues
related to the FreeBSD.org Project infrastructure.


This moderated list is strictly for announcements: no replies,
requests, discussions, or opinions.





		A.PERFORMANCE.NAME


		Discussions about tuning or speeding up OS


This mailing list exists to provide a place for hackers,
administrators, and/or concerned parties to discuss performance
related topics pertaining to OS. Acceptable topics includes talking
about OS installations that are either under high load, are
experiencing performance problems, or are pushing the limits of OS.
Concerned parties that are willing to work toward improving the
performance of OS are highly encouraged to subscribe to this list.
This is a highly technical list ideally suited for experienced OS
users, hackers, or administrators interested in keeping OS fast,
robust, and scalable. This list is not a question-and-answer list
that replaces reading through documentation, but it is a place to
make contributions or inquire about unanswered performance related
topics.





		A.PF.NAME


		Discussion and questions about the packet filter firewall system


Discussion concerning the packet filter (pf) firewall system in
terms of OS. Technical discussion and user questions are both
welcome. This list is also a place to discuss the ALTQ QoS
framework.





		A.PKG.NAME


		Binary package management and package tools discussion


Discussion of all aspects of managing OS systems by using binary
packages to install software, including binary package toolkits and
formats, their development and support within OS, package repository
management, and third party packages.


Note that discussion of ports which fail to generate packages
correctly should generally be considered as ports problems, and so
inappropriate for this list.





		A.PKG-FALLOUT.NAME


		Fallout logs from package building


All packages building failures logs from the package building
clusters





		A.PLATFORMS.NAME


		Porting to Non INTEL platforms


Cross-platform OS issues, general discussion and proposals for non
INTEL OS ports. This is a technical mailing list for which strictly
technical content is expected.





		A.PORTS.NAME


		Discussion of “ports”


Discussions concerning OS’s “ports collection” (/usr/ports),
ports infrastructure, and general ports coordination efforts. This
is a technical mailing list for which strictly technical content is
expected.





		A.PORTS-ANNOUNCE.NAME


		Important news and instructions about the OS “Ports Collection”


Important news for developers, porters, and users of the “Ports
Collection” (/usr/ports), including architecture/infrastructure
changes, new capabilities, critical upgrade instructions, and
release engineering information. This is a low-volume mailing list,
intended for announcements.





		A.PORTS-BUGS.NAME


		Discussion of “ports” bugs


Discussions concerning problem reports for OS’s “ports collection”
(/usr/ports), proposed ports, or modifications to ports. This is
a technical mailing list for which strictly technical content is
expected.





		A.PROLIANT.NAME


		Technical discussion of OS on HP ProLiant server platforms


This mailing list is to be used for the technical discussion of the
usage of OS on HP ProLiant servers, including the discussion of
ProLiant-specific drivers, management software, configuration tools,
and BIOS updates. As such, this is the primary place to discuss the
hpasmd, hpasmcli, and hpacucli modules.





		A.PYTHON.NAME


		Python on OS


This is a list for discussions related to improving Python-support
on OS. This is a technical mailing list. It is for individuals
working on porting Python, its third party modules and Zope stuff to
OS. Individuals interested in following the technical discussion are
also welcome.





		A.QUESTIONS.NAME


		User questions


This is the mailing list for questions about OS. Do not send “how
to” questions to the technical lists unless the question is quite
technical.





		A.RUBY.NAME


		OS-specific Ruby discussions


This is a list for discussions related to the Ruby support on OS.
This is a technical mailing list. It is for individuals working on
Ruby ports, third party libraries and frameworks.


Individuals interested in the technical discussion are also welcome.





		A.SCSI.NAME


		SCSI subsystem


This is the mailing list for people working on the SCSI subsystem
for OS. This is a technical mailing list for which strictly
technical content is expected.





		A.SECURITY.NAME


		Security issues


OS computer security issues (DES, Kerberos, known security holes and
fixes, etc). This is a technical mailing list for which strictly
technical discussion is expected. Note that this is not a
question-and-answer list, but that contributions (BOTH question AND
answer) to the FAQ are welcome.





		A.SECURITY-NOTIFICATIONS.NAME


		Security Notifications


Notifications of OS security problems and fixes. This is not a
discussion list. The discussion list is FreeBSD-security.





		A.SMALL.NAME


		Using OS in embedded applications


This list discusses topics related to unusually small and embedded
OS installations. This is a technical mailing list for which
strictly technical content is expected.



Note


This list has been obsoleted by A.EMBEDDED.NAME.









		A.SNAPSHOTS.NAME


		OS Development Snapshot Announcements


This list provides notifications about the availability of new OS
development snapshots for the head/ and stable/ branches.





		A.STABLE.NAME


		Discussions about the use of OS.STABLE


This is the mailing list for users of OS.STABLE. “STABLE” is the
branch where development continues after a RELEASE, including bug
fixes and new features. The ABI is kept stable for binary
compatibility. It includes warnings about new features coming out in
-STABLE that will affect the users, and instructions on steps that
must be taken to remain -STABLE. Anyone running “STABLE” should
subscribe to this list. This is a technical mailing list for which
strictly technical content is expected.





		A.STANDARDS.NAME


		C99 & POSIX Conformance


This is a forum for technical discussions related to OS Conformance
to the C99 and the POSIX standards.





		A.TESTING.NAME


		Testing on OS


Technical mailing list discussing testing on OS, including ATF/Kyua,
test build infrastructure, port tests to OS from other operating
systems (NetBSD, ...), etc.





		A.TEX.NAME


		Porting TeX and its applications to OS


This is a technical mailing list for discussions related to TeX and
its applications on OS. It is for individuals actively working on
porting TeX to FreeBSD, to bring up problems or discuss alternative
solutions. Individuals interested in following the technical
discussion are also welcome.





		A.TOOLCHAIN.NAME


		Maintenance of OS’s integrated toolchain


This is the mailing list for discussions related to the maintenance
of the toolchain shipped with OS. This could include the state of
Clang and GCC, but also pieces of software such as assemblers,
linkers and debuggers.





		A.TRANSLATORS.NAME


		Translating OS documents and programs


A discussion list where translators of OS documents from English
into other languages can talk about translation methods and tools.
New members are asked to introduce themselves and mention the
languages they are interested in translating.





		A.USB.NAME


		Discussing OS support for USB


This is a mailing list for technical discussions related to OS
support for USB.





		A.USERGROUPS.NAME


		User Group Coordination List


This is the mailing list for the coordinators from each of the local
area Users Groups to discuss matters with each other and a
designated individual from the Core Team. This mail list should be
limited to meeting synopsis and coordination of projects that span
User Groups.





		A.VIRTUALIZATION.NAME


		Discussion of various virtualization techniques supported by OS


A list to discuss the various virtualization techniques supported by
OS. On one hand the focus will be on the implementation of the basic
functionality as well as adding new features. On the other hand
users will have a forum to ask for help in case of problems or to
discuss their use cases.





		A.WIP-STATUS.NAME


		OS Work-In-Progress Status


This mailing list can be used by developers to announce the creation
and progress of OS related work. Messages will be moderated. It is
suggested to send the message “To:” a more topical OS list and only
“BCC:” this list. This way the WIP can also be discussed on the
topical list, as no discussion is allowed on this list.


Look inside the archives for examples of suitable messages.


An editorial digest of the messages to this list might be posted to
the OS website every few months as part of the Status Reports  [1].
Past reports are archived.





		A.WIRELESS.NAME


		Discussions of 802.11 stack, tools device driver development


The FreeBSD-wireless list focuses on 802.11 stack (sys/net80211),
device driver and tools development. This includes bugs, new
features and maintenance.





		A.XEN.NAME


		Discussion of the OS port to XEN — implementation and usage


A list that focuses on the OS XEN port. The anticipated traffic
level is small enough that it is intended as a forum for both
technical discussions of the implementation and design details as
well as administrative deployment issues.





		A.XFCE.NAME


		XFCE


This is a forum for discussions related to bring the XFCE
environment to OS. This is a technical mailing list. It is for
individuals actively working on porting XFCE to OS, to bring up
problems or discuss alternative solutions. Individuals interested in
following the technical discussion are also welcome.





		A.ZOPE.NAME


		Zope


This is a forum for discussions related to bring the Zope
environment to OS. This is a technical mailing list. It is for
individuals actively working on porting Zope to OS, to bring up
problems or discuss alternative solutions. Individuals interested in
following the technical discussion are also welcome.











Filtering on the Mailing Lists


The OS mailing lists are filtered in multiple ways to avoid the
distribution of spam, viruses, and other unwanted emails. The filtering
actions described in this section do not include all those used to
protect the mailing lists.


Only certain types of attachments are allowed on the mailing lists. All
attachments with a MIME content type not found in the list below will be
stripped before an email is distributed on the mailing lists.



		application/octet-stream





		application/pdf





		application/pgp-signature





		application/x-pkcs7-signature





		message/rfc822





		multipart/alternative





		multipart/related





		multipart/signed





		text/html





		text/plain





		text/x-diff





		text/x-patch



Note


Some of the mailing lists might allow attachments of other MIME
content types, but the above list should be applicable for most of
the mailing lists.












If an email contains both an HTML and a plain text version, the HTML
version will be removed. If an email contains only an HTML version, it
will be converted to plain text.







Usenet Newsgroups


In addition to two OS specific newsgroups, there are many others in
which OS is discussed or are otherwise relevant to OS users.



BSD Specific Newsgroups



		comp.unix.bsd.freebsd.announce


		comp.unix.bsd.freebsd.misc


		de.comp.os.unix.bsd (German)


		fr.comp.os.bsd (French)


		it.comp.os.freebsd (Italian)








Other UNIX Newsgroups of Interest



		comp.unix


		comp.unix.questions


		comp.unix.admin


		comp.unix.programmer


		comp.unix.shell


		comp.unix.misc


		comp.unix.bsd








X Window System



		comp.windows.x


		comp.windows.x.apps


		comp.windows.x.announce


		comp.emulators.ms-windows.wine










Official Mirrors


CHAP.ERESOURCES.WWW.INDEX.INC CHAP.MIRRORS.LASTMOD.INC
CHAP.ERESOURCES.WWW.INC





		[1]		http://www.freebsd.org/news/status/
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Localization - i18n/L10n Usage and Setup





Synopsis


OS is a distributed project with users and contributors located all over
the world. As such, OS supports localization into many languages,
allowing users to view, input, or process data in non-English languages.
One can choose from most of the major languages, including, but not
limited to: Chinese, German, Japanese, Korean, French, Russian, and
Vietnamese.


internationalization
localization
localization
The term internationalization has been shortened to i18n, which
represents the number of letters between the first and the last letters
of internationalization. L10n uses the same naming scheme, but from
localization. The i18n/L10n methods, protocols, and applications
allow users to use languages of their choice.


This chapter discusses the internationalization and localization
features of OS. After reading this chapter, you will know:



		How locale names are constructed.


		How to set the locale for a login shell.


		How to configure the console for non-English languages.


		How to configure Xorg for different languages.


		How to find i18n-compliant applications.


		Where to find more information for configuring specific languages.





Before reading this chapter, you should:



		Know how to install additional third-party applications.








Using Localization


locale
Localization settings are based on three components: the language code,
country code, and encoding. Locale names are constructed from these
parts as follows:


LanguageCode_CountryCode.Encoding






language codes
country codes
The LanguageCode and CountryCode are used to determine the country and
the specific language variation. ? provides some examples of
LanguageCode_CountryCode:








		LanguageCode_Country Code
		Description





		en_US
		English, United States



		ru_RU
		Russian, Russia



		zh_TW
		Traditional Chinese, Taiwan







Table: Common Language and Country Codes


A complete listing of available locales can be found by typing:


PROMPT.USER locale -a | more






To determine the current locale setting:


PROMPT.USER locale






encodings
ASCII
Language specific character sets, such as ISO8859-1, ISO8859-15, KOI8-R,
and CP437, are described in MAN.MULTIBYTE.3. The active list of
character sets can be found at the IANA
Registry [http://www.iana.org/assignments/character-sets].


Some languages, such as Chinese or Japanese, cannot be represented using
ASCII characters and require an extended language encoding using either
wide or multibyte characters. Examples of wide or multibyte encodings
include EUC and Big5. Older applications may mistake these encodings for
control characters while newer applications usually recognize these
characters. Depending on the implementation, users may be required to
compile an application with wide or multibyte character support, or to
configure it correctly.



Note


OS uses Xorg-compatible locale encodings.






The rest of this section describes the various methods for configuring
the locale on a OS system. The next section will discuss the
considerations for finding and compiling applications with i18n support.



Setting Locale for Login Shell


Locale settings are configured either in a user’s ~/.login_conf or
in the startup file of the user’s shell: ~/.profile, ~/.bashrc,
or ~/.cshrc.


Two environment variables should be set:



		LANG, which sets the localePOSIX


		MIME
MM_CHARSET, which sets the MIME character set used by applications





In addition to the user’s shell configuration, these variables should
also be set for specific application configuration and Xorg
configuration.


locale
login class
Two methods are available for making the needed variable assignments:
the login class method, which is the recommended
method, and the startup file method. The next two
sections demonstrate how to use both methods.



Login Classes Method


This first method is the recommended method as it assigns the required
environment variables for locale name and MIME character sets for every
possible shell. This setup can either be performed by each user or it
can be configured for all users by the superuser.


This minimal example sets both variables for Latin-1 encoding in the
.login_conf of an individual user’s home directory:


me:\
    :charset=ISO-8859-1:\
    :lang=de_DE.ISO8859-1:






Traditional Chinese
BIG-5 encoding
Here is an example of a user’s ~/.login_conf that sets the variables
for Traditional Chinese in BIG-5 encoding. More variables are needed
because some applications do not correctly respect locale variables for
Chinese, Japanese, and Korean:


#Users who do not wish to use monetary units or time formats
#of Taiwan can manually change each variable
me:\
    :lang=zh_TW.Big5:\
    :setenv=LC_ALL=zh_TW.Big5:\
    :setenv=LC_COLLATE=zh_TW.Big5:\
    :setenv=LC_CTYPE=zh_TW.Big5:\
    :setenv=LC_MESSAGES=zh_TW.Big5:\
    :setenv=LC_MONETARY=zh_TW.Big5:\
    :setenv=LC_NUMERIC=zh_TW.Big5:\
    :setenv=LC_TIME=zh_TW.Big5:\
    :charset=big5:\
    :xmodifiers="@im=gcin": #Set gcin as the XIM Input Server






Alternately, the superuser can configure all users of the system for
localization. The following variables in /etc/login.conf are used to
set the locale and MIME character set:


language_name|Account Type Description:\
    :charset=MIME_charset:\
    :lang=locale_name:\
    :tc=default:






So, the previous Latin-1 example would look like this:


german|German Users Accounts:\
    :charset=ISO-8859-1:\
    :lang=de_DE.ISO8859-1:\
    :tc=default:






See MAN.LOGIN.CONF.5 for more details about these variables.


Whenever /etc/login.conf is edited, remember to execute the
following command to update the capability database:


PROMPT.ROOT cap_mkdb /etc/login.conf







Utilities Which Change Login Classes


vipw
In addition to manually editing /etc/login.conf, several utilities
are available for setting the locale for newly created users.


When using vipw to add new users, specify the language to set the
locale:


user:password:1111:11:language:0:0:User Name:/home/user:/bin/sh






adduser
login class
When using adduser to add new users, the default language can be
pre-configured for all new users or specified for an individual user.



		If all new users use the same language, set ``defaultclass =


		language`` in /etc/adduser.conf.





To override this setting when creating a user, either input the required
locale at this prompt:


Enter login class: default []:






or specify the locale to set when invoking adduser:


PROMPT.ROOT adduser -class language






pw
If pw is used to add new users, specify the locale as follows:


PROMPT.ROOT pw useradd user_name -L language











Shell Startup File Method


This second method is not recommended as each shell that is used
requires manual configuration, where each shell has a different
configuration file and differing syntax. As an example, to set the
German language for the sh shell, these lines could be added to
~/.profile to set the shell for that user only. These lines could
also be added to /etc/profile or /usr/share/skel/dot.profile to
set that shell for all users:


LANG=de_DE.ISO8859-1; export LANG
MM_CHARSET=ISO-8859-1; export MM_CHARSET






However, the name of the configuration file and the syntax used differs
for the csh shell. These are the equivalent settings for
~/.csh.login, /etc/csh.login, or /usr/share/skel/dot.login:


setenv LANG de_DE.ISO8859-1
setenv MM_CHARSET ISO-8859-1






To complicate matters, the syntax needed to configure Xorg in
~/.xinitrc also depends upon the shell. The first example is for the
sh shell and the second is for the csh shell:


LANG=de_DE.ISO8859-1; export LANG






setenv LANG de_DE.ISO8859-1











Console Setup


Several localized fonts are available for the console. To see a listing
of available fonts, type ls /usr/share/syscons/fonts. To configure
the console font, specify the font_name, without the .fnt suffix,
in /etc/rc.conf:


font8x16=font_name
font8x14=font_name
font8x8=font_name






keymap
screenmap
The keymap and screenmap can be set by adding the following to
/etc/rc.conf:


scrnmap=screenmap_name
keymap=keymap_name
keychange="fkey_number sequence"






To see the list of available screenmaps, type
ls /usr/share/syscons/scrnmaps. Do not include the .scm suffix
when specifying screenmap_name. A screenmap with a corresponding mapped
font is usually needed as a workaround for expanding bit 8 to bit 9 on a
VGA adapter’s font character matrix so that letters are moved out of the
pseudographics area if the screen font uses a bit 8 column.


To see the list of available keymaps, type
ls /usr/share/syscons/keymaps. When specifying the keymap_name, do
not include the .kbd suffix. To test keymaps without rebooting, use
MAN.KBDMAP.1.


The keychange entry is usually needed to program function keys to
match the selected terminal type because function key sequences cannot
be defined in the keymap.


Next, set the correct console terminal type in /etc/ttys for all
virtual terminal entries. ? summarizes the available terminal types.:








		Character Set
		Terminal Type





		ISO8859-1 or ISO8859-15
		cons25l1



		ISO8859-2
		cons25l2



		ISO8859-7
		cons25l7



		KOI8-R
		cons25r



		KOI8-U
		cons25u



		CP437 (VGA default)
		cons25



		US-ASCII
		cons25w







Table: Defined Terminal Types for Character Sets


moused
For languages with wide or multibyte characters, install a console for
that language from the OS Ports Collection. The available ports are
summarized in ?. Once installed, refer to the port’s pkg-message or
man pages for configuration and usage instructions.








		Language
		Port Location





		Traditional Chinese (BIG-5)
		chinese/big5con



		Chinese/Japanese/Korean
		chinese/cce



		Chinese/Japanese/Korean
		chinese/zhcon



		Japanese
		chinese/kon2



		Japanese
		japanese/kon2-14dot



		Japanese
		japanese/kon2-16dot







Table: Available Console from Ports Collection


If moused is enabled in /etc/rc.conf, additional configuration may
be required. By default, the mouse cursor of the MAN.SYSCONS.4 driver
occupies the 0xd0-0xd3 range in the character set. If the
language uses this range, move the cursor’s range by adding the
following line to /etc/rc.conf:


mousechar_start=3









Xorg Setup


? describes how to install and configure Xorg. When configuring Xorg for
localization, additional fonts and input methods are available from the
OS Ports Collection. Application specific i18n settings such as fonts
and menus can be tuned in ~/.Xresources and should allow users to
view their selected language in graphical application menus.


X Input Method (XIM)
The X Input Method (XIM) protocol is an Xorg standard for inputting
non-English characters. ? summarizes the input method applications which
are available in the OS Ports Collection. Additional Fcitx and Uim
applications are also available.








		Language
		Input Method





		Chinese
		chinese/gcin



		Chinese
		chinese/ibus-chewing



		Chinese
		chinese/ibus-pinyin



		Chinese
		chinese/oxim



		Chinese
		chinese/scim-fcitx



		Chinese
		chinese/scim-pinyin



		Chinese
		chinese/scim-tables



		Japanese
		japanese/ibus-anthy



		Japanese
		japanese/ibus-mozc



		Japanese
		japanese/ibus-skk



		Japanese
		japanese/im-ja



		Japanese
		japanese/kinput2



		Japanese
		japanese/scim-anthy



		Japanese
		japanese/scim-canna



		Japanese
		japanese/scim-honoka



		Japanese
		japanese/scim-honoka-plugin-romkan



		Japanese
		japanese/scim-honoka-plugin-wnn



		Japanese
		japanese/scim-prime



		Japanese
		japanese/scim-skk



		Japanese
		japanese/scim-tables



		Japanese
		japanese/scim-tomoe



		Japanese
		japanese/scim-uim



		Japanese
		japanese/skkinput



		Japanese
		japanese/skkinput3



		Japanese
		japanese/uim-anthy



		Korean
		korean/ibus-hangul



		Korean
		korean/imhangul



		Korean
		korean/nabi



		Korean
		korean/scim-hangul



		Korean
		korean/scim-tables



		Vietnamese
		vietnamese/xvnkb



		Vietnamese
		vietnamese/x-unikey







Table: Available Input Methods







Finding i18n Applications


i18n applications are programmed using i18n kits under libraries. These
allow developers to write a simple file and translate displayed menus
and texts to each language.


The OS Ports Collection contains many
applications with built-in support for wide or multibyte characters for
several languages. Such applications include i18n in their names for
easy identification. However, they do not always support the language
needed.


Some applications can be compiled with the specific charset. This is
usually done in the port’s Makefile or by passing a value to
configure. Refer to the i18n documentation in the respective OS port’s
source for more information on how to determine the needed configure
value or the port’s Makefile to determine which compile options to
use when building the port.





Locale Configuration for Specific Languages


This section provides configuration examples for localizing a OS system
for the Russian language. It then provides some additional resources for
localizing other languages.



Russian Language (KOI8-R Encoding)


localization
Russian
This section shows the specific settings needed to localize a OS system
for the Russian language. Refer to Using
Localization for a more complete description of
each type of setting.


To set this locale for the login shell, add the following lines to each
user’s ~/.login_conf:


me:My Account:\
    :charset=KOI8-R:\
    :lang=ru_RU.KOI8-R:






To configure the console, add the following lines to /etc/rc.conf:


keymap="ru.koi8-r"
scrnmap="koi8-r2cp866"
font8x16="cp866b-8x16"
font8x14="cp866-8x14"
font8x8="cp866-8x8"
mousechar_start=3






For each ttyv entry in /etc/ttys, use cons25r as the
terminal type.


printers
To configure printing, a special output filter is needed to convert from
KOI8-R to CP866 since most printers with Russian characters come with
hardware code page CP866. OS includes a default filter for this purpose,
/usr/libexec/lpr/ru/koi2alt. To use this filter, add this entry to
/etc/printcap:


lp|Russian local line printer:\
    :sh:of=/usr/libexec/lpr/ru/koi2alt:\
    :lp=/dev/lpt0:sd=/var/spool/output/lpd:lf=/var/log/lpd-errs:






Refer to MAN.PRINTCAP.5 for a more detailed explanation.


To configure support for Russian filenames in mounted MS-DOS file
systems, include -L and the locale name when adding an entry to
/etc/fstab:


/dev/ad0s2      /dos/c  msdos   rw,-Lru_RU.KOI8-R 0 0






Refer to MAN.MOUNT.MSDOSFS.8 for more details.


To configure Russian fonts for XORG, install the
x11-fonts/xorg-fonts-cyrillic package. Then, check the "Files"
section in /etc/X11/xorg.conf. The following line must be added
before any other FontPath entries:


FontPath   "/usr/local/lib/X11/fonts/cyrillic"






Additional Cyrillic fonts are available in the Ports Collection.


To activate a Russian keyboard, add the following to the "Keyboard"
section of /etc/xorg.conf:


Option "XkbLayout"   "us,ru"
Option "XkbOptions"  "grp:toggle"






Make sure that XkbDisable is commented out in that file.


For grp:toggle use Right Alt, for grp:ctrl_shift_toggle use
Ctrl+Shift. For grp:caps_toggle use CapsLock. The old CapsLock
function is still available in LAT mode only using Shift+CapsLock.
grp:caps_toggle does not work in XORG for some unknown reason.


If the keyboard has “WINDOWS” keys, and some non-alphabetical keys are
mapped incorrectly, add the following line to /etc/xorg.conf:


Option "XkbVariant" ",winkeys"

**Note**

The Russian XKB keyboard may not work with non-localized
applications. Minimally localized applications should call a
``XtSetLanguageProc
        (NULL, NULL, NULL);`` function early in the program.






See http://koi8.pp.ru/xwin.html for more instructions on localizing Xorg
applications. For more general information about KOI8-R encoding, refer
to http://koi8.pp.ru/.





Additional Language-Specific Resources


This section lists some additional resources for configuring other
locales.


localization
Traditional Chinese
localization
German
localization
Greek
localization
Japanese
localization
Korean



		Traditional Chinese for Taiwan


		The OS-Taiwan Project has a Chinese HOWTO for OS at
http://netlab.cse.yzu.edu.tw/~statue/freebsd/zh-tut/.


		German Language Localization for All ISO 8859-1 Languages


		A tutorial on using umlauts on OS is available in German at
http://user.cs.tu-berlin.de/~eserte/FreeBSD/doc/umlaute/umlaute.html.


		Greek Language Localization


		A complete article on Greek support in OS is available
here,
in Greek only, as part of the official OS Greek documentation.


		Japanese and Korean Language Localization


		For Japanese, refer to http://www.jp.FreeBSD.org/, and for Korean,
refer to http://www.kr.FreeBSD.org/.


		Non-English OS Documentation


		Some OS contributors have translated parts of the OS documentation
to other languages. They are available through links on the OS web
site or in /usr/share/doc.
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The release notes for FreeBSD are customized for different platforms, as
some of the changes made to FreeBSD apply only to specific processor
architectures.


Release notes for FreeBSD 6.3-RELEASE are available for the following
platforms:



		alpha


		amd64


		i386


		pc98


		powerpc


		sparc64





A list of all platforms currently under development can be found on the
Supported Platforms page.
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Synopsis


kernel
building a custom kernel
The kernel is the core of the OS operating system. It is responsible for
managing memory, enforcing security controls, networking, disk access,
and much more. While much of OS is dynamically configurable, it is still
occasionally necessary to configure and compile a custom kernel.


After reading this chapter, you will know:



		When to build a custom kernel.


		How to take a hardware inventory.


		How to customize a kernel configuration file.


		How to use the kernel configuration file to create and build a new
kernel.


		How to install the new kernel.


		How to troubleshoot if things go wrong.





All of the commands listed in the examples in this chapter should be
executed as root.





Why Build a Custom Kernel?


Traditionally, OS used a monolithic kernel. The kernel was one large
program, supported a fixed list of devices, and in order to change the
kernel’s behavior, one had to compile and then reboot into a new kernel.


Today, most of the functionality in the OS kernel is contained in
modules which can be dynamically loaded and unloaded from the kernel as
necessary. This allows the running kernel to adapt immediately to new
hardware or for new functionality to be brought into the kernel. This is
known as a modular kernel.


Occasionally, it is still necessary to perform static kernel
configuration. Sometimes the needed functionality is so tied to the
kernel that it can not be made dynamically loadable. Some security
environments prevent the loading and unloading of kernel modules and
require that only needed functionality is statically compiled into the
kernel.


Building a custom kernel is often a rite of passage for advanced BSD
users. This process, while time consuming, can provide benefits to the
OS system. Unlike the GENERIC kernel, which must support a wide
range of hardware, a custom kernel can be stripped down to only provide
support for that computer’s hardware. This has a number of benefits,
such as:



		Faster boot time. Since the kernel will only probe the hardware on
the system, the time it takes the system to boot can decrease.


		Lower memory usage. A custom kernel often uses less memory than the
GENERIC kernel by omitting unused features and device drivers.
This is important because the kernel code remains resident in
physical memory at all times, preventing that memory from being used
by applications. For this reason, a custom kernel is useful on a
system with a small amount of RAM.


		Additional hardware support. A custom kernel can add support for
devices which are not present in the GENERIC kernel.





Before building a custom kernel, consider the reason for doing so. If
there is a need for specific hardware support, it may already exist as a
module.


Kernel modules exist in /boot/kernel and may be dynamically loaded
into the running kernel using MAN.KLDLOAD.8. Most kernel drivers have a
loadable module and manual page. For example, the MAN.ATH.4 wireless
Ethernet driver has the following information in its manual page:


Alternatively, to load the driver as a module at boot time, place the
following line in MAN.LOADER.CONF.5:

    if_ath_load="YES"






Adding if_ath_load="YES" to /boot/loader.conf will load this
module dynamically at boot time.


In some cases, there is no associated module in /boot/kernel. This
is mostly true for certain subsystems.





Finding the System Hardware


Before editing the kernel configuration file, it is recommended to
perform an inventory of the machine’s hardware. On a dual-boot system,
the inventory can be created from the other operating system. For
example, MICROSOFT’s Device Manager contains information about installed
devices.



Note


Some versions of MICROSOFT.WINDOWS have a System icon which can be
used to access Device Manager.






If OS is the only installed operating system, use MAN.DMESG.8 to
determine the hardware that was found and listed during the boot probe.
Most device drivers on OS have a manual page which lists the hardware
supported by that driver. For example, the following lines indicate that
the MAN.PSM.4 driver found a mouse:


psm0: <PS/2 Mouse> irq 12 on atkbdc0
psm0: [GIANT-LOCKED]
psm0: [ITHREAD]
psm0: model Generic PS/2 mouse, device ID 0






Since this hardware exists, this driver should not be removed from a
custom kernel configuration file.


If the output of dmesg does not display the results of the boot
probe output, instead read the contents of /var/run/dmesg.boot.


Another tool for finding hardware is MAN.PCICONF.8, which provides more
verbose output. For example:


PROMPT.USER pciconf -lv
ath0@pci0:3:0:0:        class=0x020000 card=0x058a1014 chip=0x1014168c rev=0x01 hdr=0x00
    vendor     = 'Atheros Communications Inc.'
    device     = 'AR5212 Atheros AR5212 802.11abg wireless'
    class      = network
    subclass   = ethernet






This output shows that the ath driver located a wireless Ethernet
device.


The -k flag of MAN.MAN.1 can be used to provide useful information.
For example, to display a list of manual pages which contain the
specified word:


PROMPT.ROOT man -k Atheros






ath(4)                   - Atheros IEEE 802.11 wireless network driver
ath_hal(4)               - Atheros Hardware Access Layer (HAL)






Once the hardware inventory list is created, refer to it to ensure that
drivers for installed hardware are not removed as the custom kernel
configuration is edited.





The Configuration File


In order to create a custom kernel configuration file and build a custom
kernel, the full OS source tree must first be installed.


If /usr/src/ does not exist or it is empty, source has not been
installed. Source can be installed using Subversion and the instructions
in ?.


Once source is installed, review the contents of /usr/src/sys. This
directory contains a number of subdirectories, including those which
represent the following supported architectures: amd64, i386,
ia64, pc98, powerpc, and sparc64. Everything inside a
particular architecture’s directory deals with that architecture only
and the rest of the code is machine independent code common to all
platforms. Each supported architecture has a conf subdirectory which
contains the GENERIC kernel configuration file for that
architecture.


Do not make edits to GENERIC. Instead, copy the file to a different
name and make edits to the copy. The convention is to use a name with
all capital letters. When maintaining multiple OS machines with
different hardware, it is a good idea to name it after the machine’s
hostname. This example creates a copy, named MYKERNEL, of the
GENERIC configuration file for the amd64 architecture:


PROMPT.ROOT cd /usr/src/sys/amd64/conf
PROMPT.ROOT cp GENERIC MYKERNEL






MYKERNEL can now be customized with any ASCII text editor. The
default editor is vi, though an easier editor for beginners, called ee,
is also installed with OS.


kernel
NOTES
NOTES
kernel
configuration file
The format of the kernel configuration file is simple. Each line
contains a keyword that represents a device or subsystem, an argument,
and a brief description. Any text after a # is considered a comment
and ignored. To remove kernel support for a device or subsystem, put a
# at the beginning of the line representing that device or
subsystem. Do not add or remove a # for any line that you do not
understand.



Warning


It is easy to remove support for a device or option and end up with
a broken kernel. For example, if the MAN.ATA.4 driver is removed
from the kernel configuration file, a system using ATA disk drivers
may not boot. When in doubt, just leave support in the kernel.






In addition to the brief descriptions provided in this file, additional
descriptions are contained in NOTES, which can be found in the same
directory as GENERIC for that architecture. For architecture
independent options, refer to /usr/src/sys/conf/NOTES.



Tip


When finished customizing the kernel configuration file, save a
backup copy to a location outside of /usr/src.


Alternately, keep the kernel configuration file elsewhere and create
a symbolic link to the file:


PROMPT.ROOT cd /usr/src/sys/amd64/conf
PROMPT.ROOT mkdir /root/kernels
PROMPT.ROOT cp GENERIC /root/kernels/MYKERNEL
PROMPT.ROOT ln -s /root/kernels/MYKERNEL










An include directive is available for use in configuration files.
This allows another configuration file to be included in the current
one, making it easy to maintain small changes relative to an existing
file. If only a small number of additional options or drivers are
required, this allows a delta to be maintained with respect to
GENERIC, as seen in this example:


include GENERIC
ident MYKERNEL

options         IPFIREWALL
options         DUMMYNET
options         IPFIREWALL_DEFAULT_TO_ACCEPT
options         IPDIVERT






Using this method, the local configuration file expresses local
differences from a GENERIC kernel. As upgrades are performed, new
features added to GENERIC will also be added to the local kernel
unless they are specifically prevented using nooptions or
nodevice. A comprehensive list of configuration directives and their
descriptions may be found in MAN.CONFIG.5.



Note


To build a file which contains all available options, run the
following command as root:


PROMPT.ROOT cd /usr/src/sys/arch/conf && make LINT













Building and Installing a Custom Kernel


Once the edits to the custom configuration file have been saved, the
source code for the kernel can be compiled using the following steps:


kernel
building / installing
Change to this directory:


PROMPT.ROOT cd /usr/src






Compile the new kernel by specifying the name of the custom kernel
configuration file:


PROMPT.ROOT make buildkernel KERNCONF=MYKERNEL






Install the new kernel associated with the specified kernel
configuration file. This command will copy the new kernel to
/boot/kernel/kernel and save the old kernel to
/boot/kernel.old/kernel:


PROMPT.ROOT make installkernel KERNCONF=MYKERNEL






Shutdown the system and reboot into the new kernel. If something goes
wrong, refer to ?.


By default, when a custom kernel is compiled, all kernel modules are
rebuilt. To update a kernel faster or to build only custom modules, edit
/etc/make.conf before starting to build the kernel.


For example, this variable specifies the list of modules to build
instead of using the default of building all modules:


MODULES_OVERRIDE = linux acpi






Alternately, this variable lists which modules to exclude from the build
process:


WITHOUT_MODULES = linux acpi sound






Additional variables are available. Refer to MAN.MAKE.CONF.5 for
details.


/boot/kernel.old
If Something Goes Wrong
=======================


There are four categories of trouble that can occur when building a
custom kernel:



		config fails


		If config fails, it will print the line number that is
incorrect. As an example, for the following message, make sure that
line 17 is typed correctly by comparing it to GENERIC or
NOTES:


config: line 17: syntax error









		make fails


		If make fails, it is usually due to an error in the kernel
configuration file which is not severe enough for config to
catch. Review the configuration, and if the problem is not apparent,
send an email to the A.QUESTIONS which contains the kernel
configuration file.


		The kernel does not boot


		If the new kernel does not boot or fails to recognize devices, do
not panic! Fortunately, OS has an excellent mechanism for recovering
from incompatible kernels. Simply choose the kernel to boot from at
the OS boot loader. This can be accessed when the system boot menu
appears by selecting the “Escape to a loader prompt” option. At the
prompt, type ``boot



kernel.old``, or the name of any other kernel that is



known to boot properly.


After booting with a good kernel, check over the configuration file
and try to build it again. One helpful resource is
/var/log/messages which records the kernel messages from every
successful boot. Also, MAN.DMESG.8 will print the kernel messages
from the current boot.



Note


When troubleshooting a kernel, make sure to keep a copy of
GENERIC, or some other kernel that is known to work, as a
different name that will not get erased on the next build. This
is important because every time a new kernel is installed,
kernel.old is overwritten with the last installed kernel,
which may or may not be bootable. As soon as possible, move the
working kernel by renaming the directory containing the good
kernel:


PROMPT.ROOT mv /boot/kernel /boot/kernel.bad
PROMPT.ROOT mv /boot/kernel.good /boot/kernel













		The kernel works, but MAN.PS.1 does not


		If the kernel version differs from the one that the system utilities
have been built with, for example, a kernel built from -CURRENT
sources is installed on a -RELEASE system, many system status
commands like MAN.PS.1 and MAN.VMSTAT.8 will not work. To fix this,
recompile and install a world built with the same
version of the source tree as the kernel. It is never a good idea to
use a different version of the kernel than the rest of the operating
system.
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Serial Communications





Synopsis


serial communications
UNIX has always had support for serial communications as the very first
UNIX machines relied on serial lines for user input and output. Things
have changed a lot from the days when the average terminal consisted of
a 10-character-per-second serial printer and a keyboard. This chapter
covers some of the ways serial communications can be used on OS.


After reading this chapter, you will know:



		How to connect terminals to a OS system.


		How to use a modem to dial out to remote hosts.


		How to allow remote users to login to a OS system with a modem.


		How to boot a OS system from a serial console.





Before reading this chapter, you should:



		Know how to configure and install a custom
kernel.


		Understand OS permissions and processes.


		Have access to the technical manual for the serial hardware to be
used with OS.








Serial Terminology and Hardware


The following terms are often used in serial communications:



		bps


		Bits per Secondbits-per-second (bps) is the rate at which data is
transmitted.


		DTE


		Data Terminal EquipmentDTE (DTE) is one of two endpoints in a serial
communication. An example would be a computer.


		DCE


		Data Communications EquipmentDCE (DTE) is the other endpoint in a
serial communication. Typically, it is a modem or serial terminal.


		RS-232


		The original standard which defined hardware serial communications.
It has since been renamed to TIA-232.





When referring to communication data rates, this section does not use
the term baud. Baud refers to the number of electrical state transitions
made in a period of time, while bps is the correct term to use.


To connect a serial terminal to a OS system, a serial port on the
computer and the proper cable to connect to the serial device are
needed. Users who are already familiar with serial hardware and cabling
can safely skip this section.



Serial Cables and Ports


There are several different kinds of serial cables. The two most common
types are null-modem cables and standard RS-232 cables. The
documentation for the hardware should describe the type of cable
required.


These two types of cables differ in how the wires are connected to the
connector. Each wire represents a signal, with the defined signals
summarized in ?. A standard serial cable passes all of the RS-232C
signals straight through. For example, the “Transmitted Data” pin on one
end of the cable goes to the “Transmitted Data” pin on the other end.
This is the type of cable used to connect a modem to the OS system, and
is also appropriate for some terminals.


A null-modem cable switches the “Transmitted Data” pin of the connector
on one end with the “Received Data” pin on the other end. The connector
can be either a DB-25 or a DB-9.


A null-modem cable can be constructed using the pin connections
summarized in ?, ?, and ?. While the standard calls for a
straight-through pin 1 to pin 1 “Protective Ground” line, it is often
omitted. Some terminals work using only pins 2, 3, and 7, while others
require different configurations. When in doubt, refer to the
documentation for the hardware.


null-modem cable
+————+———————–+
| Acronyms   | Names                 |
+============+=======================+
| RD         | Received Data         |
+————+———————–+
| TD         | Transmitted Data      |
+————+———————–+
| DTR        | Data Terminal Ready   |
+————+———————–+
| DSR        | Data Set Ready        |
+————+———————–+
| DCD        | Data Carrier Detect   |
+————+———————–+
| SG         | Signal Ground         |
+————+———————–+
| RTS        | Request to Send       |
+————+———————–+
| CTS        | Clear to Send         |
+————+———————–+


Table: RS-232C Signal Names











		Signal
		Pin #
		 
		Pin #
		Signal





		SG
		7
		connects to
		7
		SG



		TD
		2
		connects to
		3
		RD



		RD
		3
		connects to
		2
		TD



		RTS
		4
		connects to
		5
		CTS



		CTS
		5
		connects to
		4
		RTS



		DTR
		20
		connects to
		6
		DSR



		DTR
		20
		connects to
		8
		DCD



		DSR
		6
		connects to
		20
		DTR



		DCD
		8
		connects to
		20
		DTR







Table: DB-25 to DB-25 Null-Modem Cable











		Signal
		Pin #
		 
		Pin #
		Signal





		RD
		2
		connects to
		3
		TD



		TD
		3
		connects to
		2
		RD



		DTR
		4
		connects to
		6
		DSR



		DTR
		4
		connects to
		1
		DCD



		SG
		5
		connects to
		5
		SG



		DSR
		6
		connects to
		4
		DTR



		DCD
		1
		connects to
		4
		DTR



		RTS
		7
		connects to
		8
		CTS



		CTS
		8
		connects to
		7
		RTS







Table: DB-9 to DB-9 Null-Modem Cable











		Signal
		Pin #
		 
		Pin #
		Signal





		RD
		2
		connects to
		2
		TD



		TD
		3
		connects to
		3
		RD



		DTR
		4
		connects to
		6
		DSR



		DTR
		4
		connects to
		8
		DCD



		SG
		5
		connects to
		7
		SG



		DSR
		6
		connects to
		20
		DTR



		DCD
		1
		connects to
		20
		DTR



		RTS
		7
		connects to
		5
		CTS



		CTS
		8
		connects to
		4
		RTS







Table: DB-9 to DB-25 Null-Modem Cable



Note


When one pin at one end connects to a pair of pins at the other end,
it is usually implemented with one short wire between the pair of
pins in their connector and a long wire to the other single pin.






Serial ports are the devices through which data is transferred between
the OS host computer and the terminal. Several kinds of serial ports
exist. Before purchasing or constructing a cable, make sure it will fit
the ports on the terminal and on the OS system.


Most terminals have DB-25 ports. Personal computers may have DB-25 or
DB-9 ports. A multiport serial card may have RJ-12 or RJ-45/ ports. See
the documentation that accompanied the hardware for specifications on
the kind of port or visually verify the type of port.


In OS, each serial port is accessed through an entry in /dev. There
are two different kinds of entries:



		Call-in ports are named /dev/ttyuN where N is the port number,
starting from zero. If a terminal is connected to the first serial
port (COM1), use /dev/ttyu0 to refer to the terminal. If the
terminal is on the second serial port (COM2), use /dev/ttyu1,
and so forth. Generally, the call-in port is used for terminals.
Call-in ports require that the serial line assert the “Data Carrier
Detect” signal to work correctly.


		Call-out ports are named /dev/cuauN on OS versions 10.x and
higher and /dev/cuadN on OS versions 9.x and lower. Call-out
ports are usually not used for terminals, but are used for modems.
The call-out port can be used if the serial cable or the terminal
does not support the “Data Carrier Detect” signal.





OS also provides initialization devices (/dev/ttyuN.init and
/dev/cuauN.init or /dev/cuadN.init) and locking devices
(/dev/ttyuN.lock and /dev/cuauN.lock or /dev/cuadN.lock).
The initialization devices are used to initialize communications port
parameters each time a port is opened, such as crtscts for modems
which use RTS/CTS signaling for flow control. The locking devices
are used to lock flags on ports to prevent users or programs changing
certain parameters. Refer to MAN.TERMIOS.4, MAN.SIO.4, and MAN.STTY.1
for information on terminal settings, locking and initializing devices,
and setting terminal options, respectively.





Serial Port Configuration


By default, OS supports four serial ports which are commonly known as
COM1, COM2, COM3, and COM4. OS also supports dumb
multi-port serial interface cards, such as the BocaBoard 1008 and 2016,
as well as more intelligent multi-port cards such as those made by
Digiboard. However, the default kernel only looks for the standard
COM ports.


To see if the system recognizes the serial ports, look for system boot
messages that start with uart:


PROMPT.ROOT grep uart /var/run/dmesg.boot






If the system does not recognize all of the needed serial ports,
additional entries can be added to /boot/device.hints. This file
already contains hint.uart.0.* entries for COM1 and
hint.uart.1.* entries for COM2. When adding a port entry for
COM3 use 0x3E8, and for COM4 use 0x2E8. Common IRQ
addresses are 5 for COM3 and 9 for COM4.


ttyu
cuau
To determine the default set of terminal I/O settings used by the port,
specify its device name. This example determines the settings for the
call-in port on COM2:


PROMPT.ROOT stty -a -f /dev/ttyu1






System-wide initialization of serial devices is controlled by
/etc/rc.d/serial. This file affects the default settings of serial
devices. To change the settings for a device, use stty. By default,
the changed settings are in effect until the device is closed and when
the device is reopened, it goes back to the default set. To permanently
change the default set, open and adjust the settings of the
initialization device. For example, to turn on CLOCAL mode, 8 bit
communication, and XON/XOFF flow control for ttyu5, type:


PROMPT.ROOT stty -f /dev/ttyu5.init clocal cs8 ixon ixoff






rc files
rc.serial
To prevent certain settings from being changed by an application, make
adjustments to the locking device. For example, to lock the speed of
ttyu5 to 57600 bps, type:


PROMPT.ROOT stty -f /dev/ttyu5.lock 57600






Now, any application that opens ttyu5 and tries to change the speed
of the port will be stuck with 57600 bps.







Terminals


terminals
Terminals provide a convenient and low-cost way to access a OS system
when not at the computer’s console or on a connected network. This
section describes how to use terminals with OS.


The original UNIX systems did not have consoles. Instead, users logged
in and ran programs through terminals that were connected to the
computer’s serial ports.


The ability to establish a login session on a serial port still exists
in nearly every UNIX-like operating system today, including OS. By using
a terminal attached to an unused serial port, a user can log in and run
any text program that can normally be run on the console or in an
xterm window.


Many terminals can be attached to a OS system. An older spare computer
can be used as a terminal wired into a more powerful computer running
OS. This can turn what might otherwise be a single-user computer into a
powerful multiple-user system.


OS supports three types of terminals:



		Dumb terminals


		Dumb terminals are specialized hardware that connect to computers
over serial lines. They are called “dumb” because they have only
enough computational power to display, send, and receive text. No
programs can be run on these devices. Instead, dumb terminals
connect to a computer that runs the needed programs.


There are hundreds of kinds of dumb terminals made by many
manufacturers, and just about any kind will work with OS. Some
high-end terminals can even display graphics, but only certain
software packages can take advantage of these advanced features.


Dumb terminals are popular in work environments where workers do not
need access to graphical applications.





		Computers Acting as Terminals


		Since a dumb terminal has just enough ability to display, send, and
receive text, any spare computer can be a dumb terminal. All that is
needed is the proper cable and some terminal emulation software to
run on the computer.


This configuration can be useful. For example, if one user is busy
working at the OS system’s console, another user can do some
text-only work at the same time from a less powerful personal
computer hooked up as a terminal to the OS system.


There are at least two utilities in the base-system of OS that can
be used to work through a serial connection: MAN.CU.1 and MAN.TIP.1.


For example, to connect from a client system that runs OS to the
serial connection of another system:


PROMPT.ROOT cu -l serial-port-device






Replace serial-port-device with the device name of the connected
serial port. These device files are called /dev/cuauN on OS
versions 10.x and higher and /dev/cuadN on OS versions 9.x and
lower. In either case, N is the serial port number, starting from
zero. This means that COM1 is /dev/cuau0 or /dev/cuad0
in OS.


Additional programs are available through the Ports Collection, such
as comms/minicom.





		X Terminals


		X terminals are the most sophisticated kind of terminal available.
Instead of connecting to a serial port, they usually connect to a
network like Ethernet. Instead of being relegated to text-only
applications, they can display any XORG application.


This chapter does not cover the setup, configuration, or use of X
terminals.









Terminal Configuration


This section describes how to configure a OS system to enable a login
session on a serial terminal. It assumes that the system recognizes the
serial port to which the terminal is connected and that the terminal is
connected with the correct cable.


In OS, init reads /etc/ttys and starts a getty process on
the available terminals. The getty process is responsible for
reading a login name and starting the login program. The ports on
the OS system which allow logins are listed in /etc/ttys. For
example, the first virtual console, ttyv0, has an entry in this
file, allowing logins on the console. This file also contains entries
for the other virtual consoles, serial ports, and pseudo-ttys. For a
hardwired terminal, the serial port’s /dev entry is listed without
the /dev part. For example, /dev/ttyv0 is listed as ttyv0.


The default /etc/ttys configures support for the first four serial
ports, ttyu0 through ttyu3:


ttyu0   "/usr/libexec/getty std.9600"   dialup  off secure
ttyu1   "/usr/libexec/getty std.9600"   dialup  off secure
ttyu2   "/usr/libexec/getty std.9600"   dialup  off secure
ttyu3   "/usr/libexec/getty std.9600"   dialup  off secure






When attaching a terminal to one of those ports, modify the default
entry to set the required speed and terminal type, to turn the device
on and, if needed, to change the port’s secure setting. If the
terminal is connected to another port, add an entry for the port.


? configures two terminals in /etc/ttys. The first entry configures
a Wyse-50 connected to COM2. The second entry configures an old
computer running Procomm terminal software emulating a VT-100 terminal.
The computer is connected to the sixth serial port on a multi-port
serial card.


ttyu1  "/usr/libexec/getty std.38400"  wy50  on  insecure
ttyu5   "/usr/libexec/getty std.19200"  vt100  on insecure







		The first field specifies the device name of the serial terminal.





		The second field tells getty to initialize and open the line, set
the line speed, prompt for a user name, and then execute the
login program. The optional getty type configures characteristics
on the terminal line, like bps rate and parity. The available getty
types are listed in /etc/gettytab. In almost all cases, the getty
types that start with std will work for hardwired terminals as
these entries ignore parity. There is a std entry for each bps
rate from 110 to 115200. Refer to MAN.GETTYTAB.5 for more
information.


When setting the getty type, make sure to match the communications
settings used by the terminal. For this example, the Wyse-50 uses no
parity and connects at 38400 bps. The computer uses no parity and
connects at 19200 bps.





		The third field is the type of terminal. For dial-up ports,
unknown or dialup is typically used since users may dial up
with practically any type of terminal or software. Since the terminal
type does not change for hardwired terminals, a real terminal type
from /etc/termcap can be specified. For this example, the Wyse-50
uses the real terminal type while the computer running Procomm is set
to emulate a VT-100.





		The fourth field specifies if the port should be enabled. To enable
logins on this port, this field must be set to on.





		The final field is used to specify whether the port is secure.
Marking a port as secure means that it is trusted enough to allow
root to login from that port. Insecure ports do not allow root
logins. On an insecure port, users must login from unprivileged
accounts and then use su or a similar mechanism to gain superuser
privileges, as described in ?. For security reasons, it is
recommended to change this setting to insecure.








After making any changes to /etc/ttys, send a SIGHUP (hangup) signal
to the init process to force it to re-read its configuration file:


PROMPT.ROOT kill -HUP 1






Since init is always the first process run on a system, it always
has a process ID of 1.


If everything is set up correctly, all cables are in place, and the
terminals are powered up, a getty process should now be running on
each terminal and login prompts should be available on each terminal.





Troubleshooting the Connection


Even with the most meticulous attention to detail, something could still
go wrong while setting up a terminal. Here is a list of common symptoms
and some suggested fixes.


If no login prompt appears, make sure the terminal is plugged in and
powered up. If it is a personal computer acting as a terminal, make sure
it is running terminal emulation software on the correct serial port.


Make sure the cable is connected firmly to both the terminal and the OS
computer. Make sure it is the right kind of cable.


Make sure the terminal and OS agree on the bps rate and parity settings.
For a video display terminal, make sure the contrast and brightness
controls are turned up. If it is a printing terminal, make sure paper
and ink are in good supply.


Use ps to make sure that a getty process is running and serving
the terminal. For example, the following listing shows that a getty
is running on the second serial port, ttyu1, and is using the
std.38400 entry in /etc/gettytab:


PROMPT.ROOT ps -axww|grep ttyu
22189  d1  Is+    0:00.03 /usr/libexec/getty std.38400 ttyu1






If no getty process is running, make sure the port is enabled in
/etc/ttys. Remember to run kill -HUP 1 after modifying
/etc/ttys.


If the getty process is running but the terminal still does not
display a login prompt, or if it displays a prompt but will not accept
typed input, the terminal or cable may not support hardware handshaking.
Try changing the entry in /etc/ttys from std.38400 to
3wire.38400, then run ``kill -HUP



1`` after modifying /etc/ttys. The 3wire entry is similar



to std, but ignores hardware handshaking. The baud rate may need to
be reduced or software flow control enabled when using 3wire to
prevent buffer overflows.


If garbage appears instead of a login prompt, make sure the terminal and
OS agree on the bps rate and parity settings. Check the getty
processes to make sure the correct getty type is in use. If not, edit
/etc/ttys and run ``kill



-HUP 1``.



If characters appear doubled and the password appears when typed, switch
the terminal, or the terminal emulation software, from “half duplex” or
“local echo” to “full duplex.”







Dial-in Service


dial-in service
Configuring a OS system for dial-in service is similar to configuring
terminals, except that modems are used instead of terminal devices. OS
supports both external and internal modems.


External modems are more convenient because they often can be configured
via parameters stored in non-volatile RAM and they usually provide
lighted indicators that display the state of important RS-232 signals,
indicating whether the modem is operating properly.


Internal modems usually lack non-volatile RAM, so their configuration
may be limited to setting DIP switches. If the internal modem has any
signal indicator lights, they are difficult to view when the system’s
cover is in place.


modem
When using an external modem, a proper cable is needed. A standard
RS-232C serial cable should suffice.


OS needs the RTS and CTS signals for flow control at speeds above
2400 bps, the CD signal to detect when a call has been answered or the
line has been hung up, and the DTR signal to reset the modem after a
session is complete. Some cables are wired without all of the needed
signals, so if a login session does not go away when the line hangs up,
there may be a problem with the cable. Refer to ? for more information
about these signals.


Like other UNIX-like operating systems, OS uses the hardware signals to
find out when a call has been answered or a line has been hung up and to
hangup and reset the modem after a call. OS avoids sending commands to
the modem or watching for status reports from the modem.


OS supports the NS8250, NS16450, NS16550, and NS16550A-based RS-232C
(CCITT V.24) communications interfaces. The 8250 and 16450 devices have
single-character buffers. The 16550 device provides a 16-character
buffer, which allows for better system performance. Bugs in plain 16550
devices prevent the use of the 16-character buffer, so use 16550A
devices if possible. Because single-character-buffer devices require
more work by the operating system than the 16-character-buffer devices,
16550A-based serial interface cards are preferred. If the system has
many active serial ports or will have a heavy load, 16550A-based cards
are better for low-error-rate communications.


The rest of this section demonstrates how to configure a modem to
receive incoming connections, how to communicate with the modem, and
offers some troubleshooting tips.



Modem Configuration


getty
As with terminals, init spawns a getty process for each
configured serial port used for dial-in connections. When a user dials
the modem’s line and the modems connect, the “Carrier Detect” signal is
reported by the modem. The kernel notices that the carrier has been
detected and instructs getty to open the port and display a
login: prompt at the specified initial line speed. In a typical
configuration, if garbage characters are received, usually due to the
modem’s connection speed being different than the configured speed,
getty tries adjusting the line speeds until it receives reasonable
characters. After the user enters their login name, getty executes
login, which completes the login process by asking for the user’s
password and then starting the user’s shell.


/usr/bin/login
There are two schools of thought regarding dial-up modems. One
confiuration method is to set the modems and systems so that no matter
at what speed a remote user dials in, the dial-in RS-232 interface runs
at a locked speed. The benefit of this configuration is that the remote
user always sees a system login prompt immediately. The downside is that
the system does not know what a user’s true data rate is, so full-screen
programs like Emacs will not adjust their screen-painting methods to
make their response better for slower connections.


The second method is to configure the RS-232 interface to vary its speed
based on the remote user’s connection speed. Because getty does not
understand any particular modem’s connection speed reporting, it gives a
login: message at an initial speed and watches the characters that
come back in response. If the user sees junk, they should press Enter
until they see a recognizable prompt. If the data rates do not match,
getty sees anything the user types as junk, tries the next speed,
and gives the login: prompt again. This procedure normally only
takes a keystroke or two before the user sees a good prompt. This login
sequence does not look as clean as the locked-speed method, but a user
on a low-speed connection should receive better interactive response
from full-screen programs.


When locking a modem’s data communications rate at a particular speed,
no changes to /etc/gettytab should be needed. However, for a
matching-speed configuration, additional entries may be required in
order to define the speeds to use for the modem. This example configures
a 14.4 Kbps modem with a top interface speed of 19.2 Kbps using 8-bit,
no parity connections. It configures getty to start the
communications rate for a V.32bis connection at 19.2 Kbps, then cycles
through 9600 bps, 2400 bps, 1200 bps, 300 bps, and back to 19.2 Kbps.
Communications rate cycling is implemented with the nx= (next table)
capability. Each line uses a tc= (table continuation) entry to pick
up the rest of the settings for a particular data rate.


#
# Additions for a V.32bis Modem
#
um|V300|High Speed Modem at 300,8-bit:\
        :nx=V19200:tc=std.300:
un|V1200|High Speed Modem at 1200,8-bit:\
        :nx=V300:tc=std.1200:
uo|V2400|High Speed Modem at 2400,8-bit:\
        :nx=V1200:tc=std.2400:
up|V9600|High Speed Modem at 9600,8-bit:\
        :nx=V2400:tc=std.9600:
uq|V19200|High Speed Modem at 19200,8-bit:\
        :nx=V9600:tc=std.19200:






For a 28.8 Kbps modem, or to take advantage of compression on a
14.4 Kbps modem, use a higher communications rate, as seen in this
example:


#
# Additions for a V.32bis or V.34 Modem
# Starting at 57.6 Kbps
#
vm|VH300|Very High Speed Modem at 300,8-bit:\
        :nx=VH57600:tc=std.300:
vn|VH1200|Very High Speed Modem at 1200,8-bit:\
        :nx=VH300:tc=std.1200:
vo|VH2400|Very High Speed Modem at 2400,8-bit:\
        :nx=VH1200:tc=std.2400:
vp|VH9600|Very High Speed Modem at 9600,8-bit:\
        :nx=VH2400:tc=std.9600:
vq|VH57600|Very High Speed Modem at 57600,8-bit:\
        :nx=VH9600:tc=std.57600:






For a slow CPU or a heavily loaded system without 16550A-based serial
ports, this configuration may produce sio “silo” errors at 57.6 Kbps.


/etc/ttys
The configuration of /etc/ttys is similar to ?, but a different
argument is passed to getty and dialup is used for the terminal
type. Replace xxx with the process init will run on the device:


ttyu0   "/usr/libexec/getty xxx"   dialup on






The dialup terminal type can be changed. For example, setting
vt102 as the default terminal type allows users to use VT102
emulation on their remote systems.


For a locked-speed configuration, specify the speed with a valid type
listed in /etc/gettytab. This example is for a modem whose port
speed is locked at 19.2 Kbps:


ttyu0   "/usr/libexec/getty std.19200"   dialup on






In a matching-speed configuration, the entry needs to reference the
appropriate beginning “auto-baud” entry in /etc/gettytab. To
continue the example for a matching-speed modem that starts at
19.2 Kbps, use this entry:


ttyu0   "/usr/libexec/getty V19200"   dialup on






After editing /etc/ttys, wait until the modem is properly configured
and connected before signaling init:


PROMPT.ROOT kill -HUP 1






rc files
rc.serial
High-speed modems, like V.32, V.32bis, and V.34 modems, use hardware
(RTS/CTS) flow control. Use stty to set the hardware flow
control flag for the modem port. This example sets the crtscts flag
on COM2‘s dial-in and dial-out initialization devices:


PROMPT.ROOT stty -f /dev/ttyu1.init crtscts
PROMPT.ROOT stty -f /dev/cuau1.init crtscts









Troubleshooting


This section provides a few tips for troubleshooting a dial-up modem
that will not connect to a OS system.


Hook up the modem to the OS system and boot the system. If the modem has
status indication lights, watch to see whether the modem’s DTR indicator
lights when the login: prompt appears on the system’s console. If it
lights up, that should mean that OS has started a getty process on
the appropriate communications port and is waiting for the modem to
accept a call.


If the DTR indicator does not light, login to the OS system through the
console and type ps ax to see if OS is running a getty process
on the correct port:


114 ??  I      0:00.10 /usr/libexec/getty V19200 ttyu0






If the second column contains a d0 instead of a ?? and the modem
has not accepted a call yet, this means that getty has completed its
open on the communications port. This could indicate a problem with the
cabling or a misconfigured modem because getty should not be able to
open the communications port until the carrier detect signal has been
asserted by the modem.


If no getty processes are waiting to open the port, double-check
that the entry for the port is correct in /etc/ttys. Also, check
/var/log/messages to see if there are any log messages from init
or getty.


Next, try dialing into the system. Be sure to use 8 bits, no parity, and
1 stop bit on the remote system. If a prompt does not appear right away,
or the prompt shows garbage, try pressing Enter about once per second.
If there is still no login: prompt, try sending a BREAK. When
using a high-speed modem, try dialing again after locking the dialing
modem’s interface speed.


If there is still no login: prompt, check /etc/gettytab again
and double-check that:



		The initial capability name specified in the entry in /etc/ttys
matches the name of a capability in /etc/gettytab.


		Each nx= entry matches another gettytab capability name.


		Each tc= entry matches another gettytab capability name.





If the modem on the OS system will not answer, make sure that the modem
is configured to answer the phone when DTR is asserted. If the modem
seems to be configured correctly, verify that the DTR line is asserted
by checking the modem’s indicator lights.


If it still does not work, try sending an email to the A.QUESTIONS
describing the modem and the problem.







Dial-out Service


dial-out service
The following are tips for getting the host to connect over the modem to
another computer. This is appropriate for establishing a terminal
session with a remote host.


This kind of connection can be helpful to get a file on the Internet if
there are problems using PPP. If PPP is not working, use the terminal
session to FTP the needed file. Then use zmodem to transfer it to the
machine.



Using a Stock Hayes Modem


A generic Hayes dialer is built into tip. Use at=hayes in
/etc/remote.


The Hayes driver is not smart enough to recognize some of the advanced
features of newer modems messages like BUSY, NO DIALTONE, or
CONNECT 115200. Turn those messages off when using tip with
ATX0&W.


The dial timeout for tip is 60 seconds. The modem should use
something less, or else tip will think there is a communication
problem. Try ATS7=45&W.





Using AT Commands


/etc/remote
Create a “direct” entry in /etc/remote. For example, if the modem is
hooked up to the first serial port, /dev/cuau0, use the following
line:


cuau0:dv=/dev/cuau0:br#19200:pa=none






Use the highest bps rate the modem supports in the br capability.
Then, type tip cuau0 to connect to the modem.


Or, use cu as root with the following command:


PROMPT.ROOT cu -lline -sspeed






line is the serial port, such as /dev/cuau0, and speed is the speed,
such as 57600. When finished entering the AT commands, type ~.
to exit.





The @ Sign Does Not Work


The @ sign in the phone number capability tells tip to look in
/etc/phones for a phone number. But, the @ sign is also a
special character in capability files like /etc/remote, so it needs
to be escaped with a backslash:


pn=\@









Dialing from the Command Line


Put a “generic” entry in /etc/remote. For example:


tip115200|Dial any phone number at 115200 bps:\
        :dv=/dev/cuau0:br#115200:at=hayes:pa=none:du:
tip57600|Dial any phone number at 57600 bps:\
        :dv=/dev/cuau0:br#57600:at=hayes:pa=none:du:






This should now work:


PROMPT.ROOT tip -115200 5551234






Users who prefer cu over tip, can use a generic cu entry:


cu115200|Use cu to dial any number at 115200bps:\
        :dv=/dev/cuau1:br#57600:at=hayes:pa=none:du:






and type:


PROMPT.ROOT cu 5551234 -s 115200









Setting the bps Rate


Put in an entry for tip1200 or cu1200, but go ahead and use
whatever bps rate is appropriate with the br capability. tip
thinks a good default is 1200 bps which is why it looks for a
tip1200 entry. 1200 bps does not have to be used, though.





Accessing a Number of Hosts Through a Terminal Server


Rather than waiting until connected and typing CONNECT host each
time, use tip‘s cm capability. For example, these entries in
/etc/remote will let you type tip pain or tip muffin to
connect to the hosts pain or muffin, and ``tip



deep13`` to connect to the terminal server.



pain|pain.deep13.com|Forrester's machine:\
        :cm=CONNECT pain\n:tc=deep13:
muffin|muffin.deep13.com|Frank's machine:\
        :cm=CONNECT muffin\n:tc=deep13:
deep13:Gizmonics Institute terminal server:\
        :dv=/dev/cuau2:br#38400:at=hayes:du:pa=none:pn=5551234:









Using More Than One Line with tip


This is often a problem where a university has several modem lines and
several thousand students trying to use them.


Make an entry in /etc/remote and use @ for the pn
capability:


big-university:\
        :pn=\@:tc=dialout
dialout:\
        :dv=/dev/cuau3:br#9600:at=courier:du:pa=none:






Then, list the phone numbers in /etc/phones:


big-university 5551111
big-university 5551112
big-university 5551113
big-university 5551114






tip will try each number in the listed order, then give up. To keep
retrying, run tip in a while loop.





Using the Force Character



+Ctrl+ +P+ is the default “force” character, used to tell tip that



the next character is literal data. The force character can be set to
any other character with the ~s escape, which means “set a
variable.”


Type ~sforce=single-char followed by a newline. single-char is any
single character. If single-char is left out, then the force character
is the null character, which is accessed by typing +Ctrl+2+ or
+Ctrl+Space+ . A pretty good value for single-char is +Shift+ +Ctrl+ +6+
, which is only used on some terminal servers.


To change the force character, specify the following in ~/.tiprc:


force=single-char









Upper Case Characters


This happens when +Ctrl+ +A+ is pressed, which is tip‘s “raise
character”, specially designed for people with broken caps-lock keys.
Use ~s to set raisechar to something reasonable. It can be set
to be the same as the force character, if neither feature is used.


Here is a sample ~/.tiprc for Emacs users who need to type +Ctrl+
+2+ and +Ctrl+ +A+ :


force=^^
raisechar=^^






The ^^ is +Shift+Ctrl+6+ .





File Transfers with tip


When talking to another UNIX-like operating system, files can be sent
and received using ~p (put) and ~t (take). These commands run
cat and echo on the remote system to accept and send files. The
syntax is:


~p
local-file
remote-file
~t
remote-file
local-file
There is no error checking, so another protocol, like zmodem, should
probably be used.





Using zmodem with tip?


To receive files, start the sending program on the remote end. Then,
type ~C rz to begin receiving them locally.


To send files, start the receiving program on the remote end. Then, type
``~C sz



files`` to send them to the remote system.








Setting Up the Serial Console


serial console
OS has the ability to boot a system with a dumb terminal on a serial
port as a console. This configuration is useful for system
administrators who wish to install OS on machines that have no keyboard
or monitor attached, and developers who want to debug the kernel or
device drivers.


As described in ?, OS employs a three stage bootstrap. The first two
stages are in the boot block code which is stored at the beginning of
the OS slice on the boot disk. The boot block then loads and runs the
boot loader as the third stage code.


In order to set up booting from a serial console, the boot block code,
the boot loader code, and the kernel need to be configured.



Quick Serial Console Configuration


This section provides a fast overview of setting up the serial console.
This procedure can be used when the dumb terminal is connected to
COM1.


Connect the serial cable to COM1 and the controlling terminal.


To configure boot messages to display on the serial console, issue the
following command as the superuser:


PROMPT.ROOT echo 'console="comconsole"' >> /boot/loader.conf






Edit /etc/ttys and change off to on and dialup to
vt100 for the ttyu0 entry. Otherwise, a password will not be
required to connect via the serial console, resulting in a potential
security hole.


Reboot the system to see if the changes took effect.


If a different configuration is required, see the next section for a
more in-depth configuration explanation.





In-Depth Serial Console Configuration


This section provides a more detailed explanation of the steps needed to
setup a serial console in OS.


Prepare a serial cable.


null-modem cable
Use either a null-modem cable or a standard serial cable and a
null-modem adapter. See ? for a discussion on serial cables.


Unplug the keyboard.


Many systems probe for the keyboard during the Power-On Self-Test (POST)
and will generate an error if the keyboard is not detected. Some
machines will refuse to boot until the keyboard is plugged in.


If the computer complains about the error, but boots anyway, no further
configuration is needed.


If the computer refuses to boot without a keyboard attached, configure
the BIOS so that it ignores this error. Consult the motherboard’s manual
for details on how to do this.



Tip


Try setting the keyboard to “Not installed” in the BIOS. This
setting tells the BIOS not to probe for a keyboard at power-on so it
should not complain if the keyboard is absent. If that option is not
present in the BIOS, look for an “Halt on Error” option instead.
Setting this to “All but Keyboard” or to “No Errors” will have the
same effect.






If the system has a PS2 mouse, unplug it as well. PS2 mice share some
hardware with the keyboard and leaving the mouse plugged in can fool the
keyboard probe into thinking the keyboard is still there.



Note


While most systems will boot without a keyboard, quite a few will
not boot without a graphics adapter. Some systems can be configured
to boot with no graphics adapter by changing the “graphics adapter”
setting in the BIOS configuration to “Not installed”. Other systems
do not support this option and will refuse to boot if there is no
display hardware in the system. With these machines, leave some kind
of graphics card plugged in, even if it is just a junky mono board.
A monitor does not need to be attached.






Plug a dumb terminal, an old computer with a modem program, or the
serial port on another UNIX box into the serial port.


Add the appropriate hint.sio.* entries to /boot/device.hints for
the serial port. Some multi-port cards also require kernel configuration
options. Refer to MAN.SIO.4 for the required options and device hints
for each supported serial port.


Create boot.config in the root directory of the a partition on
the boot drive.


This file instructs the boot block code how to boot the system. In order
to activate the serial console, one or more of the following options are
needed. When using multiple options, include them all on the same line:



		-h


		Toggles between the internal and serial consoles. Use this to switch
console devices. For instance, to boot from the internal (video)
console, use -h to direct the boot loader and the kernel to use
the serial port as its console device. Alternatively, to boot from
the serial port, use -h to tell the boot loader and the kernel
to use the video display as the console instead.


		-D


		Toggles between the single and dual console configurations. In the
single configuration, the console will be either the internal
console (video display) or the serial port, depending on the state
of -h. In the dual console configuration, both the video display
and the serial port will become the console at the same time,
regardless of the state of -h. However, the dual console
configuration takes effect only while the boot block is running.
Once the boot loader gets control, the console specified by -h
becomes the only console.


		-P


		Makes the boot block probe the keyboard. If no keyboard is found,
the -D and -h options are automatically set.



Note


Due to space constraints in the current version of the boot
blocks, -P is capable of detecting extended keyboards only.
Keyboards with less than 101 keys and without F11 and F12 keys
may not be detected. Keyboards on some laptops may not be
properly found because of this limitation. If this is the case,
do not use -P.












Use either -P to select the console automatically or -h to
activate the serial console. Refer to MAN.BOOT.8 and MAN.BOOT.CONFIG.5
for more details.


The options, except for -P, are passed to the boot loader. The boot
loader will determine whether the internal video or the serial port
should become the console by examining the state of -h. This means
that if -D is specified but -h is not specified in
/boot.config, the serial port can be used as the console only during
the boot block as the boot loader will use the internal video display as
the console.


Boot the machine.


When OS starts, the boot blocks echo the contents of /boot.config to
the console. For example:


/boot.config: -P
Keyboard: no






The second line appears only if -P is in /boot.config and
indicates the presence or absence of the keyboard. These messages go to
either the serial or internal console, or both, depending on the option
in /boot.config:








		Options
		Message goes to





		none
		internal console



		-h
		serial console



		-D
		serial and internal consoles



		-Dh
		serial and internal consoles



		-P, keyboard present
		internal console



		-P, keyboard absent
		serial console







After the message, there will be a small pause before the boot blocks
continue loading the boot loader and before any further messages are
printed to the console. Under normal circumstances, there is no need to
interrupt the boot blocks, but one can do so in order to make sure
things are set up correctly.


Press any key, other than Enter, at the console to interrupt the boot
process. The boot blocks will then prompt for further action:


>> FreeBSD/i386 BOOT
Default: 0:ad(0,a)/boot/loader
boot:






Verify that the above message appears on either the serial or internal
console, or both, according to the options in /boot.config. If the
message appears in the correct console, press Enter to continue the boot
process.


If there is no prompt on the serial terminal, something is wrong with
the settings. Enter -h then Enter or Return to tell the boot block
(and then the boot loader and the kernel) to choose the serial port for
the console. Once the system is up, go back and check what went wrong.


During the third stage of the boot process, one can still switch between
the internal console and the serial console by setting appropriate
environment variables in the boot loader. See MAN.LOADER.8 for more
information.



Note


This line in /boot/loader.conf or /boot/loader.conf.local
configures the boot loader and the kernel to send their boot
messages to the serial console, regardless of the options in
/boot.config:


console="comconsole"






That line should be the first line of /boot/loader.conf so that
boot messages are displayed on the serial console as early as
possible.


If that line does not exist, or if it is set to
console="vidconsole", the boot loader and the kernel will use
whichever console is indicated by -h in the boot block. See
MAN.LOADER.CONF.5 for more information.


At the moment, the boot loader has no option equivalent to -P in
the boot block, and there is no provision to automatically select
the internal console and the serial console based on the presence of
the keyboard.


Tip


While it is not required, it is possible to provide a login
prompt over the serial line. To configure this, edit the entry for
the serial port in /etc/ttys using the instructions in ?. If the
speed of the serial port has been changed, change std.9600 to
match the new setting.









Setting a Faster Serial Port Speed


By default, the serial port settings are 9600 baud, 8 bits, no parity,
and 1 stop bit. To change the default console speed, use one of the
following options:



		Edit /etc/make.conf and set BOOT_COMCONSOLE_SPEED to the new
console speed. Then, recompile and install the boot blocks and the
boot loader:


PROMPT.ROOT cd /sys/boot
PROMPT.ROOT make clean
PROMPT.ROOT make
PROMPT.ROOT make install






If the serial console is configured in some other way than by booting
with -h, or if the serial console used by the kernel is different
from the one used by the boot blocks, add the following option, with
the desired speed, to a custom kernel configuration file and compile
a new kernel:


options CONSPEED=19200









		Add the -S19200 boot option to /boot.config, replacing 19200
with the speed to use.





		Add the following options to /boot/loader.conf. Replace 115200
with the speed to use.


boot_multicons="YES"
boot_serial="YES"
comconsole_speed="115200"
console="comconsole,vidconsole"















Entering the DDB Debugger from the Serial Line


To configure the ability to drop into the kernel debugger from the
serial console, add the following options to a custom kernel
configuration file and compile the kernel using the instructions in ?.
Note that while this is useful for remote diagnostics, it is also
dangerous if a spurious BREAK is generated on the serial port. Refer to
MAN.DDB.4 and MAN.DDB.8 for more information about the kernel debugger.


options BREAK_TO_DEBUGGER
options DDB
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The hardware notes for FreeBSD are customized for different platforms,
as some of the changes made to FreeBSD apply only to specific processor
architectures.


Hardware notes for FreeBSD 4.7-RELEASE are available for the following
platforms:



		i386


		Alpha





A list of all platforms currently under development can be found on the
Supported Platforms page.
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presentation formats using XSLT. The printed version of this document
would not be possible without Donald Knuth’s TEX typesetting language,
Leslie Lamport’s LaTeX, or Sebastian Rahtz’s JadeTeX macro package.
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Date: Thu, 10 Oct 2002 07:47:54 -0700


From: “Murray Stokely” <murray@FreeBSD.org>

To: freebsd-announce@FreeBSD.org

Subject: FreeBSD 4.7-RELEASE is now available





I am happy to announce the availability of FreeBSD 4.7-RELEASE, the
latest release of the FreeBSD -STABLE development branch. Since FreeBSD
4.6-RELEASE in June 2002, we have updated a number of software programs
in the base system, such as GCC and sendmail. Several new drivers have
been added for USB devices and disk controllers. We have also
incorporated updates for XFree86 and our Linux emulation libraries.


FreeBSD 4.7 also incorporates all of the security and bug fixes from
4.6.2 (released in August 2002), including several ATA-related bugfixes,
updates for OpenSSL and OpenSSH, and fixes to address several security
advisories.


For a complete list of new features and known problems, please see the
release notes and errata list, available here:


http://www.FreeBSD.org/releases/4.7R/relnotes.html


http://www.FreeBSD.org/releases/4.7R/errata.html


For more information about FreeBSD release engineering activities
(including information about the upcoming FreeBSD 5.0), please see:


http://www.FreeBSD.org/releng/



Availability


FreeBSD 4.7-RELEASE supports the i386 and alpha architectures and can be
installed directly over the net using the boot floppies or copied to a
local NFS/FTP server. Distributions for the i386 are available now. As
of this writing, the final builds for the alpha architecture are in
progress and will be made available shortly.


We can’t promise that all the mirror sites will carry the larger ISO
images, but they will at least be available from:



		ftp://ftp.FreeBSD.org/pub/FreeBSD/


		ftp://ftp12.FreeBSD.org/pub/FreeBSD/


		ftp://ftp.tw.FreeBSD.org/pub/FreeBSD/


		ftp://ftp{2,3,4,5}.jp.freebsd.org/pub/FreeBSD/ [ftp://ftp4.jp.freebsd.org/pub/FreeBSD/]


		ftp://ftp.cz.FreeBSD.org/pub/FreeBSD/


		ftp://ftp7.de.FreeBSD.org/pub/FreeBSD/


		ftp://ftp.lt.FreeBSD.org/pub/FreeBSD/


		ftp://ftp2.za.FreeBSD.org/pub/FreeBSD/


		ftp://ftp.se.FreeBSD.org/pub/FreeBSD/


		ftp://ftp{1,2,4}.ru.FreeBSD.org/pub/FreeBSD/ [ftp://ftp.ru.FreeBSD.org/pub/FreeBSD/]





If you can’t afford FreeBSD on media, are impatient, or just want to use
it for evangelism purposes, then by all means download the ISO images,
otherwise please continue to support the FreeBSD Project by purchasing
media from one of our supporting vendors. The following companies have
contributed substantially to the development of FreeBSD:








		FreeBSD Mall, Inc.
		http://www.freebsdmall.com/



		Daemon News
		http://www.bsdmall.com/freebsd1.html







Each CD or DVD set contains the FreeBSD installation and application
package bits for the i386 (“PC”) architecture. For a set of distfiles
used to build ports in the ports collection, please see the FreeBSD
Toolkit, a 6 CD set containing extra bits which no longer fit on the 4
CD set, or the DVD distribution.


FreeBSD is also available via anonymous FTP from mirror sites in the
following countries: Argentina, Australia, Brazil, Bulgaria, Canada,
China, Czech Republic, Denmark, Estonia, Finland, France, Germany, Hong
Kong, Hungary, Iceland, Ireland, Japan, Korea, Lithuania, the
Netherlands, New Zealand, Poland, Portugal, Romania, Russia, Saudi
Arabia, South Africa, Slovak Republic, Slovenia, Spain, Sweden, Taiwan,
Thailand, Ukraine, and the United Kingdom.


Before trying the central FTP site, please check your regional mirror(s)
first by going to:


ftp://ftp.<yourdomain>.FreeBSD.org/pub/FreeBSD


Any additional mirror sites will be labeled ftp2, ftp3 and so on.


More information about FreeBSD mirror sites can be found at:


http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/mirrors-ftp.html


For instructions on installing FreeBSD, please see Chapter 2 of The
FreeBSD Handbook. It provides a complete installation walk-through for
users new to FreeBSD, and can be found online at:


http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/install.html
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The OS Booting Process





Synopsis


booting
bootstrap
The process of starting a computer and loading the operating system is
referred to as “the bootstrap process”, or “booting”. OS’s boot process
provides a great deal of flexibility in customizing what happens when
the system starts, including the ability to select from different
operating systems installed on the same computer, different versions of
the same operating system, or a different installed kernel.


This chapter details the configuration options that can be set. It
demonstrates how to customize the OS boot process, including everything
that happens until the OS kernel has started, probed for devices, and
started MAN.INIT.8. This occurs when the text color of the boot messages
changes from bright white to grey.


After reading this chapter, you will recognize:



		The components of the OS bootstrap system and how they interact.





		The options that can be passed to the components in the OS bootstrap
in order to control the boot process.





		How to configure a customized boot splash screen.





		The basics of setting device hints.





		How to boot into single- and multi-user mode and how to properly shut
down a OS system.



Note


This chapter only describes the boot process for OS running on x86
and amd64 systems.















OS Boot Process


Turning on a computer and starting the operating system poses an
interesting dilemma. By definition, the computer does not know how to do
anything until the operating system is started. This includes running
programs from the disk. If the computer can not run a program from the
disk without the operating system, and the operating system programs are
on the disk, how is the operating system started?


This problem parallels one in the book The Adventures of Baron
Munchausen. A character had fallen part way down a manhole, and pulled
himself out by grabbing his bootstraps and lifting. In the early days of
computing, the term bootstrap was applied to the mechanism used to load
the operating system. It has since become shortened to “booting”.


BIOS
Basic Input/Output System
BIOS
On x86 hardware, the Basic Input/Output System (BIOS) is responsible for
loading the operating system. The BIOS looks on the hard disk for the
Master Boot Record (MBR), which must be located in a specific place on
the disk. The BIOS has enough knowledge to load and run the MBR, and
assumes that the MBR can then carry out the rest of the tasks involved
in loading the operating system, possibly with the help of the BIOS.



Note


OS provides for booting from both the older MBR standard, and the
newer GUID Partition Table (GPT). GPT partitioning is often found on
computers with the Unified Extensible Firmware Interface (UEFI).
However, OS can boot from GPT partitions even on machines with only
a legacy BIOS with MAN.GPTBOOT.8. Work is under way to provide
direct UEFI booting.






Master Boot Record (
MBR
)
Boot Manager
Boot Loader
The code within the MBR is typically referred to as a boot manager,
especially when it interacts with the user. The boot manager usually has
more code in the first track of the disk or within the file system.
Examples of boot managers include the standard OS boot manager boot0,
also called Boot Easy, and Grub, which is used by many LINUX
distributions.


If only one operating system is installed, the MBR searches for the
first bootable (active) slice on the disk, and then runs the code on
that slice to load the remainder of the operating system. When multiple
operating systems are present, a different boot manager can be installed
to display a list of operating systems so the user can select one to
boot.


The remainder of the OS bootstrap system is divided into three stages.
The first stage knows just enough to get the computer into a specific
state and run the second stage. The second stage can do a little bit
more, before running the third stage. The third stage finishes the task
of loading the operating system. The work is split into three stages
because the MBR puts limits on the size of the programs that can be run
at stages one and two. Chaining the tasks together allows OS to provide
a more flexible loader.


kernel
MAN.INIT.8
The kernel is then started and begins to probe for devices and
initialize them for use. Once the kernel boot process is finished, the
kernel passes control to the user process MAN.INIT.8, which makes sure
the disks are in a usable state, starts the user-level resource
configuration which mounts file systems, sets up network cards to
communicate on the network, and starts the processes which have been
configured to run at startup.


This section describes these stages in more detail and demonstrates how
to interact with the OS boot process.



The Boot Manager


Boot Manager
Master Boot Record (
MBR
)
The boot manager code in the MBR is sometimes referred to as stage
zero of the boot process. By default, OS uses the boot0 boot manager.


The MBR installed by the OS installer is based on /boot/boot0. The
size and capability of boot0 is restricted to 446 bytes due to the slice
table and 0x55AA identifier at the end of the MBR. If boot0 and
multiple operating systems are installed, a message similar to this
example will be displayed at boot time:


F1 Win
F2 FreeBSD

Default: F2






Other operating systems will overwrite an existing MBR if they are
installed after OS. If this happens, or to replace the existing MBR with
the OS MBR, use the following command:


PROMPT.ROOT fdisk -B -b /boot/boot0 device






where device is the boot disk, such as ad0 for the first IDE disk,
ad2 for the first IDE disk on a second IDE controller, or da0
for the first SCSI disk. To create a custom configuration of the MBR,
refer to MAN.BOOT0CFG.8.





Stage One and Stage Two


Conceptually, the first and second stages are part of the same program
on the same area of the disk. Because of space constraints, they have
been split into two, but are always installed together. They are copied
from the combined /boot/boot by the OS installer or bsdlabel.


These two stages are located outside file systems, in the first track of
the boot slice, starting with the first sector. This is where boot0, or
any other boot manager, expects to find a program to run which will
continue the boot process.


The first stage, boot1, is very simple, since it can only be 512
bytes in size. It knows just enough about the OS bsdlabel, which stores
information about the slice, to find and execute boot2.


Stage two, boot2, is slightly more sophisticated, and understands
the OS file system enough to find files. It can provide a simple
interface to choose the kernel or loader to run. It runs loader, which
is much more sophisticated and provides a boot configuration file. If
the boot process is interrupted at stage two, the following interactive
screen is displayed:


>> FreeBSD/i386 BOOT
Default: 0:ad(0,a)/boot/loader
boot:






To replace the installed boot1 and boot2, use bsdlabel,
where diskslice is the disk and slice to boot from, such as ad0s1
for the first slice on the first IDE disk:


PROMPT.ROOT bsdlabel -B diskslice

**Warning**

If just the disk name is used, such as ``ad0``, ``bsdlabel`` will
create the disk in “dangerously dedicated mode”, without slices.
This is probably not the desired action, so double check the
diskslice before pressing Return.









Stage Three


boot-loader
The loader is the final stage of the three-stage bootstrap process. It
is located on the file system, usually as /boot/loader.


The loader is intended as an interactive method for configuration, using
a built-in command set, backed up by a more powerful interpreter which
has a more complex command set.


During initialization, loader will probe for a console and for disks,
and figure out which disk it is booting from. It will set variables
accordingly, and an interpreter is started where user commands can be
passed from a script or interactively.


loader
loader configuration
The loader will then read /boot/loader.rc, which by default reads in
/boot/defaults/loader.conf which sets reasonable defaults for
variables and reads /boot/loader.conf for local changes to those
variables. loader.rc then acts on these variables, loading whichever
modules and kernel are selected.


Finally, by default, loader issues a 10 second wait for key presses, and
boots the kernel if it is not interrupted. If interrupted, the user is
presented with a prompt which understands the command set, where the
user may adjust variables, unload all modules, load modules, and then
finally boot or reboot. ? lists the most commonly used loader commands.
For a complete discussion of all available commands, refer to
MAN.LOADER.8.








		Variable
		Description





		autoboot seconds
		Proceeds to boot the kernel if not interrupted within the time span given, in seconds. It displays a countdown, and the default time span is 10 seconds.



		boot [-options] [kernelname]
		Immediately proceeds to boot the kernel, with any specified options or kernel name. Providing a kernel name on the command-line is only applicable after an unload has been issued. Otherwise, the previously-loaded kernel will be used. If kernelname is not qualified it will be searched under /boot/kernel and /boot/modules.



		boot-conf
		Goes through the same automatic configuration of modules based on specified variables, most commonly kernel. This only makes sense if unload is used first, before changing some variables.



		help [topic]
		Shows help messages read from /boot/loader.help. If the topic given is index, the list of available topics is displayed.



		include filename …
		Reads the specified file and interprets it line by line. An error immediately stops the include.



		load [-t type] filename
		Loads the kernel, kernel module, or file of the type given, with the specified filename. Any arguments after filename are passed to the file. If filename is not qualified it will be searched under /boot/kernel and /boot/modules.



		ls [-l] [path]
		Displays a listing of files in the given path, or the root directory, if the path is not specified. If -l is specified, file sizes will also be shown.



		lsdev [-v]
		Lists all of the devices from which it may be possible to load modules. If -v is specified, more details are printed.



		lsmod [-v]
		Displays loaded modules. If -v is specified, more details are shown.



		more filename
		Displays the files specified, with a pause at each LINES displayed.



		reboot
		Immediately reboots the system.



		set variable, set variable=value
		Sets the specified environment variables.



		unload
		Removes all loaded modules.







Table: Loader Built-In Commands


Here are some practical examples of loader usage. To boot the usual
kernel in single-user mode single-user mode:


boot -s






To unload the usual kernel and modules and then load the previous or
another, specified kernel:


unload
load kernel.old






Use kernel.GENERIC to refer to the default kernel that comes with an
installation, or kernel.old, to refer to the previously installed
kernel before a system upgrade or before configuring a custom kernel.


Use the following to load the usual modules with another kernel:


unload
set kernel="kernel.old"
boot-conf






To load an automated kernel configuration script:


load -t userconfig_script /boot/kernel.conf






kernel
boot interaction
Last Stage
———-


MAN.INIT.8
Once the kernel is loaded by either loader or by boot2, which bypasses
loader, it examines any boot flags and adjusts its behavior as
necessary. ? lists the commonly used boot flags. Refer to MAN.BOOT.8 for
more information on the other boot flags.


kernel
bootflags
+———-+————————————————————————————–+
| Option   | Description                                                                          |
+==========+======================================================================================+
| -a   | During kernel initialization, ask for the device to mount as the root file system.   |
+———-+————————————————————————————–+
| -C   | Boot the root file system from a CDROM.                                              |
+———-+————————————————————————————–+
| -s   | Boot into single-user mode.                                                          |
+———-+————————————————————————————–+
| -v   | Be more verbose during kernel startup.                                               |
+———-+————————————————————————————–+


Table: Kernel Interaction During Boot


Once the kernel has finished booting, it passes control to the user
process MAN.INIT.8, which is located at /sbin/init, or the program
path specified in the init_path variable in loader. This is the
last stage of the boot process.


The boot sequence makes sure that the file systems available on the
system are consistent. If a UFS file system is not, and fsck cannot
fix the inconsistencies, init drops the system into single-user mode so
that the system administrator can resolve the problem directly.
Otherwise, the system boots into multi-user mode.



Single-User Mode


single-user mode
console
A user can specify this mode by booting with -s or by setting the
boot_single variable in loader. It can also be reached by running
shutdown now from multi-user mode. Single-user mode begins with this
message:


Enter full pathname of shell or RETURN for /bin/sh:






If the user presses Enter, the system will enter the default Bourne
shell. To specify a different shell, input the full path to the shell.


Single-user mode is usually used to repair a system that will not boot
due to an inconsistent file system or an error in a boot configuration
file. It can also be used to reset the root password when it is unknown.
These actions are possible as the single-user mode prompt gives full,
local access to the system and its configuration files. There is no
networking in this mode.


While single-user mode is useful for repairing a system, it poses a
security risk unless the system is in a physically secure location. By
default, any user who can gain physical access to a system will have
full control of that system after booting into single-user mode.


If the system console is changed to insecure in /etc/ttys,
the system will first prompt for the root password before initiating
single-user mode. This adds a measure of security while removing the
ability to reset the root password when it is unknown.


# name  getty                           type    status          comments
#
# If console is marked "insecure", then init will ask for the root password
# when going to single-user mode.
console none                            unknown off insecure






An insecure console means that physical security to the console is
considered to be insecure, so only someone who knows the root password
may use single-user mode.





Multi-User Mode


multi-user mode
If init finds the file systems to be in order, or once the user has
finished their commands in single-user mode and has typed exit to
leave single-user mode, the system enters multi-user mode, in which it
starts the resource configuration of the system.


rc files
The resource configuration system reads in configuration defaults from
/etc/defaults/rc.conf and system-specific details from
/etc/rc.conf. It then proceeds to mount the system file systems
listed in /etc/fstab. It starts up networking services,
miscellaneous system daemons, then the startup scripts of locally
installed packages.


To learn more about the resource configuration system, refer to MAN.RC.8
and examine the scripts located in /etc/rc.d.









Configuring Boot Time Splash Screens


Typically when a OS system boots, it displays its progress as a series
of messages at the console. A boot splash screen creates an alternate
boot screen that hides all of the boot probe and service startup
messages. A few boot loader messages, including the boot options menu
and a timed wait countdown prompt, are displayed at boot time, even when
the splash screen is enabled. The display of the splash screen can be
turned off by hitting any key on the keyboard during the boot process.


There are two basic environments available in OS. The first is the
default legacy virtual console command line environment. After the
system finishes booting, a console login prompt is presented. The second
environment is a configured graphical environment. Refer to ? for more
information on how to install and configure a graphical display manager
and a graphical login manager.


Once the system has booted, the splash screen defaults to being a screen
saver. After a time period of non-use, the splash screen will display
and will cycle through steps of changing intensity of the image, from
bright to very dark and over again. The configuration of the splash
screen saver can be overridden by adding a saver= line to
/etc/rc.conf. Several built-in screen savers are available and
described in MAN.SPLASH.4. The saver= option only applies to virtual
consoles and has no effect on graphical display managers.


Sample splash screen files can be downloaded from the gallery at
http://artwork.freebsdgr.org [http://artwork.freebsdgr.org/node/3/].
By installing the sysutils/bsd-splash-changer package or port, a random
splash image from a collection will display at boot.


The splash screen function supports 256-colors in the bitmap (.bmp),
ZSoft PCX (.pcx), or TheDraw (.bin) formats. The .bmp,
.pcx, or .bin image has to be placed on the root partition, for
example in /boot. The splash image files must have a resolution of
320 by 200 pixels or less in order to work on standard VGA adapters. For
the default boot display resolution of 256-colors and 320 by 200 pixels
or less, add the following lines to /boot/loader.conf. Replace
splash.bmp with the name of the bitmap file to use:


splash_bmp_load="YES"
bitmap_load="YES"
bitmap_name="/boot/splash.bmp"






To use a PCX file instead of a bitmap file:


splash_pcx_load="YES"
bitmap_load="YES"
bitmap_name="/boot/splash.pcx"






To instead use ASCII art in the https://en.wikipedia.org/wiki/TheDraw
format:


splash_txt="YES"
bitmap_load="YES"
bitmap_name="/boot/splash.bin"






To use larger images that fill the whole display screen, up to the
maximum resolution of 1024 by 768 pixels, the VESA module must also be
loaded during system boot. If using a custom kernel, ensure that the
custom kernel configuration file includes the VESA kernel
configuration option. To load the VESA module for the splash screen, add
this line to /boot/loader.conf before the three lines mentioned in
the above examples:


vesa_load="YES"






Other interesting loader.conf options include:



		beastie_disable="YES"


		This will stop the boot options menu from being displayed, but the
timed wait count down prompt will still be present. Even with the
display of the boot options menu disabled, entering an option
selection at the timed wait count down prompt will enact the
corresponding boot option.


		loader_logo="beastie"


		This will replace the default words “OS”, which are displayed to the
right of the boot options menu, with the colored beastie logo.





For more information, refer to MAN.SPLASH.4, MAN.LOADER.CONF.5, and
MAN.VGA.4.





Device Hints


device.hints
During initial system startup, the boot MAN.LOADER.8 reads
MAN.DEVICE.HINTS.5. This file stores kernel boot information known as
variables, sometimes referred to as “device hints”. These “device hints”
are used by device drivers for device configuration.


Device hints may also be specified at the Stage 3 boot loader prompt, as
demonstrated in ?. Variables can be added using set, removed with
unset, and viewed show. Variables set in /boot/device.hints
can also be overridden. Device hints entered at the boot loader are not
permanent and will not be applied on the next reboot.


Once the system is booted, MAN.KENV.1 can be used to dump all of the
variables.


The syntax for /boot/device.hints is one variable per line, using
the hash “#” as comment markers. Lines are constructed as follows:


hint.driver.unit.keyword="value"






The syntax for the Stage 3 boot loader is:


set hint.driver.unit.keyword=value






where driver is the device driver name, unit is the device
driver unit number, and keyword is the hint keyword. The keyword may
consist of the following options:



		at: specifies the bus which the device is attached to.


		port: specifies the start address of the I/O to be used.


		irq: specifies the interrupt request number to be used.


		drq: specifies the DMA channel number.


		maddr: specifies the physical memory address occupied by the
device.


		flags: sets various flag bits for the device.


		disabled: if set to 1 the device is disabled.





Since device drivers may accept or require more hints not listed here,
viewing a driver’s manual page is recommended. For more information,
refer to MAN.DEVICE.HINTS.5, MAN.KENV.1, MAN.LOADER.CONF.5, and
MAN.LOADER.8.





Shutdown Sequence


MAN.SHUTDOWN.8
Upon controlled shutdown using MAN.SHUTDOWN.8, MAN.INIT.8 will attempt
to run the script /etc/rc.shutdown, and then proceed to send all
processes the TERM signal, and subsequently the KILL signal to
any that do not terminate in a timely manner.


To power down a OS machine on architectures and systems that support
power management, use shutdown -p now to turn the power off
immediately. To reboot a OS system, use shutdown -r now. One must be
root or a member of operator in order to run MAN.SHUTDOWN.8. One can
also use MAN.HALT.8 and MAN.REBOOT.8. Refer to their manual pages and to
MAN.SHUTDOWN.8 for more information.



Note


Power management requires MAN.ACPI.4 to be loaded as a module or
statically compiled into a custom kernel.
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The hardware notes for FreeBSD are customized for different platforms,
as some of the changes made to FreeBSD apply only to specific processor
architectures.


Hardware notes for FreeBSD 5.0-DP1 are available for the following
platforms:



		i386


		alpha


		sparc64





A list of all platforms currently under development can be found on the
Supported Platforms page.
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Other File Systems





Synopsis


File Systems
File Systems Support
File Systems
File systems are an integral part of any operating system. They allow
users to upload and store files, provide access to data, and make hard
drives useful. Different operating systems differ in their native file
system. Traditionally, the native OS file system has been the Unix File
System UFS which has been modernized as UFS2. Since OS 7.0, the Z File
System (ZFS) is also available as a native file system. See ? for more
information.


In addition to its native file systems, OS supports a multitude of other
file systems so that data from other operating systems can be accessed
locally, such as data stored on locally attached USB storage devices,
flash drives, and hard disks. This includes support for the LINUX
Extended File System (EXT) and the Reiser file system.


There are different levels of OS support for the various file systems.
Some require a kernel module to be loaded and others may require a
toolset to be installed. Some non-native file system support is full
read-write while others are read-only.


After reading this chapter, you will know:



		The difference between native and supported file systems.


		Which file systems are supported by OS.


		How to enable, configure, access, and make use of non-native file
systems.





Before reading this chapter, you should:



		Understand UNIX and OS basics.


		Be familiar with the basics of kernel configuration and
compilation.


		Feel comfortable installing software in OS.


		Have some familiarity with disks, storage, and device
names in OS.








LINUX File Systems


OS provides built-in support for several LINUX file systems. This
section demonstrates how to load support for and how to mount the
supported LINUX file systems.



ext2


Kernel support for ext2 file systems has been available since OS 2.2. In
OS 8.x and earlier, the code is licensed under the GPL. Since OS 9.0,
the code has been rewritten and is now BSD licensed.


The MAN.EXT2FS.5 driver allows the OS kernel to both read and write to
ext2 file systems.



Note


This driver can also be used to access ext3 and ext4 file systems.
However, ext3 journaling, extended attributes, and inodes greater
than 128-bytes are not supported. Support for ext4 is read-only.






To access an ext file system, first load the kernel loadable module:


PROMPT.ROOT kldload ext2fs






Then, mount the ext volume by specifying its OS partition name and an
existing mount point. This example mounts /dev/ad1s1 on /mnt:


PROMPT.ROOT mount -t ext2fs /dev/ad1s1 /mnt









ReiserFS


OS provides read-only support for The Reiser file system, ReiserFS.


To load the MAN.REISERFS.5 driver:


PROMPT.ROOT kldload reiserfs






Then, to mount a ReiserFS volume located on /dev/ad1s1:


PROMPT.ROOT mount -t reiserfs /dev/ad1s1 /mnt
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Date: Monday, 8 Apr 2002 15:00:00 -0800


From: “Murray Stokely” <murray@FreeBSD.org>

To: announce@FreeBSD.org

Subject: FreeBSD 5.0 Developer Preview #1 Now Available





A Developer Preview release of FreeBSD 5.0-CURRENT is now available for
widespread testing. This preview is a significant milestone towards the
eventual release of FreeBSD 5.0 in late 2002. Some of the many new
features that are available in this snapshot are listed below:



		SMP support has been largely reworked, incorporating code from BSD/OS
5.0 (in progress).


		The random(4) device has been rewritten to use the Yarrow algorithm.
It harvests entropy from a variety of interrupt sources (hardware
devices) to provide the entropy required by strong cryptography.


		Support for 32-bit Cardbus devices has been added for mobile
computers (NEWCARD).


		Significant security enhancements have been made throughout the
system, including a reworked PAM implementation, ACLs, and fewer
privileged programs in the base system.


		An implementation of scheduler activiations has been added to the
kernel to more efficiently handle multi-threaded programs. (in
progress).


		A device filesystem has been added to allow entries in the /dev
directory to be automatically attached. Among other benefits, devfs
provides better support for attaching and detaching peripheral
devices.


		Support for the sparc64 architecture, including most modern
workstations and entry level servers from Sun Microsystems (and
possibly clones from Tatung, and others).


		FFS snapshots and background fsck(8).






WARNING




This is a development snapshot, and may include serious software bugs.
Do not install this on a machine where important data may be put at
risk. In addition, a number of debugging options are turned on by
default, so the poor performance of this snapshot should not set
expectations for the final release of 5.0.




That said, we have done our best to provide a stable system for
developers and power-users to help test the new functionality in 5.0.
For a complete list of new features and known problems, please see the
release
notes [http://www.FreeBSD.org/releases/5.0R/DP1/relnotes.html] and
errata list [http://www.FreeBSD.org/releases/5.0R/DP1/errata.html].





Availability


5.0-DP1 is available for the i386, alpha, and sparc64 architectures and
can be installed directly over the net using the boot floppies or copied
to a local NFS/FTP server.


If you can’t afford the CDs, are impatient, or just want to use it for
evangelism purposes, then by all means download the ISOs, otherwise
please continue to support the FreeBSD project by purchasing media from
one of our supporting vendors. This Developer Preview release is
available on CD-ROM from the FreeBSD
Mall [http://www.FreeBSDmall.com].


http://www.FreeBSDMall.com/


FreeBSD is also available via anonymous FTP from mirror sites in the
following countries: Argentina, Australia, Brazil, Bulgaria, Canada,
China, Czech Republic, Denmark, Estonia, Finland, France, Germany, Hong
Kong, Hungary, Iceland, Ireland, Israel, Japan, Korea, Lithuania,
Latvia, the Netherlands, Poland, Portugal, Romania, Russia, Saudi
Arabia, South Africa, Slovak Republic, Slovenia, Spain, Sweden, Taiwan,
Thailand, the Ukraine, the United Kingdom, and the United States.


Before trying the central FTP site, please check your regional mirror(s)
first by going to:


ftp://ftp.<yourdomain>.FreeBSD.org/pub/FreeBSD


Any additional mirror sites will be labeled ftp2, ftp3 and so on.


We can’t promise that all the mirror sites will carry the larger ISO
images, but they will at least be available from:



		ftp://ftp.FreeBSD.org/pub/FreeBSD/


		ftp://ftp2.FreeBSD.org/pub/FreeBSD/


		ftp://ftp5.FreeBSD.org/pub/FreeBSD/


		ftp://ftp.au.FreeBSD.org/pub/FreeBSD/


		ftp://ftp.uk.FreeBSD.org/pub/FreeBSD/


		ftp://ftp.dk.FreeBSD.org/pub/FreeBSD/





See the FreeBSD Handbook [http://www.FreeBSD.org/handbook] for
additional information about FreeBSD mirror sites.
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DTRACE





Synopsis


DTRACE
DTRACE support
DTRACE
DTRACE, also known as Dynamic Tracing, was developed by SUN as a tool
for locating performance bottlenecks in production and pre-production
systems. In addition to diagnosing performance problems, DTRACE can be
used to help investigate and debug unexpected behavior in both the OS
kernel and in userland programs.


DTRACE is a remarkable profiling tool, with an impressive array of
features for diagnosing system issues. It may also be used to run
pre-written scripts to take advantage of its capabilities. Users can
author their own utilities using the DTRACE D Language, allowing them to
customize their profiling based on specific needs.


The OS implementation provides full support for kernel DTRACE and
experimental support for userland DTRACE. Userland DTRACE allows users
to perform function boundary tracing for userland programs using the
pid provider, and to insert static probes into userland programs for
later tracing. Some ports, such as databases/postgres-server and
lang/php5 have a DTRACE option to enable static probes. OS 10.0-RELEASE
has reasonably good userland DTRACE support, but it is not considered
production ready. In particular, it is possible to crash traced
programs.


The official guide to DTrace is maintained by the Illumos project at
DTrace Guide.


After reading this chapter, you will know:



		What DTRACE is and what features it provides.


		Differences between the SOLARIS DTRACE implementation and the one
provided by OS.


		How to enable and use DTRACE on OS.





Before reading this chapter, you should:



		Understand UNIX and OS basics (?).


		Have some familiarity with security and how it pertains to OS (?).








Implementation Differences


While the DTRACE in OS is similar to that found in SOLARIS, differences
do exist. The primary difference is that in OS, DTRACE is implemented as
a set of kernel modules and DTRACE can not be used until the modules are
loaded. To load all of the necessary modules:


PROMPT.ROOT kldload dtraceall






Beginning with OS 10.0-RELEASE, the modules are automatically loaded
when dtrace is run.


OS uses the DDB_CTF kernel option to enable support for loading CTF
data from kernel modules and the kernel itself. CTF is the SOLARIS
Compact C Type Format which encapsulates a reduced form of debugging
information similar to DWARF and the venerable stabs. CTF data is added
to binaries by the ctfconvert and ctfmerge build tools. The
ctfconvert utility parses DWARF ELF debug sections created by the
compiler and ctfmerge merges CTF ELF sections from objects into
either executables or shared libraries.


Some different providers exist for OS than for SOLARIS. Most notable is
the dtmalloc provider, which allows tracing malloc() by type in
the OS kernel. Some of the providers found in SOLARIS, such as cpc
and mib, are not present in OS. These may appear in future versions
of OS. Moreover, some of the providers available in both operating
systems are not compatible, in the sense that their probes have
different argument types. Thus, D scripts written on SOLARIS may or may
not work unmodified on OS, and vice versa.


Due to security differences, only root may use DTRACE on OS. SOLARIS has
a few low level security checks which do not yet exist in OS. As such,
the /dev/dtrace/dtrace is strictly limited to root.


DTRACE falls under the Common Development and Distribution License
(CDDL) license. To view this license on OS, see
/usr/src/cddl/contrib/opensolaris/OPENSOLARIS.LICENSE or view it
online at http://opensource.org/licenses/CDDL-1.0. While a OS kernel
with DTRACE support is BSD licensed, the CDDL is used when the modules
are distributed in binary form or the binaries are loaded.





Enabling DTRACE Support


In OS 9.2 and 10.0, DTRACE support is built into the GENERIC kernel.
Users of earlier versions of OS or who prefer to statically compile in
DTRACE support should add the following lines to a custom kernel
configuration file and recompile the kernel using the instructions in ?:


options         KDTRACE_HOOKS
options         DDB_CTF
options     DEBUG=-g






Users of the AMD64 architecture should also add this line:


options         KDTRACE_FRAME






This option provides support for FBT. While DTRACE will work without
this option, there will be limited support for function boundary
tracing.


Once the OS system has rebooted into the new kernel, or the DTRACE
kernel modules have been loaded using kldload dtraceall, the system
will need support for the Korn shell as the DTRACE Toolkit has several
utilities written in ksh. Make sure that the shells/ksh93 package or
port is installed. It is also possible to run these tools under
shells/pdksh or shells/mksh.


Finally, install the current DTRACE Toolkit, a collection of ready-made
scripts for collecting system information. There are scripts to check
open files, memory, CPU usage, and a lot more. OS 10 installs a few of
these scripts into /usr/share/dtrace. On other OS versions, or to
install the full DTRACE Toolkit, use the sysutils/DTraceToolkit package
or port.



Note


The scripts found in /usr/share/dtrace have been specifically
ported to OS. Not all of the scripts found in the DTRACE Toolkit
will work as-is on OS and some scripts may require some effort in
order for them to work on OS.






The DTRACE Toolkit includes many scripts in the special language of
DTRACE. This language is called the D language and it is very similar to
C++. An in depth discussion of the language is beyond the scope of this
document. It is extensively discussed at
http://wikis.oracle.com/display/DTrace/Documentation.





Using DTRACE


DTRACE scripts consist of a list of one or more probes, or
instrumentation points, where each probe is associated with an action.
Whenever the condition for a probe is met, the associated action is
executed. For example, an action may occur when a file is opened, a
process is started, or a line of code is executed. The action might be
to log some information or to modify context variables. The reading and
writing of context variables allows probes to share information and to
cooperatively analyze the correlation of different events.


To view all probes, the administrator can execute the following command:


PROMPT.ROOT dtrace -l | more






Each probe has an ID, a PROVIDER (dtrace or fbt), a MODULE,
and a FUNCTION NAME. Refer to MAN.DTRACE.1 for more information
about this command.


The examples in this section provide an overview of how to use two of
the fully supported scripts from the DTRACE Toolkit: the hotkernel
and procsystime scripts.


The hotkernel script is designed to identify which function is using
the most kernel time. It will produce output similar to the following:


PROMPT.ROOT cd /usr/share/dtrace/toolkit
PROMPT.ROOT ./hotkernel
Sampling... Hit Ctrl-C to end.






As instructed, use the Ctrl+C+ key combination to stop the process. Upon
termination, the script will display a list of kernel functions and
timing information, sorting the output in increasing order of time:


kernel`_thread_lock_flags                                   2   0.0%
0xc1097063                                                  2   0.0%
kernel`sched_userret                                        2   0.0%
kernel`kern_select                                          2   0.0%
kernel`generic_copyin                                       3   0.0%
kernel`_mtx_assert                                          3   0.0%
kernel`vm_fault                                             3   0.0%
kernel`sopoll_generic                                       3   0.0%
kernel`fixup_filename                                       4   0.0%
kernel`_isitmyx                                             4   0.0%
kernel`find_instance                                        4   0.0%
kernel`_mtx_unlock_flags                                    5   0.0%
kernel`syscall                                              5   0.0%
kernel`DELAY                                                5   0.0%
0xc108a253                                                  6   0.0%
kernel`witness_lock                                         7   0.0%
kernel`read_aux_data_no_wait                                7   0.0%
kernel`Xint0x80_syscall                                     7   0.0%
kernel`witness_checkorder                                   7   0.0%
kernel`sse2_pagezero                                        8   0.0%
kernel`strncmp                                              9   0.0%
kernel`spinlock_exit                                       10   0.0%
kernel`_mtx_lock_flags                                     11   0.0%
kernel`witness_unlock                                      15   0.0%
kernel`sched_idletd                                       137   0.3%
0xc10981a5                                              42139  99.3%






This script will also work with kernel modules. To use this feature, run
the script with -m:


PROMPT.ROOT ./hotkernel -m
Sampling... Hit Ctrl-C to end.
^C
MODULE                                                  COUNT   PCNT
0xc107882e                                                  1   0.0%
0xc10e6aa4                                                  1   0.0%
0xc1076983                                                  1   0.0%
0xc109708a                                                  1   0.0%
0xc1075a5d                                                  1   0.0%
0xc1077325                                                  1   0.0%
0xc108a245                                                  1   0.0%
0xc107730d                                                  1   0.0%
0xc1097063                                                  2   0.0%
0xc108a253                                                 73   0.0%
kernel                                                    874   0.4%
0xc10981a5                                             213781  99.6%






The procsystime script captures and prints the system call time
usage for a given process ID (PID) or process name. In the following
example, a new instance of /bin/csh was spawned. Then,
procsystime was executed and remained waiting while a few commands
were typed on the other incarnation of csh. These are the results of
this test:


PROMPT.ROOT ./procsystime -n csh
Tracing... Hit Ctrl-C to end...
^C

Elapsed Times for processes csh,

         SYSCALL          TIME (ns)
          getpid               6131
       sigreturn               8121
           close              19127
           fcntl              19959
             dup              26955
         setpgid              28070
            stat              31899
       setitimer              40938
           wait4              62717
       sigaction              67372
     sigprocmask             119091
    gettimeofday             183710
           write             263242
          execve             492547
           ioctl             770073
           vfork            3258923
      sigsuspend            6985124
            read         3988049784






As shown, the read() system call used the most time in nanoseconds
while the getpid() system call used the least amount of time.
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The release notes for FreeBSD are customized for different platforms, as
some of the changes made to FreeBSD apply only to specific processor
architectures.


Release notes for FreeBSD 5.0-DP1 are available for the following
platforms:



		i386


		alpha


		sparc64





A list of all platforms currently under development can be found on the
Supported Platforms page.
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Synopsis


PPP
OS supports the Point-to-Point (PPP) protocol which can be used to
establish a network or Internet connection using a dial-up modem. This
chapter describes how to configure modem-based communication services in
OS.


After reading this chapter, you will know:



		How to configure, use, and troubleshoot a PPP connection.


		How to set up PPP over Ethernet (PPPoE).


		How to set up PPP over ATM (PPPoA).





PPP
PPP
over Ethernet
Before reading this chapter, you should:



		Be familiar with basic network terminology.


		Understand the basics and purpose of a dial-up connection and PPP.








Configuring PPP


OS provides built-in support for managing dial-up PPP connections using
MAN.PPP.8. The default OS kernel provides support for tun which is
used to interact with a modem hardware. Configuration is performed by
editing at least one configuration file, and configuration files
containing examples are provided. Finally, ppp is used to start and
manage connections.


In order to use a PPP connection, the following items are needed:



		A dial-up account with an Internet Service Provider (ISP).


		A dial-up modem.


		The dial-up number for the ISP.


		The login name and password assigned by the ISP.


		The IP address of one or more DNS servers. Normally, the ISP provides
these addresses. If it did not, OS can be configured to use DNS
negotiation.





If any of the required information is missing, contact the ISP.


The following information may be supplied by the ISP, but is not
necessary:



		The IP address of the default gateway. If this information is
unknown, the ISP will automatically provide the correct value during
connection setup. When configuring PPP on OS, this address is
referred to as HISADDR.


		The subnet mask. If the ISP has not provided one, 255.255.255.255
will be used in the MAN.PPP.8 configuration file.


		static
IP
address
If the ISP has assigned a static IP address and hostname, it should
be input into the configuration file. Otherwise, this information
will be automatically provided during connection setup.





The rest of this section demonstrates how to configure OS for common PPP
connection scenarios. The required configuration file is
/etc/ppp/ppp.conf and additional files and examples are available in
/usr/share/examples/ppp/.



Note


Throughout this section, many of the file examples display line
numbers. These line numbers have been added to make it easier to
follow the discussion and are not meant to be placed in the actual
file.


When editing a configuration file, proper indentation is important.
Lines that end in a : start in the first column (beginning of
the line) while all other lines should be indented as shown using
spaces or tabs.







Basic Configuration


PPP
with static
IP
addresses
In order to configure a PPP connection, first edit /etc/ppp/ppp.conf
with the dial-in information for the ISP. This file is described as
follows:


1     default:
2       set log Phase Chat LCP IPCP CCP tun command
3       ident user-ppp VERSION
4       set device /dev/cuau0
5       set speed 115200
6       set dial "ABORT BUSY ABORT NO\\sCARRIER TIMEOUT 5 \
7                 \"\" AT OK-AT-OK ATE1Q0 OK \\dATDT\\T TIMEOUT 40 CONNECT"
8       set timeout 180
9       enable dns
10
11    provider:
12      set phone "(123) 456 7890"
13      set authname foo
14      set authkey bar
15      set timeout 300
16      set ifaddr x.x.x.x/0 y.y.y.y/0 255.255.255.255 0.0.0.0
17      add default HISADDR







		Line 1:


		Identifies the default entry. Commands in this entry (lines 2
through 9) are executed automatically when ppp is run.


		Line 2:


		Enables verbose logging parameters for testing the connection. Once
the configuration is working satisfactorily, this line should be
reduced to:


set log phase tun









		Line 3:


		Displays the version of MAN.PPP.8 to the PPP software running on the
other side of the connection.


		Line 4:


		Identifies the device to which the modem is connected, where
COM1 is /dev/cuau0 and COM2 is /dev/cuau1.


		Line 5:


		Sets the connection speed. If 115200 does not work on an older
modem, try 38400 instead.


		Lines 6 & 7:


		The dial string written as an expect-send syntax. Refer to
MAN.CHAT.8 for more information.


Note that this command continues onto the next line for readability.
Any command in ppp.conf may do this if the last character on the
line is \.





		Line 8:


		Sets the idle timeout for the link in seconds.


		Line 9:


		Instructs the peer to confirm the DNS settings. If the local network
is running its own DNS server, this line should be commented out, by
adding a # at the beginning of the line, or removed.


		Line 10:


		A blank line for readability. Blank lines are ignored by MAN.PPP.8.


		Line 11:


		Identifies an entry called provider. This could be changed to
the name of the ISP so that ``load



ISP`` can be used to start the connection.






		Line 12:


		Use the phone number for the ISP. Multiple phone numbers may be
specified using the colon (:) or pipe character (|) as a
separator. To rotate through the numbers, use a colon. To always
attempt to dial the first number first and only use the other
numbers if the first number fails, use the pipe character. Always
enclose the entire set of phone numbers between quotation marks
(") to prevent dialing failures.


		Lines 13 & 14:


		Use the user name and password for the ISP.


		Line 15:


		Sets the default idle timeout in seconds for the connection. In this
example, the connection will be closed automatically after 300
seconds of inactivity. To prevent a timeout, set this value to zero.


		Line 16:


		Sets the interface addresses. The values used depend upon whether a
static IP address has been obtained from the ISP or if it instead
negotiates a dynamic IP address during connection.


If the ISP has allocated a static IP address and default gateway,
replace x.x.x.x with the static IP address and replace y.y.y.y with
the IP address of the default gateway. If the ISP has only provided
a static IP address without a gateway address, replace y.y.y.y with
10.0.0.2/0.


If the IP address changes whenever a connection is made, change this
line to the following value. This tells MAN.PPP.8 to use the IP
Configuration Protocol (IPCP) to negotiate a dynamic IP address:


set ifaddr 10.0.0.1/0 10.0.0.2/0 255.255.255.255 0.0.0.0









		Line 17:


		Keep this line as-is as it adds a default route to the gateway. The
HISADDR will automatically be replaced with the gateway address
specified on line 16. It is important that this line appears after
line 16.





Depending upon whether MAN.PPP.8 is started manually or automatically, a
/etc/ppp/ppp.linkup may also need to be created which contains the
following lines. This file is required when running ppp in -auto
mode. This file is used after the connection has been established. At
this point, the IP address will have been assigned and it is now be
possible to add the routing table entries. When creating this file, make
sure that provider matches the value demonstrated in line 11 of
ppp.conf.


provider:
      add default HISADDR






This file is also needed when the default gateway address is “guessed”
in a static IP address configuration. In this case, remove line 17 from
ppp.conf and create /etc/ppp/ppp.linkup with the above two
lines. More examples for this file can be found in
/usr/share/examples/ppp/.


By default, the ppp command must be run as the root user. To change
this default, add the account of the user who should run ppp to the
network group in /etc/group.


Then, give the user access to one or more entries in
/etc/ppp/ppp.conf using the allow command. For example, to give
fred and mary permission to only the provider: entry, add this line
to the provider: section:


allow users fred mary






To give the specified users access to all entries, put that line in the
default section instead.


PPP
receiving incoming calls
When configuring MAN.PPP.8 to receive incoming calls on a machine
connected to a Local Area Network (LAN), decide if packets should be
forwarded to the LAN. If so, allocate the connecting system an IP
address from the LAN’s subnet, and add the enable proxy line to
/etc/ppp/ppp.conf. Also, confirm that /etc/rc.conf contains the
following line:


gateway_enable="YES"






Refer to MAN.PPP.8 and /usr/share/examples/ppp/ppp.conf.sample for
more details. The following steps will also be required:


Create an entry in /etc/passwd (using the MAN.VIPW.8 program).


Create a profile in this users home directory that runs
ppp -direct direct-server or similar.


Create an entry in /etc/ppp/ppp.conf. The direct-server example
should suffice.


Create an entry in /etc/ppp/ppp.linkup.


</sect2>
PPP
shells
Create a file called /etc/ppp/ppp-shell containing the following:


#!/bin/sh
IDENT=`echo $0 | sed -e 's/^.*-\(.*\)$/\1/'`
CALLEDAS="$IDENT"
TTY=`tty`

if [ x$IDENT = xdialup ]; then
        IDENT=`basename $TTY`
fi

echo "PPP for $CALLEDAS on $TTY"
echo "Starting PPP for $IDENT"

exec /usr/sbin/ppp -direct $IDENT






This script should be executable. Now make a symbolic link called
ppp-dialup to this script using the following commands:


PROMPT.ROOT ln -s ppp-shell /etc/ppp/ppp-dialup






Use this script as the shell for all of dial-up users. This is an
example from /etc/passwd for a dial-up PPP:


pchilds:*:1011:300:Peter Childs PPP:/home/ppp:/etc/ppp/ppp-dialup






Create a /home/ppp directory that is world readable containing the
following 0 byte files:


-r--r--r--   1 root     wheel           0 May 27 02:23 .hushlogin
-r--r--r--   1 root     wheel           0 May 27 02:22 .rhosts






which prevents /etc/motd from being displayed.


</sect2>
PPP Shells for Static IP Users
——————————


PPP
shells
Create the ppp-shell file as above, and for each account with
statically assigned IPs create a symbolic link to ppp-shell.


For example, to route /24 CIDR networks for the dial-up customers fred,
sam, and mary, type:


PROMPT.ROOT ln -s /etc/ppp/ppp-shell /etc/ppp/ppp-fred
PROMPT.ROOT ln -s /etc/ppp/ppp-shell /etc/ppp/ppp-sam
PROMPT.ROOT ln -s /etc/ppp/ppp-shell /etc/ppp/ppp-mary






Each of these users dial-up accounts should have their shell set to the
symbolic link created above (for example, mary’s shell should be
/etc/ppp/ppp-mary).





Setting Up ppp.conf for Dynamic IP Users


The /etc/ppp/ppp.conf file should contain something along the lines
of:


default:
  set debug phase lcp chat
  set timeout 0

ttyu0:
  set ifaddr 203.14.100.1 203.14.100.20 255.255.255.255
  enable proxy

ttyu1:
  set ifaddr 203.14.100.1 203.14.100.21 255.255.255.255
  enable proxy

**Note**

The indenting is important.






The default: section is loaded for each session. For each dial-up
line enabled in /etc/ttys create an entry similar to the one for
ttyu0: above. Each line should get a unique IP address from the pool
of IP addresses for dynamic users.





Setting Up ppp.conf for Static IP Users


Along with the contents of the sample
/usr/share/examples/ppp/ppp.conf above, add a section for each of
the statically assigned dial-up users:.


fred:
  set ifaddr 203.14.100.1 203.14.101.1 255.255.255.255

sam:
  set ifaddr 203.14.100.1 203.14.102.1 255.255.255.255

mary:
  set ifaddr 203.14.100.1 203.14.103.1 255.255.255.255






The file /etc/ppp/ppp.linkup should also contain routing information
for each static IP user if required. The line below would add a route
for the 203.14.101.0/24 network via the client’s ppp link.


fred:
  add 203.14.101.0 netmask 255.255.255.0 HISADDR

sam:
  add 203.14.102.0 netmask 255.255.255.0 HISADDR

mary:
  add 203.14.103.0 netmask 255.255.255.0 HISADDR






?>
Advanced Configuration
———————-


DNS
NetBIOS
PPP
Microsoft extensions
It is possible to configure PPP to supply DNS and NetBIOS nameserver
addresses on demand.


To enable these extensions with PPP version 1.x, the following lines
might be added to the relevant section of /etc/ppp/ppp.conf.


enable msext
set ns 203.14.100.1 203.14.100.2
set nbns 203.14.100.5






And for PPP version 2 and above:


accept dns
set dns 203.14.100.1 203.14.100.2
set nbns 203.14.100.5






This will tell the clients the primary and secondary name server
addresses, and a NetBIOS nameserver host.



		In version 2 and above, if the ``set


		dns`` line is omitted, PPP will use the values found in





/etc/resolv.conf.



PAP and CHAP Authentication


PAP
CHAP
Some ISPs set their system up so that the authentication part of the
connection is done using either of the PAP or CHAP authentication
mechanisms. If this is the case, the ISP will not give a login:
prompt at connection, but will start talking PPP immediately.


PAP is less secure than CHAP, but security is not normally an issue here
as passwords, although being sent as plain text with PAP, are being
transmitted down a serial line only. There is not much room for crackers
to “eavesdrop”.


The following alterations must be made:


13      set authname MyUserName
14      set authkey MyPassword
15      set login







		Line 13:


		This line specifies the PAP/CHAP user name. Insert the correct value
for MyUserName.


		Line 14:


		This line specifies the PAP/CHAP passwordpassword. Insert the
correct value for MyPassword. You may want to add an additional
line, such as:


16      accept PAP






or


16      accept CHAP






to make it obvious that this is the intention, but PAP and CHAP are
both accepted by default.





		Line 15:


		The ISP will not normally require a login to the server when using
PAP or CHAP. Therefore, disable the “set login” string.








Using PPP Network Address Translation Capability


PPP
NAT
PPP has ability to use internal NAT without kernel diverting
capabilities. This functionality may be enabled by the following line in
/etc/ppp/ppp.conf:


nat enable yes






Alternatively, NAT may be enabled by command-line option -nat. There
is also /etc/rc.conf knob named ppp_nat, which is enabled by
default.


When using this feature, it may be useful to include the following
/etc/ppp/ppp.conf options to enable incoming connections forwarding:


nat port tcp 10.0.0.2:ftp ftp
nat port tcp 10.0.0.2:http http






or do not trust the outside at all


nat deny_incoming yes











Final System Configuration


PPP
configuration
While ppp is now configured, some edits still need to be made to
/etc/rc.conf.


Working from the top down in this file, make sure the hostname= line
is set:


hostname="foo.example.com"






If the ISP has supplied a static IP address and name, use this name as
the host name.


Look for the network_interfaces variable. To configure the system to
dial the ISP on demand, make sure the tun0 device is added to the
list, otherwise remove it.


network_interfaces="lo0 tun0"
ifconfig_tun0=

**Note**

The ``ifconfig_tun0`` variable should be empty, and a file called
``/etc/start_if.tun0`` should be created. This file should contain
the line:

::

    ppp -auto mysystem

This script is executed at network configuration time, starting the
ppp daemon in automatic mode. If this machine acts as a gateway,
consider including ``-alias``. Refer to the manual page for further
details.






Make sure that the router program is set to NO with the following
line in /etc/rc.conf:


router_enable="NO"






routed
It is important that the routed daemon is not started, as routed
tends to delete the default routing table entries created by ppp.


It is probably a good idea to ensure that the sendmail_flags line
does not include the -q option, otherwise sendmail will attempt
to do a network lookup every now and then, possibly causing your machine
to dial out. You may try:


sendmail_flags="-bd"






sendmail
The downside is that sendmail is forced to re-examine the mail queue
whenever the ppp link. To automate this, include !bg in
ppp.linkup:


1     provider:
2       delete ALL
3       add 0 0 HISADDR
4       !bg sendmail -bd -q30m






SMTP
An alternative is to set up a “dfilter” to block SMTP traffic. Refer to
the sample files for further details.





Using ppp


All that is left is to reboot the machine. After rebooting, either type:


PROMPT.ROOT ppp






and then dial provider to start the PPP session, or, to configure
ppp to establish sessions automatically when there is outbound
traffic and start_if.tun0 does not exist, type:


PROMPT.ROOT ppp -auto provider






It is possible to talk to the ppp program while it is running in the
background, but only if a suitable diagnostic port has been set up. To
do this, add the following line to the configuration:


set server /var/run/ppp-tun%d DiagnosticPassword 0177






This will tell PPP to listen to the specified UNIX domain socket, asking
clients for the specified password before allowing access. The %d in
the name is replaced with the tun device number that is in use.


Once a socket has been set up, the MAN.PPPCTL.8 program may be used in
scripts that wish to manipulate the running program.





Configuring Dial-in Services


mgetty
AutoPPP
LCP
? provides a good description on enabling dial-up services using
MAN.GETTY.8.


An alternative to getty is comms/mgetty+sendfax port), a smarter
version of getty designed with dial-up lines in mind.


The advantages of using mgetty is that it actively talks to
modems, meaning if port is turned off in /etc/ttys then the modem
will not answer the phone.


Later versions of mgetty (from 0.99beta onwards) also support the
automatic detection of PPP streams, allowing clients scriptless access
to the server.


Refer to http://mgetty.greenie.net/doc/mgetty_toc.html for more
information on mgetty.


By default the comms/mgetty+sendfax port comes with the AUTO_PPP
option enabled allowing mgetty to detect the LCP phase of PPP
connections and automatically spawn off a ppp shell. However, since the
default login/password sequence does not occur it is necessary to
authenticate users using either PAP or CHAP.


This section assumes the user has successfully compiled, and installed
the comms/mgetty+sendfax port on his system.


Ensure that /usr/local/etc/mgetty+sendfax/login.config has the
following:


/AutoPPP/ -     - /etc/ppp/ppp-pap-dialup






This tells mgetty to run ppp-pap-dialup for detected PPP
connections.


Create an executable file called /etc/ppp/ppp-pap-dialup containing
the following:


#!/bin/sh
exec /usr/sbin/ppp -direct pap$IDENT






For each dial-up line enabled in /etc/ttys, create a corresponding
entry in /etc/ppp/ppp.conf. This will happily co-exist with the
definitions we created above.


pap:
  enable pap
  set ifaddr 203.14.100.1 203.14.100.20-203.14.100.40
  enable proxy






Each user logging in with this method will need to have a
username/password in /etc/ppp/ppp.secret file, or alternatively add
the following option to authenticate users via PAP from the
/etc/passwd file.


enable passwdauth






To assign some users a static IP number, specify the number as the third
argument in /etc/ppp/ppp.secret. See
/usr/share/examples/ppp/ppp.secret.sample for examples.







Troubleshooting PPP Connections


PPP
troubleshooting
This section covers a few issues which may arise when using PPP over a
modem connection. Some ISPs present the ssword prompt while others
present password. If the ppp script is not written accordingly,
the login attempt will fail. The most common way to debug ppp
connections is by connecting manually as described in this section.



Check the Device Nodes


When using a custom kernel, make sure to include the following line in
the kernel configuration file:


device   uart






The uart device is already included in the GENERIC kernel, so no
additional steps are necessary in this case. Just check the dmesg
output for the modem device with:


PROMPT.ROOT dmesg | grep uart






This should display some pertinent output about the uart devices.
These are the COM ports we need. If the modem acts like a standard
serial port, it should be listed on uart1, or COM2. If so, a
kernel rebuild is not required. When matching up, if the modem is on
uart1, the modem device would be /dev/cuau1.





Connecting Manually


Connecting to the Internet by manually controlling ppp is quick,
easy, and a great way to debug a connection or just get information on
how the ISP treats ppp client connections. Lets start PPP from the
command line. Note that in all of our examples we will use example as
the hostname of the machine running PPP. To start ppp:


PROMPT.ROOT ppp






ppp ON example> set device /dev/cuau1






This second command sets the modem device to cuau1.


ppp ON example> set speed 115200






This sets the connection speed to 115,200 kbps.


ppp ON example> enable dns






This tells ppp to configure the resolver and add the nameserver
lines to /etc/resolv.conf. If ppp cannot determine the hostname,
it can manually be set later.


ppp ON example> term






This switches to “terminal” mode in order to manually control the modem.


deflink: Entering terminal mode on /dev/cuau1
type '~h' for help






at
OK
atdt123456789






Use at to initialize the modem, then use atdt and the number for
the ISP to begin the dial in process.


CONNECT






Confirmation of the connection, if we are going to have any connection
problems, unrelated to hardware, here is where we will attempt to
resolve them.


ISP Login:myusername






At this prompt, return the prompt with the username that was provided by
the ISP.


ISP Pass:mypassword






At this prompt, reply with the password that was provided by the ISP.
Just like logging into OS, the password will not echo.


Shell or PPP:ppp






Depending on the ISP, this prompt might not appear. If it does, it is
asking whether to use a shell on the provider or to start ppp. In
this example, ppp was selected in order to establish an Internet
connection.


Ppp ON example>






Notice that in this example the first p has been capitalized. This
shows that we have successfully connected to the ISP.


PPp ON example>






We have successfully authenticated with our ISP and are waiting for the
assigned IP address.


PPP ON example>






We have made an agreement on an IP address and successfully completed
our connection.


PPP ON example>add default HISADDR






Here we add our default route, we need to do this before we can talk to
the outside world as currently the only established connection is with
the peer. If this fails due to existing routes, put a bang character
! in front of the add. Alternatively, set this before making the
actual connection and it will negotiate a new route accordingly.


If everything went good we should now have an active connection to the
Internet, which could be thrown into the background using CTRL+ +z If
PPP returns to ppp then the connection has bee lost. This is
good to know because it shows the connection status. Capital P’s
represent a connection to the ISP and lowercase p’s show that the
connection has been lost.





Debugging


If a connection cannot be established, turn hardware flow CTS/RTS to off
using ``set



ctsrts off``. This is mainly the case when connected to some



PPP-capable terminal servers, where PPP hangs when it tries to write
data to the communication link, and waits for a Clear To Send (CTS)
signal which may never come. When using this option, include
set accmap as it may be required to defeat hardware dependent on
passing certain characters from end to end, most of the time XON/XOFF.
Refer to MAN.PPP.8 for more information on this option and how it is
used.



		An older modem may need ``set parity


		even``. Parity is set at none be default, but is used for error





checkingm with a large increase in traffic, on older modems.


PPP may not return to the command mode, which is usually a negotiation
error where the ISP is waiting for negotiating to begin. At this point,
using ~p will force ppp to start sending the configuration
information.


If a login prompt never appears, PAP or CHAP authentication is most
likely required. To use PAP or CHAP, add the following options to PPP
before going into terminal mode:


ppp ON example> set authname myusername






Where myusername should be replaced with the username that was assigned
by the ISP.


ppp ON example> set authkey mypassword






Where mypassword should be replaced with the password that was assigned
by the ISP.


If a connection is established, but cannot seem to find any domain name,
try to MAN.PING.8 an IP address. If there is 100 percent (100%) packet
loss, it is likely that a default route was not assigned. Double check
that ``add default



HISADDR`` was set during the connection. If a connection can be



made to a remote IP address, it is possible that a resolver address has
not been added to /etc/resolv.conf. This file should look like:


domain example.com
nameserver x.x.x.x
nameserver y.y.y.y






Where x.x.x.x and y.y.y.y should be replaced with the IP address of the
ISP’s DNS servers.


To configure MAN.SYSLOG.3 to provide logging for the PPP connection,
make sure this line exists in /etc/syslog.conf:


!ppp
*.*     /var/log/ppp.log











Using PPP over Ethernet (PPPoE)


PPP
over Ethernet
This section describes how to set up PPP over Ethernet (PPPoE).


Here is an example of a working ppp.conf:


default:
  set log Phase tun command # you can add more detailed logging if you wish
  set ifaddr 10.0.0.1/0 10.0.0.2/0

name_of_service_provider:
  set device PPPoE:xl1 # replace xl1 with your Ethernet device
  set authname YOURLOGINNAME
  set authkey YOURPASSWORD
  set dial
  set login
  add default HISADDR






As root, run:


PROMPT.ROOT ppp -ddial name_of_service_provider






Add the following to /etc/rc.conf:


ppp_enable="YES"
ppp_mode="ddial"
ppp_nat="YES"   # if you want to enable nat for your local network, otherwise NO
ppp_profile="name_of_service_provider"







Using a PPPoE Service Tag


Sometimes it will be necessary to use a service tag to establish the
connection. Service tags are used to distinguish between different PPPoE
servers attached to a given network.


Any required service tag information should be in the documentation
provided by the ISP.


As a last resort, one could try installing the net/rr-pppoe package or
port. Bear in mind however, this may de-program your modem and render it
useless, so think twice before doing it. Simply install the program
shipped with the modem. Then, access the System menu from the program.
The name of the profile should be listed there. It is usually ISP.


The profile name (service tag) will be used in the PPPoE configuration
entry in ppp.conf as the provider part of the set device command
(see the MAN.PPP.8 manual page for full details). It should look like
this:


set device PPPoE:xl1:ISP






Do not forget to change xl1 to the proper device for the Ethernet card.


Do not forget to change ISP to the profile.


For additional information, refer to Cheaper Broadband with OS on
DSL [http://renaud.waldura.com/doc/freebsd/pppoe/] by Renaud Waldura.





PPPoE with a TM.3COM HomeConnect ADSL Modem Dual Link


This modem does not follow the PPPoE specification defined in RFC
2516 [http://www.faqs.org/rfcs/rfc2516.html].


In order to make OS capable of communicating with this device, a sysctl
must be set. This can be done automatically at boot time by updating
/etc/sysctl.conf:


net.graph.nonstandard_pppoe=1






or can be done immediately with the command:


PROMPT.ROOT sysctl net.graph.nonstandard_pppoe=1






Unfortunately, because this is a system-wide setting, it is not possible
to talk to a normal PPPoE client or server and a TM.3COM HomeConnect
ADSL Modem at the same time.







Using PPP over ATM (PPPoA)


PPP
over
ATM
PPPoA
The following describes how to set up PPP over ATM (PPPoA). PPPoA is a
popular choice among European DSL providers.



Using mpd


The mpd application can be used to connect to a variety of services, in
particular PPTP services. It can be installed using the net/mpd5 package
or port. Many ADSL modems require that a PPTP tunnel is created between
the modem and computer.


Once installed, configure mpd to suit the provider’s settings. The port
places a set of sample configuration files which are well documented in
/usr/local/etc/mpd/. A complete guide to configure mpd is available
in HTML format in /usr/ports/share/doc/mpd/. Here is a sample
configuration for connecting to an ADSL service with mpd. The
configuration is spread over two files, first the mpd.conf:



Note


This example of the mpd.conf file only works with mpd 4.x.






default:
    load adsl

adsl:
    new -i ng0 adsl adsl
    set bundle authname username
    set bundle password password
    set bundle disable multilink

    set link no pap acfcomp protocomp
    set link disable chap
    set link accept chap
    set link keep-alive 30 10

    set ipcp no vjcomp
    set ipcp ranges 0.0.0.0/0 0.0.0.0/0

    set iface route default
    set iface disable on-demand
    set iface enable proxy-arp
    set iface idle 0

    open







		The username used to authenticate with your ISP.


		The password used to authenticate with your ISP.





The mpd.links file contains information about the link, or links, to
establish. An example mpd.links to accompany the above example is
given beneath:


adsl:
    set link type pptp
    set pptp mode active
    set pptp enable originate outcall
    set pptp self 10.0.0.1
    set pptp peer 10.0.0.138







		The IP address of OS computer running mpd.


		The IP address of the ADSL modem. The Alcatel SPEEDTOUCH Home
defaults to 10.0.0.138.





It is possible to initialize the connection easily by issuing the
following command as root:


PROMPT.ROOT mpd -b adsl






To view the status of the connection:


PROMPT.USER ifconfig ng0
ng0: flags=88d1<UP,POINTOPOINT,RUNNING,NOARP,SIMPLEX,MULTICAST> mtu 1500
     inet 216.136.204.117 --> 204.152.186.171 netmask 0xffffffff






Using mpd is the recommended way to connect to an ADSL service with OS.





Using pptpclient


It is also possible to use OS to connect to other PPPoA services using
net/pptpclient.


To use net/pptpclient to connect to a DSL service, install the port or
package, then edit /etc/ppp/ppp.conf. An example section of
ppp.conf is given below. For further information on ppp.conf
options consult MAN.PPP.8.


adsl:
 set log phase chat lcp ipcp ccp tun command
 set timeout 0
 enable dns
 set authname username
 set authkey password
 set ifaddr 0 0
 add default HISADDR







		The username for the DSL provider.





		The password for your account.



Warning


Since the account’s password is added to ppp.confin plain text
form, make sure nobody can read the contents of this file:


PROMPT.ROOT chown root:wheel /etc/ppp/ppp.conf
PROMPT.ROOT chmod 600 /etc/ppp/ppp.conf
















This will open a tunnel for a PPP session to the DSL router. Ethernet
DSL modems have a preconfigured LAN IP address to connect to. In the
case of the Alcatel SPEEDTOUCH Home, this address is 10.0.0.138. The
router’s documentation should list the address the device uses. To open
the tunnel and start a PPP session:


PROMPT.ROOT pptp address adsl

**Tip**

If an ampersand (“&”) is added to the end of this command, pptp will
return the prompt.






A tun virtual tunnel device will be created for interaction between
the pptp and ppp processes. Once the prompt is returned, or the pptp
process has confirmed a connection, examine the tunnel:


PROMPT.USER ifconfig tun0
tun0: flags=8051<UP,POINTOPOINT,RUNNING,MULTICAST> mtu 1500
        inet 216.136.204.21 --> 204.152.186.171 netmask 0xffffff00
    Opened by PID 918






If the connection fails, check the configuration of the router, which is
usually accessible using a web browser. Also, examine the output of
pptp and the contents of the log file, /var/log/ppp.log for
clues.
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The installation notes for FreeBSD are customized for different
platforms, as some of the changes made to FreeBSD apply only to specific
processor architectures.


Installation notes for FreeBSD 5.0-DP1 are available for the following
platforms:



		i386


		alpha


		sparc64





A list of all platforms currently under development can be found on the
Supported Platforms page.
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Jails


jails
Synopsis
========


Since system administration is a difficult task, many tools have been
developed to make life easier for the administrator. These tools often
enhance the way systems are installed, configured, and maintained. One
of the tools which can be used to enhance the security of a OS system is
jails. Jails have been available since OS 4.X and continue to be
enhanced in their usefulness, performance, reliability, and security.


Jails build upon the MAN.CHROOT.2 concept, which is used to change the
root directory of a set of processes, creating a safe environment,
separate from the rest of the system. Processes created in the chrooted
environment can not access files or resources outside of it. For that
reason, compromising a service running in a chrooted environment should
not allow the attacker to compromise the entire system. However, a
chroot has several limitations. It is suited to easy tasks which do not
require much flexibility or complex, advanced features. Over time many
ways have been found to escape from a chrooted environment, making it a
less than ideal solution for securing services.


Jails improve on the concept of the traditional chroot environment in
several ways. In a traditional chroot environment, processes are only
limited in the part of the file system they can access. The rest of the
system resources, system users, running processes, and the networking
subsystem are shared by the chrooted processes and the processes of the
host system. Jails expand this model by virtualizing access to the file
system, the set of users, and the networking subsystem. More
fine-grained controls are available for tuning the access of a jailed
environment. Jails can be considered as a type of operating system-level
virtualization.


A jail is characterized by four elements:



		A directory subtree: the starting point from which a jail is entered.
Once inside the jail, a process is not permitted to escape outside of
this subtree.


		A hostname: which will be used by the jail.


		An IP address: which is assigned to the jail. The IP address of a
jail is often an alias address for an existing network interface.


		A command: the path name of an executable to run inside the jail. The
path is relative to the root directory of the jail environment.





Jails have their own set of users and their own root account which are
limited to the jail environment. The root account of a jail is not
allowed to perform operations to the system outside of the associated
jail environment.


This chapter provides an overview of jail terminology are how to use OS
jails. Jails are a powerful tool for system administrators, but their
basic usage can also be useful for advanced users.


After reading this chapter, you will know:



		What a jail is and what purpose it may serve in OS installations.





		How to build, start, and stop a jail.





		The basics of jail administration, both from inside and outside the
jail.



Important


Jails are a powerful tool, but they are not a security panacea.
While it is not possible for a jailed process to break out on its
own, there are several ways in which an unprivileged user outside
the jail can cooperate with a privileged user inside the jail to
obtain elevated privileges in the host environment.


Most of these attacks can be mitigated by ensuring that the jail
root is not accessible to unprivileged users in the host
environment. As a general rule, untrusted users with privileged
access to a jail should not be given access to the host environment.















Terms Related to Jails


To facilitate better understanding of parts of the OS system related to
jails, their internals and the way they interact with the rest of OS,
the following terms are used further in this chapter:



		MAN.CHROOT.8 (command)


		Utility, which uses MAN.CHROOT.2 OS system call to change the root
directory of a process and all its descendants.


		MAN.CHROOT.2 (environment)


		The environment of processes running in a “chroot”. This includes
resources such as the part of the file system which is visible, user
and group IDs which are available, network interfaces and other IPC
mechanisms, etc.


		MAN.JAIL.8 (command)


		The system administration utility which allows launching of
processes within a jail environment.


		host (system, process, user, etc.)


		The controlling system of a jail environment. The host system has
access to all the hardware resources available, and can control
processes both outside of and inside a jail environment. One of the
important differences of the host system from a jail is that the
limitations which apply to superuser processes inside a jail are not
enforced for processes of the host system.


		hosted (system, process, user, etc.)


		A process, user or other entity, whose access to resources is
restricted by a OS jail.








Creating and Controlling Jails


Some administrators divide jails into the following two types:
“complete” jails, which resemble a real OS system, and “service” jails,
dedicated to one application or service, possibly running with
privileges. This is only a conceptual division and the process of
building a jail is not affected by it. When creating a “complete” jail
there are two options for the source of the userland: use prebuilt
binaries (such as those supplied on an install media) or build from
source.


To install the userland from installation media, first create the root
directory for the jail. This can be done by setting the DESTDIR
variable to the proper location.


Start a shell and define DESTDIR:


PROMPT.ROOT sh
PROMPT.ROOT export DESTDIR=/here/is/the/jail






Mount the install media as covered in MAN.MDCONFIG.8 when using the
install ISO:


PROMPT.ROOT mount -t cd9660 /dev/`mdconfig -f cdimage.iso` /mnt






Extract the binaries from the tarballs on the install media into the
declared destination. Minimally, only the base set needs to be
extracted, but a complete install can be performed when preferred.


To install just the base system, run the next command when using OS 9.x
or newer:


PROMPT.ROOT tar -xf /mnt/usr/freebsd_dist/base.txz -C $DESTDIR






On OS 8.x systems, use this command instead:


PROMPT.ROOT /mnt/8.4-RELEASE/base/install.sh






To install everything except the kernel, issue one of these commands:


When using OS 9.x and newer:


PROMPT.ROOT for sets in BASE PORTS; do tar -xf /mnt/FREEBSD_INSTALL/USR/FREEBSD_DIST/$sets.TXZ -C $DESTDIR ; done






When using OS 8.x:


PROMPT.ROOT cd /mnt/8.4-RELEASE; for dir in base catpages dict doc games info manpages ports; do (cd $dir; ./install.sh) ; done






The MAN.JAIL.8 manual page explains the procedure for building a jail:


PROMPT.ROOT setenv D /here/is/the/jail
PROMPT.ROOT mkdir -p $D
PROMPT.ROOT cd /usr/src
PROMPT.ROOT make buildworld
PROMPT.ROOT make installworld DESTDIR=$D
PROMPT.ROOT make distribution DESTDIR=$D
PROMPT.ROOT mount -t devfs devfs $D/dev







		Selecting a location for a jail is the best starting point. This is
where the jail will physically reside within the file system of the
jail’s host. A good choice can be /usr/jail/jailname, where
jailname is the hostname identifying the jail. The /usr/ file
system usually has enough space for the jail file system, which for
“complete” jails is, essentially, a replication of every file present
in a default installation of the OS base system.


		If you have already rebuilt your userland using make world or
make buildworld, you can skip this step and install your existing
userland into the new jail.


		This command will populate the directory subtree chosen as jail’s
physical location on the file system with the necessary binaries,
libraries, manual pages and so on.


		The distribution target for make installs every needed configuration
file. In simple words, it installs every installable file of
/usr/src/etc/ to the /etc directory of the jail environment:
$D/etc/.


		Mounting the MAN.DEVFS.8 file system inside a jail is not required.
On the other hand, any, or almost any application requires access to
at least one device, depending on the purpose of the given
application. It is very important to control access to devices from
inside a jail, as improper settings could permit an attacker to do
nasty things in the jail. Control over MAN.DEVFS.8 is managed through
rulesets which are described in the MAN.DEVFS.8 and MAN.DEVFS.CONF.5
manual pages.





Once a jail is installed, it can be started by using the MAN.JAIL.8
utility. The MAN.JAIL.8 utility takes four mandatory arguments which are
described in the ?. Other arguments may be specified too, e.g., to run
the jailed process with the credentials of a specific user. The
command argument depends on the type of the jail; for a virtual
system, /etc/rc is a good choice, since it will replicate the
startup sequence of a real OS system. For a service jail, it depends
on the service or application that will run within the jail.


Jails are often started at boot time and the OS rc mechanism
provides an easy way to do this.


A list of the jails which are enabled to start at boot time should be
added to the MAN.RC.CONF.5 file:


jail_enable="YES"   # Set to NO to disable starting of any jails
jail_list="www"     # Space separated list of names of jails

**Note**

Jail names in ``jail_list`` should contain alphanumeric characters
only.






For each jail listed in jail_list, a group of MAN.RC.CONF.5
settings, which describe the particular jail, should be added:


jail_www_rootdir="/usr/jail/www"     # jail's root directory
jail_www_hostname="www.example.org"  # jail's hostname
jail_www_ip="192.168.0.10"           # jail's IP address
jail_www_devfs_enable="YES"          # mount devfs in the jail






The default startup of jails configured in MAN.RC.CONF.5, will run the
/etc/rc script of the jail, which assumes the jail is a complete
virtual system. For service jails, the default startup command of the
jail should be changed, by setting the jail_jailname_exec_start
option appropriately.



Note


For a full list of available options, please see the MAN.RC.CONF.5
manual page.






MAN.SERVICE.8 can be used to start or stop a jail by hand, if an entry
for it exists in rc.conf:


PROMPT.ROOT service jail start www
PROMPT.ROOT service jail stop www






Jails can be shut down with MAN.JEXEC.8. Use MAN.JLS.8 to identify the
jail’s JID, then use MAN.JEXEC.8 to run the shutdown script in that
jail.


PROMPT.ROOT jls
   JID  IP Address      Hostname                      Path
     3  192.168.0.10    www                           /usr/jail/www
PROMPT.ROOT jexec 3 /etc/rc.shutdown






More information about this can be found in the MAN.JAIL.8 manual page.





Fine Tuning and Administration


There are several options which can be set for any jail, and various
ways of combining a host OS system with jails, to produce higher level
applications. This section presents:



		Some of the options available for tuning the behavior and security
restrictions implemented by a jail installation.


		Some of the high-level applications for jail management, which are
available through the OS Ports Collection, and can be used to
implement overall jail-based solutions.






System Tools for Jail Tuning in OS


Fine tuning of a jail’s configuration is mostly done by setting
MAN.SYSCTL.8 variables. A special subtree of sysctl exists as a basis
for organizing all the relevant options: the security.jail.*
hierarchy of OS kernel options. Here is a list of the main jail-related
sysctls, complete with their default value. Names should be
self-explanatory, but for more information about them, please refer to
the MAN.JAIL.8 and MAN.SYSCTL.8 manual pages.



		
		``security.jail.set_hostname_allowed:


		1``











		
		``security.jail.socket_unixiproute_only:


		1``











		
		``security.jail.sysvipc_allowed:


		0``











		
		``security.jail.enforce_statfs:


		2``











		
		``security.jail.allow_raw_sockets:


		0``











		
		``security.jail.chflags_allowed:


		0``











		security.jail.jailed: 0








These variables can be used by the system administrator of the host
system to add or remove some of the limitations imposed by default on
the root user. Note that there are some limitations which cannot be
removed. The root user is not allowed to mount or unmount file systems
from within a MAN.JAIL.8. The root inside a jail may not load or unload
MAN.DEVFS.8 rulesets, set firewall rules, or do many other
administrative tasks which require modifications of in-kernel data, such
as setting the securelevel of the kernel.


The base system of OS contains a basic set of tools for viewing
information about the active jails, and attaching to a jail to run
administrative commands. The MAN.JLS.8 and MAN.JEXEC.8 commands are part
of the base OS system, and can be used to perform the following simple
tasks:



		Print a list of active jails and their corresponding jail identifier
(JID), IP address, hostname and path.





		Attach to a running jail, from its host system, and run a command
inside the jail or perform administrative tasks inside the jail
itself. This is especially useful when the root user wants to cleanly
shut down a jail. The MAN.JEXEC.8 utility can also be used to start a
shell in a jail to do administration in it; for example:


PROMPT.ROOT jexec 1 tcsh















High-Level Administrative Tools in the OS Ports Collection


Among the many third-party utilities for jail administration, one of the
most complete and useful is sysutils/ezjail. It is a set of scripts that
contribute to MAN.JAIL.8 management. Please refer to the handbook
section on ezjail for more
information.





Keeping Jails Patched and up to Date


Jails should be kept up to date from the host operating system as
attempting to patch userland from within the jail may likely fail as the
default behaviour in FreeBSD is to disallow the use of MAN.CHFLAGS.1 in
a jail which prevents the replacement of some files. It is possible to
change this behavior but it is recommended to use MAN.FREEBSD-UPDATE.8
to maintain jails instead. Use -b to specify the path of the jail to
be updated.


PROMPT.ROOT freebsd-update -b /here/is/the/jail fetch
PROMPT.ROOT freebsd-update -b /here/is/the/jail install











Updating Multiple Jails


The management of multiple jails can become problematic because every
jail has to be rebuilt from scratch whenever it is upgraded. This can be
time consuming and tedious if a lot of jails are created and manually
updated.


This section demonstrates one method to resolve this issue by safely
sharing as much as is possible between jails using read-only
MAN.MOUNT.NULLFS.8 mounts, so that updating is simpler. This makes it
more attractive to put single services, such as HTTP, DNS, and SMTP,
into individual jails. Additionally, it provides a simple way to add,
remove, and upgrade jails.



Note


Simpler solutions exist, such as ezjail, which provides an easier
method of administering OS jails but is less versatile than this
setup. ezjail is covered in more detail in ?.






The goals of the setup described in this section are:



		Create a simple and easy to understand jail structure that does not
require running a full installworld on each and every jail.


		Make it easy to add new jails or remove existing ones.


		Make it easy to update or upgrade existing jails.


		Make it possible to run a customized OS branch.


		Be paranoid about security, reducing as much as possible the
possibility of compromise.


		Save space and inodes, as much as possible.





This design relies on a single, read-only master template which is
mounted into each jail and one read-write device per jail. A device can
be a separate physical disc, a partition, or a vnode backed memory
device. This example uses read-write nullfs mounts.


The file system layout is as follows:



		The jails are based under the /home partition.


		Each jail will be mounted under the /home/j directory.


		The template for each jail and the read-only partition for all of the
jails is /home/j/mroot.


		A blank directory will be created for each jail under the /home/j
directory.


		Each jail will have a /s directory that will be linked to the
read-write portion of the system.


		Each jail will have its own read-write system that is based upon
/home/j/skel.


		The read-write portion of each jail will be created in /home/js.






Creating the Template


This section describes the steps needed to create the master template.


It is recommended to first update the host OS system to the latest
-RELEASE branch using the instructions in ?. Additionally, this template
uses the sysutils/cpdup package or port and portsnap will be used to
download the OS Ports Collection.


First, create a directory structure for the read-only file system which
will contain the OS binaries for the jails. Then, change directory to
the OS source tree and install the read-only file system to the jail
template:


PROMPT.ROOT mkdir /home/j /home/j/mroot
PROMPT.ROOT cd /usr/src
PROMPT.ROOT make installworld DESTDIR=/home/j/mroot






Next, prepare a OS Ports Collection for the jails as well as a OS source
tree, which is required for mergemaster:


PROMPT.ROOT cd /home/j/mroot
PROMPT.ROOT mkdir usr/ports
PROMPT.ROOT portsnap -p /home/j/mroot/usr/ports fetch extract
PROMPT.ROOT cpdup /usr/src /home/j/mroot/usr/src






Create a skeleton for the read-write portion of the system:


PROMPT.ROOT mkdir /home/j/skel /home/j/skel/home /home/j/skel/usr-X11R6 /home/j/skel/distfiles
PROMPT.ROOT mv etc /home/j/skel
PROMPT.ROOT mv usr/local /home/j/skel/usr-local
PROMPT.ROOT mv tmp /home/j/skel
PROMPT.ROOT mv var /home/j/skel
PROMPT.ROOT mv root /home/j/skel






Use mergemaster to install missing configuration files. Then, remove the
extra directories that mergemaster creates:


PROMPT.ROOT mergemaster -t /home/j/skel/var/tmp/temproot -D /home/j/skel -i
PROMPT.ROOT cd /home/j/skel
PROMPT.ROOT rm -R bin boot lib libexec mnt proc rescue sbin sys usr dev






Now, symlink the read-write file system to the read-only file system.
Ensure that the symlinks are created in the correct s/ locations as
the creation of directories in the wrong locations will cause the
installation to fail.


PROMPT.ROOT cd /home/j/mroot
PROMPT.ROOT mkdir s
PROMPT.ROOT ln -s s/etc etc
PROMPT.ROOT ln -s s/home home
PROMPT.ROOT ln -s s/root root
PROMPT.ROOT ln -s s/usr-local usr/local
PROMPT.ROOT ln -s s/usr-X11R6 usr/X11R6
PROMPT.ROOT ln -s s/distfiles usr/ports/distfiles
PROMPT.ROOT ln -s s/tmp tmp
PROMPT.ROOT ln -s s/var var






As a last step, create a generic /home/j/skel/etc/make.conf
containing this line:


WRKDIRPREFIX?=  /s/portbuild






This makes it possible to compile OS ports inside each jail. Remember
that the ports directory is part of the read-only system. The custom
path for WRKDIRPREFIX allows builds to be done in the read-write
portion of every jail.





Creating Jails


The jail template can now be used to setup and configure the jails in
/etc/rc.conf. This example demonstrates the creation of 3 jails:
NS, MAIL and WWW.


Add the following lines to /etc/fstab, so that the read-only
template for the jails and the read-write space will be available in the
respective jails:


/home/j/mroot   /home/j/ns     nullfs  ro  0   0
/home/j/mroot   /home/j/mail   nullfs  ro  0   0
/home/j/mroot   /home/j/www    nullfs  ro  0   0
/home/js/ns     /home/j/ns/s   nullfs  rw  0   0
/home/js/mail   /home/j/mail/s nullfs  rw  0   0
/home/js/www    /home/j/www/s  nullfs  rw  0   0






To prevent fsck from checking nullfs mounts during boot and dump from
backing up the read-only nullfs mounts of the jails, the last two
columns are both set to 0.


Configure the jails in /etc/rc.conf:


jail_enable="YES"
jail_set_hostname_allow="NO"
jail_list="ns mail www"
jail_ns_hostname="ns.example.org"
jail_ns_ip="192.168.3.17"
jail_ns_rootdir="/usr/home/j/ns"
jail_ns_devfs_enable="YES"
jail_mail_hostname="mail.example.org"
jail_mail_ip="192.168.3.18"
jail_mail_rootdir="/usr/home/j/mail"
jail_mail_devfs_enable="YES"
jail_www_hostname="www.example.org"
jail_www_ip="62.123.43.14"
jail_www_rootdir="/usr/home/j/www"
jail_www_devfs_enable="YES"






The jail_name_rootdir variable is set to /usr/home instead of
/home because the physical path of /home on a default OS
installation is /usr/home. The jail_name_rootdir variable must
not be set to a path which includes a symbolic link, otherwise the
jails will refuse to start.


Create the required mount points for the read-only file system of each
jail:


PROMPT.ROOT mkdir /home/j/ns /home/j/mail /home/j/www






Install the read-write template into each jail using sysutils/cpdup:


PROMPT.ROOT mkdir /home/js
PROMPT.ROOT cpdup /home/j/skel /home/js/ns
PROMPT.ROOT cpdup /home/j/skel /home/js/mail
PROMPT.ROOT cpdup /home/j/skel /home/js/www






In this phase, the jails are built and prepared to run. First, mount the
required file systems for each jail, and then start them:


PROMPT.ROOT mount -a
PROMPT.ROOT service jail start






The jails should be running now. To check if they have started
correctly, use jls. Its output should be similar to the following:


PROMPT.ROOT jls
   JID  IP Address      Hostname                      Path
     3  192.168.3.17    ns.example.org                /home/j/ns
     2  192.168.3.18    mail.example.org              /home/j/mail
     1  62.123.43.14    www.example.org               /home/j/www






At this point, it should be possible to log onto each jail, add new
users, or configure daemons. The JID column indicates the jail
identification number of each running jail. Use the following command to
perform administrative tasks in the jail whose JID is 3:


PROMPT.ROOT jexec 3 tcsh









Upgrading


The design of this setup provides an easy way to upgrade existing jails
while minimizing their downtime. Also, it provides a way to roll back to
the older version should a problem occur.


The first step is to upgrade the host system. Then, create a new
temporary read-only template in /home/j/mroot2.


PROMPT.ROOT mkdir /home/j/mroot2
PROMPT.ROOT cd /usr/src
PROMPT.ROOT make installworld DESTDIR=/home/j/mroot2
PROMPT.ROOT cd /home/j/mroot2
PROMPT.ROOT cpdup /usr/src usr/src
PROMPT.ROOT mkdir s






The installworld creates a few unnecessary directories, which should be
removed:


PROMPT.ROOT chflags -R 0 var
PROMPT.ROOT rm -R etc var root usr/local tmp






Recreate the read-write symlinks for the master file system:


PROMPT.ROOT ln -s s/etc etc
PROMPT.ROOT ln -s s/root root
PROMPT.ROOT ln -s s/home home
PROMPT.ROOT ln -s ../s/usr-local usr/local
PROMPT.ROOT ln -s ../s/usr-X11R6 usr/X11R6
PROMPT.ROOT ln -s s/tmp tmp
PROMPT.ROOT ln -s s/var var






Next, stop the jails:


PROMPT.ROOT service jail stop






Unmount the original file systems as the read-write systems are attached
to the read-only system (/s):


PROMPT.ROOT umount /home/j/ns/s
PROMPT.ROOT umount /home/j/ns
PROMPT.ROOT umount /home/j/mail/s
PROMPT.ROOT umount /home/j/mail
PROMPT.ROOT umount /home/j/www/s
PROMPT.ROOT umount /home/j/www






Move the old read-only file system and replace it with the new one. This
will serve as a backup and archive of the old read-only file system
should something go wrong. The naming convention used here corresponds
to when a new read-only file system has been created. Move the original
OS Ports Collection over to the new file system to save some space and
inodes:


PROMPT.ROOT cd /home/j
PROMPT.ROOT mv mroot mroot.20060601
PROMPT.ROOT mv mroot2 mroot
PROMPT.ROOT mv mroot.20060601/usr/ports mroot/usr






At this point the new read-only template is ready, so the only remaining
task is to remount the file systems and start the jails:


PROMPT.ROOT mount -a
PROMPT.ROOT service jail start






Use jls to check if the jails started correctly. Run mergemaster
in each jail to update the configuration files.







Managing Jails with ezjail


Creating and managing multiple jails can quickly become tedious and
error-prone. Dirk Engling’s ezjail automates and greatly simplifies many
jail tasks. A basejail is created as a template. Additional jails use
MAN.MOUNT.NULLFS.8 to share many of the basejail directories without
using additional disk space. Each additional jail takes only a few
megabytes of disk space before applications are installed. Upgrading the
copy of the userland in the basejail automatically upgrades all of the
other jails.


Additional benefits and features are described in detail on the ezjail
web site, https://erdgeist.org/arts/software/ezjail/.



Installing ezjail


Installing ezjail consists of adding a loopback interface for use in
jails, installing the port or package, and enabling the service.


To keep jail loopback traffic off the host’s loopback network interface
lo0, a second loopback interface is created by adding an entry to
/etc/rc.conf:


cloned_interfaces="${cloned_interfaces} lo1"






The second loopback interface lo1 will be created when the system
starts. It can also be created manually without a restart:


PROMPT.ROOT service netif cloneup
Created clone interfaces: lo1.






Jails can be allowed to use aliases of this secondary loopback interface
without interfering with the host.


Inside a jail, access to the loopback address 127.0.0.1 is redirected to
the first IP address assigned to the jail. To make the jail loopback
correspond with the new lo1 interface, that interface must be
specified first in the list of interfaces and IP addresses given when
creating a new jail.


Give each jail a unique loopback address in the 127.0.0.0/8 netblock.


Install sysutils/ezjail:


PROMPT.ROOT cd /usr/ports/sysutils/ezjail
PROMPT.ROOT make install clean






Enable ezjail by adding this line to /etc/rc.conf:


ezjail_enable="YES"






The service will automatically start on system boot. It can be started
immediately for the current session:


PROMPT.ROOT service ezjail start









Initial Setup


With ezjail installed, the basejail directory structure can be created
and populated. This step is only needed once on the jail host computer.


In both of these examples, -p causes the ports tree to be retrieved
with MAN.PORTSNAP.8 into the basejail. That single copy of the ports
directory will be shared by all the jails. Using a separate copy of the
ports directory for jails isolates them from the host. The ezjail FAQ
explains in more detail: http://erdgeist.org/arts/software/ezjail/#FAQ.


For a basejail based on the OS RELEASE matching that of the host
computer, use install. For example, on a host computer running
OS 10-STABLE, the latest RELEASE version of OS -10 will be installed in
the jail):


PROMPT.ROOT ezjail-admin install -p






The basejail can be installed from binaries created by buildworld on the
host with ezjail-admin update.


In this example, OS 10-STABLE has been built from source. The jail
directories are created. Then installworld is executed, installing the
host’s /usr/obj into the basejail.


PROMPT.ROOT ezjail-admin update -i -p






The host’s /usr/src is used by default. A different source directory
on the host can be specified with -s and a path, or set with
ezjail_sourcetree in /usr/local/etc/ezjail.conf.



Tip


The basejail’s ports tree is shared by other jails. However,
downloaded distfiles are stored in the jail that downloaded them. By
default, these files are stored in /var/ports/distfiles within
each jail. /var/ports inside each jail is also used as a work
directory when building ports.









Creating and Starting a New Jail


New jails are created with ezjail-admin create. In these examples,
the lo1 loopback interface is used as described above.


Create the jail, specifying a name and the loopback and network
interfaces to use, along with their IP addresses. In this example, the
jail is named dnsjail.


PROMPT.ROOT ezjail-admin create dnsjail 'lo1|127.0.1.1,em0|192.168.1.50'

**Tip**

Most network services run in jails without problems. A few network
services, most notably MAN.PING.8, use *raw network sockets*. In
jails, raw network sockets are disabled by default for security.
Services that require them will not work.

Occasionally, a jail genuinely needs raw sockets. For example,
network monitoring applications often use MAN.PING.8 to check the
availability of other computers. When raw network sockets are
actually needed in a jail, they can be enabled by editing the ezjail
configuration file for the individual jail,
``/usr/local/etc/ezjail/jailname``. Modify the ``parameters`` entry:

::

    export jail_jailname_parameters="allow.raw_sockets=1"

Do not enable raw network sockets unless services in the jail
actually require them.






Start the jail:


PROMPT.ROOT ezjail-admin start dnsjail






Use a console on the jail:


PROMPT.ROOT ezjail-admin console dnsjail






The jail is operating and additional configuration can be completed.
Typical settings added at this point include:


Connect to the jail and set the root user’s password:


PROMPT.ROOT ezjail-admin console dnsjail
PROMPT.ROOT passwd
Changing local password for root
New Password:
Retype New Password:






The jail’s time zone can be set with MAN.TZSETUP.8. To avoid spurious
error messages, the MAN.ADJKERNTZ.8 entry in /etc/crontab can be
commented or removed. This job attempts to update the computer’s
hardware clock with time zone changes, but jails are not allowed to
access that hardware.


Enter domain name server lines in /etc/resolv.conf so DNS works in
the jail.


Change the address and add the jail name to the localhost entries in
/etc/hosts.


Enter configuration settings in /etc/rc.conf. This is much like
configuring a full computer. The host name and IP address are not set
here. Those values are already provided by the jail configuration.


With the jail configured, the applications for which the jail was
created can be installed.



Tip


Some ports must be built with special options to be used in a jail.
For example, both of the network monitoring plugin packages
net-mgmt/nagios-plugins and net-mgmt/monitoring-plugins have a
JAIL option which must be enabled for them to work correctly
inside a jail.









Updating Jails



Updating the Operating System


Because the basejail’s copy of the userland is shared by the other
jails, updating the basejail automatically updates all of the other
jails. Either source or binary updates can be used.


To build the world from source on the host, then install it in the
basejail, use:


PROMPT.ROOT ezjail-admin update -b






If the world has already been compiled on the host, install it in the
basejail with:


PROMPT.ROOT ezjail-admin update -i






Binary updates use MAN.FREEBSD-UPDATE.8. These updates have the same
limitations as if MAN.FREEBSD-UPDATE.8 were being run directly. The most
important one is that only -RELEASE versions of OS are available with
this method.


Update the basejail to the latest patched release of the version of OS
on the host. For example, updating from RELEASE-p1 to RELEASE-p2.


PROMPT.ROOT ezjail-admin update -u






To upgrade the basejail to a new version, first upgrade the host system
as described in ?. Once the host has been upgraded and rebooted, the
basejail can then be upgraded. MAN.FREEBSD-UPDATE.8 has no way of
determining which version is currently installed in the basejail, so the
original version must be specified. Use MAN.FILE.1 to determine the
original version in the basejail:


PROMPT.ROOT file /usr/jails/basejail/bin/sh
/usr/jails/basejail/bin/sh: ELF 64-bit LSB executable, x86-64, version 1 (FreeBSD), dynamically linked (uses shared libs), for FreeBSD 9.3, stripped






Now use this information to perform the upgrade from 9.3-RELEASE to
the current version of the host system:


PROMPT.ROOT ezjail-admin update -U -s 9.3-RELEASE






After updating the basejail, MAN.MERGEMASTER.8 must be run to update
each jail’s configuration files.


How to use MAN.MERGEMASTER.8 depends on the purpose and trustworthiness
of a jail. If a jail’s services or users are not trusted, then
MAN.MERGEMASTER.8 should only be run from within that jail:


Delete the link from the jail’s /usr/src into the basejail and
create a new /usr/src in the jail as a mountpoint. Mount the host
computer’s /usr/src read-only on the jail’s new /usr/src
mountpoint:


PROMPT.ROOT rm /usr/jails/jailname/usr/src
PROMPT.ROOT mkdir /usr/jails/jailname/usr/src
PROMPT.ROOT mount -t nullfs -o ro /usr/src /usr/jails/jailname/usr/src






Get a console in the jail:


PROMPT.ROOT ezjail-admin console jailname






Inside the jail, run mergemaster. Then exit the jail console:


PROMPT.ROOT cd /usr/src
PROMPT.ROOT mergemaster -U
PROMPT.ROOT exit






Finally, unmount the jail’s /usr/src:


PROMPT.ROOT umount /usr/jails/jailname/usr/src






If the users and services in a jail are trusted, MAN.MERGEMASTER.8 can
be run from the host:


PROMPT.ROOT mergemaster -U -D /usr/jails/jailname









Updating Ports


The ports tree in the basejail is shared by the other jails. Updating
that copy of the ports tree gives the other jails the updated version
also.


The basejail ports tree is updated with MAN.PORTSNAP.8:


PROMPT.ROOT ezjail-admin update -P











Controlling Jails



Stopping and Starting Jails


ezjail automatically starts jails when the computer is started. Jails
can be manually stopped and restarted with stop and start:


PROMPT.ROOT ezjail-admin stop sambajail
Stopping jails: sambajail.






By default, jails are started automatically when the host computer
starts. Autostarting can be disabled with config:


PROMPT.ROOT ezjail-admin config -r norun seldomjail






This takes effect the next time the host computer is started. A jail
that is already running will not be stopped.


Enabling autostart is very similar:


PROMPT.ROOT ezjail-admin config -r run oftenjail









Archiving and Restoring Jails


Use archive to create a .tar.gz archive of a jail. The file name
is composed from the name of the jail and the current date. Archive
files are written to the archive directory,
/usr/jails/ezjail_archives. A different archive directory can be
chosen by setting ezjail_archivedir in the configuration file.


The archive file can be copied elsewhere as a backup, or an existing
jail can be restored from it with restore. A new jail can be created
from the archive, providing a convenient way to clone existing jails.


Stop and archive a jail named wwwserver:


PROMPT.ROOT ezjail-admin stop wwwserver
Stopping jails: wwwserver.
PROMPT.ROOT ezjail-admin archive wwwserver
PROMPT.ROOT ls /usr/jails/ezjail-archives/
wwwserver-201407271153.13.tar.gz






Create a new jail named wwwserver-clone from the archive created in
the previous step. Use the em1 interface and assign a new IP address
to avoid conflict with the original:


PROMPT.ROOT ezjail-admin create -a /usr/jails/ezjail_archives/wwwserver-201407271153.13.tar.gz wwwserver-clone 'lo1|127.0.3.1,em1|192.168.1.51'











Full Example: BIND in a Jail


Putting the BIND DNS server in a jail improves security by isolating it.
This example creates a simple caching-only name server.



		The jail will be called dns1.


		The jail will use IP address 192.168.1.240 on the host’s re0
interface.


		The upstream ISP’s DNS servers are at 10.0.0.62 and
10.0.0.61.


		The basejail has already been created and a ports tree installed.





Create a cloned loopback interface by adding a line to /etc/rc.conf:


cloned_interfaces="${cloned_interfaces} lo1"






Immediately create the new loopback interface:


PROMPT.ROOT service netif cloneup
Created clone interfaces: lo1.






Create the jail:


PROMPT.ROOT ezjail-admin create dns1 'lo1|127.0.2.1,re0|192.168.1.240'






Start the jail, connect to a console running on it, and perform some
basic configuration:


PROMPT.ROOT ezjail-admin start dns1
PROMPT.ROOT ezjail-admin console dns1
PROMPT.ROOT passwd
Changing local password for root
New Password:
Retype New Password:
PROMPT.ROOT tzsetup
PROMPT.ROOT sed -i .bak -e '/adjkerntz/ s/^/#/' /etc/crontab
PROMPT.ROOT sed -i .bak -e 's/127.0.0.1/127.0.2.1/g; s/localhost.my.domain/dns1.my.domain dns1/' /etc/hosts






Temporarily set the upstream DNS servers in /etc/resolv.conf so
ports can be downloaded:


nameserver 10.0.0.62
nameserver 10.0.0.61






Still using the jail console, install dns/bind99.


PROMPT.ROOT make -C /usr/ports/dns/bind99 install clean






Configure the name server by editing
/usr/local/etc/namedb/named.conf.


Create an Access Control List (ACL) of addresses and networks that are
permitted to send DNS queries to this name server. This section is added
just before the options section already in the file:


...
// or cause huge amounts of useless Internet traffic.

acl "trusted" {
    192.168.1.0/24;
    localhost;
    localnets;
};

options {
...






Use the jail IP address in the listen-on setting to accept DNS
queries from other computers on the network:


listen-on   { 192.168.1.240; };






A simple caching-only DNS name server is created by changing the
forwarders section. The original file contains:


/*
    forwarders {
        127.0.0.1;
    };
*/






Uncomment the section by removing the /* and */ lines. Enter the
IP addresses of the upstream DNS servers. Immediately after the
forwarders section, add references to the trusted ACL defined
earlier:


forwarders {
    10.0.0.62;
    10.0.0.61;
};

allow-query       { any; };
allow-recursion   { trusted; };
allow-query-cache { trusted; };






Enable the service in /etc/rc.conf:


named_enable="YES"






Start and test the name server:


PROMPT.ROOT service named start
wrote key file "/usr/local/etc/namedb/rndc.key"
Starting named.
PROMPT.ROOT /usr/local/bin/dig @192.168.1.240 freebsd.org






A response that includes


;; Got answer;






shows that the new DNS server is working. A long delay followed by a
response including


;; connection timed out; no servers could be reached






shows a problem. Check the configuration settings and make sure any
local firewalls allow the new DNS access to the upstream DNS servers.


The new DNS server can use itself for local name resolution, just like
other local computers. Set the address of the DNS server in the client
computer’s /etc/resolv.conf:


nameserver 192.168.1.240






A local DHCP server can be configured to provide this address for a
local DNS server, providing automatic configuration on DHCP clients.
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The hardware notes for FreeBSD are customized for different platforms,
as many devices are only supported on (or are only relevant for)
specific processors or architectures.


Hardware notes for FreeBSD 6.3-RELEASE are available for the following
platforms:



		alpha


		amd64


		i386


		pc98


		powerpc


		sparc64





A list of all platforms currently under development can be found on the
Supported Platforms page.
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Date: Fri, 18 Jan 2008 14:00:11 -0500


From: Ken Smith <kensmith@FreeBSD.org>

To: freebsd-announce@FreeBSD.org

Subject: [FreeBSD-Announce] FreeBSD 6.3 Released





The FreeBSD Release Engineering Team is pleased to announce the
availability of FreeBSD 6.3-RELEASE. This release continues the
development of the 6-STABLE branch providing performance and stability
improvements, many bug fixes and new features. Some of the highlights:



		KDE updated to 3.5.8, GNOME updated to 2.20.1, Xorg updated to 7.3


		BIND updated to 9.3.4


		sendmail updated to 8.14.2


		lagg(4) driver ported from OpenBSD/NetBSD


		unionfs file system re-implemented


		freebsd-update(8) now supports an upgrade command





For a complete list of new features and known problems, please see the
online release notes and errata list, available at:



http://www.FreeBSD.org/releases/6.3R/relnotes.html


http://www.FreeBSD.org/releases/6.3R/errata.html





For more information about FreeBSD release engineering activities,
please see:


http://www.FreeBSD.org/releng/


The FreeBSD Security Team intends to support 6.3-RELEASE until January
31st, 2010.



Dedication


FreeBSD 6.3-RELEASE is dedicated to the memory of Dr. Jun-ichiro Hagino,
known throughout the Internet community as itojun, for his visionary
work on the IPv6 protocol and his many other contributions to the
Internet and BSD communities.





Availability


FreeBSD 6.3-RELEASE is now available for the alpha, amd64, i386, pc98,
and sparc64 architectures. It can be installed from bootable ISO images
or over the network; the required files can be downloaded via FTP or
BitTorrent as described in the sections below. While some of the smaller
FTP mirrors may not carry all architectures, they will all generally
contain the more common ones, such as i386 and amd64.


MD5 and SHA256 hashes for the release ISO images are included at the
bottom of this message.


The contents of the ISO images provided as part of the release has
changed for most of the architectures. Using the i386 architecture as an
example, there are ISO images named ``bootonly’‘, ``disc1’‘,
``disc2’‘, ``disc3’‘, and ``docs’‘. The ``bootonly’’ image is
suitable for booting a machine to do a network based installation using
FTP or NFS. The ``disc1’‘, ``disc2’‘, and ``disc3’’ images are
used to do a full installation that includes a basic set of packages and
does not require network access to an FTP or NFS server during the
installation. In addition, ``disc1’’ supports booting into a live
CD-based filesystem and system rescue mode. The ``docs’’ image has all
of the documentation for all supported languages. Most people will find
that ``disc1’‘, ``disc2’’ and ``disc3’’ are all that are needed.
If you intend to install ports from source instead of using the
pre-built packages included with the release only ``disc1’’ is needed.


FreeBSD 6.3-RELEASE can also be purchased on CD-ROM from several
vendors. One of the vendors that will be offering FreeBSD 6.3-based
products is:



		FreeBSD Mall, Inc. http://www.freebsdmall.com/








Bittorrent


6.3-RELEASE ISOs are available via BitTorrent. A collection of torrent
files to download the images is available at:


http://torrents.freebsd.org:8080/





FTP


The primary mirror site is:


ftp://ftp.freebsd.org/pub/FreeBSD/


However, before trying the central FTP site, please check your regional
mirror(s) first by going to:


ftp://ftp.<yourdomain>.FreeBSD.org/pub/FreeBSD


Any additional mirror sites will be labeled ftp2, ftp3 and so on.


More information about FreeBSD mirror sites can be found at:


http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/mirrors-ftp.html


For instructions on installing FreeBSD, please see Chapter 2 of The
FreeBSD Handbook. It provides a complete installation walk-through for
users new to FreeBSD, and can be found online at:


http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/install.html





FreeBSD Update


Starting with FreeBSD 6.3, the freebsd-update(8) utility supports binary
upgrades of i386 and amd64 systems systems running earlier FreeBSD
releases, release candidates, and betas. Users upgrading to FreeBSD 6.3
from older releases (in particular, older than 6.3-RC1) will need to
download an updated version of freebsd-update(8) that supports upgrading
to a new release.


# fetch http://people.freebsd.org/~cperciva/freebsd-update-upgrade.tgz


Downloading and verifying the digital signature for the tarball (signed
by the FreeBSD Security Officer’s PGP key) is highly recommended.


# fetch http://people.freebsd.org/~cperciva/freebsd-update-upgrade.tgz.asc


# gpg --verify freebsd-update-upgrade.tgz.asc freebsd-update-upgrade.tgz


The new freebsd-update(8) can then be extracted and run as follows:


# tar -xf freebsd-update-upgrade.tgz


# sh freebsd-update.sh -f freebsd-update.conf -r 6.3-RELEASE upgrade


# sh freebsd-update.sh -f freebsd-update.conf install


The system must be rebooted with the newly installed kernel before
continuing.


# shutdown -r now


Finally, freebsd-update.sh needs to be run one more time to install the
new userland components, and the system needs to be rebooted one last
time:


# sh freebsd-update.sh -f freebsd-update.conf install


# shutdown -r now


For more information, see:


http://www.daemonology.net/blog/2007-11-10-freebsd-minor-version-upgrade.html
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Introduction


This is a specific schedule for the release of FreeBSD &local.rel;. For
more general information about the release engineering process, please
see the Release Engineering section of
the web site.


General discussions about the release engineering process or quality
assurance issues should be sent to the public
freebsd-qa mailing list.
MFC
requests should be sent to re@FreeBSD.org.





Schedule


Action


Expected


Actual


Description


Reminder announcement


TBD


15 Oct 2007


Release Engineers send announcement email to developers with a rough
schedule for the FreeBSD &local.rel; release.


Announce the Ports Freeze


23 Oct 2007


23 Oct 2007


Someone from portmgr@ should email freebsd-ports@ to set a date
for the week long ports freeze and tagging of the ports tree.


Code freeze begins


18 Nov 2007


18 Nov 2007


After this date, all commits to RELENG_6 must be approved by
re@FreeBSD.org. Certain highly active documentation committers are
exempt from this rule for routine man page / release note updates.
Heads-up emails should be sent to the developers, as well as stable@
and qa@ lists.


Announce doc/ tree slush


TBD


19 Nov 2007


Notification of the impending doc/ tree slush should be sent to
doc@.


Ports tree frozen


30 Oct 2007


30 Oct 2007


Only approved commits will be permitted to the ports/ tree during
the freeze.


doc/ tree slush


25 Nov 2007


25 Nov 2007


Non-essential commits to the en_US.ISO8859-1/ subtree should be
delayed from this point until after the doc/ tree tagging, to give
translation teams time to synchronize their work.


doc/ tree tagged.


5 Dec 2007


5 Dec 2007


Version number bumps for doc/ subtree. RELEASE_&local.rel.tag;_0
tag for doc/. doc/ slush ends at this time.


BETA1 builds


24 Oct 2007


1 Nov 2007


Begin BETA1 builds.


BETA2 builds


7 Nov 2007


9 Nov 2007


Begin BETA2 builds.


RELENG_6_3 branch


21 Nov 2007


25 Nov 2007


The new release branch is created. Update newvers.sh and
release.ent on various branches involved.


RC1 builds


21 Nov 2007


26 Nov 2007


Begin RC1 builds.


RC2 builds


5 Dec 2007


22 Dec 2007


Begin RC2 builds.


Ports tree tagged


14 Dec 2007


11 Dec 2007


RELEASE_&local.rel.tag;_0 tag for ports/.


Ports tree unfrozen


14 Dec 2007


11 Dec 2007


After the ports/ tree is tagged, the ports/ tree will be
re-opened for commits, but commits made after tagging will not go in
&local.rel;-RELEASE.


Final package build starts


14 Dec 2007


12 Dec 2007


The ports cluster and pointyhat [http://pointyhat.FreeBSD.org] build
final packages.


RELEASE builds


19 Dec 2007


15 Jan 2008


Begin RELEASE builds.


Announcement


23 Dec 2007


18 Jan 2008


Announcement sent out after a majority of the mirrors have received the
bits.


Turn over to the secteam


TBD


28 Jan 2008


RELENG_&local.rel.tag; branch is handed over to the FreeBSD Security
Officer Team in one or two weeks after the announcement.





Additional Information



		FreeBSD Release Engineering website.
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The installation notes for FreeBSD are customized for different
platforms, as the procedures for installing FreeBSD are highly dependent
on the hardware platform.


Installation notes for FreeBSD 6.3-RELEASE are available for the
following platforms:



		alpha


		amd64


		i386


		pc98


		powerpc


		sparc64





A list of all platforms currently under development can be found on the
Supported Platforms page.
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Synopsis
========


Firewalls make it possible to filter the incoming and outgoing traffic
that flows through a system. A firewall can use one or more sets of
“rules” to inspect network packets as they come in or go out of network
connections and either allows the traffic through or blocks it. The
rules of a firewall can inspect one or more characteristics of the
packets such as the protocol type, source or destination host address,
and source or destination port.


Firewalls can enhance the security of a host or a network. They can be
used to do one or more of the following:



		Protect and insulate the applications, services, and machines of an
internal network from unwanted traffic from the public Internet.


		Limit or disable access from hosts of the internal network to
services of the public Internet.


		Support network address translation (NAT), which allows an internal
network to use private IP addresses and share a single connection to
the public Internet using either a single IP address or a shared pool
of automatically assigned public addresses.





OS has three firewalls built into the base system: PF, IPFW, and
IPFILTER, also known as IPF. OS also provides two traffic shapers for
controlling bandwidth usage: MAN.ALTQ.4 and MAN.DUMMYNET.4. ALTQ has
traditionally been closely tied with PF and dummynet with IPFW. Each
firewall uses rules to control the access of packets to and from a OS
system, although they go about it in different ways and each has a
different rule syntax.


OS provides multiple firewalls in order to meet the different
requirements and preferences for a wide variety of users. Each user
should evaluate which firewall best meets their needs.


After reading this chapter, you will know:



		How to define packet filtering rules.


		The differences between the firewalls built into OS.


		How to use and configure the PF firewall.


		How to use and configure the IPFW firewall.


		How to use and configure the IPFILTER firewall.





Before reading this chapter, you should:



		Understand basic OS and Internet concepts.



Note


Since all firewalls are based on inspecting the values of selected
packet control fields, the creator of the firewall ruleset must have
an understanding of how TCP/IP works, what the different values in
the packet control fields are, and how these values are used in a
normal session conversation. For a good introduction, refer to
Daryl’s TCP/IP Primer [http://www.ipprimer.com/overview.cfm].















Firewall Concepts
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A ruleset contains a group of rules which pass or block packets based on
the values contained in the packet. The bi-directional exchange of
packets between hosts comprises a session conversation. The firewall
ruleset processes both the packets arriving from the public Internet, as
well as the packets produced by the system as a response to them. Each
TCP/IP service is predefined by its protocol and listening port. Packets
destined for a specific service originate from the source address using
an unprivileged port and target the specific service port on the
destination address. All the above parameters can be used as selection
criteria to create rules which will pass or block services.


To lookup unknown port numbers, refer to /etc/services.
Alternatively, visit
http://en.wikipedia.org/wiki/List_of_TCP_and_UDP_port_numbers and do a
port number lookup to find the purpose of a particular port number.


Check out this link for port numbers used by Trojans
http://www.sans.org/security-resources/idfaq/oddports.php.


FTP has two modes: active mode and passive mode. The difference is in
how the data channel is acquired. Passive mode is more secure as the
data channel is acquired by the ordinal ftp session requester. For a
good explanation of FTP and the different modes, see
http://www.slacksite.com/other/ftp.html.


A firewall ruleset can be either “exclusive” or “inclusive”. An
exclusive firewall allows all traffic through except for the traffic
matching the ruleset. An inclusive firewall does the reverse as it only
allows traffic matching the rules through and blocks everything else.


An inclusive firewall offers better control of the outgoing traffic,
making it a better choice for systems that offer services to the public
Internet. It also controls the type of traffic originating from the
public Internet that can gain access to a private network. All traffic
that does not match the rules is blocked and logged. Inclusive firewalls
are generally safer than exclusive firewalls because they significantly
reduce the risk of allowing unwanted traffic.



Note


Unless noted otherwise, all configuration and example rulesets in
this chapter create inclusive firewall rulesets.






Security can be tightened further using a “stateful firewall”. This type
of firewall keeps track of open connections and only allows traffic
which either matches an existing connection or opens a new, allowed
connection.


Stateful filtering treats traffic as a bi-directional exchange of
packets comprising a session. When state is specified on a matching rule
the firewall dynamically generates internal rules for each anticipated
packet being exchanged during the session. It has sufficient matching
capabilities to determine if a packet is valid for a session. Any
packets that do not properly fit the session template are automatically
rejected.


When the session completes, it is removed from the dynamic state table.


Stateful filtering allows one to focus on blocking/passing new sessions.
If the new session is passed, all its subsequent packets are allowed
automatically and any impostor packets are automatically rejected. If a
new session is blocked, none of its subsequent packets are allowed.
Stateful filtering provides advanced matching abilities capable of
defending against the flood of different attack methods employed by
attackers.


NAT stands for Network Address Translation. NAT function enables the
private LAN behind the firewall to share a single ISP-assigned IP
address, even if that address is dynamically assigned. NAT allows each
computer in the LAN to have Internet access, without having to pay the
ISP for multiple Internet accounts or IP addresses.


NAT will automatically translate the private LAN IP address for each
system on the LAN to the single public IP address as packets exit the
firewall bound for the public Internet. It also performs the reverse
translation for returning packets.


According to RFC 1918, the following IP address ranges are reserved for
private networks which will never be routed directly to the public
Internet, and therefore are available for use with NAT:



		10.0.0.0/8.





		172.16.0.0/12.





		192.168.0.0/16.



Warning


When working with the firewall rules, be very careful. Some
configurations can lock the administrator out of the server. To be
on the safe side, consider performing the initial firewall
configuration from the local console rather than doing it remotely
over ssh.
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Since OS 5.3, a ported version of OpenBSD’s PF firewall has been
included as an integrated part of the base system. PF is a complete,
full-featured firewall that has optional support for ALTQ (Alternate
Queuing), which provides Quality of Service (QoS).


The OpenBSD Project maintains the definitive reference for PF in the PF
FAQ [http://www.openbsd.org/faq/pf/]. Peter Hansteen maintains a
thorough PF tutorial at http://home.nuug.no/~peter/pf/.



Warning


When reading the PF FAQ [http://www.openbsd.org/faq/pf/], keep
in mind that different versions of OS contain different versions of
PF. OS 8.X uses the same version of PF as OpenBSD 4.1 and OS 9.X and
later uses the same version of PF as OpenBSD 4.5.






The A.PF is a good place to ask questions about configuring and running
the PF firewall. Check the mailing list archives before asking a
question as it may have already been answered.


More information about porting PF to OS can be found at
http://pf4freebsd.love2party.net/.


This section of the Handbook focuses on PF as it pertains to OS. It
demonstrates how to enable PF and ALTQ. It then provides several
examples for creating rulesets on a OS system.



Enabling PF


In order to use PF, its kernel module must be first loaded. This section
describes the entries that can be added to /etc/rc.conf in order to
enable PF.


Start by adding the following line to /etc/rc.conf:


pf_enable="YES"






Additional options, described in MAN.PFCTL.8, can be passed to PF when
it is started. Add this entry to /etc/rc.conf and specify any
required flags between the two quotes (""):


pf_flags=""                     # additional flags for pfctl startup






PF will not start if it cannot find its ruleset configuration file. The
default ruleset is already created and is named /etc/pf.conf. If a
custom ruleset has been saved somewhere else, add a line to
/etc/rc.conf which specifies the full path to the file:


pf_rules="/path/to/pf.conf"






Logging support for PF is provided by MAN.PFLOG.4. To enable logging
support, add this line to /etc/rc.conf:


pflog_enable="YES"






The following lines can also be added in order to change the default
location of the log file or to specify any additional flags to pass to
MAN.PFLOG.4 when it is started:


pflog_logfile="/var/log/pflog"  # where pflogd should store the logfile
pflog_flags=""                  # additional flags for pflogd startup






Finally, if there is a LAN behind the firewall and packets need to be
forwarded for the computers on the LAN, or NAT is required, add the
following option:


gateway_enable="YES"            # Enable as LAN gateway






After saving the needed edits, PF can be started with logging support by
typing:


PROMPT.ROOT service pf start
PROMPT.ROOT service pflog start






By default, PF reads its configuration rules from /etc/pf.conf and
modifies, drops, or passes packets according to the rules or definitions
specified in this file. The OS installation includes several sample
files located in /usr/share/examples/pf/. Refer to the PF
FAQ [http://www.openbsd.org/faq/pf/] for complete coverage of PF
rulesets.


To control PF, use pfctl. ? summarizes some useful options to this
command. Refer to MAN.PFCTL.8 for a description of all available
options:








		Command
		Purpose





		
		``pfctl


		-e``






		Enable PF.



		
		``pfctl


		-d``






		Disable PF.



		
		``pfctl -F all


		-f /etc/pf.conf``






		Flush all NAT, filter, state, and table rules and reload /etc/pf.conf.



		
		``pfctl -s [ rules | nat


		state ]``






		Report on the filter rules, NAT rules, or state table.



		
		``pfctl -vnf


		/etc/pf.conf``






		Check /etc/pf.conf for errors, but do not load ruleset.







Table: Useful pfctl Options



Tip


security/sudo is useful for running commands like pfctl that
require elevated privileges. It can be installed from the Ports
Collection.






To keep an eye on the traffic that passes through the PF firewall,
consider installing the sysutils/pftop package or port. Once installed,
pftop can be run to view a running snapshot of traffic in a format which
is similar to MAN.TOP.1.





Enabling ALTQ


On OS, ALTQ can be used with PF to provide Quality of Service (QOS).
Once ALTQ is enabled, queues can be defined in the ruleset which
determine the processing priority of outbound packets.


Before enabling ALTQ, refer to MAN.ALTQ.4 to determine if the drivers
for the network cards installed on the system support it.


ALTQ is not available as a loadable kernel module. If the system’s
interfaces support ALTQ, create a custom kernel using the instructions
in ?. The following kernel options are available. The first is needed to
enable ALTQ. At least one of the other options is necessary to specify
the queueing scheduler algorithm:


options         ALTQ
options         ALTQ_CBQ        # Class Based Queuing (CBQ)
options         ALTQ_RED        # Random Early Detection (RED)
options         ALTQ_RIO        # RED In/Out
options         ALTQ_HFSC       # Hierarchical Packet Scheduler (HFSC)
options         ALTQ_PRIQ       # Priority Queuing (PRIQ)






The following scheduler algorithms are available:



		CBQ


		Class Based Queuing (CBQ) is used to divide a connection’s bandwidth
into different classes or queues to prioritize traffic based on
filter rules.


		RED


		Random Early Detection (RED) is used to avoid network congestion by
measuring the length of the queue and comparing it to the minimum
and maximum thresholds for the queue. When the queue is over the
maximum, all new packets are randomly dropped.


		RIO


		In Random Early Detection In and Out (RIO) mode, RED maintains
multiple average queue lengths and multiple threshold values, one
for each QOS level.


		HFSC


		Hierarchical Fair Service Curve Packet Scheduler (HFSC) is described
in http://www-2.cs.cmu.edu/~hzhang/HFSC/main.html.


		PRIQ


		Priority Queuing (PRIQ) always passes traffic that is in a higher
queue first.





More information about the scheduling algorithms and example rulesets
are available at http://www.openbsd.org/faq/pf/queueing.html.





PF Rulesets


This section demonstrates how to create a customized ruleset. It starts
with the simplest of rulesets and builds upon its concepts using several
examples to demonstrate real-world usage of PF’s many features.


The simplest possible ruleset is for a single machine that does not run
any services and which needs access to one network, which may be the
Internet. To create this minimal ruleset, edit /etc/pf.conf so it
looks like this:


block in all
pass out all keep state






The first rule denies all incoming traffic by default. The second rule
allows connections created by this system to pass out, while retaining
state information on those connections. This state information allows
return traffic for those connections to pass back and should only be
used on machines that can be trusted. The ruleset can be loaded with:


PROMPT.ROOT pfctl -e ; pfctl -f /etc/pf.conf






In addition to keeping state, PF provides lists and macros which can be
defined for use when creating rules. Macros can include lists and need
to be defined before use. As an example, insert these lines at the very
top of the ruleset:


tcp_services = "{ ssh, smtp, domain, www, pop3, auth, pop3s }"
udp_services = "{ domain }"






PF understands port names as well as port numbers, as long as the names
are listed in /etc/services. This example creates two macros. The
first is a list of seven TCP port names and the second is one UDP port
name. Once defined, macros can be used in rules. In this example, all
traffic is blocked except for the connections initiated by this system
for the seven specified TCP services and the one specified UDP service:


tcp_services = "{ ssh, smtp, domain, www, pop3, auth, pop3s }"
udp_services = "{ domain }"
block all
pass out proto tcp to any port $tcp_services keep state
pass proto udp to any port $udp_services keep state






Even though UDP is considered to be a stateless protocol, PF is able to
track some state information. For example, when a UDP request is passed
which asks a name server about a domain name, PF will watch for the
response in order to pass it back.


Whenever an edit is made to a ruleset, the new rules must be loaded so
they can be used:


PROMPT.ROOT pfctl -f /etc/pf.conf






If there are no syntax errors, pfctl will not output any messages
during the rule load. Rules can also be tested before attempting to load
them:


PROMPT.ROOT pfctl -nf /etc/pf.conf






Including -n causes the rules to be interpreted only, but not
loaded. This provides an opportunity to correct any errors. At all
times, the last valid ruleset loaded will be enforced until either PF is
disabled or a new ruleset is loaded.



Tip


Adding -v to a pfctl ruleset verify or load will display the
fully parsed rules exactly the way they will be loaded. This is
extremely useful when debugging rules.







A Simple Gateway with NAT


This section demonstrates how to configure a OS system running PF to act
as a gateway for at least one other machine. The gateway needs at least
two network interfaces, each connected to a separate network. In this
example, xl1 is connected to the Internet and xl0 is connected
to the internal network.


First, enable the gateway in order to let the machine forward the
network traffic it receives on one interface to another interface. This
sysctl setting will forward IPv4 packets:


PROMPT.ROOT sysctl net.inet.ip.forwarding=1






To forward IPv6 traffic, use:


PROMPT.ROOT sysctl net.inet6.ip6.forwarding=1






To enable these settings at system boot, add the following to
/etc/rc.conf:


gateway_enable="YES"        #for ipv4
ipv6_gateway_enable="YES"   #for ipv6






Verify with ifconfig that both of the interfaces are up and running.


Next, create the PF rules to allow the gateway to pass traffic. While
the following rule allows stateful traffic to pass from the Internet to
hosts on the network, the to keyword does not guarantee passage all
the way from source to destination:


pass in on xl1 from xl1:network to xl0:network port $ports keep state






That rule only lets the traffic pass in to the gateway on the internal
interface. To let the packets go further, a matching rule is needed:


pass out on xl0 from xl1:network to xl0:network port $ports keep state






While these two rules will work, rules this specific are rarely needed.
For a busy network admin, a readable ruleset is a safer ruleset. The
remainder of this section demonstrates how to keep the rules as simple
as possible for readability. For example, those two rules could be
replaced with one rule:


pass from xl1:network to any port $ports keep state






The interface:network notation can be replaced with a macro to make
the ruleset even more readable. For example, a $localnet macro could
be defined as the network directly attached to the internal interface
($xl1:network). Alternatively, the definition of $localnet could
be changed to an IP address/netmask notation to denote a network, such
as 192.168.100.1/24 for a subnet of private addresses.


If required, $localnet could even be defined as a list of networks.
Whatever the specific needs, a sensible $localnet definition could
be used in a typical pass rule as follows:


pass from $localnet to any port $ports keep state






The following sample ruleset allows all traffic initiated by machines on
the internal network. It first defines two macros to represent the
external and internal 3COM interfaces of the gateway.



Note


For dialup users, the external interface will use tun0. For an
ADSL connection, specifically those using PPP over Ethernet (PPPoE),
the correct external interface is tun0, not the physical
Ethernet interface.






ext_if = "xl0"  # macro for external interface - use tun0 for PPPoE
int_if = "xl1"  # macro for internal interface
localnet = $int_if:network
# ext_if IP address could be dynamic, hence ($ext_if)
nat on $ext_if from $localnet to any -> ($ext_if)
block all
pass from { lo0, $localnet } to any keep state






This ruleset introduces the nat rule which is used to handle the
network address translation from the non-routable addresses inside the
internal network to the IP address assigned to the external interface.
The parentheses surrounding the last part of the nat rule ($ext_if)
is included when the IP address of the external interface is dynamically
assigned. It ensures that network traffic runs without serious
interruptions even if the external IP address changes.


Note that this ruleset probably allows more traffic to pass out of the
network than is needed. One reasonable setup could create this macro:


client_out = "{ ftp-data, ftp, ssh, domain, pop3, auth, nntp, http, \
    https, cvspserver, 2628, 5999, 8000, 8080 }"






to use in the main pass rule:


pass inet proto tcp from $localnet to any port $client_out \
    flags S/SA keep state






A few other pass rules may be needed. This one enables SSH on the
external interface:


::







pass in inet proto tcp to $ext_if port ssh



This macro definition and rule allows DNS and NTP for internal clients:


udp_services = "{ domain, ntp }"
pass quick inet proto { tcp, udp } to any port $udp_services keep state






Note the quick keyword in this rule. Since the ruleset consists of
several rules, it is important to understand the relationships between
the rules in a ruleset. Rules are evaluated from top to bottom, in the
sequence they are written. For each packet or connection evaluated by
PF, the last matching rule in the ruleset is the one which is applied.
However, when a packet matches a rule which contains the quick
keyword, the rule processing stops and the packet is treated according
to that rule. This is very useful when an exception to the general rules
is needed.





Creating an FTP Proxy


Configuring working FTP rules can be problematic due to the nature of
the FTP protocol. FTP pre-dates firewalls by several decades and is
insecure in its design. The most common points against using FTP
include:



		Passwords are transferred in the clear.


		The protocol demands the use of at least two TCP connections (control
and data) on separate ports.


		When a session is established, data is communicated using randomly
selected ports.





All of these points present security challenges, even before considering
any potential security weaknesses in client or server software. More
secure alternatives for file transfer exist, such as MAN.SFTP.1 or
MAN.SCP.1, which both feature authentication and data transfer over
encrypted connections..


For those situations when FTP is required, PF provides redirection of
FTP traffic to a small proxy program called MAN.FTP-PROXY.8, which is
included in the base system of OS. The role of the proxy is to
dynamically insert and delete rules in the ruleset, using a set of
anchors, in order to correctly handle FTP traffic.


To enable the FTP proxy, add this line to /etc/rc.conf:


ftpproxy_enable="YES"







		Then start the proxy by running ``service


		ftp-proxy start``.





For a basic configuration, three elements need to be added to
/etc/pf.conf. First, the anchors which the proxy will use to insert
the rules it generates for the FTP sessions:


nat-anchor "ftp-proxy/*"
rdr-anchor "ftp-proxy/*"






Second, a pass rule is needed to allow FTP traffic in to the proxy.


Third, redirection and NAT rules need to be defined before the filtering
rules. Insert this rdr rule immediately after the nat rule:


rdr pass on $int_if proto tcp from any to any port ftp -> 127.0.0.1 port 8021






Finally, allow the redirected traffic to pass:


pass out proto tcp from $proxy to any port ftp






where $proxy expands to the address the proxy daemon is bound to.


Save /etc/pf.conf, load the new rules, and verify from a client that
FTP connections are working:


PROMPT.ROOT pfctl -f /etc/pf.conf






This example covers a basic setup where the clients in the local network
need to contact FTP servers elsewhere. This basic configuration should
work well with most combinations of FTP clients and servers. As shown in
MAN.FTP-PROXY.8, the proxy’s behavior can be changed in various ways by
adding options to the ftpproxy_flags= line. Some clients or servers
may have specific quirks that must be compensated for in the
configuration, or there may be a need to integrate the proxy in specific
ways such as assigning FTP traffic to a specific queue.


For ways to run an FTP server protected by PF and MAN.FTP-PROXY.8,
configure a separate ftp-proxy in reverse mode, using -R, on a
separate port with its own redirecting pass rule.





Managing ICMP


Many of the tools used for debugging or troubleshooting a TCP/IP network
rely on the Internet Control Message Protocol (ICMP), which was designed
specifically with debugging in mind.


The ICMP protocol sends and receives control messages between hosts
and gateways, mainly to provide feedback to a sender about any unusual
or difficult conditions enroute to the target host. Routers use ICMP to
negotiate packet sizes and other transmission parameters in a process
often referred to as path MTU discovery.


From a firewall perspective, some ICMP control messages are vulnerable
to known attack vectors. Also, letting all diagnostic traffic pass
unconditionally makes debugging easier, but it also makes it easier for
others to extract information about the network. For these reasons, the
following rule may not be optimal:


pass inet proto icmp from any to any






One solution is to let all ICMP traffic from the local network through
while stopping all probes from outside the network:


pass inet proto icmp from $localnet to any keep state
pass inet proto icmp from any to $ext_if keep state






Additional options are available which demonstrate some of PF’s
flexibility. For example, rather than allowing all ICMP messages, one
can specify the messages used by MAN.PING.8 and MAN.TRACEROUTE.8. Start
by defining a macro for that type of message:


icmp_types = "echoreq"






and a rule which uses the macro:


pass inet proto icmp all icmp-type $icmp_types keep state






If other types of ICMP packets are needed, expand icmp_types to a
list of those packet types. Type ``more



/usr/src/contrib/pf/pfctl/pfctl_parser.c`` to see the list of



ICMP message types supported by PF. Refer to
http://www.iana.org/assignments/icmp-parameters/icmp-parameters.xhtml
for an explanation of each message type.


Since Unix traceroute uses UDP by default, another rule is needed to
allow Unix traceroute:


# allow out the default range for traceroute(8):
pass out on $ext_if inet proto udp from any to any port 33433 >< 33626 keep state






Since TRACERT.EXE on Microsoft Windows systems uses ICMP echo
request messages, only the first rule is needed to allow network traces
from those systems. Unix traceroute can be instructed to use other
protocols as well, and will use ICMP echo request messages if -I is
used. Check the MAN.TRACEROUTE.8 man page for details.



Path MTU Discovery


Internet protocols are designed to be device independent, and one
consequence of device independence is that the optimal packet size for a
given connection cannot always be predicted reliably. The main
constraint on packet size is the Maximum Transmission Unit (MTU) which
sets the upper limit on the packet size for an interface. Type
ifconfig to view the MTUs for a system’s network interfaces.


TCP/IP uses a process known as path MTU discovery to determine the right
packet size for a connection. This process sends packets of varying
sizes with the “Do not fragment” flag set, expecting an ICMP return
packet of “type 3, code 4” when the upper limit has been reached. Type 3
means “destination unreachable”, and code 4 is short for “fragmentation
needed, but the do-not-fragment flag is set”. To allow path MTU
discovery in order to support connections to other MTUs, add the
destination unreachable type to the icmp_types macro:


icmp_types = "{ echoreq, unreach }"






Since the pass rule already uses that macro, it does not need to be
modified in order to support the new ICMP type:


pass inet proto icmp all icmp-type $icmp_types keep state






PF allows filtering on all variations of ICMP types and codes. The list
of possible types and codes are documented in MAN.ICMP.4 and
MAN.ICMP6.4.







Using Tables


Some types of data are relevant to filtering and redirection at a given
time, but their definition is too long to be included in the ruleset
file. PF supports the use of tables, which are defined lists that can be
manipulated without needing to reload the entire ruleset, and which can
provide fast lookups. Table names are always enclosed within < >,
like this:


table <clients> { 192.168.2.0/24, !192.168.2.5 }






In this example, the 192.168.2.0/24 network is part of the table,
except for the address 192.168.2.5, which is excluded using the
! operator. It is also possible to load tables from files where each
item is on a separate line, as seen in this example /etc/clients:


192.168.2.0/24
!192.168.2.5






To refer to the file, define the table like this:


table <clients> persist file "/etc/clients"






Once the table is defined, it can be referenced by a rule:


pass inet proto tcp from <clients> to any port $client_out flags S/SA keep state






A table’s contents can be manipulated live, using pfctl. This
example adds another network to the table:


PROMPT.ROOT pfctl -t clients -T add 192.168.1.0/16






Note that any changes made this way will take affect now, making them
ideal for testing, but will not survive a power failure or reboot. To
make the changes permanent, modify the definition of the table in the
ruleset or edit the file that the table refers to. One can maintain the
on-disk copy of the table using a MAN.CRON.8 job which dumps the table’s
contents to disk at regular intervals, using a command such as
``pfctl -t clients -T show



>/etc/clients``. Alternatively, /etc/clients can be updated



with the in-memory table contents:


PROMPT.ROOT pfctl -t clients -T replace -f /etc/clients









Using Overload Tables to Protect SSH


Those who run SSH on an external interface have probably seen something
like this in the authentication logs:


Sep 26 03:12:34 skapet sshd[25771]: Failed password for root from 200.72.41.31 port 40992 ssh2
Sep 26 03:12:34 skapet sshd[5279]: Failed password for root from 200.72.41.31 port 40992 ssh2
Sep 26 03:12:35 skapet sshd[5279]: Received disconnect from 200.72.41.31: 11: Bye Bye
Sep 26 03:12:44 skapet sshd[29635]: Invalid user admin from 200.72.41.31
Sep 26 03:12:44 skapet sshd[24703]: input_userauth_request: invalid user admin
Sep 26 03:12:44 skapet sshd[24703]: Failed password for invalid user admin from 200.72.41.31 port 41484 ssh2






This is indicative of a brute force attack where somebody or some
program is trying to discover the user name and password which will let
them into the system.


If external SSH access is needed for legitimate users, changing the
default port used by SSH can offer some protection. However, PF provides
a more elegant solution. Pass rules can contain limits on what
connecting hosts can do and violators can be banished to a table of
addresses which are denied some or all access. It is even possible to
drop all existing connections from machines which overreach the limits.


To configure this, create this table in the tables section of the
ruleset:


table <bruteforce> persist






Then, somewhere early in the ruleset, add rules to block brute access
while allowing legitimate access:


block quick from <bruteforce>
pass inet proto tcp from any to $localnet port $tcp_services \
    flags S/SA keep state \
    (max-src-conn 100, max-src-conn-rate 15/5, \
    overload <bruteforce> flush global)






The part in parentheses defines the limits and the numbers should be
changed to meet local requirements. It can be read as follows:


max-src-conn is the number of simultaneous connections allowed from
one host.


max-src-conn-rate is the rate of new connections allowed from any
single host (15) per number of seconds (5).


overload <bruteforce> means that any host which exceeds these limits
gets its address added to the bruteforce table. The ruleset blocks
all traffic from addresses in the bruteforce table.


Finally, flush global says that when a host reaches the limit, that
all (global) of that host’s connections will be terminated
(flush).



Note


These rules will not block slow bruteforcers, as described in
http://home.nuug.no/~peter/hailmary2013/.






This example ruleset is intended mainly as an illustration. For example,
if a generous number of connections in general are wanted, but the
desire is to be more restrictive when it comes to ssh, supplement the
rule above with something like the one below, early on in the rule set:


pass quick proto { tcp, udp } from any to any port ssh \
    flags S/SA keep state \
    (max-src-conn 15, max-src-conn-rate 5/3, \
    overload <bruteforce> flush global)

**Note**

It is worth noting that the overload mechanism is a general
technique which does not apply exclusively to SSH, and it is not
always optimal to entirely block all traffic from offenders.

For example, an overload rule could be used to protect a mail
service or a web service, and the overload table could be used in a
rule to assign offenders to a queue with a minimal bandwidth
allocation or to redirect to a specific web page.






Over time, tables will be filled by overload rules and their size will
grow incrementally, taking up more memory. Sometimes an IP address that
is blocked is a dynamically assigned one, which has since been assigned
to a host who has a legitimate reason to communicate with hosts in the
local network.


For situations like these, pfctl provides the ability to expire table
entries. For example, this command will remove <bruteforce> table
entries which have not been referenced for 86400 seconds:


PROMPT.ROOT pfctl -t bruteforce -T expire 86400






Similar functionality is provided by security/expiretable, which removes
table entries which have not been accessed for a specified period of
time.


Once installed, expiretable can be run to remove <bruteforce> table
entries older than a specified age. This example removes all entries
older than 24 hours:


/usr/local/sbin/expiretable -v -d -t 24h bruteforce









Protecting Against SPAM


Not to be confused with the spamd daemon which comes bundled with
spamassassin, mail/spamd can be configured with PF to provide an outer
defense against SPAM. This spamd hooks into the PF configuration using a
set of redirections.


Spammers tend to send a large number of messages, and SPAM is mainly
sent from a few spammer friendly networks and a large number of hijacked
machines, both of which are reported to blacklists fairly quickly.


When an SMTP connection from an address in a blacklist is received,
spamd presents its banner and immediately switches to a mode where it
answers SMTP traffic one byte at a time. This technique, which is
intended to waste as much time as possible on the spammer’s end, is
called tarpitting. The specific implementation which uses one byte SMTP
replies is often referred to as stuttering.


This example demonstrates the basic procedure for setting up spamd with
automatically updated blacklists. Refer to the man pages which are
installed with mail/spamd for more information.


Install the mail/spamd package or port. In order to use spamd’s
greylisting features, MAN.FDESCFS.5 must be mounted at /dev/fd. Add
the following line to /etc/fstab:


fdescfs /dev/fd fdescfs rw 0 0






Then, mount the filesystem:


PROMPT.ROOT mount fdescfs






Next, edit the PF ruleset to include:


table <spamd> persist
table <spamd-white> persist
rdr pass on $ext_if inet proto tcp from <spamd> to \
    { $ext_if, $localnet } port smtp -> 127.0.0.1 port 8025
rdr pass on $ext_if inet proto tcp from !<spamd-white> to \
    { $ext_if, $localnet } port smtp -> 127.0.0.1 port 8025






The two tables <spamd> and <spamd-white> are essential. SMTP
traffic from an address listed in`` <spamd>`` but not in
<spamd-white> is redirected to the spamd daemon listening at port
8025.


The next step is to configure spamd in /usr/local/etc/spamd.conf and
to add some rc.conf parameters.


The installation of mail/spamd includes a sample configuration file
(/usr/local/etc/spamd.conf.sample) and a man page for
spamd.conf. Refer to these for additional configuration options
beyond those shown in this example.


One of the first lines in the configuration file that does not begin
with a # comment sign contains the block which defines the all
list, which specifies the lists to use:


all:\
    :traplist:whitelist:






This entry adds the desired blacklists, separated by colons (:). To
use a whitelist to subtract addresses from a blacklist, add the name of
the whitelist immediately after the name of that blacklist. For
example: :blacklist:whitelist:.


This is followed by the specified blacklist’s definition:


traplist:\
    :black:\
    :msg="SPAM. Your address %A has sent spam within the last 24 hours":\
    :method=http:\
    :file=www.openbsd.org/spamd/traplist.gz






where the first line is the name of the blacklist and the second line
specifies the list type. The msg field contains the message to
display to blacklisted senders during the SMTP dialogue. The method
field specifies how spamd-setup fetches the list data; supported methods
are http, ftp, from a file in a mounted file system, and via
exec of an external program. Finally, the file field specifies
the name of the file spamd expects to receive.


The definition of the specified whitelist is similar, but omits the
msg field since a message is not needed:


whitelist:\
    :white:\
    :method=file:\
    :file=/var/mail/whitelist.txt

**Tip**

Using all the blacklists in the sample ``spamd.conf`` will blacklist
large blocks of the Internet. Administrators need to edit the file
to create an optimal configuration which uses applicable data
sources and, when necessary, uses custom lists.






Next, add this entry to /etc/rc.conf. Additional flags are described
in the man page specified by the comment:


spamd_flags="-v" # use "" and see spamd-setup(8) for flags






When finished, reload the ruleset, start spamd by typing
service start obspamd, and complete the configuration using
spamd-setup. Finally, create a MAN.CRON.8 job which calls
spamd-setup to update the tables at reasonable intervals.


On a typical gateway in front of a mail server, hosts will soon start
getting trapped within a few seconds to several minutes.


PF also supports greylisting, which temporarily rejects messages from
unknown hosts with 45n codes. Messages from greylisted hosts which try
again within a reasonable time are let through. Traffic from senders
which are set up to behave within the limits set by RFC 1123 and RFC
2821 are immediately let through.


More information about greylisting as a technique can be found at the
greylisting.org [http://www.greylisting.org/] web site. The most
amazing thing about greylisting, apart from its simplicity, is that it
still works. Spammers and malware writers have been very slow to adapt
in order to bypass this technique.


The basic procedure for configuring greylisting is as follows:


Make sure that MAN.FDESCFS.5 is mounted as described in Step 1 of the
previous Procedure.


To run spamd in greylisting mode, add this line to /etc/rc.conf:


spamd_grey="YES"  # use spamd greylisting if YES






Refer to the spamd man page for descriptions of additional related
parameters.


To complete the greylisting setup:


PROMPT.ROOT service restart obspamd
PROMPT.ROOT service start spamlogd






Behind the scenes, the spamdb database tool and the spamlogd whitelist
updater perform essential functions for the greylisting feature. spamdb
is the administrator’s main interface to managing the black, grey, and
white lists via the contents of the /var/db/spamdb database.





Network Hygiene


This section describes how block-policy, scrub, and
antispoof can be used to make the ruleset behave sanely.


The block-policy is an option which can be set in the options
part of the ruleset, which precedes the redirection and filtering rules.
This option determines which feedback, if any, PF sends to hosts that
are blocked by a rule. The option has two possible values: drop
drops blocked packets with no feedback, and return returns a status
code such as Connection refused.


If not set, the default policy is drop. To change the
block-policy, specify the desired value:


set block-policy return






In PF, scrub is a keyword which enables network packet
normalization. This process reassembles fragmented packets and drops TCP
packets that have invalid flag combinations. Enabling scrub provides
a measure of protection against certain kinds of attacks based on
incorrect handling of packet fragments. A number of options are
available, but the simplest form is suitable for most configurations:


scrub in all






Some services, such as NFS, require specific fragment handling options.
Refer to http://www.openbsd.gr/faq/pf/scrub.html for more information.


This example reassembles fragments, clears the “do not fragment” bit,
and sets the maximum segment size to 1440 bytes:


scrub in all fragment reassemble no-df max-mss 1440






The antispoof mechanism protects against activity from spoofed or
forged IP addresses, mainly by blocking packets appearing on interfaces
and in directions which are logically not possible.


These rules weed out spoofed traffic coming in from the rest of the
world as well as any spoofed packets which originate in the local
network:


antispoof for $ext_if
antispoof for $int_if









Handling Non-Routable Addresses


Even with a properly configured gateway to handle network address
translation, one may have to compensate for other people’s
misconfigurations. A common misconfiguration is to let traffic with
non-routable addresses out to the Internet. Since traffic from
non-routeable addresses can play a part in several DoS attack
techniques, consider explicitly blocking traffic from non-routeable
addresses from entering the network through the external interface.


In this example, a macro containing non-routable addresses is defined,
then used in blocking rules. Traffic to and from these addresses is
quietly dropped on the gateway’s external interface.


martians = "{ 127.0.0.0/8, 192.168.0.0/16, 172.16.0.0/12, \
          10.0.0.0/8, 169.254.0.0/16, 192.0.2.0/24, \
          0.0.0.0/8, 240.0.0.0/4 }"

block drop in quick on $ext_if from $martians to any
block drop out quick on $ext_if from any to $martians













IPFW


firewall
IPFW
IPFW is a stateful firewall written for OS which supports both IPv4 and
IPv6. It is comprised of several components: the kernel firewall filter
rule processor and its integrated packet accounting facility, the
logging facility, NAT, the MAN.DUMMYNET.4 traffic shaper, a forward
facility, a bridge facility, and an ipstealth facility.


OS provides a sample ruleset in /etc/rc.firewall which defines
several firewall types for common scenarios to assist novice users in
generating an appropriate ruleset. IPFW provides a powerful syntax which
advanced users can use to craft customized rulesets that meet the
security requirements of a given environment.


This section describes how to enable IPFW, provides an overview of its
rule syntax, and demonstrates several rulesets for common configuration
scenarios.



Enabling IPFW


IPFW
enabling
IPFW is included in the basic OS install as a kernel loadable module,
meaning that a custom kernel is not needed in order to enable IPFW.


kernel options
IPFIREWALL
kernel options
IPFIREWALL_VERBOSE
kernel options
IPFIREWALL_VERBOSE_LIMIT
IPFW
kernel options
For those users who wish to statically compile IPFW support into a
custom kernel, refer to the instructions in ?. The following options are
available for the custom kernel configuration file:


options    IPFIREWALL         # enables IPFW
options    IPFIREWALL_VERBOSE       # enables logging for rules with log keyword
options    IPFIREWALL_VERBOSE_LIMIT=5   # limits number of logged packets per-entry
options    IPFIREWALL_DEFAULT_TO_ACCEPT # sets default policy to pass what is not explicitly denied
options    IPDIVERT         # enables NAT






To configure the system to enable IPFW at boot time, add the following
entry to /etc/rc.conf:


firewall_enable="YES"






To use one of the default firewall types provided by OS, add another
line which specifies the type:


firewall_type="open"






The available types are:



		open: passes all traffic.


		client: protects only this machine.


		simple: protects the whole network.


		closed: entirely disables IP traffic except for the loopback
interface.


		workstation: protects only this machine using stateful rules.


		UNKNOWN: disables the loading of firewall rules.


		filename: full path of the file containing the firewall ruleset.





If firewall_type is set to either client or simple, modify
the default rules found in /etc/rc.firewall to fit the configuration
of the system.


Note that the filename type is used to load a custom ruleset.


An alternate way to load a custom ruleset is to set the
firewall_script variable to the absolute path of an executable
script that includes IPFW commands. The examples used in this section
assume that the firewall_script is set to /etc/ipfw.rules:


firewall_script="/etc/ipfw.rules"






To enable logging, include this line:


firewall_logging="YES"






There is no /etc/rc.conf variable to set logging limits. To limit
the number of times a rule is logged per connection attempt, specify the
number using this line in /etc/sysctl.conf:


net.inet.ip.fw.verbose_limit=5






After saving the needed edits, start the firewall. To enable logging
limits now, also set the sysctl value specified above:


PROMPT.ROOT service ipfw start
PROMPT.ROOT sysctl net.inet.ip.fw.verbose_limit=5









IPFW Rule Syntax


IPFW
rule processing order
When a packet enters the IPFW firewall, it is compared against the first
rule in the ruleset and progresses one rule at a time, moving from top
to bottom in sequence. When the packet matches the selection parameters
of a rule, the rule’s action is executed and the search of the ruleset
terminates for that packet. This is referred to as “first match wins”.
If the packet does not match any of the rules, it gets caught by the
mandatory IPFW default rule number 65535, which denies all packets and
silently discards them. However, if the packet matches a rule that
contains the count, skipto, or tee keywords, the search
continues. Refer to MAN.IPFW.8 for details on how these keywords affect
rule processing.


IPFW
rule syntax
When creating an IPFW rule, keywords must be written in the following
order. Some keywords are mandatory while other keywords are optional.
The words shown in uppercase represent a variable and the words shown in
lowercase must precede the variable that follows it. The # symbol is
used to mark the start of a comment and may appear at the end of a rule
or on its own line. Blank lines are ignored.


CMD RULE_NUMBER set SET_NUMBER ACTION log LOG_AMOUNT PROTO from SRC
SRC_PORT to DST DST_PORT OPTIONS


This section provides an overview of these keywords and their options.
It is not an exhaustive list of every possible option. Refer to
MAN.IPFW.8 for a complete description of the rule syntax that can be
used when creating IPFW rules.



		CMD


		Every rule must start with ipfw add.


		RULE_NUMBER


		Each rule is associated with a number from 1 to 65534. The
number is used to indicate the order of rule processing. Multiple
rules can have the same number, in which case they are applied
according to the order in which they have been added.


		SET_NUMBER


		Each rule is associated with a set number from 0 to 31. Sets
can be individually disabled or enabled, making it possible to
quickly add or delete a set of rules. If a SET_NUMBER is not
specified, the rule will be added to set 0.


		ACTION


		A rule can be associated with one of the following actions. The
specified action will be executed when the packet matches the
selection criterion of the rule.



		``allow | accept | pass |


		permit``: these keywords are equivalent and allow packets





that match the rule.


check-state: checks the packet against the dynamic state table.
If a match is found, execute the action associated with the rule
which generated this dynamic rule, otherwise move to the next rule.
A check-state rule does not have selection criterion. If no
check-state rule is present in the ruleset, the dynamic rules
table is checked at the first keep-state or limit rule.


count: updates counters for all packets that match the rule. The
search continues with the next rule.


deny | drop: either word silently discards packets that match
this rule.


Additional actions are available. Refer to MAN.IPFW.8 for details.





		LOG_AMOUNT


		When a packet matches a rule with the log keyword, a message
will be logged to MAN.SYSLOGD.8 with a facility name of
SECURITY. Logging only occurs if the number of packets logged
for that particular rule does not exceed a specified LOG_AMOUNT. If
no LOG_AMOUNT is specified, the limit is taken from the value of
net.inet.ip.fw.verbose_limit. A value of zero removes the
logging limit. Once the limit is reached, logging can be re-enabled
by clearing the logging counter or the packet counter for that rule,
using ipfw reset log.



Note


Logging is done after all other packet matching conditions have
been met, and before performing the final action on the packet.
The administrator decides which rules to enable logging on.









		PROTO


		This optional value can be used to specify any protocol name or
number found in /etc/protocols.


		SRC


		The from keyword must be followed by the source address or a
keyword that represents the source address. An address can be
represented by any, me (any address configured on an
interface on this system), me6, (any IPv6 address configured on
an interface on this system), or table followed by the number of
a lookup table which contains a list of addresses. When specifying
an IP address, it can be optionally followed by its CIDR mask or
subnet mask. For example, 1.2.3.4/25 or
1.2.3.4:255.255.255.128.


		SRC_PORT


		An optional source port can be specified using the port number or
name from /etc/services.


		DST


		The to keyword must be followed by the destination address or a
keyword that represents the destination address. The same keywords
and addresses described in the SRC section can be used to describe
the destination.


		DST_PORT


		An optional destination port can be specified using the port number
or name from /etc/services.


		OPTIONS


		Several keywords can follow the source and destination. As the name
suggests, OPTIONS are optional. Commonly used options include in
or out, which specify the direction of packet flow,
icmptypes followed by the type of ICMP message, and
keep-state.


When a keep-state rule is matched, the firewall will create a
dynamic rule which matches bidirectional traffic between the source
and destination addresses and ports using the same protocol.


The dynamic rules facility is vulnerable to resource depletion from
a SYN-flood attack which would open a huge number of dynamic rules.
To counter this type of attack with IPFW, use limit. This option
limits the number of simultaneous sessions by checking the open
dynamic rules, counting the number of times this rule and IP address
combination occurred. If this count is greater than the value
specified by limit, the packet is discarded.


Dozens of OPTIONS are available. Refer to MAN.IPFW.8 for a
description of each available option.











Example Ruleset


This section demonstrates how to create an example stateful firewall
ruleset script named /etc/ipfw.rules. In this example, all
connection rules use in or out to clarify the direction. They
also use via interface-name to specify the interface the packet is
traveling over.



Note


When first creating or testing a firewall ruleset, consider
temporarily setting this tunable:


net.inet.ip.fw.default_to_accept="1"






This sets the default policy of MAN.IPFW.8 to be more permissive
than the default ``deny ip from any to



any``, making it slightly more difficult to get locked out



of the system right after a reboot.






The firewall script begins by indicating that it is a Bourne shell
script and flushes any existing rules. It then creates the cmd
variable so that ipfw add does not have to be typed at the beginning
of every rule. It also defines the pif variable which represents the
name of the interface that is attached to the Internet.


#!/bin/sh
# Flush out the list before we begin.
ipfw -q -f flush

# Set rules command prefix
cmd="ipfw -q add"
pif="dc0"     # interface name of NIC attached to Internet






The first two rules allow all traffic on the trusted internal interface
and on the loopback interface:


# Change xl0 to LAN NIC interface name
$cmd 00005 allow all from any to any via xl0

# No restrictions on Loopback Interface
$cmd 00010 allow all from any to any via lo0






The next rule allows the packet through if it matches an existing entry
in the dynamic rules table:


$cmd 00101 check-state






The next set of rules defines which stateful connections internal
systems can create to hosts on the Internet:


# Allow access to public DNS
# Replace x.x.x.x with the IP address of a public DNS server
# and repeat for each DNS server in /etc/resolv.conf
$cmd 00110 allow tcp from any to x.x.x.x 53 out via $pif setup keep-state
$cmd 00111 allow udp from any to x.x.x.x 53 out via $pif keep-state

# Allow access to ISP's DHCP server for cable/DSL configurations.
# Use the first rule and check log for IP address.
# Then, uncomment the second rule, input the IP address, and delete the first rule
$cmd 00120 allow log udp from any to any 67 out via $pif keep-state
#$cmd 00120 allow udp from any to x.x.x.x 67 out via $pif keep-state

# Allow outbound HTTP and HTTPS connections
$cmd 00200 allow tcp from any to any 80 out via $pif setup keep-state
$cmd 00220 allow tcp from any to any 443 out via $pif setup keep-state

# Allow outbound email connections
$cmd 00230 allow tcp from any to any 25 out via $pif setup keep-state
$cmd 00231 allow tcp from any to any 110 out via $pif setup keep-state

# Allow outbound ping
$cmd 00250 allow icmp from any to any out via $pif keep-state

# Allow outbound NTP
$cmd 00260 allow tcp from any to any 37 out via $pif setup keep-state

# Allow outbound SSH
$cmd 00280 allow tcp from any to any 22 out via $pif setup keep-state

# deny and log all other outbound connections
$cmd 00299 deny log all from any to any out via $pif






The next set of rules controls connections from Internet hosts to the
internal network. It starts by denying packets typically associated with
attacks and then explicitly allows specific types of connections. All
the authorized services that originate from the Internet use limit
to prevent flooding.


# Deny all inbound traffic from non-routable reserved address spaces
$cmd 00300 deny all from 192.168.0.0/16 to any in via $pif     #RFC 1918 private IP
$cmd 00301 deny all from 172.16.0.0/12 to any in via $pif      #RFC 1918 private IP
$cmd 00302 deny all from 10.0.0.0/8 to any in via $pif         #RFC 1918 private IP
$cmd 00303 deny all from 127.0.0.0/8 to any in via $pif        #loopback
$cmd 00304 deny all from 0.0.0.0/8 to any in via $pif          #loopback
$cmd 00305 deny all from 169.254.0.0/16 to any in via $pif     #DHCP auto-config
$cmd 00306 deny all from 192.0.2.0/24 to any in via $pif       #reserved for docs
$cmd 00307 deny all from 204.152.64.0/23 to any in via $pif    #Sun cluster interconnect
$cmd 00308 deny all from 224.0.0.0/3 to any in via $pif        #Class D & E multicast

# Deny public pings
$cmd 00310 deny icmp from any to any in via $pif

# Deny ident
$cmd 00315 deny tcp from any to any 113 in via $pif

# Deny all Netbios services.
$cmd 00320 deny tcp from any to any 137 in via $pif
$cmd 00321 deny tcp from any to any 138 in via $pif
$cmd 00322 deny tcp from any to any 139 in via $pif
$cmd 00323 deny tcp from any to any 81 in via $pif

# Deny fragments
$cmd 00330 deny all from any to any frag in via $pif

# Deny ACK packets that did not match the dynamic rule table
$cmd 00332 deny tcp from any to any established in via $pif

# Allow traffic from ISP's DHCP server.
# Replace x.x.x.x with the same IP address used in rule 00120.
#$cmd 00360 allow udp from any to x.x.x.x 67 in via $pif keep-state

# Allow HTTP connections to internal web server
$cmd 00400 allow tcp from any to me 80 in via $pif setup limit src-addr 2

# Allow inbound SSH connections
$cmd 00410 allow tcp from any to me 22 in via $pif setup limit src-addr 2

# Reject and log all other incoming connections
$cmd 00499 deny log all from any to any in via $pif






The last rule logs all packets that do not match any of the rules in the
ruleset:


# Everything else is denied and logged
$cmd 00999 deny log all from any to any









Configuring NAT


NAT
and
IPFW
OS’s built-in NAT daemon, MAN.NATD.8, works in conjunction with IPFW to
provide network address translation. This can be used to provide an
Internet Connection Sharing solution so that several internal computers
can connect to the Internet using a single IP address.


To do this, the OS machine connected to the Internet must act as a
gateway. This system must have two NICs, where one is connected to the
Internet and the other is connected to the internal LAN. Each machine
connected to the LAN should be assigned an IP address in the private
network space, as defined by RFC
1918 [ftp://ftp.isi.edu/in-notes/rfc1918.txt], and have the default
gateway set to the MAN.NATD.8 system’s internal IP address.


Some additional configuration is needed in order to activate the NAT
function of IPFW. If the system has a custom kernel, the kernel
configuration file needs to include option IPDIVERT along with the
other IPFIREWALL options described in ?.


To enable NAT support at boot time, the following must be in
/etc/rc.conf:


gateway_enable="YES"      # enables the gateway
natd_enable="YES"       # enables NAT
natd_interface="rl0"        # specify interface name of NIC attached to Internet
natd_flags="-dynamic -m"    # -m = preserve port numbers; additional options are listed in MAN.NATD.8

**Note**

It is also possible to specify a configuration file which contains
the options to pass to MAN.NATD.8:

::

    natd_flags="-f /etc/natd.conf"

The specified file must contain a list of configuration options, one
per line. For example:

::

    redirect_port tcp 192.168.0.2:6667 6667
    redirect_port tcp 192.168.0.3:80 80

For more information about this configuration file, consult
MAN.NATD.8.






Next, add the NAT rules to the firewall ruleset. When the rulest
contains stateful rules, the positioning of the NAT rules is critical
and the skipto action is used. The skipto action requires a rule
number so that it knows which rule to jump to.


The following example builds upon the firewall ruleset shown in the
previous section. It adds some additional entries and modifies some
existing rules in order to configure the firewall for NAT. It starts by
adding some additional variables which represent the rule number to skip
to, the keep-state option, and a list of TCP ports which will be
used to reduce the number of rules:


#!/bin/sh
ipfw -q -f flush
cmd="ipfw -q add"
skip="skipto 500"
pif=dc0
ks="keep-state"
good_tcpo="22,25,37,53,80,443,110"






The inbound NAT rule is inserted after the two rules which allow all
traffic on the trusted internal interface and on the loopback interface
and before the check-state rule. It is important that the rule
number selected for this NAT rule, in this example 100, is higher
than the first two rules and lower than the check-state rule:


$cmd 005 allow all from any to any via xl0  # exclude LAN traffic
$cmd 010 allow all from any to any via lo0  # exclude loopback traffic
$cmd 100 divert natd ip from any to any in via $pif # NAT any inbound packets
# Allow the packet through if it has an existing entry in the dynamic rules table
$cmd 101 check-state






The outbound rules are modified to replace the allow action with the
$skip variable, indicating that rule processing will continue at
rule 500. The seven tcp rules have been replaced by rule 125
as the $good_tcpo variable contains the seven allowed outbound
ports.


# Authorized outbound packets
$cmd 120 $skip udp from any to x.x.x.x 53 out via $pif $ks
$cmd 121 $skip udp from any to x.x.x.x 67 out via $pif $ks
$cmd 125 $skip tcp from any to any $good_tcpo out via $pif setup $ks
$cmd 130 $skip icmp from any to any out via $pif $ks






The inbound rules remain the same, except for the very last rule which
removes the `` via $pif`` in order to catch both inbound and outbound
rules. The NAT rule must follow this last outbound rule, must have a
higher number than that last rule, and the rule number must be
referenced by the skipto action. In this ruleset, rule number
500 diverts all packets which match the outbound rules to MAN.NATD.8
for NAT processing. The next rule allows any packet which has undergone
NAT processing to pass.


$cmd 499 deny log all from any to any
$cmd 500 divert natd ip from any to any out via $pif # skipto location for outbound stateful rules
$cmd 510 allow ip from any to any






In this example, rules 100, 101, 125, 500, and 510
control the address translation of the outbound and inbound packets so
that the entries in the dynamic state table always register the private
LAN IP address.


Consider an internal web browser which initializes a new outbound HTTP
session over port 80. When the first outbound packet enters the
firewall, it does not match rule 100 because it is headed out rather
than in. It passes rule 101 because this is the first packet and it
has not been posted to the dynamic state table yet. The packet finally
matches rule 125 as it is outbound on an allowed port and has a
source IP address from the internal LAN. On matching this rule, two
actions take place. First, the keep-state action adds an entry to
the dynamic state table and the specified action, skipto rule 500,
is executed. Next, the packet undergoes NAT and is sent out to the
Internet. This packet makes its way to the destination web server, where
a response packet is generated and sent back. This new packet enters the
top of the ruleset. It matches rule 100 and has its destination IP
address mapped back to the original internal address. It then is
processed by the check-state rule, is found in the table as an
existing session, and is released to the LAN.


On the inbound side, the ruleset has to deny bad packets and allow only
authorized services. A packet which matches an inbound rule is posted to
the dynamic state table and the packet is released to the LAN. The
packet generated as a response is recognized by the check-state rule
as belonging to an existing session. It is then sent to rule 500 to
undergo NAT before being released to the outbound interface.



Port Redirection


The drawback with MAN.NATD.8 is that the LAN clients are not accessible
from the Internet. Clients on the LAN can make outgoing connections to
the world but cannot receive incoming ones. This presents a problem if
trying to run Internet services on one of the LAN client machines. A
simple way around this is to redirect selected Internet ports on the
MAN.NATD.8 machine to a LAN client.


For example, an IRC server runs on client A and a web server runs on
client B. For this to work properly, connections received on ports 6667
(IRC) and 80 (HTTP) must be redirected to the respective machines.


The syntax for -redirect_port is as follows:


-redirect_port proto targetIP:targetPORT[-targetPORT]
            [aliasIP:]aliasPORT[-aliasPORT]
            [remoteIP[:remotePORT[-remotePORT]]]






In the above example, the argument should be:


-redirect_port tcp 192.168.0.2:6667 6667
-redirect_port tcp 192.168.0.3:80 80






This redirects the proper TCP ports to the LAN client machines.


Port ranges over individual ports can be indicated with
-redirect_port. For example, tcp 192.168.0.2:2000-3000 2000-3000
would redirect all connections received on ports 2000 to 3000 to ports
2000 to 3000 on client A.


These options can be used when directly running MAN.NATD.8, placed
within the natd_flags="" option in /etc/rc.conf, or passed via a
configuration file.


For further configuration options, consult MAN.NATD.8





Address Redirection


address redirection
Address redirection is useful if more than one IP address is available.
Each LAN client can be assigned its own external IP address by
MAN.NATD.8, which will then rewrite outgoing packets from the LAN
clients with the proper external IP address and redirects all traffic
incoming on that particular IP address back to the specific LAN client.
This is also known as static NAT. For example, if IP addresses
128.1.1.1, 128.1.1.2, and 128.1.1.3 are available, 128.1.1.1 can be used
as the MAN.NATD.8 machine’s external IP address, while 128.1.1.2 and
128.1.1.3 are forwarded back to LAN clients A and B.


The -redirect_address syntax is as follows:


-redirect_address localIP publicIP












		localIP
		The internal IP address of the LAN client.



		publicIP
		The external IP address corresponding to the LAN client.







In the example, this argument would read:


-redirect_address 192.168.0.2 128.1.1.2
-redirect_address 192.168.0.3 128.1.1.3






Like -redirect_port, these arguments are placed within the
natd_flags="" option of /etc/rc.conf, or passed via a
configuration file. With address redirection, there is no need for port
redirection since all data received on a particular IP address is
redirected.


The external IP addresses on the MAN.NATD.8 machine must be active and
aliased to the external interface. Refer to MAN.RC.CONF.5 for details.







The IPFW Command


ipfw
ipfw can be used to make manual, single rule additions or deletions
to the active firewall while it is running. The problem with using this
method is that all the changes are lost when the system reboots. It is
recommended to instead write all the rules in a file and to use that
file to load the rules at boot time and to replace the currently running
firewall rules whenever that file changes.


ipfw is a useful way to display the running firewall rules to the
console screen. The IPFW accounting facility dynamically creates a
counter for each rule that counts each packet that matches the rule.
During the process of testing a rule, listing the rule with its counter
is one way to determine if the rule is functioning as expected.


To list all the running rules in sequence:


PROMPT.ROOT ipfw list






To list all the running rules with a time stamp of when the last time
the rule was matched:


PROMPT.ROOT ipfw -t list






The next example lists accounting information and the packet count for
matched rules along with the rules themselves. The first column is the
rule number, followed by the number of matched packets and bytes,
followed by the rule itself.


PROMPT.ROOT ipfw -a list






To list dynamic rules in addition to static rules:


PROMPT.ROOT ipfw -d list






To also show the expired dynamic rules:


PROMPT.ROOT ipfw -d -e list






To zero the counters:


PROMPT.ROOT ipfw zero






To zero the counters for just the rule with number NUM:


PROMPT.ROOT ipfw zero NUM







Logging Firewall Messages


IPFW
logging
Even with the logging facility enabled, IPFW will not generate any rule
logging on its own. The firewall administrator decides which rules in
the ruleset will be logged, and adds the log keyword to those rules.
Normally only deny rules are logged. It is customary to duplicate the
“ipfw default deny everything” rule with the log keyword included as
the last rule in the ruleset. This way, it is possible to see all the
packets that did not match any of the rules in the ruleset.


Logging is a two edged sword. If one is not careful, an over abundance
of log data or a DoS attack can fill the disk with log files. Log
messages are not only written to syslogd, but also are displayed on the
root console screen and soon become annoying.


The IPFIREWALL_VERBOSE_LIMIT=5 kernel option limits the number of
consecutive messages sent to MAN.SYSLOGD.8, concerning the packet
matching of a given rule. When this option is enabled in the kernel, the
number of consecutive messages concerning a particular rule is capped at
the number specified. There is nothing to be gained from 200 identical
log messages. With this option set to five, five consecutive messages
concerning a particular rule would be logged to syslogd and the
remainder identical consecutive messages would be counted and posted to
syslogd with a phrase like the following:


last message repeated 45 times






All logged packets messages are written by default to
/var/log/security, which is defined in /etc/syslog.conf.





Building a Rule Script


Most experienced IPFW users create a file containing the rules and code
them in a manner compatible with running them as a script. The major
benefit of doing this is the firewall rules can be refreshed in mass
without the need of rebooting the system to activate them. This method
is convenient in testing new rules as the procedure can be executed as
many times as needed. Being a script, symbolic substitution can be used
for frequently used values to be substituted into multiple rules.


This example script is compatible with the syntax used by the MAN.SH.1,
MAN.CSH.1, and MAN.TCSH.1 shells. Symbolic substitution fields are
prefixed with a dollar sign ($). Symbolic fields do not have the $
prefix. The value to populate the symbolic field must be enclosed in
double quotes (“”).


Start the rules file like this:


############### start of example ipfw rules script #############
#
ipfw -q -f flush       # Delete all rules
# Set defaults
oif="tun0"             # out interface
odns="192.0.2.11"      # ISP's DNS server IP address
cmd="ipfw -q add "     # build rule prefix
ks="keep-state"        # just too lazy to key this each time
$cmd 00500 check-state
$cmd 00502 deny all from any to any frag
$cmd 00501 deny tcp from any to any established
$cmd 00600 allow tcp from any to any 80 out via $oif setup $ks
$cmd 00610 allow tcp from any to $odns 53 out via $oif setup $ks
$cmd 00611 allow udp from any to $odns 53 out via $oif $ks
################### End of example ipfw rules script ############






The rules are not important as the focus of this example is how the
symbolic substitution fields are populated.


If the above example was in /etc/ipfw.rules, the rules could be
reloaded by the following command:


PROMPT.ROOT sh /etc/ipfw.rules






/etc/ipfw.rules can be located anywhere and the file can have any
name.


The same thing could be accomplished by running these commands by hand:


PROMPT.ROOT ipfw -q -f flush
PROMPT.ROOT ipfw -q add check-state
PROMPT.ROOT ipfw -q add deny all from any to any frag
PROMPT.ROOT ipfw -q add deny tcp from any to any established
PROMPT.ROOT ipfw -q add allow tcp from any to any 80 out via tun0 setup keep-state
PROMPT.ROOT ipfw -q add allow tcp from any to 192.0.2.11 53 out via tun0 setup keep-state
PROMPT.ROOT ipfw -q add 00611 allow udp from any to 192.0.2.11 53 out via tun0 keep-state













IPFILTER (IPF)


firewall
IPFILTER
IPFILTER, also known as IPF, is a cross-platform, open source firewall
which has been ported to several operating systems, including OS,
NetBSD, OpenBSD, and SOLARIS.


IPFILTER is a kernel-side firewall and NAT mechanism that can be
controlled and monitored by userland programs. Firewall rules can be set
or deleted using ipf, NAT rules can be set or deleted using ipnat,
run-time statistics for the kernel parts of IPFILTER can be printed
using ipfstat, and ipmon can be used to log IPFILTER actions to the
system log files.


IPF was originally written using a rule processing logic of “the last
matching rule wins” and only used stateless rules. Since then, IPF has
been enhanced to include the quick and keep state options.


For a detailed explanation of the legacy rules processing method, refer
to http://coombs.anu.edu.au/~avalon/ip-filter.html.


The IPF FAQ is at http://www.phildev.net/ipf/index.html. A searchable
archive of the IPFilter mailing list is available at
http://marc.info/?l=ipfilter.


This section of the Handbook focuses on IPF as it pertains to FreeBSD.
It provides examples of rules that contain the quick and
keep state options.



Enabling IPF


IPFILTER
enabling
IPF is included in the basic OS install as a kernel loadable module,
meaning that a custom kernel is not needed in order to enable IPF.


kernel options
IPFILTER
kernel options
IPFILTER_LOG
kernel options
IPFILTER_DEFAULT_BLOCK
IPFILTER
kernel options
For users who prefer to statically compile IPF support into a custom
kernel, refer to the instructions in ?. The following kernel options are
available:


options IPFILTER
options IPFILTER_LOG
options IPFILTER_LOOKUP
options IPFILTER_DEFAULT_BLOCK






where options IPFILTER enables support for IPFILTER,
options IPFILTER_LOG enables IPF logging using the ipl packet
logging pseudo-device for every rule that has the log keyword,
IPFILTER_LOOKUP enables IP pools in order to speed up IP lookups,
and ``options



IPFILTER_DEFAULT_BLOCK`` changes the default behavior so that any



packet not matching a firewall pass rule gets blocked.


To configure the system to enable IPF at boot time, add the following
entries to /etc/rc.conf. These entries will also enable logging and
``default pass



all``. To change the default policy to block all without



compiling a custom kernel, remember to add a block all rule at the
end of the ruleset.


ipfilter_enable="YES"             # Start ipf firewall
ipfilter_rules="/etc/ipf.rules"   # loads rules definition text file
ipmon_enable="YES"                # Start IP monitor log
ipmon_flags="-Ds"                 # D = start as daemon
                                  # s = log to syslog
                                  # v = log tcp window, ack, seq
                                  # n = map IP & port to names






If NAT functionality is needed, also add these lines:


gateway_enable="YES"              # Enable as LAN gateway
ipnat_enable="YES"                # Start ipnat function
ipnat_rules="/etc/ipnat.rules"    # rules definition file for ipnat






Then, to start IPF now:


PROMPT.ROOT service ipfilter start






To load the firewall rules, specify the name of the ruleset file using
ipf. The following command can be used to replace the currently
running firewall rules:


PROMPT.ROOT ipf -Fa -f /etc/ipf.rules






where -Fa flushes all the internal rules tables and -f specifies
the file containing the rules to load.


This provides the ability to make changes to a custom ruleset and update
the running firewall with a fresh copy of the rules without having to
reboot the system. This method is convenient for testing new rules as
the procedure can be executed as many times as needed.


Refer to MAN.IPF.8 for details on the other flags available with this
command.





IPF Rule Syntax


IPFILTER
rule syntax
This section describes the IPF rule syntax used to create stateful
rules. When creating rules, keep in mind that unless the quick
keyword appears in a rule, every rule is read in order, with the last
matching rule being the one that is applied. This means that even if
the first rule to match a packet is a pass, if there is a later
matching rule that is a block, the packet will be dropped. Sample
rulesets can be found in /usr/share/examples/ipfilter.


When creating rules, a # character is used to mark the start of a
comment and may appear at the end of a rule, to explain that rule’s
function, or on its own line. Any blank lines are ignored.


The keywords which are used in rules must be written in a specific
order, from left to right. Some keywords are mandatory while others are
optional. Some keywords have sub-options which may be keywords
themselves and also include more sub-options. The keyword order is as
follows, where the words shown in uppercase represent a variable and the
words shown in lowercase must precede the variable that follows it:


ACTION DIRECTION OPTIONS proto PROTO_TYPE from SRC_ADDR SRC_PORT to
DST_ADDR DST_PORT TCP_FLAG|ICMP_TYPE keep state STATE


This section describes each of these keywords and their options. It is
not an exhaustive list of every possible option. Refer to MAN.IPF.5 for
a complete description of the rule syntax that can be used when creating
IPF rules and examples for using each keyword.



		ACTION


		The action keyword indicates what to do with the packet if it
matches that rule. Every rule must have an action. The following
actions are recognized:


block: drops the packet.


pass: allows the packet.


log: generates a log record.


count: counts the number of packets and bytes which can provide
an indication of how often a rule is used.


auth: queues the packet for further processing by another
program.


call: provides access to functions built into IPF that allow
more complex actions.


decapsulate: removes any headers in order to process the
contents of the packet.





		DIRECTION


		Next, each rule must explicitly state the direction of traffic using
one of these keywords:


in: the rule is applied against an inbound packet.


out: the rule is applied against an outbound packet.


all: the rule applies to either direction.


If the system has multiple interfaces, the interface can be
specified along with the direction. An example would be
in on fxp0.





		OPTIONS


		Options are optional. However, if multiple options are specified,
they must be used in the order shown here.


log: when performing the specified ACTION, the contents of the
packet’s headers will be written to the MAN.IPL.4 packet log
pseudo-device.


quick: if a packet matches this rule, the ACTION specified by
the rule occurs and no further processing of any following rules
will occur for this packet.


on: must be followed by the interface name as displayed by
MAN.IFCONFIG.8. The rule will only match if the packet is going
through the specified interface in the specified direction.


When using the log keyword, the following qualifiers may be used
in this order:


body: indicates that the first 128 bytes of the packet contents
will be logged after the headers.


first: if the log keyword is being used in conjunction with
a keep state option, this option is recommended so that only the
triggering packet is logged and not every packet which matches the
stateful connection.


Additional options are available to specify error return messages.
Refer to MAN.IPF.5 for more details.





		PROTO_TYPE


		The protocol type is optional. However, it is mandatory if the rule
needs to specify a SRC_PORT or a DST_PORT as it defines the type
of protocol. When specifying the type of protocol, use the proto
keyword followed by either a protocol number or name from
/etc/protocols. Example protocol names include tcp, udp,
or icmp. If PROTO_TYPE is specified but no SRC_PORT or
DST_PORT is specified, all port numbers for that protocol will
match that rule.


		SRC_ADDR


		The from keyword is mandatory and is followed by a keyword which
represents the source of the packet. The source can be a hostname,
an IP address followed by the CIDR mask, an address pool, or the
keyword all. Refer to MAN.IPF.5 for examples.


There is no way to match ranges of IP addresses which do not express
themselves easily using the dotted numeric form / mask-length
notation. The net-mgmt/ipcalc package or port may be used to ease
the calculation of the CIDR mask. Additional information is
available at the utility’s web page: http://jodies.de/ipcalc.





		SRC_PORT


		The port number of the source is optional. However, if it is used,
it requires PROTO_TYPE to be first defined in the rule. The port
number must also be preceded by the proto keyword.


A number of different comparison operators are supported: =
(equal to), != (not equal to), < (less than), > (greater
than), <= (less than or equal to), and >= (greater than or
equal to).


To specify port ranges, place the two port numbers between <>
(less than and greater than ), >< (greater than and less than ),
or : (greater than or equal to and less than or equal to).





		DST_ADDR


		The to keyword is mandatory and is followed by a keyword which
represents the destination of the packet. Similar to SRC_ADDR, it
can be a hostname, an IP address followed by the CIDR mask, an
address pool, or the keyword all.


		DST_PORT


		Similar to SRC_PORT, the port number of the destination is
optional. However, if it is used, it requires PROTO_TYPE to be
first defined in the rule. The port number must also be preceded by
the proto keyword.


		TCP_FLAG|ICMP_TYPE


		If tcp is specifed as the PROTO_TYPE, flags can be specified as
letters, where each letter represents one of the possible TCP flags
used to determine the state of a connection. Possible values are:
S (SYN), A (ACK), P (PSH), F (FIN), U (URG),
R (RST), C (CWN), and E (ECN).


If icmp is specifed as the PROTO_TYPE, the ICMP type to match
can be specified. Refer to MAN.IPF.5 for the allowable types.





		STATE


		If a pass rule contains keep state, IPF will add an entry to
its dynamic state table and allow subsequent packets that match the
connection. IPF can track state for TCP, UDP, and ICMP sessions. Any
packet that IPF can be certain is part of an active session, even if
it is a different protocol, will be allowed.


In IPF, packets destined to go out through the interface connected
to the public Internet are first checked against the dynamic state
table. If the packet matches the next expected packet comprising an
active session conversation, it exits the firewall and the state of
the session conversation flow is updated in the dynamic state table.
Packets that do not belong to an already active session are checked
against the outbound ruleset. Packets coming in from the interface
connected to the public Internet are first checked against the
dynamic state table. If the packet matches the next expected packet
comprising an active session, it exits the firewall and the state of
the session conversation flow is updated in the dynamic state table.
Packets that do not belong to an already active session are checked
against the inbound ruleset.


Several keywords can be added after keep state. If used, these
keywords set various options that control stateful filtering, such
as setting connection limits or connection age. Refer to MAN.IPF.5
for the list of available options and their descriptions.











Example Ruleset


This section demonstrates how to create an example ruleset which only
allows services matching pass rules and blocks all others.


OS uses the loopback interface (lo0) and the IP address 127.0.0.1
for internal communication. The firewall ruleset must contain rules to
allow free movement of these internally used packets:


# no restrictions on loopback interface
pass in quick on lo0 all
pass out quick on lo0 all






The public interface connected to the Internet is used to authorize and
control access of all outbound and inbound connections. If one or more
interfaces are cabled to private networks, those internal interfaces may
require rules to allow packets originating from the LAN to flow between
the internal networks or to the interface attached to the Internet. The
ruleset should be organized into three major sections: any trusted
internal interfaces, outbound connections through the public interface,
and inbound connections through the public interface.


These two rules allow all traffic to pass through a trusted LAN
interface named xl0:


# no restrictions on inside LAN interface for private network
pass out quick on xl0 all
pass in quick on xl0 all






The rules for the public interface’s outbound and inbound sections
should have the most frequently matched rules placed before less
commonly matched rules, with the last rule in the section blocking and
logging all packets for that interface and direction.


This set of rules defines the outbound section of the public interface
named dc0. These rules keep state and identify the specific services
that internal systems are authorized for public Internet access. All the
rules use quick and specify the appropriate port numbers and, where
applicable, destination addresses.


# interface facing Internet (outbound)
# Matches session start requests originating from or behind the
# firewall, destined for the Internet.

# Allow outbound access to public DNS servers.
# Replace x.x.x. with address listed in /etc/resolv.conf.
# Repeat for each DNS server.
pass out quick on dc0 proto tcp from any to x.x.x. port = 53 flags S keep state
pass out quick on dc0 proto udp from any to xxx port = 53 keep state

# Allow access to ISP's specified DHCP server for cable or DSL networks.
# Use the first rule, then check log for the IP address of DHCP server.
# Then, uncomment the second rule, replace z.z.z.z with the IP address,
# and comment out the first rule
pass out log quick on dc0 proto udp from any to any port = 67 keep state
#pass out quick on dc0 proto udp from any to z.z.z.z port = 67 keep state

# Allow HTTP and HTTPS
pass out quick on dc0 proto tcp from any to any port = 80 flags S keep state
pass out quick on dc0 proto tcp from any to any port = 443 flags S keep state

# Allow email
pass out quick on dc0 proto tcp from any to any port = 110 flags S keep state
pass out quick on dc0 proto tcp from any to any port = 25 flags S keep state

# Allow NTP
pass out quick on dc0 proto tcp from any to any port = 37 flags S keep state

# Allow FTP
pass out quick on dc0 proto tcp from any to any port = 21 flags S keep state

# Allow SSH
pass out quick on dc0 proto tcp from any to any port = 22 flags S keep state

# Allow ping
pass out quick on dc0 proto icmp from any to any icmp-type 8 keep state

# Block and log everything else
block out log first quick on dc0 all






This example of the rules in the inbound section of the public interface
blocks all undesirable packets first. This reduces the number of packets
that are logged by the last rule.


# interface facing Internet (inbound)
# Block all inbound traffic from non-routable or reserved address spaces
block in quick on dc0 from 192.168.0.0/16 to any    #RFC 1918 private IP
block in quick on dc0 from 172.16.0.0/12 to any     #RFC 1918 private IP
block in quick on dc0 from 10.0.0.0/8 to any        #RFC 1918 private IP
block in quick on dc0 from 127.0.0.0/8 to any       #loopback
block in quick on dc0 from 0.0.0.0/8 to any         #loopback
block in quick on dc0 from 169.254.0.0/16 to any    #DHCP auto-config
block in quick on dc0 from 192.0.2.0/24 to any      #reserved for docs
block in quick on dc0 from 204.152.64.0/23 to any   #Sun cluster interconnect
block in quick on dc0 from 224.0.0.0/3 to any       #Class D & E multicast

# Block fragments and too short tcp packets
block in quick on dc0 all with frags
block in quick on dc0 proto tcp all with short

# block source routed packets
block in quick on dc0 all with opt lsrr
block in quick on dc0 all with opt ssrr

# Block OS fingerprint attempts and log first occurrence
block in log first quick on dc0 proto tcp from any to any flags FUP

# Block anything with special options
block in quick on dc0 all with ipopts

# Block public pings and ident
block in quick on dc0 proto icmp all icmp-type 8
block in quick on dc0 proto tcp from any to any port = 113

# Block incoming Netbios services
block in log first quick on dc0 proto tcp/udp from any to any port = 137
block in log first quick on dc0 proto tcp/udp from any to any port = 138
block in log first quick on dc0 proto tcp/udp from any to any port = 139
block in log first quick on dc0 proto tcp/udp from any to any port = 81






Any time there are logged messages on a rule with the log first
option, run ipfstat -hio to evaluate how many times the rule has
been matched. A large number of matches may indicate that the system is
under attack.


The rest of the rules in the inbound section define which connections
are allowed to be initiated from the Internet. The last rule denies all
connections which were not explicitly allowed by previous rules in this
section.


# Allow traffic in from ISP's DHCP server. Replace z.z.z.z with
# the same IP address used in the outbound section.
pass in quick on dc0 proto udp from z.z.z.z to any port = 68 keep state

# Allow public connections to specified internal web server
pass in quick on dc0 proto tcp from any to x.x.x.x port = 80 flags S keep state

# Block and log only first occurrence of all remaining traffic.
block in log first quick on dc0 all









Configuring NAT


NAT
IP masquerading
NAT
network address translation
NAT
ipnat
To enable NAT, add these statements to /etc/rc.conf and specify the
name of the file containing the NAT rules:


gateway_enable="YES"
ipnat_enable="YES"
ipnat_rules="/etc/ipnat.rules"






NAT rules are flexible and can accomplish many different things to fit
the needs of both commercial and home users. The rule syntax presented
here has been simplified to demonstrate common usage. For a complete
rule syntax description, refer to MAN.IPNAT.5.


The basic syntax for a NAT rule is as follows, where map starts the
rule and IF should be replaced with the name of the external interface:


map IF LAN_IP_RANGE -> PUBLIC_ADDRESS






The LAN_IP_RANGE is the range of IP addresses used by internal
clients. Usually, it is a private address range such as 192.168.1.0/24.
The PUBLIC_ADDRESS can either be the static external IP address or the
keyword 0/32 which represents the IP address assigned to IF.


In IPF, when a packet arrives at the firewall from the LAN with a public
destination, it first passes through the outbound rules of the firewall
ruleset. Then, the packet is passed to the NAT ruleset which is read
from the top down, where the first matching rule wins. IPF tests each
NAT rule against the packet’s interface name and source IP address. When
a packet’s interface name matches a NAT rule, the packet’s source IP
address in the private LAN is checked to see if it falls within the IP
address range specified in LAN_IP_RANGE. On a match, the packet has
its source IP address rewritten with the public IP address specified by
PUBLIC_ADDRESS. IPF posts an entry in its internal NAT table so that
when the packet returns from the Internet, it can be mapped back to its
original private IP address before being passed to the firewall rules
for further processing.


For networks that have large numbers of internal systems or multiple
subnets, the process of funneling every private IP address into a single
public IP address becomes a resource problem. Two methods are available
to relieve this issue.


The first method is to assign a range of ports to use as source ports.
By adding the portmap keyword, NAT can be directed to only use
source ports in the specified range:


map dc0 192.168.1.0/24 -> 0/32 portmap tcp/udp 20000:60000






Alternately, use the auto keyword which tells NAT to determine the
ports that are available for use:


map dc0 192.168.1.0/24 -> 0/32 portmap tcp/udp auto






The second method is to use a pool of public addresses. This is useful
when there are too many LAN addresses to fit into a single public
address and a block of public IP addresses is available. These public
addresses can be used as a pool from which NAT selects an IP address as
a packet’s address is mapped on its way out.


The range of public IP addresses can be specified using a netmask or
CIDR notation. These two rules are equivalent:


map dc0 192.168.1.0/24 -> 204.134.75.0/255.255.255.0
map dc0 192.168.1.0/24 -> 204.134.75.0/24






A common practice is to have a publically accessible web server or mail
server segregated to an internal network segment. The traffic from these
servers still has to undergo NAT, but port redirection is needed to
direct inbound traffic to the correct server. For example, to map a web
server using the internal address 10.0.10.25 to its public IP address of
20.20.20.5, use this rule:


rdr dc0 20.20.20.5/32 port 80 -> 10.0.10.25 port 80






If it is the only web server, this rule would also work as it redirects
all external HTTP requests to 10.0.10.25:


rdr dc0 0.0.0.0/0 port 80 -> 10.0.10.25 port 80






IPF has a built in FTP proxy which can be used with NAT. It monitors all
outbound traffic for active or passive FTP connection requests and
dynamically creates temporary filter rules containing the port number
used by the FTP data channel. This eliminates the need to open large
ranges of high order ports for FTP connections.


In this example, the first rule calls the proxy for outbound FTP traffic
from the internal LAN. The second rule passes the FTP traffic from the
firewall to the Internet, and the third rule handles all non-FTP traffic
from the internal LAN:


map dc0 10.0.10.0/29 -> 0/32 proxy port 21 ftp/tcp
map dc0 0.0.0.0/0 -> 0/32 proxy port 21 ftp/tcp
map dc0 10.0.10.0/29 -> 0/32






The FTP map rules go before the NAT rule so that when a packet
matches an FTP rule, the FTP proxy creates temporary filter rules to let
the FTP session packets pass and undergo NAT. All LAN packets that are
not FTP will not match the FTP rules but will undergo NAT if they match
the third rule.


Without the FTP proxy, the following firewall rules would instead be
needed. Note that without the proxy, all ports above 1024 need to be
allowed:


# Allow out LAN PC client FTP to public Internet
# Active and passive modes
pass out quick on rl0 proto tcp from any to any port = 21 flags S keep state

# Allow out passive mode data channel high order port numbers
pass out quick on rl0 proto tcp from any to any port > 1024 flags S keep state

# Active mode let data channel in from FTP server
pass in quick on rl0 proto tcp from any to any port = 20 flags S keep state






Whenever the file containing the NAT rules is edited, run ipnat with
-CF to delete the current NAT rules and flush the contents of the
dynamic translation table. Include -f and specify the name of the
NAT ruleset to load:


PROMPT.ROOT ipnat -CF -f /etc/ipnat.rules






To display the NAT statistics:


PROMPT.ROOT ipnat -s






To list the NAT table’s current mappings:


PROMPT.ROOT ipnat -l






To turn verbose mode on and display information relating to rule
processing and active rules and table entries:


PROMPT.ROOT ipnat -v









Viewing IPF Statistics


ipfstat
IPFILTER
statistics
IPF includes MAN.IPFSTAT.8 which can be used to retrieve and display
statistics which are gathered as packets match rules as they go through
the firewall. Statistics are accumulated since the firewall was last
started or since the last time they were reset to zero using ``ipf



-Z``.



The default ipfstat output looks like this:


input packets: blocked 99286 passed 1255609 nomatch 14686 counted 0
 output packets: blocked 4200 passed 1284345 nomatch 14687 counted 0
 input packets logged: blocked 99286 passed 0
 output packets logged: blocked 0 passed 0
 packets logged: input 0 output 0
 log failures: input 3898 output 0
 fragment state(in): kept 0 lost 0
 fragment state(out): kept 0 lost 0
 packet state(in): kept 169364 lost 0
 packet state(out): kept 431395 lost 0
 ICMP replies: 0 TCP RSTs sent: 0
 Result cache hits(in): 1215208 (out): 1098963
 IN Pullups succeeded: 2 failed: 0
 OUT Pullups succeeded: 0 failed: 0
 Fastroute successes: 0 failures: 0
 TCP cksum fails(in): 0 (out): 0
 Packet log flags set: (0)






Several options are available. When supplied with either -i for
inbound or -o for outbound, the command will retrieve and display
the appropriate list of filter rules currently installed and in use by
the kernel. To also see the rule numbers, include -n. For example,
``ipfstat



-on`` displays the outbound rules table with rule numbers:



@1 pass out on xl0 from any to any
@2 block out on dc0 from any to any
@3 pass out quick on dc0 proto tcp/udp from any to any keep state






Include -h to prefix each rule with a count of how many times the
rule was matched. For example, ipfstat -oh displays the outbound
internal rules table, prefixing each rule with its usage count:


2451423 pass out on xl0 from any to any
354727 block out on dc0 from any to any
430918 pass out quick on dc0 proto tcp/udp from any to any keep state






To display the state table in a format similar to MAN.TOP.1, use
ipfstat -t. When the firewall is under attack, this option provides
the ability to identify and see the attacking packets. The optional
sub-flags give the ability to select the destination or source IP, port,
or protocol to be monitored in real time. Refer to MAN.IPFSTAT.8 for
details.





IPF Logging


ipmon
IPFILTER
logging
IPF provides ipmon, which can be used to write the firewall’s
logging information in a human readable format. It requires that
options IPFILTER_LOG be first added to a custom kernel using the
instructions in ?.


This command is typically run in daemon mode in order to provide a
continuous system log file so that logging of past events may be
reviewed. Since OS has a built in MAN.SYSLOGD.8 facility to
automatically rotate system logs, the default rc.conf
ipmon_flags statement uses -Ds:


ipmon_flags="-Ds" # D = start as daemon
                  # s = log to syslog
                  # v = log tcp window, ack, seq
                  # n = map IP & port to names






Logging provides the ability to review, after the fact, information such
as which packets were dropped, what addresses they came from, and where
they were going. This information is useful in tracking down attackers.


Once the logging facility is enabled in rc.conf and started with
``service



ipmon start``, IPF will only log the rules which contain the



log keyword. The firewall administrator decides which rules in the
ruleset should be logged and normally only deny rules are logged. It is
customary to include the log keyword in the last rule in the
ruleset. This makes it possible to see all the packets that did not
match any of the rules in the ruleset.


By default, ipmon -Ds mode uses local0 as the logging facility.
The following logging levels can be used to further segregate the logged
data:


LOG_INFO - packets logged using the "log" keyword as the action rather than pass or block.
LOG_NOTICE - packets logged which are also passed
LOG_WARNING - packets logged which are also blocked
LOG_ERR - packets which have been logged and which can be considered short due to an incomplete header






In order to setup IPF to log all data to /var/log/ipfilter.log,
first create the empty file:


PROMPT.ROOT touch /var/log/ipfilter.log






Then, to write all logged messages to the specified file, add the
following statement to /etc/syslog.conf:


local0.* /var/log/ipfilter.log






To activate the changes and instruct MAN.SYSLOGD.8 to read the modified
/etc/syslog.conf, run service syslogd reload.


Do not forget to edit /etc/newsyslog.conf to rotate the new log
file.


Messages generated by ipmon consist of data fields separated by
white space. Fields common to all messages are:



		The date of packet receipt.





		The time of packet receipt. This is in the form HH:MM:SS.F, for
hours, minutes, seconds, and fractions of a second.





		The name of the interface that processed the packet.





		The group and rule number of the rule in the format @0:17.





		The action: p for passed, b for blocked, S for a short
packet, n did not match any rules, and L for a log rule.





		The addresses written as three fields: the source address and port
separated by a comma, the -> symbol, and the destination address and
port. For example: ``209.53.17.22,80 ->



198.73.220.17,1722``.









		PR followed by the protocol name or number: for example,
PR tcp.





		len followed by the header length and total length of the packet:
for example, len 20 40.








If the packet is a TCP packet, there will be an additional field
starting with a hyphen followed by letters corresponding to any flags
that were set. Refer to MAN.IPF.5 for a list of letters and their flags.


If the packet is an ICMP packet, there will be two fields at the end:
the first always being “icmp” and the next being the ICMP message and
sub-message type, separated by a slash. For example: icmp 3/3 for a
port unreachable message.
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Synopsis


This chapter covers the use of disks and storage media in OS. This
includes SCSI and IDE disks, CD and DVD media, memory-backed disks, and
USB storage devices.


After reading this chapter, you will know:



		How to add additional hard disks to a OS system.


		How to grow the size of a disk’s partition on OS.


		How to configure OS to use USB storage devices.


		How to use CD and DVD media on a OS system.


		How to use the backup programs available under OS.


		How to set up memory disks.


		What file system snapshots are and how to use them efficiently.


		How to use quotas to limit disk space usage.


		How to encrypt disks and swap to secure them against attackers.


		How to configure a highly available storage network.





Before reading this chapter, you should:



		Know how to configure and install a new OS
kernel.








Adding Disks


disks
adding
This section describes how to add a new SATA disk to a machine that
currently only has a single drive. First, turn off the computer and
install the drive in the computer following the instructions of the
computer, controller, and drive manufacturers. Reboot the system and
become root.


Inspect /var/run/dmesg.boot to ensure the new disk was found. In
this example, the newly added SATA drive will appear as ada1.


partitions
gpart
For this example, a single large partition will be created on the new
disk. The GPT [http://en.wikipedia.org/wiki/GUID_Partition_Table]
partitioning scheme will be used in preference to the older and less
versatile MBR scheme.



Note


If the disk to be added is not blank, old partition information can
be removed with gpart delete. See MAN.GPART.8 for details.






The partition scheme is created, and then a single partition is added:


PROMPT.ROOT gpart create -s GPT ada1
PROMPT.ROOT gpart add -t freebsd-ufs ada1






Depending on use, several smaller partitions may be desired. See
MAN.GPART.8 for options to create partitions smaller than a whole disk.


A file system is created on the new blank disk:


PROMPT.ROOT newfs -U /dev/ada1p1






An empty directory is created as a mountpoint, a location for mounting
the new disk in the original disk’s file system:


PROMPT.ROOT mkdir /newdisk






Finally, an entry is added to /etc/fstab so the new disk will be
mounted automatically at startup:


/dev/ada1p1 /newdisk    ufs rw  2   2






The new disk can be mounted manually, without restarting the system:


PROMPT.ROOT mount /newdisk









Resizing and Growing Disks


disks
resizing
A disk’s capacity can increase without any changes to the data already
present. This happens commonly with virtual machines, when the virtual
disk turns out to be too small and is enlarged. Sometimes a disk image
is written to a USB memory stick, but does not use the full capacity.
Here we describe how to resize or grow disk contents to take advantage
of increased capacity.


Determine the device name of the disk to be resized by inspecting
/var/run/dmesg.boot. In this example, there is only one SATA disk in
the system, so the drive will appear as ada0.


partitions
gpart
List the partitions on the disk to see the current configuration:


PROMPT.ROOT gpart show ada0
=>      34  83886013  ada0  GPT  (48G) [CORRUPT]
        34       128     1  freebsd-boot  (64k)
       162  79691648     2  freebsd-ufs  (38G)
  79691810   4194236     3  freebsd-swap  (2G)
  83886046         1        - free -  (512B)

**Note**

If the disk was formatted with the
`GPT <http://en.wikipedia.org/wiki/GUID_Partition_Table>`__
partitioning scheme, it may show as “corrupted” because the GPT
backup partition table is no longer at the end of the drive. Fix the
backup partition table with ``gpart``:

::

    PROMPT.ROOT gpart recover ada0
    ada0 recovered






Now the additional space on the disk is available for use by a new
partition, or an existing partition can be expanded:


PROMPT.ROOT gpart show ada0
=>       34  102399933  ada0  GPT  (48G)
         34        128     1  freebsd-boot  (64k)
        162   79691648     2  freebsd-ufs  (38G)
   79691810    4194236     3  freebsd-swap  (2G)
   83886046   18513921        - free -  (8.8G)






Partitions can only be resized into contiguous free space. Here, the
last partition on the disk is the swap partition, but the second
partition is the one that needs to be resized. Swap partitions only
contain temporary data, so it can safely be unmounted, deleted, and then
recreated after resizing other partitions.


PROMPT.ROOT swapoff /dev/ada0p3
PROMPT.ROOT gpart delete -i 3 ada0
ada0p3 deleted
PROMPT.ROOT gpart show ada0
=>       34  102399933  ada0  GPT  (48G)
         34        128     1  freebsd-boot  (64k)
        162   79691648     2  freebsd-ufs  (38G)
   79691810   22708157        - free -  (10G)

**Warning**

There is risk of data loss when modifying the partition table of a
mounted file system. It is best to perform the following steps on an
unmounted file system while running from a live CD-ROM or USB
device. However, if absolutely necessary, a mounted file system can
be resized after disabling GEOM safety features:

::

    PROMPT.ROOT sysctl kern.geom.debugflags=16






Resize the partition, leaving room to recreate a swap partition of the
desired size. This only modifies the size of the partition. The file
system in the partition will be expanded in a separate step.


PROMPT.ROOT gpart resize -i 2 -a 4k -s 47G ada0
ada0p2 resized
PROMPT.ROOT gpart show ada0
=>       34  102399933  ada0  GPT  (48G)
         34        128     1  freebsd-boot  (64k)
        162   98566144     2  freebsd-ufs  (47G)
   98566306    3833661        - free -  (1.8G)






Recreate the swap partition:


PROMPT.ROOT gpart add -t freebsd-swap -a 4k ada0
ada0p3 added
PROMPT.ROOT gpart show ada0
=>       34  102399933  ada0  GPT  (48G)
         34        128     1  freebsd-boot  (64k)
        162   98566144     2  freebsd-ufs  (47G)
   98566306    3833661     3  freebsd-swap  (1.8G)
PROMPT.ROOT swapon /dev/ada0p3






Grow the UFS file system to use the new capacity of the resized
partition:



Note


Growing a live UFS file system is only possible in OS 10.0-RELEASE
and later. For earlier versions, the file system must not be
mounted.






PROMPT.ROOT growfs /dev/ada0p2
Device is mounted read-write; resizing will result in temporary write suspension for /.
It's strongly recommended to make a backup before growing the file system.
OK to grow file system on /dev/ada0p2, mounted on /, from 38GB to 47GB? [Yes/No] Yes
super-block backups (for fsck -b #) at:
 80781312, 82063552, 83345792, 84628032, 85910272, 87192512, 88474752,
 89756992, 91039232, 92321472, 93603712, 94885952, 96168192, 97450432






Both the partition and the file system on it have now been resized to
use the newly-available disk space.





USB Storage Devices


USB
disks
Many external storage solutions, such as hard drives, USB thumbdrives,
and CD and DVD burners, use the Universal Serial Bus (USB). OS provides
support for USB 1.x, 2.0, and 3.0 devices.



Note


USB 3.0 support is not compatible with some hardware, including
Haswell (Lynx point) chipsets. If OS boots with a failed with error
19 message, disable xHCI/USB3 in the system BIOS.






Support for USB storage devices is built into the GENERIC kernel.
For a custom kernel, be sure that the following lines are present in the
kernel configuration file:


device scbus    # SCSI bus (required for ATA/SCSI)
device da   # Direct Access (disks)
device pass # Passthrough device (direct ATA/SCSI access)
device uhci # provides USB 1.x support
device ohci # provides USB 1.x support
device ehci # provides USB 2.0 support
device xhci # provides USB 3.0 support
device usb  # USB Bus (required)
device umass    # Disks/Mass storage - Requires scbus and da
device cd   # needed for CD and DVD burners






OS uses the MAN.UMASS.4 driver which uses the SCSI subsystem to access
USB storage devices. Since any USB device will be seen as a SCSI device
by the system, if the USB device is a CD or DVD burner, do not include
device atapicam in a custom kernel configuration file.


The rest of this section demonstrates how to verify that a USB storage
device is recognized by OS and how to configure the device so that it
can be used.



Device Configuration


To test the USB configuration, plug in the USB device. Use dmesg to
confirm that the drive appears in the system message buffer. It should
look something like this:


umass0: <STECH Simple Drive, class 0/0, rev 2.00/1.04, addr 3> on usbus0
umass0:  SCSI over Bulk-Only; quirks = 0x0100
umass0:4:0:-1: Attached to scbus4
da0 at umass-sim0 bus 0 scbus4 target 0 lun 0
da0: <STECH Simple Drive 1.04> Fixed Direct Access SCSI-4 device
da0: Serial Number WD-WXE508CAN263
da0: 40.000MB/s transfers
da0: 152627MB (312581808 512 byte sectors: 255H 63S/T 19457C)
da0: quirks=0x2<NO_6_BYTE>






The brand, device node (da0), speed, and size will differ according
to the device.


Since the USB device is seen as a SCSI one, camcontrol can be used
to list the USB storage devices attached to the system:


PROMPT.ROOT camcontrol devlist
<STECH Simple Drive 1.04>          at scbus4 target 0 lun 0 (pass3,da0)






Alternately, usbconfig can be used to list the device. Refer to
MAN.USBCONFIG.8 for more information about this command.


PROMPT.ROOT usbconfig
ugen0.3: <Simple Drive STECH> at usbus0, cfg=0 md=HOST spd=HIGH (480Mbps) pwr=ON (2mA)






If the device has not been formatted, refer to ? for instructions on how
to format and create partitions on the USB drive. If the drive comes
with a file system, it can be mounted by root using the instructions in
?.



Warning


Allowing untrusted users to mount arbitrary media, by enabling
vfs.usermount as described below, should not be considered safe
from a security point of view. Most file systems were not built to
safeguard against malicious devices.






To make the device mountable as a normal user, one solution is to make
all users of the device a member of the operator group using MAN.PW.8.
Next, ensure that operator is able to read and write the device by
adding these lines to /etc/devfs.rules:


[localrules=5]
add path 'da*' mode 0660 group operator

**Note**

If internal SCSI disks are also installed in the system, change the
second line as follows:

::

    add path 'da[3-9]*' mode 0660 group operator

This will exclude the first three SCSI disks (``da0`` to
``da2``)from belonging to the operator group. Replace 3 with the
number of internal SCSI disks. Refer to MAN.DEVFS.RULES.5 for more
information about this file.






Next, enable the ruleset in /etc/rc.conf:


devfs_system_ruleset="localrules"






Then, instruct the system to allow regular users to mount file systems
by adding the following line to /etc/sysctl.conf:


vfs.usermount=1






Since this only takes effect after the next reboot, use sysctl to
set this variable now:


PROMPT.ROOT sysctl vfs.usermount=1
vfs.usermount: 0 -> 1






The final step is to create a directory where the file system is to be
mounted. This directory needs to be owned by the user that is to mount
the file system. One way to do that is for root to create a subdirectory
owned by that user as /mnt/username. In the following example,
replace username with the login name of the user and usergroup with the
user’s primary group:


PROMPT.ROOT mkdir /mnt/username
PROMPT.ROOT chown username:usergroup /mnt/username






Suppose a USB thumbdrive is plugged in, and a device /dev/da0s1
appears. If the device is formatted with a FAT file system, the user can
mount it using:


PROMPT.USER mount -t msdosfs -o -m=644,-M=755 /dev/da0s1 /mnt/username






Before the device can be unplugged, it must be unmounted first:


PROMPT.USER umount /mnt/username






After device removal, the system message buffer will show messages
similar to the following:


umass0: at uhub3, port 2, addr 3 (disconnected)
da0 at umass-sim0 bus 0 scbus4 target 0 lun 0
da0: <STECH Simple Drive 1.04> s/n WD-WXE508CAN263          detached
(da0:umass-sim0:0:0:0): Periph destroyed











Creating and Using CD Media


CD-ROM
s
creating
Compact Disc (CD) media provide a number of features that differentiate
them from conventional disks. They are designed so that they can be read
continuously without delays to move the head between tracks. While CD
media do have tracks, these refer to a section of data to be read
continuously, and not a physical property of the disk. The ISO 9660 file
system was designed to deal with these differences.


ISO
9660
file systems
ISO 9660
CD
burner
ATAPI
The OS Ports Collection provides several utilities for burning and
duplicating audio and data CDs. This chapter demonstrates the use of
several command line utilities. For CD burning software with a graphical
utility, consider installing the sysutils/xcdroast or sysutils/k3b
packages or ports.



Supported Devices


CD
burner
ATAPI/CAM driver
The GENERIC kernel provides support for SCSI, USB, and ATAPI CD
readers and burners. If a custom kernel is used, the options that need
to be present in the kernel configuration file vary by the type of
device.


For a SCSI burner, make sure these options are present:


device scbus  # SCSI bus (required for ATA/SCSI)
device da   # Direct Access (disks)
device pass # Passthrough device (direct ATA/SCSI access)
device cd   # needed for CD and DVD burners






For a USB burner, make sure these options are present:


device scbus  # SCSI bus (required for ATA/SCSI)
device da   # Direct Access (disks)
device pass # Passthrough device (direct ATA/SCSI access)
device cd   # needed for CD and DVD burners
device uhci # provides USB 1.x support
device ohci # provides USB 1.x support
device ehci # provides USB 2.0 support
device xhci # provides USB 3.0 support
device usb  # USB Bus (required)
device umass    # Disks/Mass storage - Requires scbus and da






For an ATAPI burner, make sure these options are present:


device ata    # Legacy ATA/SATA controllers
device scbus    # SCSI bus (required for ATA/SCSI)
device pass # Passthrough device (direct ATA/SCSI access)
device cd   # needed for CD and DVD burners

**Note**

On OS versions prior to 10.x, this line is also needed in the kernel
configuration file if the burner is an ATAPI device:

::

    device atapicam

Alternately, this driver can be loaded at boot time by adding the
following line to ``/boot/loader.conf``:

::

    atapicam_load="YES"

This will require a reboot of the system as this driver can only be
loaded at boot time.






To verify that OS recognizes the device, run dmesg and look for an
entry for the device. On systems prior to 10.x, the device name in the
first line of the output will be acd0 instead of cd0.


PROMPT.USER dmesg | grep cd
cd0 at ahcich1 bus 0 scbus1 target 0 lun 0
cd0: <HL-DT-ST DVDRAM GU70N LT20> Removable CD-ROM SCSI-0 device
cd0: Serial Number M3OD3S34152
cd0: 150.000MB/s transfers (SATA 1.x, UDMA6, ATAPI 12bytes, PIO 8192bytes)
cd0: Attempt to query device size failed: NOT READY, Medium not present - tray closed









Burning a CD


In OS, cdrecord can be used to burn CDs. This command is installed
with the sysutils/cdrtools package or port.



Note


OS 8.x includes the built-in burncd utility for burning CDs
using an ATAPI CD burner. Refer to the manual page for burncd
for usage examples.






While cdrecord has many options, basic usage is simple. Specify the
name of the ISO file to burn and, if the system has multiple burner
devices, specify the name of the device to use:


PROMPT.ROOT cdrecord dev=device imagefile.iso






To determine the device name of the burner, use -scanbus which might
produce results like this:


CD-ROM
s
burning


PROMPT.ROOT cdrecord -scanbus
ProDVD-ProBD-Clone 3.00 (amd64-unknown-freebsd10.0) Copyright (C) 1995-2010 Jörg Schilling
Using libscg version 'schily-0.9'
scsibus0:
        0,0,0     0) 'SEAGATE ' 'ST39236LW       ' '0004' Disk
        0,1,0     1) 'SEAGATE ' 'ST39173W        ' '5958' Disk
        0,2,0     2) *
        0,3,0     3) 'iomega  ' 'jaz 1GB         ' 'J.86' Removable Disk
        0,4,0     4) 'NEC     ' 'CD-ROM DRIVE:466' '1.26' Removable CD-ROM
        0,5,0     5) *
        0,6,0     6) *
        0,7,0     7) *
scsibus1:
        1,0,0   100) *
        1,1,0   101) *
        1,2,0   102) *
        1,3,0   103) *
        1,4,0   104) *
        1,5,0   105) 'YAMAHA  ' 'CRW4260         ' '1.0q' Removable CD-ROM
        1,6,0   106) 'ARTEC   ' 'AM12S           ' '1.06' Scanner
        1,7,0   107) *






Locate the entry for the CD burner and use the three numbers separated
by commas as the value for dev. In this case, the Yamaha burner
device is 1,5,0, so the appropriate input to specify that device is
dev=1,5,0. Refer to the manual page for cdrecord for other ways
to specify this value and for information on writing audio tracks and
controlling the write speed.


Alternately, run the following command to get the device address of the
burner:


PROMPT.ROOT camcontrol devlist
<MATSHITA CDRW/DVD UJDA740 1.00>   at scbus1 target 0 lun 0 (cd0,pass0)






Use the numeric values for scbus, target, and lun. For this
example, 1,0,0 is the device name to use.





Writing Data to an ISO File System


In order to produce a data CD, the data files that are going to make up
the tracks on the CD must be prepared before they can be burned to the
CD. In OS, sysutils/cdrtools installs mkisofs, which can be used to
produce an ISO 9660 file system that is an image of a directory tree
within a UNIX file system. The simplest usage is to specify the name of
the ISO file to create and the path to the files to place into the ISO
9660 file system:


PROMPT.ROOT mkisofs -o imagefile.iso /path/to/tree






file systems
ISO 9660
This command maps the file names in the specified path to names that fit
the limitations of the standard ISO 9660 file system, and will exclude
files that do not meet the standard for ISO file systems.


file systems
Joliet
A number of options are available to overcome the restrictions imposed
by the standard. In particular, -R enables the Rock Ridge extensions
common to UNIX systems and -J enables Joliet extensions used by
MICROSOFT systems.


For CDs that are going to be used only on OS systems, -U can be used
to disable all filename restrictions. When used with -R, it produces
a file system image that is identical to the specified OS tree, even if
it violates the ISO 9660 standard.


CD-ROM
s
creating bootable
The last option of general use is -b. This is used to specify the
location of a boot image for use in producing an “El Torito” bootable
CD. This option takes an argument which is the path to a boot image from
the top of the tree being written to the CD. By default, mkisofs
creates an ISO image in “floppy disk emulation” mode, and thus expects
the boot image to be exactly 1200, 1440 or 2880 KB in size. Some boot
loaders, like the one used by the OS distribution media, do not use
emulation mode. In this case, -no-emul-boot should be used. So, if
/tmp/myboot holds a bootable OS system with the boot image in
/tmp/myboot/boot/cdboot, this command would produce
/tmp/bootable.iso:


PROMPT.ROOT mkisofs -R -no-emul-boot -b boot/cdboot -o /tmp/bootable.iso /tmp/myboot






The resulting ISO image can be mounted as a memory disk with:


PROMPT.ROOT mdconfig -a -t vnode -f /tmp/bootable.iso -u 0
PROMPT.ROOT mount -t cd9660 /dev/md0 /mnt






One can then verify that /mnt and /tmp/myboot are identical.


There are many other options available for mkisofs to fine-tune its
behavior. Refer to MAN.MKISOFS.8 for details.



Note


It is possible to copy a data CD to an image file that is
functionally equivalent to the image file created with mkisofs.
To do so, use dd with the device name as the input file and the
name of the ISO to create as the output file:


PROMPT.ROOT dd if=/dev/cd0 of=file.iso bs=2048






The resulting image file can be burned to CD as described in ?.









Using Data CDs


Once an ISO has been burned to a CD, it can be mounted by specifying the
file system type, the name of the device containing the CD, and an
existing mount point:


PROMPT.ROOT mount -t cd9660 /dev/cd0 /mnt






Since mount assumes that a file system is of type ufs, a
Incorrect super block error will occur if ``-t



cd9660`` is not included when mounting a data CD.



While any data CD can be mounted this way, disks with certain ISO 9660
extensions might behave oddly. For example, Joliet disks store all
filenames in two-byte Unicode characters. If some non-English characters
show up as question marks, specify the local charset with -C. For
more information, refer to MAN.MOUNT.CD9660.8.



Note


In order to do this character conversion with the help of -C,
the kernel requires the cd9660_iconv.ko module to be loaded.
This can be done either by adding this line to loader.conf:


cd9660_iconv_load="YES"






and then rebooting the machine, or by directly loading the module
with kldload.






Occasionally, Device not configured will be displayed when trying to
mount a data CD. This usually means that the CD drive thinks that there
is no disk in the tray, or that the drive is not visible on the bus. It
can take a couple of seconds for a CD drive to realize that a media is
present, so be patient.


Sometimes, a SCSI CD drive may be missed because it did not have enough
time to answer the bus reset. To resolve this, a custom kernel can be
created which increases the default SCSI delay. Add the following option
to the custom kernel configuration file and rebuild the kernel using the
instructions in ?:


options SCSI_DELAY=15000






This tells the SCSI bus to pause 15 seconds during boot, to give the CD
drive every possible chance to answer the bus reset.



Note


It is possible to burn a file directly to CD, without creating an
ISO 9660 file system. This is known as burning a raw data CD and
some people do this for backup purposes.


This type of disk can not be mounted as a normal data CD. In order
to retrieve the data burned to such a CD, the data must be read from
the raw device node. For example, this command will extract a
compressed tar file located on the second CD device into the current
working directory:


PROMPT.ROOT tar xzvf /dev/cd1






In order to mount a data CD, the data must be written using
mkisofs.









Duplicating Audio CDs


To duplicate an audio CD, extract the audio data from the CD to a series
of files, then write these files to a blank CD.


? describes how to duplicate and burn an audio CD. If the OS version is
less than 10.0 and the device is ATAPI, the atapicam module must be
first loaded using the instructions in ?.


The sysutils/cdrtools package or port installs cdda2wav. This
command can be used to extract all of the audio tracks, with each track
written to a separate WAV file in the current working directory:


PROMPT.USER cdda2wav -vall -B -Owav






A device name does not need to be specified if there is only one CD
device on the system. Refer to the cdda2wav manual page for
instructions on how to specify a device and to learn more about the
other options available for this command.


Use cdrecord to write the .wav files:


PROMPT.USER cdrecord -v dev=2,0 -dao -useinfo  *.wav






Make sure that 2,0 is set appropriately, as described in ?.







Creating and Using DVD Media


DVD
burning
Compared to the CD, the DVD is the next generation of optical media
storage technology. The DVD can hold more data than any CD and is the
standard for video publishing.


Five physical recordable formats can be defined for a recordable DVD:



		DVD-R: This was the first DVD recordable format available. The DVD-R
standard is defined by the DVD
Forum [http://www.dvdforum.com/forum.shtml]. This format is write
once.


		DVD-RW: This is the rewritable version of the DVD-R standard. A
DVD-RW can be rewritten about 1000 times.


		DVD-RAM: This is a rewritable format which can be seen as a removable
hard drive. However, this media is not compatible with most DVD-ROM
drives and DVD-Video players as only a few DVD writers support the
DVD-RAM format. Refer to ? for more information on DVD-RAM use.


		DVD+RW: This is a rewritable format defined by the DVD+RW
Alliance [http://www.dvdrw.com/]. A DVD+RW can be rewritten about
1000 times.


		DVD+R: This format is the write once variation of the DVD+RW format.





A single layer recordable DVD can hold up to 4,700,000,000 bytes which
is actually 4.38 GB or 4485 MB as 1 kilobyte is 1024 bytes.



Note


A distinction must be made between the physical media and the
application. For example, a DVD-Video is a specific file layout that
can be written on any recordable DVD physical media such as DVD-R,
DVD+R, or DVD-RW. Before choosing the type of media, ensure that
both the burner and the DVD-Video player are compatible with the
media under consideration.







Configuration


To perform DVD recording, use MAN.GROWISOFS.1. This command is part of
the sysutils/dvd+rw-tools utilities which support all DVD media types.


These tools use the SCSI subsystem to access the devices, therefore
ATAPI/CAM support must be loaded or statically compiled
into the kernel. This support is not needed if the burner uses the USB
interface. Refer to ? for more details on USB device configuration.


DMA access must also be enabled for ATAPI devices, by adding the
following line to /boot/loader.conf:


hw.ata.atapi_dma="1"






Before attempting to use dvd+rw-tools, consult the Hardware
Compatibility
Notes [http://fy.chalmers.se/~appro/linux/DVD+RW/hcn.html].



Note


For a graphical user interface, consider using sysutils/k3b which
provides a user friendly interface to MAN.GROWISOFS.1 and many other
burning tools.









Burning Data DVDs


Since MAN.GROWISOFS.1 is a front-end to mkisofs, it will
invoke MAN.MKISOFS.8 to create the file system layout and perform the
write on the DVD. This means that an image of the data does not need to
be created before the burning process.


To burn to a DVD+R or a DVD-R the data in /path/to/data, use the
following command:


PROMPT.ROOT growisofs -dvd-compat -Z /dev/cd0 -J -R /path/to/data






In this example, -J -R is passed to MAN.MKISOFS.8 to create an ISO
9660 file system with Joliet and Rock Ridge extensions. Refer to
MAN.MKISOFS.8 for more details.


For the initial session recording, -Z is used for both single and
multiple sessions. Replace /dev/cd0, with the name of the DVD device.
Using -dvd-compat indicates that the disk will be closed and that
the recording will be unappendable. This should also provide better
media compatibility with DVD-ROM drives.


To burn a pre-mastered image, such as imagefile.iso, use:


PROMPT.ROOT growisofs -dvd-compat -Z /dev/cd0=imagefile.iso






The write speed should be detected and automatically set according to
the media and the drive being used. To force the write speed, use
-speed=. Refer to MAN.GROWISOFS.1 for example usage.



Note


In order to support working files larger than 4.38GB, an
UDF/ISO-9660 hybrid file system must be created by passing
-udf -iso-level 3 to MAN.MKISOFS.8 and all related programs,
such as MAN.GROWISOFS.1. This is required only when creating an ISO
image file or when writing files directly to a disk. Since a disk
created this way must be mounted as an UDF file system with
MAN.MOUNT.UDF.8, it will be usable only on an UDF aware operating
system. Otherwise it will look as if it contains corrupted files.


To create this type of ISO file:


PROMPT.USER mkisofs -R -J -udf -iso-level 3 -o imagefile.iso /path/to/data






To burn files directly to a disk:


PROMPT.ROOT growisofs -dvd-compat -udf -iso-level 3 -Z /dev/cd0 -J -R /path/to/data






When an ISO image already contains large files, no additional
options are required for MAN.GROWISOFS.1 to burn that image on a
disk.


Be sure to use an up-to-date version of sysutils/cdrtools, which
contains MAN.MKISOFS.8, as an older version may not contain large
files support. If the latest version does not work, install
sysutils/cdrtools-devel and read its MAN.MKISOFS.8.









Burning a DVD-Video


DVD
DVD-Video
A DVD-Video is a specific file layout based on the ISO 9660 and
micro-UDF (M-UDF) specifications. Since DVD-Video presents a specific
data structure hierarchy, a particular program such as
multimedia/dvdauthor is needed to author the DVD.


If an image of the DVD-Video file system already exists, it can be
burned in the same way as any other image. If dvdauthor was used to
make the DVD and the result is in /path/to/video, the following
command should be used to burn the DVD-Video:


PROMPT.ROOT growisofs -Z /dev/cd0 -dvd-video /path/to/video






-dvd-video is passed to MAN.MKISOFS.8 to instruct it to create a
DVD-Video file system layout. This option implies the -dvd-compat
MAN.GROWISOFS.1 option.





Using a DVD+RW


DVD
DVD+RW
Unlike CD-RW, a virgin DVD+RW needs to be formatted before first use. It
is recommended to let MAN.GROWISOFS.1 take care of this automatically
whenever appropriate. However, it is possible to use dvd+rw-format
to format the DVD+RW:


PROMPT.ROOT dvd+rw-format /dev/cd0






Only perform this operation once and keep in mind that only virgin
DVD+RW medias need to be formatted. Once formatted, the DVD+RW can be
burned as usual.


To burn a totally new file system and not just append some data onto a
DVD+RW, the media does not need to be blanked first. Instead, write over
the previous recording like this:


PROMPT.ROOT growisofs -Z /dev/cd0 -J -R /path/to/newdata






The DVD+RW format supports appending data to a previous recording. This
operation consists of merging a new session to the existing one as it is
not considered to be multi-session writing. MAN.GROWISOFS.1 will grow
the ISO 9660 file system present on the media.


For example, to append data to a DVD+RW, use the following:


PROMPT.ROOT growisofs -M /dev/cd0 -J -R /path/to/nextdata






The same MAN.MKISOFS.8 options used to burn the initial session should
be used during next writes.



Note


Use -dvd-compat for better media compatibility with DVD-ROM
drives. When using DVD+RW, this option will not prevent the addition
of data.






To blank the media, use:


PROMPT.ROOT growisofs -Z /dev/cd0=/dev/zero









Using a DVD-RW


DVD
DVD-RW
A DVD-RW accepts two disc formats: incremental sequential and restricted
overwrite. By default, DVD-RW discs are in sequential format.


A virgin DVD-RW can be directly written without being formatted.
However, a non-virgin DVD-RW in sequential format needs to be blanked
before writing a new initial session.


To blank a DVD-RW in sequential mode:


PROMPT.ROOT dvd+rw-format -blank=full /dev/cd0

**Note**

A full blanking using ``-blank=full`` will take about one hour on a
1x media. A fast blanking can be performed using ``-blank``, if the
DVD-RW will be recorded in Disk-At-Once (DAO) mode. To burn the
DVD-RW in DAO mode, use the command:

::

    PROMPT.ROOT growisofs -use-the-force-luke=dao -Z /dev/cd0=imagefile.iso

Since MAN.GROWISOFS.1 automatically attempts to detect fast blanked
media and engage DAO write, ``-use-the-force-luke=dao`` should not
be required.

One should instead use restricted overwrite mode with any DVD-RW as
this format is more flexible than the default of incremental
sequential.






To write data on a sequential DVD-RW, use the same instructions as for
the other DVD formats:


PROMPT.ROOT growisofs -Z /dev/cd0 -J -R /path/to/data






To append some data to a previous recording, use -M with
MAN.GROWISOFS.1. However, if data is appended on a DVD-RW in incremental
sequential mode, a new session will be created on the disc and the
result will be a multi-session disc.


A DVD-RW in restricted overwrite format does not need to be blanked
before a new initial session. Instead, overwrite the disc with -Z.
It is also possible to grow an existing ISO 9660 file system written on
the disc with -M. The result will be a one-session DVD.


To put a DVD-RW in restricted overwrite format, the following command
must be used:


PROMPT.ROOT dvd+rw-format /dev/cd0






To change back to sequential format, use:


PROMPT.ROOT dvd+rw-format -blank=full /dev/cd0









Multi-Session


Few DVD-ROM drives support multi-session DVDs and most of the time only
read the first session. DVD+R, DVD-R and DVD-RW in sequential format can
accept multiple sessions. The notion of multiple sessions does not exist
for the DVD+RW and the DVD-RW restricted overwrite formats.


Using the following command after an initial non-closed session on a
DVD+R, DVD-R, or DVD-RW in sequential format, will add a new session to
the disc:


PROMPT.ROOT growisofs -M /dev/cd0 -J -R /path/to/nextdata






Using this command with a DVD+RW or a DVD-RW in restricted overwrite
mode will append data while merging the new session to the existing one.
The result will be a single-session disc. Use this method to add data
after an initial write on these types of media.



Note


Since some space on the media is used between each session to mark
the end and start of sessions, one should add sessions with a large
amount of data to optimize media space. The number of sessions is
limited to 154 for a DVD+R, about 2000 for a DVD-R, and 127 for a
DVD+R Double Layer.









For More Information



		To obtain more information about a DVD, use ``dvd+rw-mediainfo


		/dev/cd0`` while the disc in the specified drive.





More information about dvd+rw-tools can be found in MAN.GROWISOFS.1, on
the dvd+rw-tools web
site [http://fy.chalmers.se/~appro/linux/DVD+RW/], and in the
cdwrite mailing list [http://lists.debian.org/cdwrite/] archives.



Note


When creating a problem report related to the use of dvd+rw-tools,
always include the output of dvd+rw-mediainfo.









Using a DVD-RAM


DVD
DVD-RAM
DVD-RAM writers can use either a SCSI or ATAPI interface. For ATAPI
devices, DMA access has to be enabled by adding the following line to
/boot/loader.conf:


hw.ata.atapi_dma="1"






A DVD-RAM can be seen as a removable hard drive. Like any other hard
drive, the DVD-RAM must be formatted before it can be used. In this
example, the whole disk space will be formatted with a standard UFS2
file system:


PROMPT.ROOT dd if=/dev/zero of=/dev/acd0 bs=2k count=1
PROMPT.ROOT bsdlabel -Bw acd0
PROMPT.ROOT newfs /dev/acd0






The DVD device, acd0, must be changed according to the
configuration.


Once the DVD-RAM has been formatted, it can be mounted as a normal hard
drive:


PROMPT.ROOT mount /dev/acd0 /mnt






Once mounted, the DVD-RAM will be both readable and writeable.







Creating and Using Floppy Disks


This section explains how to format a 3.5 inch floppy disk in OS.


A floppy disk needs to be low-level formatted before it can be used.
This is usually done by the vendor, but formatting is a good way to
check media integrity. To low-level format the floppy disk on OS, use
MAN.FDFORMAT.1. When using this utility, make note of any error
messages, as these can help determine if the disk is good or bad.


To format the floppy, insert a new 3.5 inch floppy disk into the first
floppy drive and issue:


PROMPT.ROOT /usr/sbin/fdformat -f 1440 /dev/fd0






After low-level formatting the disk, create a disk label as it is needed
by the system to determine the size of the disk and its geometry. The
supported geometry values are listed in /etc/disktab.


To write the disk label, use MAN.BSDLABEL.8:


PROMPT.ROOT /sbin/bsdlabel -B -w /dev/fd0 fd1440






The floppy is now ready to be high-level formatted with a file system.
The floppy’s file system can be either UFS or FAT, where FAT is
generally a better choice for floppies.


To format the floppy with FAT, issue:


PROMPT.ROOT /sbin/newfs_msdos /dev/fd0






The disk is now ready for use. To use the floppy, mount it with
MAN.MOUNT.MSDOSFS.8. One can also install and use emulators/mtools from
the Ports Collection.





Backup Basics


Implementing a backup plan is essential in order to have the ability to
recover from disk failure, accidental file deletion, random file
corruption, or complete machine destruction, including destruction of
on-site backups.


The backup type and schedule will vary, depending upon the importance of
the data, the granularity needed for file restores, and the amount of
acceptable downtime. Some possible backup techniques include:



		Archives of the whole system, backed up onto permanent, off-site
media. This provides protection against all of the problems listed
above, but is slow and inconvenient to restore from, especially for
non-privileged users.


		File system snapshots, which are useful for restoring deleted files
or previous versions of files.


		Copies of whole file systems or disks which are sychronized with
another system on the network using a scheduled net/rsync.


		Hardware or software RAID, which minimizes or avoids downtime when a
disk fails.





Typically, a mix of backup techniques is used. For example, one could
create a schedule to automate a weekly, full system backup that is
stored off-site and to supplement this backup with hourly ZFS snapshots.
In addition, one could make a manual backup of individual directories or
files before making file edits or deletions.


This section describes some of the utilities which can be used to create
and manage backups on a OS system.



File System Backups


backup software
dump / restore
dump
restore
The traditional UNIX programs for backing up a file system are
MAN.DUMP.8, which creates the backup, and MAN.RESTORE.8, which restores
the backup. These utilities work at the disk block level, below the
abstractions of the files, links, and directories that are created by
file systems. Unlike other backup software, dump backs up an entire
file system and is unable to backup only part of a file system or a
directory tree that spans multiple file systems. Instead of writing
files and directories, dump writes the raw data blocks that comprise
files and directories.



Note


If dump is used on the root directory, it will not back up
/home, /usr or many other directories since these are
typically mount points for other file systems or symbolic links into
those file systems.






When used to restore data, restore stores temporary files in
/tmp/ by default. When using a recovery disk with a small /tmp,
set TMPDIR to a directory with more free space in order for the restore
to succeed.


When using dump, be aware that some quirks remain from its early
days in Version 6 of AT&T UNIX,circa 1975. The default parameters assume
a backup to a 9-track tape, rather than to another type of media or to
the high-density tapes available today. These defaults must be
overridden on the command line.


.rhosts
It is possible to backup a file system across the network to a another
system or to a tape drive attached to another computer. While the
MAN.RDUMP.8 and MAN.RRESTORE.8 utilities can be used for this purpose,
they are not considered to be secure.


Instead, one can use dump and restore in a more secure fashion
over an SSH connection. This example creates a full, compressed backup
of /usr and sends the backup file to the specified host over a SSH
connection.


PROMPT.ROOT /sbin/dump -0uan -f - /usr | gzip -2 | ssh -c blowfish \
          targetuser@targetmachine.example.com dd of=/mybigfiles/dump-usr-l0.gz






This example sets RSH in order to write the backup to a tape drive on a
remote system over a SSH connection:


PROMPT.ROOT env RSH=/usr/bin/ssh /sbin/dump -0uan -f targetuser@targetmachine.example.com:/dev/sa0 /usr









Directory Backups


backup software
tar
Several built-in utilities are available for backing up and restoring
specified files and directories as needed.


A good choice for making a backup of all of the files in a directory is
MAN.TAR.1. This utility dates back to Version 6 of AT&T UNIX and by
default assumes a recursive backup to a local tape device. Switches can
be used to instead specify the name of a backup file.


tar
This example creates a compressed backup of the current directory and
saves it to /tmp/mybackup.tgz. When creating a backup file, make
sure that the backup is not saved to the same directory that is being
backed up.


PROMPT.ROOT tar czvf /tmp/mybackup.tgz .






To restore the entire backup, cd into the directory to restore into
and specify the name of the backup. Note that this will overwrite any
newer versions of files in the restore directory. When in doubt, restore
to a temporary directory or specify the name of the file within the
backup to restore.


PROMPT.ROOT tar xzvf /tmp/mybackup.tgz






There are dozens of available switches which are described in MAN.TAR.1.
This utility also supports the use of exclude patterns to specify which
files should not be included when backing up the specified directory or
restoring files from a backup.


backup software
cpio
To create a backup using a specified list of files and directories,
MAN.CPIO.1 is a good choice. Unlike tar, cpio does not know how
to walk the directory tree and it must be provided the list of files to
backup.


For example, a list of files can be created using ls or find.
This example creates a recursive listing of the current directory which
is then piped to cpio in order to create an output backup file named
/tmp/mybackup.cpio.


PROMPT.ROOT ls -R | cpio -ovF /tmp/mybackup.cpio






backup software
pax
pax
POSIX
IEEE
A backup utility which tries to bridge the features provided by tar
and cpio is MAN.PAX.1. Over the years, the various versions of
tar and cpio became slightly incompatible. POSIX created pax
which attempts to read and write many of the various cpio and
tar formats, plus new formats of its own.


The pax equivalent to the previous examples would be:


PROMPT.ROOT pax -wf /tmp/mybackup.pax .









Using Data Tapes for Backups


tape media
While tape technology has continued to evolve, modern backup systems
tend to combine off-site backups with local removable media. OS supports
any tape drive that uses SCSI, such as LTO or DAT. There is limited
support for SATA and USB tape drives.


For SCSI tape devices, OS uses the MAN.SA.4 driver and the /dev/sa0,
/dev/nsa0, and /dev/esa0 devices. The physical device name is
/dev/sa0. When /dev/nsa0 is used, the backup application will
not rewind the tape after writing a file, which allows writing more than
one file to a tape. Using /dev/esa0 ejects the tape after the device
is closed.


In OS, mt is used to control operations of the tape drive, such as
seeking through files on a tape or writing tape control marks to the
tape. For example, the first three files on a tape can be preserved by
skipping past them before writing a new file:


PROMPT.ROOT mt -f /dev/nsa0 fsf 3






This utility supports many operations. Refer to MAN.MT.1 for details.


To write a single file to tape using tar, specify the name of the
tape device and the file to backup:


PROMPT.ROOT tar cvf /dev/sa0 file






To recover files from a tar archive on tape into the current
directory:


PROMPT.ROOT tar xvf /dev/sa0






To backup a UFS file system, use dump. This examples backs up
/usr without rewinding the tape when finished:


PROMPT.ROOT dump -0aL -b64 -f /dev/nsa0 /usr






To interactively restore files from a dump file on tape into the
current directory:


PROMPT.ROOT restore -i -f /dev/nsa0









Third-Party Backup Utilities


backup software
The OS Ports Collection provides many third-party utilities which can be
used to schedule the creation of backups, simplify tape backup, and make
backups easier and more convenient. Many of these applications are
client/server based and can be used to automate the backups of a single
system or all of the computers in a network.


Popular utilities include Amanda, Bacula, rsync, and duplicity.





Emergency Recovery


In addition to regular backups, it is recommended to perform the
following steps as part of an emergency preparedness plan.


bsdlabel
Create a print copy of the output of the following commands:



		gpart show


		more /etc/fstab


		dmesg





livefs
CD
Store this printout and a copy of the installation media in a secure
location. Should an emergency restore be needed, boot into the
installation media and select Live CD to access a rescue shell. This
rescue mode can be used to view the current state of the system, and if
needed, to reformat disks and restore data from backups.



Note


The installation media for OS/ARCH.I386 REL2.CURRENT-RELEASE does
not include a rescue shell. For this version, instead download and
burn a Livefs CD image from
ftp://ftp.FreeBSD.org/pub/FreeBSD/releases/ARCH.I386/ISO-IMAGES/REL2.CURRENT/OS-REL2.CURRENT-RELEASE-ARCH.I386-livefs.iso.






Next, test the rescue shell and the backups. Make notes of the
procedure. Store these notes with the media, the printouts, and the
backups. These notes may prevent the inadvertent destruction of the
backups while under the stress of performing an emergency recovery.


For an added measure of security, store the latest backup at a remote
location which is physically separated from the computers and disk
drives by a significant distance.







Memory Disks


In addition to physical disks, OS also supports the creation and use of
memory disks. One possible use for a memory disk is to access the
contents of an ISO file system without the overhead of first burning it
to a CD or DVD, then mounting the CD/DVD media.


In OS, the MAN.MD.4 driver is used to provide support for memory disks.
The GENERIC kernel includes this driver. When using a custom kernel
configuration file, ensure it includes this line:


device md







Attaching and Detaching Existing Images


disks
memory
To mount an existing file system image, use mdconfig to specify the
name of the ISO file and a free unit number. Then, refer to that unit
number to mount it on an existing mount point. Once mounted, the files
in the ISO will appear in the mount point. This example attaches
diskimage.iso to the memory device /dev/md0 then mounts that memory
device on /mnt:


PROMPT.ROOT mdconfig -f diskimage.iso -u 0
PROMPT.ROOT mount /dev/md0 /mnt






If a unit number is not specified with -u, mdconfig will
automatically allocate an unused memory device and output the name of
the allocated unit, such as md4. Refer to MAN.MDCONFIG.8 for more
details about this command and its options.


disks
detaching a memory disk
When a memory disk is no longer in use, its resources should be released
back to the system. First, unmount the file system, then use
mdconfig to detach the disk from the system and release its
resources. To continue this example:


PROMPT.ROOT umount /mnt
PROMPT.ROOT mdconfig -d -u 0






To determine if any memory disks are still attached to the system, type
mdconfig -l.





Creating a File- or Memory-Backed Memory Disk


disks
memory file system
OS also supports memory disks where the storage to use is allocated from
either a hard disk or an area of memory. The first method is commonly
referred to as a file-backed file system and the second method as a
memory-backed file system. Both types can be created using mdconfig.


To create a new memory-backed file system, specify a type of swap
and the size of the memory disk to create. Then, format the memory disk
with a file system and mount as usual. This example creates a 5M memory
disk on unit 1. That memory disk is then formatted with the UFS file
system before it is mounted:


PROMPT.ROOT mdconfig -a -t swap -s 5m -u 1
PROMPT.ROOT newfs -U md1
/dev/md1: 5.0MB (10240 sectors) block size 16384, fragment size 2048
        using 4 cylinder groups of 1.27MB, 81 blks, 192 inodes.
        with soft updates
super-block backups (for fsck -b #) at:
 160, 2752, 5344, 7936
PROMPT.ROOT mount /dev/md1 /mnt
PROMPT.ROOT df /mnt
Filesystem 1K-blocks Used Avail Capacity  Mounted on
/dev/md1        4718    4  4338     0%    /mnt






To create a new file-backed memory disk, first allocate an area of disk
to use. This example creates an empty 5K file named newimage:


PROMPT.ROOT dd if=/dev/zero of=newimage bs=1k count=5k
5120+0 records in
5120+0 records out






Next, attach that file to a memory disk, label the memory disk and
format it with the UFS file system, mount the memory disk, and verify
the size of the file-backed disk:


PROMPT.ROOT mdconfig -f newimage -u 0
PROMPT.ROOT bsdlabel -w md0 auto
PROMPT.ROOT newfs md0a
/dev/md0a: 5.0MB (10224 sectors) block size 16384, fragment size 2048
        using 4 cylinder groups of 1.25MB, 80 blks, 192 inodes.
super-block backups (for fsck -b #) at:
 160, 2720, 5280, 7840
PROMPT.ROOT mount /dev/md0a /mnt
PROMPT.ROOT df /mnt
Filesystem 1K-blocks Used Avail Capacity  Mounted on
/dev/md0a       4710    4  4330     0%    /mnt






It takes several commands to create a file- or memory-backed file system
using mdconfig. OS also comes with mdmfs which automatically
configures a memory disk, formats it with the UFS file system, and
mounts it. For example, after creating newimage with dd, this one
command is equivalent to running the bsdlabel, newfs, and
mount commands shown above:


PROMPT.ROOT mdmfs -F newimage -s 5m md0 /mnt






To instead create a new memory-based memory disk with mdmfs, use
this one command:


PROMPT.ROOT mdmfs -s 5m md1 /mnt






If the unit number is not specified, mdmfs will automatically select
an unused memory device. For more details about mdmfs, refer to
MAN.MDMFS.8.







File System Snapshots
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OS offers a feature in conjunction with Soft
Updates: file system snapshots.


UFS snapshots allow a user to create images of specified file systems,
and treat them as a file. Snapshot files must be created in the file
system that the action is performed on, and a user may create no more
than 20 snapshots per file system. Active snapshots are recorded in the
superblock so they are persistent across unmount and remount operations
along with system reboots. When a snapshot is no longer required, it can
be removed using MAN.RM.1. While snapshots may be removed in any order,
all the used space may not be acquired because another snapshot will
possibly claim some of the released blocks.


The un-alterable snapshot file flag is set by MAN.MKSNAP.FFS.8 after
initial creation of a snapshot file. MAN.UNLINK.1 makes an exception for
snapshot files since it allows them to be removed.


Snapshots are created using MAN.MOUNT.8. To place a snapshot of /var
in the file /var/snapshot/snap, use the following command:


PROMPT.ROOT mount -u -o snapshot /var/snapshot/snap /var






Alternatively, use MAN.MKSNAP.FFS.8 to create the snapshot:


PROMPT.ROOT mksnap_ffs /var /var/snapshot/snap






One can find snapshot files on a file system, such as /var, using
MAN.FIND.1:


PROMPT.ROOT find /var -flags snapshot






Once a snapshot has been created, it has several uses:



		Some administrators will use a snapshot file for backup purposes,
because the snapshot can be transferred to CDs or tape.





		The file system integrity checker, MAN.FSCK.8, may be run on the
snapshot. Assuming that the file system was clean when it was
mounted, this should always provide a clean and unchanging result.





		Running MAN.DUMP.8 on the snapshot will produce a dump file that is
consistent with the file system and the timestamp of the snapshot.
MAN.DUMP.8 can also take a snapshot, create a dump image, and then
remove the snapshot in one command by using -L.





		The snapshot can be mounted as a frozen image of the file system. To
MAN.MOUNT.8 the snapshot /var/snapshot/snap run:


PROMPT.ROOT mdconfig -a -t vnode -o readonly -f /var/snapshot/snap -u 4
PROMPT.ROOT mount -r /dev/md4 /mnt












The frozen /var is now available through /mnt. Everything will
initially be in the same state it was during the snapshot creation time.
The only exception is that any earlier snapshots will appear as zero
length files. To unmount the snapshot, use:


PROMPT.ROOT umount /mnt
PROMPT.ROOT mdconfig -d -u 4






For more information about softupdates and file system snapshots,
including technical papers, visit Marshall Kirk McKusick’s website at
http://www.mckusick.com/.





Disk Quotas
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Disk quotas can be used to limit the amount of disk space or the number
of files a user or members of a group may allocate on a per-file system
basis. This prevents one user or group of users from consuming all of
the available disk space.


This section describes how to configure disk quotas for the UFS file
system. To configure quotas on the ZFS file system, refer to ?



Enabling Disk Quotas


To determine if the OS kernel provides support for disk quotas:


PROMPT.USER sysctl kern.features.ufs_quota
kern.features.ufs_quota: 1






In this example, the 1 indicates quota support. If the value is
instead 0, add the following line to a custom kernel configuration
file and rebuild the kernel using the instructions in ?:


options QUOTA






Next, enable disk quotas in /etc/rc.conf:


quota_enable="YES"






disk quotas
checking
Normally on bootup, the quota integrity of each file system is checked
by MAN.QUOTACHECK.8. This program insures that the data in the quota
database properly reflects the data on the file system. This is a time
consuming process that will significantly affect the time the system
takes to boot. To skip this step, add this variable to /etc/rc.conf:


check_quotas="NO"






Finally, edit /etc/fstab to enable disk quotas on a per-file system
basis. To enable per-user quotas on a file system, add userquota to
the options field in the /etc/fstab entry for the file system to
enable quotas on. For example:


/dev/da1s2g   /home    ufs rw,userquota 1 2






To enable group quotas, use groupquota instead. To enable both user
and group quotas, separate the options with a comma:


/dev/da1s2g    /home    ufs rw,userquota,groupquota 1 2






By default, quota files are stored in the root directory of the file
system as quota.user and quota.group. Refer to MAN.FSTAB.5 for
more information. Specifying an alternate location for the quota files
is not recommended.


Once the configuration is complete, reboot the system and /etc/rc
will automatically run the appropriate commands to create the initial
quota files for all of the quotas enabled in /etc/fstab.


In the normal course of operations, there should be no need to manually
run MAN.QUOTACHECK.8, MAN.QUOTAON.8, or MAN.QUOTAOFF.8. However, one
should read these manual pages to be familiar with their operation.





Setting Quota Limits
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To verify that quotas are enabled, run:


PROMPT.ROOT quota -v






There should be a one line summary of disk usage and current quota
limits for each file system that quotas are enabled on.


The system is now ready to be assigned quota limits with edquota.


Several options are available to enforce limits on the amount of disk
space a user or group may allocate, and how many files they may create.
Allocations can be limited based on disk space (block quotas), number of
files (inode quotas), or a combination of both. Each limit is further
broken down into two categories: hard and soft limits.


hard limit
A hard limit may not be exceeded. Once a user reaches a hard limit, no
further allocations can be made on that file system by that user. For
example, if the user has a hard limit of 500 kbytes on a file system and
is currently using 490 kbytes, the user can only allocate an additional
10 kbytes. Attempting to allocate an additional 11 kbytes will fail.


soft limit
Soft limits can be exceeded for a limited amount of time, known as the
grace period, which is one week by default. If a user stays over their
limit longer than the grace period, the soft limit turns into a hard
limit and no further allocations are allowed. When the user drops back
below the soft limit, the grace period is reset.


In the following example, the quota for the test account is being
edited. When edquota is invoked, the editor specified by EDITOR is
opened in order to edit the quota limits. The default editor is set to
vi.


PROMPT.ROOT edquota -u test
Quotas for user test:
/usr: kbytes in use: 65, limits (soft = 50, hard = 75)
        inodes in use: 7, limits (soft = 50, hard = 60)
/usr/var: kbytes in use: 0, limits (soft = 50, hard = 75)
        inodes in use: 0, limits (soft = 50, hard = 60)






There are normally two lines for each file system that has quotas
enabled. One line represents the block limits and the other represents
the inode limits. Change the value to modify the quota limit. For
example, to raise the block limit on /usr to a soft limit of 500
and a hard limit of 600, change the values in that line as follows:


/usr: kbytes in use: 65, limits (soft = 500, hard = 600)






The new quota limits take affect upon exiting the editor.


Sometimes it is desirable to set quota limits on a range of users. This
can be done by first assigning the desired quota limit to a user. Then,
use -p to duplicate that quota to a specified range of user IDs
(UIDs). The following command will duplicate those quota limits for UIDs
10,000 through 19,999:


PROMPT.ROOT edquota -p test 10000-19999






For more information, refer to MAN.EDQUOTA.8.





Checking Quota Limits and Disk Usage


disk quotas
checking
To check individual user or group quotas and disk usage, use
MAN.QUOTA.1. A user may only examine their own quota and the quota of a
group they are a member of. Only the superuser may view all user and
group quotas. To get a summary of all quotas and disk usage for file
systems with quotas enabled, use MAN.REPQUOTA.8.


Normally, file systems that the user is not using any disk space on will
not show in the output of quota, even if the user has a quota limit
assigned for that file system. Use -v to display those file systems.
The following is sample output from quota -v for a user that has
quota limits on two file systems.


Disk quotas for user test (uid 1002):
     Filesystem  usage    quota   limit   grace   files   quota   limit   grace
           /usr      65*     50      75   5days       7      50      60
       /usr/var       0      50      75               0      50      60






grace period
In this example, the user is currently 15 kbytes over the soft limit of
50 kbytes on /usr and has 5 days of grace period left. The asterisk
* indicates that the user is currently over the quota limit.





Quotas over NFS


NFS
Quotas are enforced by the quota subsystem on the NFS server. The
MAN.RPC.RQUOTAD.8 daemon makes quota information available to quota
on NFS clients, allowing users on those machines to see their quota
statistics.


On the NFS server, enable rpc.rquotad by removing the # from
this line in /etc/inetd.conf:


rquotad/1      dgram rpc/udp wait root /usr/libexec/rpc.rquotad rpc.rquotad






Then, restart inetd:


PROMPT.ROOT service inetd restart











Encrypting Disk Partitions
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OS offers excellent online protections against unauthorized data access.
File permissions and Mandatory Access Control (MAC) help
prevent unauthorized users from accessing data while the operating
system is active and the computer is powered up. However, the
permissions enforced by the operating system are irrelevant if an
attacker has physical access to a computer and can move the computer’s
hard drive to another system to copy and analyze the data.


Regardless of how an attacker may have come into possession of a hard
drive or powered-down computer, the GEOM-based cryptographic subsystems
built into OS are able to protect the data on the computer’s file
systems against even highly-motivated attackers with significant
resources. Unlike encryption methods that encrypt individual files, the
built-in gbde and geli utilities can be used to transparently
encrypt entire file systems. No cleartext ever touches the hard drive’s
platter.


This chapter demonstrates how to create an encrypted file system on OS.
It first demonstrates the process using gbde and then demonstrates
the same example using geli.



Disk Encryption with gbde


The objective of the MAN.GBDE.4 facility is to provide a formidable
challenge for an attacker to gain access to the contents of a cold
storage device. However, if the computer is compromised while up and
running and the storage device is actively attached, or the attacker has
access to a valid passphrase, it offers no protection to the contents of
the storage device. Thus, it is important to provide physical security
while the system is running and to protect the passphrase used by the
encryption mechanism.


This facility provides several barriers to protect the data stored in
each disk sector. It encrypts the contents of a disk sector using
128-bit AES in CBC mode. Each sector on the disk is encrypted with a
different AES key. For more information on the cryptographic design,
including how the sector keys are derived from the user-supplied
passphrase, refer to MAN.GBDE.4.


OS provides a kernel module for gbde which can be loaded with this
command:


PROMPT.ROOT kldload geom_bde






If using a custom kernel configuration file, ensure it contains this
line:


options GEOM_BDE


The following example demonstrates adding a new hard drive to a system
that will hold a single encrypted partition that will be mounted as
/private.


Install the new drive to the system as explained in ?. For the purposes
of this example, a new hard drive partition has been added as
/dev/ad4s1c and /dev/ad0s1* represents the existing standard OS
partitions.


PROMPT.ROOT ls /dev/ad*
/dev/ad0        /dev/ad0s1b     /dev/ad0s1e     /dev/ad4s1
/dev/ad0s1      /dev/ad0s1c     /dev/ad0s1f     /dev/ad4s1c
/dev/ad0s1a     /dev/ad0s1d     /dev/ad4






PROMPT.ROOT mkdir /etc/gbde






The gbde lock file contains information that gbde requires to access
encrypted partitions. Without access to the lock file, gbde will not be
able to decrypt the data contained in the encrypted partition without
significant manual intervention which is not supported by the software.
Each encrypted partition uses a separate lock file.


A gbde partition must be initialized before it can be used. This
initialization needs to be performed only once. This command will open
the default editor, in order to set various configuration options in a
template. For use with the UFS file system, set the sector_size to
2048:


PROMPT.ROOT gbde init /dev/ad4s1c -i -L /etc/gbde/ad4s1c.lock# $FreeBSD: src/sbin/gbde/template.txt,v 1.1.36.1 2009/08/03 08:13:06 kensmith Exp $
#
# Sector size is the smallest unit of data which can be read or written.
# Making it too small decreases performance and decreases available space.
# Making it too large may prevent filesystems from working.  512 is the
# minimum and always safe.  For UFS, use the fragment size
#
sector_size =   2048
[...]






Once the edit is saved, the user will be asked twice to type the
passphrase used to secure the data. The passphrase must be the same both
times. The ability of gbde to protect data depends entirely on the
quality of the passphrase. For tips on how to select a secure passphrase
that is easy to remember, see
http://world.std.com/~reinhold/diceware.htm [http://world.std.com/~reinhold/diceware.html].


This initialization creates a lock file for the gbde partition. In this
example, it is stored as /etc/gbde/ad4s1c.lock. Lock files must end
in “.lock” in order to be correctly detected by the /etc/rc.d/gbde
start up script.



Caution


Lock files must be backed up together with the contents of any
encrypted partitions. Without the lock file, the legitimate owner
will be unable to access the data on the encrypted partition.






PROMPT.ROOT gbde attach /dev/ad4s1c -l /etc/gbde/ad4s1c.lock






This command will prompt to input the passphrase that was selected
during the initialization of the encrypted partition. The new encrypted
device will appear in /dev as /dev/device_name.bde:


PROMPT.ROOT ls /dev/ad*
/dev/ad0        /dev/ad0s1b     /dev/ad0s1e     /dev/ad4s1
/dev/ad0s1      /dev/ad0s1c     /dev/ad0s1f     /dev/ad4s1c
/dev/ad0s1a     /dev/ad0s1d     /dev/ad4        /dev/ad4s1c.bde






Once the encrypted device has been attached to the kernel, a file system
can be created on the device. This example creates a UFS file system
with soft updates enabled. Be sure to specify the partition which has a
*.bde extension:


PROMPT.ROOT newfs -U /dev/ad4s1c.bde






Create a mount point and mount the encrypted file system:


PROMPT.ROOT mkdir /private
PROMPT.ROOT mount /dev/ad4s1c.bde /private






The encrypted file system should now be visible and available for use:


PROMPT.USER df -H
Filesystem        Size   Used  Avail Capacity  Mounted on
/dev/ad0s1a      1037M    72M   883M     8%    /
/devfs            1.0K   1.0K     0B   100%    /dev
/dev/ad0s1f       8.1G    55K   7.5G     0%    /home
/dev/ad0s1e      1037M   1.1M   953M     0%    /tmp
/dev/ad0s1d       6.1G   1.9G   3.7G    35%    /usr
/dev/ad4s1c.bde   150G   4.1K   138G     0%    /private






After each boot, any encrypted file systems must be manually re-attached
to the kernel, checked for errors, and mounted, before the file systems
can be used. To configure these steps, add the following lines to
/etc/rc.conf:


gbde_autoattach_all="YES"
gbde_devices="ad4s1c"
gbde_lockdir="/etc/gbde"






This requires that the passphrase be entered at the console at boot
time. After typing the correct passphrase, the encrypted partition will
be mounted automatically. Additional gbde boot options are available and
listed in MAN.RC.CONF.5.



Note


sysinstall is incompatible with gbde-encrypted devices. All
*.bde devices must be detached from the kernel before starting
sysinstall or it will crash during its initial probing for devices.
To detach the encrypted device used in the example, use the
following command:


PROMPT.ROOT gbde detach /dev/ad4s1c













Disk Encryption with geli


An alternative cryptographic GEOM class is available using geli.
This control utility adds some features and uses a different scheme for
doing cryptographic work. It provides the following features:



		Utilizes the MAN.CRYPTO.9 framework and automatically uses
cryptographic hardware when it is available.


		Supports multiple cryptographic algorithms such as AES, Blowfish, and
3DES.


		Allows the root partition to be encrypted. The passphrase used to
access the encrypted root partition will be requested during system
boot.


		Allows the use of two independent keys.


		It is fast as it performs simple sector-to-sector encryption.


		Allows backup and restore of master keys. If a user destroys their
keys, it is still possible to get access to the data by restoring
keys from the backup.


		Allows a disk to attach with a random, one-time key which is useful
for swap partitions and temporary file systems.





More features and usage examples can be found in MAN.GELI.8.


The following example describes how to generate a key file which will be
used as part of the master key for the encrypted provider mounted under
/private. The key file will provide some random data used to encrypt
the master key. The master key will also be protected by a passphrase.
The provider’s sector size will be 4kB. The example describes how to
attach to the geli provider, create a file system on it, mount it,
work with it, and finally, how to detach it.


Support for geli is available as a loadable kernel module. To
configure the system to automatically load the module at boot time, add
the following line to /boot/loader.conf:


geom_eli_load="YES"






To load the kernel module now:


PROMPT.ROOT kldload geom_eli






For a custom kernel, ensure the kernel configuration file contains these
lines:


options GEOM_ELI
device crypto






The following commands generate a master key (/root/da2.key) that is
protected with a passphrase. The data source for the key file is
/dev/random and the sector size of the provider (/dev/da2.eli)
is 4kB as a bigger sector size provides better performance:


PROMPT.ROOT dd if=/dev/random of=/root/da2.key bs=64 count=1
PROMPT.ROOT geli init -s 4096 -K /root/da2.key /dev/da2
Enter new passphrase:
Reenter new passphrase:






It is not mandatory to use both a passphrase and a key file as either
method of securing the master key can be used in isolation.


If the key file is given as “-”, standard input will be used. For
example, this command generates three key files:


PROMPT.ROOT cat keyfile1 keyfile2 keyfile3 | geli init -K - /dev/da2






To attach the provider, specify the key file, the name of the disk, and
the passphrase:


PROMPT.ROOT geli attach -k /root/da2.key /dev/da2
Enter passphrase:






This creates a new device with an .eli extension:


PROMPT.ROOT ls /dev/da2*
/dev/da2  /dev/da2.eli






Next, format the device with the UFS file system and mount it on an
existing mount point:


PROMPT.ROOT dd if=/dev/random of=/dev/da2.eli bs=1m
PROMPT.ROOT newfs /dev/da2.eli
PROMPT.ROOT mount /dev/da2.eli /private






The encrypted file system should now be available for use:


PROMPT.ROOT df -H
Filesystem     Size   Used  Avail Capacity  Mounted on
/dev/ad0s1a    248M    89M   139M    38%    /
/devfs         1.0K   1.0K     0B   100%    /dev
/dev/ad0s1f    7.7G   2.3G   4.9G    32%    /usr
/dev/ad0s1d    989M   1.5M   909M     0%    /tmp
/dev/ad0s1e    3.9G   1.3G   2.3G    35%    /var
/dev/da2.eli   150G   4.1K   138G     0%    /private






Once the work on the encrypted partition is done, and the /private
partition is no longer needed, it is prudent to put the device into cold
storage by unmounting and detaching the geli encrypted partition
from the kernel:


PROMPT.ROOT umount /private
PROMPT.ROOT geli detach da2.eli






A rc.d script is provided to simplify the mounting of
geli-encrypted devices at boot time. For this example, add these
lines to /etc/rc.conf:


geli_devices="da2"
geli_da2_flags="-p -k /root/da2.key"






This configures /dev/da2 as a geli provider with a master key of
/root/da2.key. The system will automatically detach the provider
from the kernel before the system shuts down. During the startup
process, the script will prompt for the passphrase before attaching the
provider. Other kernel messages might be shown before and after the
password prompt. If the boot process seems to stall, look carefully for
the password prompt among the other messages. Once the correct
passphrase is entered, the provider is attached. The file system is then
mounted, typically by an entry in /etc/fstab. Refer to ? for
instructions on how to configure a file system to mount at boot time.







Encrypting Swap
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Like the encryption of disk partitions, encryption of swap space is used
to protect sensitive information. Consider an application that deals
with passwords. As long as these passwords stay in physical memory, they
are not written to disk and will be cleared after a reboot. However, if
OS starts swapping out memory pages to free space, the passwords may be
written to the disk unencrypted. Encrypting swap space can be a solution
for this scenario.


This section demonstrates how to configure an encrypted swap partition
using MAN.GBDE.8 or MAN.GELI.8 encryption. It assumes a UFS file system
where /dev/ada0s1b is the swap partition.



Configuring Encrypted Swap


Swap partitions are not encrypted by default and should be cleared of
any sensitive data before continuing. To overwrite the current swap
partition with random garbage, execute the following command:


PROMPT.ROOT dd if=/dev/random of=/dev/ada0s1b bs=1m






To encrypt the swap partition using MAN.GBDE.8, add the .bde suffix
to the swap line in /etc/fstab:


# Device      Mountpoint  FStype  Options     Dump    Pass#
/dev/ada0s1b.bde    none        swap    sw      0   0






To instead encrypt the swap partition using MAN.GELI.8, use the .eli
suffix:


# Device      Mountpoint  FStype  Options     Dump    Pass#
/dev/ada0s1b.eli    none        swap    sw      0   0






By default, MAN.GELI.8 uses the AES algorithm with a key length of 256
bits. These defaults can be altered in the options field in
/etc/fstab. The possible flags are:



		aalgo


		Data integrity verification algorithm used to ensure that the
encrypted data has not been tampered with. See MAN.GELI.8 for a list
of supported algorithms.


		ealgo


		Encryption algorithm used to protect the data. See MAN.GELI.8 for a
list of supported algorithms.


		keylen


		The length of the key used for the encryption algorithm. See
MAN.GELI.8 for the key lengths that are supported by each encryption
algorithm.


		sectorsize


		The size of the blocks data is broken into before it is encrypted.
Larger sector sizes increase performance at the cost of higher
storage overhead. The recommended size is 4096 bytes.





This example configures an encryped swap partition using the Blowfish
algorithm with a key length of 128 bits and a sectorsize of 4 kilobytes:


# Device      Mountpoint  FStype  Options             Dump    Pass#
/dev/ada0s1b.eli    none        swap    sw,ealgo=blowfish,keylen=128,sectorsize=4096    0   0









Encrypted Swap Verification


Once the system has rebooted, proper operation of the encrypted swap can
be verified using swapinfo.


If MAN.GBDE.8 is being used:


PROMPT.USER swapinfo
Device          1K-blocks     Used    Avail Capacity
/dev/ada0s1b.bde   542720        0   542720     0%






If MAN.GELI.8 is being used:


PROMPT.USER swapinfo
Device          1K-blocks     Used    Avail Capacity
/dev/ada0s1b.eli   542720        0   542720     0%











Highly Available Storage (HAST)
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High availability is one of the main requirements in serious business
applications and highly-available storage is a key component in such
environments. In OS, the Highly Available STorage (HAST) framework
allows transparent storage of the same data across several physically
separated machines connected by a TCP/IP network. HAST can be understood
as a network-based RAID1 (mirror), and is similar to the DRBD® storage
system used in the GNU/LINUX platform. In combination with other
high-availability features of OS like CARP, HAST makes it possible to
build a highly-available storage cluster that is resistant to hardware
failures.


The following are the main features of HAST:



		Can be used to mask I/O errors on local hard drives.


		File system agnostic as it works with any file system supported by
OS.


		Efficient and quick resynchronization as only the blocks that were
modified during the downtime of a node are synchronized.


		Can be used in an already deployed environment to add additional
redundancy.


		Together with CARP, Heartbeat, or other tools, it can be used to
build a robust and durable storage system.





After reading this section, you will know:



		What HAST is, how it works, and which features it provides.


		How to set up and use HAST on OS.


		How to integrate CARP and MAN.DEVD.8 to build a robust storage
system.





Before reading this section, you should:



		Understand UNIX and OS basics (?).


		Know how to configure network interfaces and other core OS subsystems
(?).


		Have a good understanding of OS networking (?).





The HAST project was sponsored by The OS Foundation with support from
http://www.omc.net/ and http://www.transip.nl/.



HAST Operation


HAST provides synchronous block-level replication between two physical
machines: the primary, also known as the master node, and the
secondary, or slave node. These two machines together are referred
to as a cluster.


Since HAST works in a primary-secondary configuration, it allows only
one of the cluster nodes to be active at any given time. The primary
node, also called active, is the one which will handle all the I/O
requests to HAST-managed devices. The secondary node is automatically
synchronized from the primary node.


The physical components of the HAST system are the local disk on primary
node, and the disk on the remote, secondary node.


HAST operates synchronously on a block level, making it transparent to
file systems and applications. HAST provides regular GEOM providers in
/dev/hast/ for use by other tools or applications. There is no
difference between using HAST-provided devices and raw disks or
partitions.


Each write, delete, or flush operation is sent to both the local disk
and to the remote disk over TCP/IP. Each read operation is served from
the local disk, unless the local disk is not up-to-date or an I/O error
occurs. In such cases, the read operation is sent to the secondary node.


HAST tries to provide fast failure recovery. For this reason, it is
important to reduce synchronization time after a node’s outage. To
provide fast synchronization, HAST manages an on-disk bitmap of dirty
extents and only synchronizes those during a regular synchronization,
with an exception of the initial sync.


There are many ways to handle synchronization. HAST implements several
replication modes to handle different synchronization methods:



		memsync: This mode reports a write operation as completed when the
local write operation is finished and when the remote node
acknowledges data arrival, but before actually storing the data. The
data on the remote node will be stored directly after sending the
acknowledgement. This mode is intended to reduce latency, but still
provides good reliability.


		fullsync: This mode reports a write operation as completed when
both the local write and the remote write complete. This is the
safest and the slowest replication mode. This mode is the default.


		async: This mode reports a write operation as completed when the
local write completes. This is the fastest and the most dangerous
replication mode. It should only be used when replicating to a
distant node where latency is too high for other modes.








HAST Configuration


The HAST framework consists of several components:



		The MAN.HASTD.8 daemon which provides data synchronization. When this
daemon is started, it will automatically load geom_gate.ko.


		The userland management utility, MAN.HASTCTL.8.


		The MAN.HAST.CONF.5 configuration file. This file must exist before
starting hastd.





Users who prefer to statically build GEOM_GATE support into the
kernel should add this line to the custom kernel configuration file,
then rebuild the kernel using the instructions in ?:


options   GEOM_GATE






The following example describes how to configure two nodes in
master-slave/primary-secondary operation using HAST to replicate the
data between the two. The nodes will be called hasta, with an IP
address of 172.16.0.1, and hastb, with an IP address of
172.16.0.2. Both nodes will have a dedicated hard drive /dev/ad6
of the same size for HAST operation. The HAST pool, sometimes referred
to as a resource or the GEOM provider in /dev/hast/, will be called
test.


Configuration of HAST is done using /etc/hast.conf. This file should
be identical on both nodes. The simplest configuration is:


resource test {
    on hasta {
        local /dev/ad6
        remote 172.16.0.2
    }
    on hastb {
        local /dev/ad6
        remote 172.16.0.1
    }
}






For more advanced configuration, refer to MAN.HAST.CONF.5.



Tip


It is also possible to use host names in the remote statements
if the hosts are resolvable and defined either in /etc/hosts or
in the local DNS.






Once the configuration exists on both nodes, the HAST pool can be
created. Run these commands on both nodes to place the initial metadata
onto the local disk and to start MAN.HASTD.8:


PROMPT.ROOT hastctl create test
PROMPT.ROOT service hastd onestart

**Note**

It is *not* possible to use GEOM providers with an existing file
system or to convert an existing storage to a HAST-managed pool.
This procedure needs to store some metadata on the provider and
there will not be enough required space available on an existing
provider.






A HAST node’s primary or secondary role is selected by an
administrator, or software like Heartbeat, using MAN.HASTCTL.8. On the
primary node, hasta, issue this command:


PROMPT.ROOT hastctl role primary test






Run this command on the secondary node, hastb:


PROMPT.ROOT hastctl role secondary test






Verify the result by running hastctl on each node:


PROMPT.ROOT hastctl status test






Check the status line in the output. If it says degraded,
something is wrong with the configuration file. It should say
complete on each node, meaning that the synchronization between the
nodes has started. The synchronization completes when ``hastctl



status`` reports 0 bytes of dirty extents.



The next step is to create a file system on the GEOM provider and mount
it. This must be done on the primary node. Creating the file system
can take a few minutes, depending on the size of the hard drive. This
example creates a UFS file system on /dev/hast/test:


PROMPT.ROOT newfs -U /dev/hast/test
PROMPT.ROOT mkdir /hast/test
PROMPT.ROOT mount /dev/hast/test /hast/test






Once the HAST framework is configured properly, the final step is to
make sure that HAST is started automatically during system boot. Add
this line to /etc/rc.conf:


hastd_enable="YES"







Failover Configuration


The goal of this example is to build a robust storage system which is
resistant to the failure of any given node. If the primary node fails,
the secondary node is there to take over seamlessly, check and mount the
file system, and continue to work without missing a single bit of data.


To accomplish this task, the Common Address Redundancy Protocol (CARP)
is used to provide for automatic failover at the IP layer. CARP allows
multiple hosts on the same network segment to share an IP address. Set
up CARP on both nodes of the cluster according to the documentation
available in ?. In this example, each node will have its own management
IP address and a shared IP address of 172.16.0.254. The primary HAST
node of the cluster must be the master CARP node.


The HAST pool created in the previous section is now ready to be
exported to the other hosts on the network. This can be accomplished by
exporting it through NFS or Samba, using the shared IP address
172.16.0.254. The only problem which remains unresolved is an automatic
failover should the primary node fail.


In the event of CARP interfaces going up or down, the OS operating
system generates a MAN.DEVD.8 event, making it possible to watch for
state changes on the CARP interfaces. A state change on the CARP
interface is an indication that one of the nodes failed or came back
online. These state change events make it possible to run a script which
will automatically handle the HAST failover.


To catch state changes on the CARP interfaces, add this configuration to
/etc/devd.conf on each node:


notify 30 {
    match "system" "IFNET";
    match "subsystem" "carp0";
    match "type" "LINK_UP";
    action "/usr/local/sbin/carp-hast-switch master";
};

notify 30 {
    match "system" "IFNET";
    match "subsystem" "carp0";
    match "type" "LINK_DOWN";
    action "/usr/local/sbin/carp-hast-switch slave";
};

**Note**

If the systems are running OS 10 or higher, replace ``carp0`` with
the name of the CARP-configured interface.






Restart MAN.DEVD.8 on both nodes to put the new configuration into
effect:


PROMPT.ROOT service devd restart






When the specified interface state changes by going up or down , the
system generates a notification, allowing the MAN.DEVD.8 subsystem to
run the specified automatic failover script,
/usr/local/sbin/carp-hast-switch. For further clarification about
this configuration, refer to MAN.DEVD.CONF.5.


Here is an example of an automated failover script:


#!/bin/sh

# Original script by Freddie Cash <fjwcash@gmail.com>
# Modified by Michael W. Lucas <mwlucas@BlackHelicopters.org>
# and Viktor Petersson <vpetersson@wireload.net>

# The names of the HAST resources, as listed in /etc/hast.conf
resources="test"

# delay in mounting HAST resource after becoming master
# make your best guess
delay=3

# logging
log="local0.debug"
name="carp-hast"

# end of user configurable stuff

case "$1" in
    master)
        logger -p $log -t $name "Switching to primary provider for ${resources}."
        sleep ${delay}

        # Wait for any "hastd secondary" processes to stop
        for disk in ${resources}; do
            while $( pgrep -lf "hastd: ${disk} \(secondary\)" > /dev/null 2>&1 ); do
                sleep 1
            done

            # Switch role for each disk
            hastctl role primary ${disk}
            if [ $? -ne 0 ]; then
                logger -p $log -t $name "Unable to change role to primary for resource ${disk}."
                exit 1
            fi
        done

        # Wait for the /dev/hast/* devices to appear
        for disk in ${resources}; do
            for I in $( jot 60 ); do
                [ -c "/dev/hast/${disk}" ] && break
                sleep 0.5
            done

            if [ ! -c "/dev/hast/${disk}" ]; then
                logger -p $log -t $name "GEOM provider /dev/hast/${disk} did not appear."
                exit 1
            fi
        done

        logger -p $log -t $name "Role for HAST resources ${resources} switched to primary."


        logger -p $log -t $name "Mounting disks."
        for disk in ${resources}; do
            mkdir -p /hast/${disk}
            fsck -p -y -t ufs /dev/hast/${disk}
            mount /dev/hast/${disk} /hast/${disk}
        done

    ;;

    slave)
        logger -p $log -t $name "Switching to secondary provider for ${resources}."

        # Switch roles for the HAST resources
        for disk in ${resources}; do
            if ! mount | grep -q "^/dev/hast/${disk} on "
            then
            else
                umount -f /hast/${disk}
            fi
            sleep $delay
            hastctl role secondary ${disk} 2>&1
            if [ $? -ne 0 ]; then
                logger -p $log -t $name "Unable to switch role to secondary for resource ${disk}."
                exit 1
            fi
            logger -p $log -t $name "Role switched to secondary for resource ${disk}."
        done
    ;;
esac






In a nutshell, the script takes these actions when a node becomes
master:



		Promotes the HAST pool to primary on the other node.


		Checks the file system under the HAST pool.


		Mounts the pool.





When a node becomes secondary:



		Unmounts the HAST pool.





		Degrades the HAST pool to secondary.



Caution


This is just an example script which serves as a proof of concept.
It does not handle all the possible scenarios and can be extended or
altered in any way, for example, to start or stop required services.


Tip


For this example, a standard UFS file system was used. To reduce the
time needed for recovery, a journal-enabled UFS or ZFS file system
can be used instead.












More detailed information with additional examples can be found at
http://wiki.FreeBSD.org/HAST.







Troubleshooting


HAST should generally work without issues. However, as with any other
software product, there may be times when it does not work as supposed.
The sources of the problems may be different, but the rule of thumb is
to ensure that the time is synchronized between the nodes of the
cluster.


When troubleshooting HAST, the debugging level of MAN.HASTD.8 should be
increased by starting hastd with -d. This argument may be
specified multiple times to further increase the debugging level.
Consider also using -F, which starts hastd in the foreground.



Recovering from the Split-brain Condition


Split-brain occurs when the nodes of the cluster are unable to
communicate with each other, and both are configured as primary. This is
a dangerous condition because it allows both nodes to make incompatible
changes to the data. This problem must be corrected manually by the
system administrator.


The administrator must decide which node has more important changes or
merge them manually. Then, let HAST perform full synchronization of the
node which has the broken data. To do this, issue these commands on the
node which needs to be resynchronized:


PROMPT.ROOT hastctl role init test
PROMPT.ROOT hastctl create test
PROMPT.ROOT hastctl role secondary test
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CHAP.PREFACE
This part of the FreeBSD Handbook is for users and administrators who
are new to FreeBSD. These chapters:



		Introduce you to FreeBSD.


		Guide you through the installation process.


		Teach you UNIX basics and fundamentals.


		Show you how to install the wealth of third party applications
available for FreeBSD.


		Introduce you to X, the UNIX windowing system, and detail how to
configure a desktop environment that makes you more productive.





We have tried to keep the number of forward references in the text to a
minimum so that you can read this section of the Handbook from front to
back with the minimum page flipping required.


CHAP.INTRODUCTION CHAP.BSDINSTALL CHAP.INSTALL CHAP.BASICS CHAP.PORTS
CHAP.X11
Now that the basics have been covered, this part of the FreeBSD Handbook
will discuss some frequently used features of FreeBSD. These chapters:



		Introduce you to popular and useful desktop applications: browsers,
productivity tools, document viewers, etc.


		Introduce you to a number of multimedia tools available for FreeBSD.


		Explain the process of building a customized FreeBSD kernel, to
enable extra functionality on your system.


		Describe the print system in detail, both for desktop and
network-connected printer setups.


		Show you how to run Linux applications on your FreeBSD system.





Some of these chapters recommend that you do some prior reading, and
this is noted in the synopsis at the beginning of each chapter.


CHAP.DESKTOP CHAP.MULTIMEDIA CHAP.KERNELCONFIG CHAP.PRINTING
CHAP.LINUXEMU
The remaining chapters of the FreeBSD Handbook cover all aspects of
FreeBSD system administration. Each chapter starts by describing what
you will learn as a result of reading the chapter, and also details what
you are expected to know before tackling the material.


These chapters are designed to be read when you need the information.
You do not have to read them in any particular order, nor do you need to
read all of them before you can begin using FreeBSD.


CHAP.CONFIG CHAP.BOOT CHAP.SECURITY CHAP.JAILS CHAP.MAC CHAP.AUDIT
CHAP.DISKS CHAP.GEOM CHAP.ZFS CHAP.FILESYSTEMS CHAP.VIRTUALIZATION
CHAP.L10N CHAP.CUTTING-EDGE CHAP.DTRACE
FreeBSD is one of the most widely deployed operating systems for high
performance network servers. The chapters in this part cover:



		Serial communication


		PPP and PPP over Ethernet


		Electronic Mail


		Running Network Servers


		Firewalls


		Other Advanced Networking Topics





These chapters are designed to be read when you need the information.
You do not have to read them in any particular order, nor do you need to
read all of them before you can begin using FreeBSD in a network
environment.


CHAP.SERIALCOMMS CHAP.PPP-AND-SLIP CHAP.MAIL CHAP.NETWORK-SERVERS
CHAP.FIREWALLS CHAP.ADVANCED-NETWORKING
CHAP.MIRRORS CHAP.BIBLIOGRAPHY CHAP.ERESOURCES CHAP.PGPKEYS
CHAP.FREEBSD-GLOSSARY CHAP.INDEX CHAP.COLOPHON
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Network Servers





Synopsis


This chapter covers some of the more frequently used network services on
UNIX systems. This includes installing, configuring, testing, and
maintaining many different types of network services. Example
configuration files are included throughout this chapter for reference.


By the end of this chapter, readers will know:



		How to manage the inetd daemon.


		How to set up the Network File System (NFS).


		How to set up the Network Information Server (NIS) for centralizing
and sharing user accounts.


		How to set OS up to act as an LDAP server or client


		How to set up automatic network settings using DHCP.


		How to set up a Domain Name Server (DNS).


		How to set up the Apache HTTP Server.


		How to set up a File Transfer Protocol (FTP) server.


		How to set up a file and print server for WINDOWS clients using
Samba.


		How to synchronize the time and date, and set up a time server using
the Network Time Protocol (NTP).


		How to set up iSCSI.





This chapter assumes a basic knowledge of:



		/etc/rc scripts.


		Network terminology.


		Installation of additional third-party software (?).








The inetd Super-Server


The MAN.INETD.8 daemon is sometimes referred to as a Super-Server
because it manages connections for many services. Instead of starting
multiple applications, only the inetd service needs to be started. When
a connection is received for a service that is managed by inetd, it
determines which program the connection is destined for, spawns a
process for that program, and delegates the program a socket. Using
inetd for services that are not heavily used can reduce system load,
when compared to running each daemon individually in stand-alone mode.


Primarily, inetd is used to spawn other daemons, but several trivial
protocols are handled internally, such as chargen, auth, time, echo,
discard, and daytime.


This section covers the basics of configuring inetd.



Configuration File


Configuration of inetd is done by editing /etc/inetd.conf. Each line
of this configuration file represents an application which can be
started by inetd. By default, every line starts with a comment (#),
meaning that inetd is not listening for any applications. To configure
inetd to listen for an application’s connections, remove the # at
the beginning of the line for that application.


After saving your edits, configure inetd to start at system boot by
editing /etc/rc.conf:


inetd_enable="YES"






To start inetd now, so that it listens for the service you configured,
type:


PROMPT.ROOT service inetd start






Once inetd is started, it needs to be notified whenever a modification
is made to /etc/inetd.conf:


PROMPT.ROOT service inetd reload






Typically, the default entry for an application does not need to be
edited beyond removing the #. In some situations, it may be
appropriate to edit the default entry.


As an example, this is the default entry for MAN.FTPD.8 over IPv4:


ftp     stream  tcp     nowait  root    /usr/libexec/ftpd       ftpd -l






The seven columns in an entry are as follows:


service-name
socket-type
protocol
{wait|nowait}[/max-child[/max-connections-per-ip-per-minute[/max-child-per-ip]]]
user[:group][/login-class]
server-program
server-program-arguments






where:



		service-name


		The service name of the daemon to start. It must correspond to a
service listed in /etc/services. This determines which port
inetd listens on for incoming connections to that service. When
using a custom service, it must first be added to /etc/services.


		socket-type


		Either stream, dgram, raw, or seqpacket. Use
stream for TCP connections and dgram for UDP services.


		protocol


		Use one of the following protocol names:








		Protocol Name
		Explanation





		tcp or tcp4
		TCP IPv4



		udp or udp4
		UDP IPv4



		tcp6
		TCP IPv6



		udp6
		UDP IPv6



		tcp46
		Both TCP IPv4 and IPv6



		udp46
		Both UDP IPv4 and IPv6










		{wait|nowait}[/max-child[/max-connections-per-ip-per-minute[/max-child-per-ip]]]


		In this field, wait or nowait must be specified.
max-child, max-connections-per-ip-per-minute and
max-child-per-ip are optional.


wait|nowait indicates whether or not the service is able to
handle its own socket. dgram socket types must use wait
while stream daemons, which are usually multi-threaded, should
use nowait. wait usually hands off multiple sockets to a
single daemon, while nowait spawns a child daemon for each new
socket.


The maximum number of child daemons inetd may spawn is set by
max-child. For example, to limit ten instances of the daemon,
place a /10 after nowait. Specifying /0 allows an
unlimited number of children.


max-connections-per-ip-per-minute limits the number of
connections from any particular IP address per minute. Once the
limit is reached, further connections from this IP address will be
dropped until the end of the minute. For example, a value of /10
would limit any particular IP address to ten connection attempts per
minute. max-child-per-ip limits the number of child processes
that can be started on behalf on any single IP address at any
moment. These options can limit excessive resource consumption and
help to prevent Denial of Service attacks.


An example can be seen in the default settings for MAN.FINGERD.8:


finger stream  tcp     nowait/3/10 nobody /usr/libexec/fingerd fingerd -k -s









		user


		The username the daemon will run as. Daemons typically run as root,
daemon, or nobody.


		server-program


		The full path to the daemon. If the daemon is a service provided by
inetd internally, use internal.


		server-program-arguments


		Used to specify any command arguments to be passed to the daemon on
invocation. If the daemon is an internal service, use internal.








Command-Line Options


Like most server daemons, inetd has a number of options that can be used
to modify its behaviour. By default, inetd is started with
-wW -C 60. These options enable TCP wrappers for all services,
including internal services, and prevent any IP address from requesting
any service more than 60 times per minute.


To change the default options which are passed to inetd, add an entry
for inetd_flags in /etc/rc.conf. If inetd is already running,
restart it with service inetd restart.


The available rate limiting options are:






		
-c maximum
		Specify the default maximum number of simultaneous invocations of
each service, where the default is unlimited. May be overridden on a
per-service basis by using max-child in /etc/inetd.conf.


		
-C rate
		Specify the default maximum number of times a service can be invoked
from a single IP address per minute. May be overridden on a
per-service basis by using max-connections-per-ip-per-minute in
/etc/inetd.conf.


		
-R rate
		Specify the maximum number of times a service can be invoked in one
minute, where the default is 256. A rate of 0 allows an
unlimited number.


		
-s maximum
		Specify the maximum number of times a service can be invoked from a
single IP address at any one time, where the default is unlimited.
May be overridden on a per-service basis by using
max-child-per-ip in /etc/inetd.conf.






Additional options are available. Refer to MAN.INETD.8 for the full list
of options.





Security Considerations


Many of the daemons which can be managed by inetd are not
security-conscious. Some daemons, such as fingerd, can provide
information that may be useful to an attacker. Only enable the services
which are needed and monitor the system for excessive connection
attempts. max-connections-per-ip-per-minute, max-child and
max-child-per-ip can be used to limit such attacks.


By default, TCP wrappers is enabled. Consult MAN.HOSTS.ACCESS.5 for more
information on placing TCP restrictions on various inetd invoked
daemons.







Network File System (NFS)


NFS
OS supports the Network File System (NFS), which allows a server to
share directories and files with clients over a network. With NFS, users
and programs can access files on remote systems as if they were stored
locally.


NFS has many practical uses. Some of the more common uses include:



		Data that would otherwise be duplicated on each client can be kept in
a single location and accessed by clients on the network.


		Several clients may need access to the /usr/ports/distfiles
directory. Sharing that directory allows for quick access to the
source files without having to download them to each client.


		On large networks, it is often more convenient to configure a central
NFS server on which all user home directories are stored. Users can
log into a client anywhere on the network and have access to their
home directories.


		Administration of NFS exports is simplified. For example, there is
only one file system where security or backup policies must be set.


		Removable media storage devices can be used by other machines on the
network. This reduces the number of devices throughout the network
and provides a centralized location to manage their security. It is
often more convenient to install software on multiple machines from a
centralized installation media.





NFS consists of a server and one or more clients. The client remotely
accesses the data that is stored on the server machine. In order for
this to function properly, a few processes have to be configured and
running.


These daemons must be running on the server:


NFS
server
file server
UNIX clients
rpcbind
mountd
nfsd
+——————–+——————————————————–+
| Daemon             | Description                                            |
+====================+========================================================+
| nfsd               | The NFS daemon which services requests from NFS        |
|                    | clients.                                               |
+——————–+——————————————————–+
| mountd             | The NFS mount daemon which carries out requests        |
|                    | received from nfsd.                                    |
+——————–+——————————————————–+
| rpcbind            | This daemon allows NFS clients to discover which port  |
|                    | the NFS server is using.                               |
+——————–+——————————————————–+


Running MAN.NFSIOD.8 on the client can improve performance, but is not
required.



Configuring the Server


NFS
configuration
The file systems which the NFS server will share are specified in
/etc/exports. Each line in this file specifies a file system to be
exported, which clients have access to that file system, and any access
options. When adding entries to this file, each exported file system,
its properties, and allowed hosts must occur on a single line. If no
clients are listed in the entry, then any client on the network can
mount that file system.


NFS
export examples
The following /etc/exports entries demonstrate how to export file
systems. The examples can be modified to match the file systems and
client names on the reader’s network. There are many options that can be
used in this file, but only a few will be mentioned here. See
MAN.EXPORTS.5 for the full list of options.


This example shows how to export /cdrom to three hosts named alpha,
bravo, and charlie:


/cdrom -ro alpha bravo charlie






The -ro flag makes the file system read-only, preventing clients
from making any changes to the exported file system. This example
assumes that the host names are either in DNS or in /etc/hosts.
Refer to MAN.HOSTS.5 if the network does not have a DNS server.


The next example exports /home to three clients by IP address. This
can be useful for networks without DNS or /etc/hosts entries. The
-alldirs flag allows subdirectories to be mount points. In other
words, it will not automatically mount the subdirectories, but will
permit the client to mount the directories that are required as needed.


/home  -alldirs  10.0.0.2 10.0.0.3 10.0.0.4






This next example exports /a so that two clients from different
domains may access that file system. The -maproot=root allows root
on the remote system to write data on the exported file system as root.
If -maproot=root is not specified, the client’s root user will be
mapped to the server’s nobody account and will be subject to the access
limitations defined for nobody.


/a  -maproot=root  host.example.com box.example.org






A client can only be specified once per file system. For example, if
/usr is a single file system, these entries would be invalid as both
entries specify the same host:


# Invalid when /usr is one file system
/usr/src   client
/usr/ports client






The correct format for this situation is to use one entry:


/usr/src /usr/ports  client






The following is an example of a valid export list, where /usr and
/exports are local file systems:


# Export src and ports to client01 and client02, but only
# client01 has root privileges on it
/usr/src /usr/ports -maproot=root    client01
/usr/src /usr/ports               client02
# The client machines have root and can mount anywhere
# on /exports. Anyone in the world can mount /exports/obj read-only
/exports -alldirs -maproot=root      client01 client02
/exports/obj -ro






To enable the processes required by the NFS server at boot time, add
these options to /etc/rc.conf:


rpcbind_enable="YES"
nfs_server_enable="YES"
mountd_flags="-r"






The server can be started now by running this command:


PROMPT.ROOT service nfsd start






Whenever the NFS server is started, mountd also starts automatically.
However, mountd only reads /etc/exports when it is started. To make
subsequent /etc/exports edits take effect immediately, force mountd
to reread it:


PROMPT.ROOT service mountd reload









Configuring the Client


To enable NFS clients, set this option in each client’s
/etc/rc.conf:


nfs_client_enable="YES"






Then, run this command on each NFS client:


PROMPT.ROOT service nfsclient start






The client now has everything it needs to mount a remote file system. In
these examples, the server’s name is server and the client’s name is
client. To mount /home on server to the /mnt mount point on
client:


NFS
mounting


PROMPT.ROOT mount server:/home /mnt






The files and directories in /home will now be available on client,
in the /mnt directory.


To mount a remote file system each time the client boots, add it to
/etc/fstab:


server:/home  /mnt    nfs rw  0   0






Refer to MAN.FSTAB.5 for a description of all available options.





Locking


Some applications require file locking to operate correctly. To enable
locking, add these lines to /etc/rc.conf on both the client and
server:


rpc_lockd_enable="YES"
rpc_statd_enable="YES"






Then start the applications:


PROMPT.ROOT service lockd start
PROMPT.ROOT service statd start






If locking is not required on the server, the NFS client can be
configured to lock locally by including -L when running mount. Refer
to MAN.MOUNT.NFS.8 for further details.





Automating Mounts with MAN.AMD.8


amd
automatic mounter daemon
The automatic mounter daemon, amd, automatically mounts a remote file
system whenever a file or directory within that file system is accessed.
File systems that are inactive for a period of time will be
automatically unmounted by amd.


This daemon provides an alternative to modifying /etc/fstab to list
every client. It operates by attaching itself as an NFS server to the
/host and /net directories. When a file is accessed within one
of these directories, amd looks up the corresponding remote mount and
automatically mounts it. /net is used to mount an exported file
system from an IP address while /host is used to mount an export
from a remote hostname. For instance, an attempt to access a file within
/host/foobar/usr would tell amd to mount the /usr export on the
host foobar.


In this example, showmount -e shows the exported file systems that
can be mounted from the NFS server, foobar:


PROMPT.USER showmount -e foobar
Exports list on foobar:
/usr                               10.10.10.0
/a                                 10.10.10.0
PROMPT.USER cd /host/foobar/usr






The output from showmount shows /usr as an export. When changing
directories to /host/foobar/usr, amd intercepts the request and
attempts to resolve the hostname foobar. If successful, amd
automatically mounts the desired export.


To enable amd at boot time, add this line to /etc/rc.conf:


amd_enable="YES"






To start amd now:


PROMPT.ROOT service amd start






Custom flags can be passed to amd from the amd_flags environment
variable. By default, amd_flags is set to:


amd_flags="-a /.amd_mnt -l syslog /host /etc/amd.map /net /etc/amd.map"






The default options with which exports are mounted are defined in
/etc/amd.map. Some of the more advanced features of amd are defined
in /etc/amd.conf.


Consult MAN.AMD.8 and MAN.AMD.CONF.5 for more information.





Automating Mounts with MAN.AUTOFS.5



Note


The MAN.AUTOFS.5 automount facility is supported starting with
OS 10.1-RELEASE. To use the automounter functionality in older
versions of OS, use MAN.AMD.8 instead. This chapter only describes
the MAN.AUTOFS.5 automounter.






autofs
automounter subsystem
The MAN.AUTOFS.5 facility is a common name for several components that,
together, allow for automatic mounting of remote and local filesystems
whenever a file or directory within that file system is accessed. It
consists of the kernel component, MAN.AUTOFS.5, and several userspace
applications: MAN.AUTOMOUNT.8, MAN.AUTOMOUNTD.8 and MAN.AUTOUNMOUNTD.8.
It serves as an alternative for MAN.AMD.8 from previous OS releases. Amd
is still provided for backward compatibility purposes, as the two use
different map format; the one used by autofs is the same as with other
SVR4 automounters, such as the ones in Solaris, MacOS X, and Linux.


The MAN.AUTOFS.5 virtual filesystem is mounted on specified mountpoints
by MAN.AUTOMOUNT.8, usually invoked during boot.


Whenever a process attempts to access file within the MAN.AUTOFS.5
mountpoint, the kernel will notify MAN.AUTOMOUNTD.8 daemon and pause the
triggering process. The MAN.AUTOMOUNTD.8 daemon will handle kernel
requests by finding the proper map and mounting the filesystem according
to it, then signal the kernel to release blocked process. The
MAN.AUTOUNMOUNTD.8 daemon automatically unmounts automounted filesystems
after some time, unless they are still being used.


The primary autofs configuration file is /etc/auto_master. It
assigns individual maps to top-level mounts. For an explanation of
auto_master and the map syntax, refer to MAN.AUTO.MASTER.5.


There is a special automounter map mounted on /net. When a file is
accessed within this directory, MAN.AUTOFS.5 looks up the corresponding
remote mount and automatically mounts it. For instance, an attempt to
access a file within /net/foobar/usr would tell MAN.AUTOMOUNTD.8 to
mount the /usr export from the host foobar.


In this example, showmount -e shows the exported file systems that
can be mounted from the NFS server, foobar:


PROMPT.USER showmount -e foobar
Exports list on foobar:
/usr                               10.10.10.0
/a                                 10.10.10.0
PROMPT.USER cd /net/foobar/usr






The output from showmount shows /usr as an export. When changing
directories to /host/foobar/usr, MAN.AUTOMOUNTD.8 intercepts the
request and attempts to resolve the hostname foobar. If successful,
MAN.AUTOMOUNTD.8 automatically mounts the source export.


To enable MAN.AUTOFS.5 at boot time, add this line to /etc/rc.conf:


autofs_enable="YES"






Then MAN.AUTOFS.5 can be started by running:


PROMPT.ROOT service automount start
PROMPT.ROOT service automountd start
PROMPT.ROOT service autounmountd start






The MAN.AUTOFS.5 map format is the same as in other operating systems,
it might be desirable to consult information from other operating
systems, such as the Mac OS X
document [http://images.apple.com/business/docs/Autofs.pdf].


Consult the MAN.AUTOMOUNT.8, MAN.AUTOMOUNTD.8, MAN.AUTOUNMOUNTD.8, and
MAN.AUTO.MASTER.5 manual pages for more information.







Network Information System (NIS)


NIS
Solaris
HP-UX
AIX
Linux
NetBSD
OpenBSD
yellow pages
NIS
Network Information System (NIS) is designed to centralize
administration of UNIX-like systems such as SOLARIS, HP-UX, AIX, Linux,
NetBSD, OpenBSD, and OS. NIS was originally known as Yellow Pages but
the name was changed due to trademark issues. This is the reason why NIS
commands begin with yp.


NIS
domains
NIS is a Remote Procedure Call (RPC)-based client/server system that
allows a group of machines within an NIS domain to share a common set of
configuration files. This permits a system administrator to set up NIS
client systems with only minimal configuration data and to add, remove,
or modify configuration data from a single location.


OS uses version 2 of the NIS protocol.



NIS Terms and Processes


Table 28.1 summarizes the terms and important processes used by NIS:


rpcbind
portmap
+——————–+——————————————————–+
| Term               | Description                                            |
+====================+========================================================+
| NIS domain name    | NIS servers and clients share an NIS domain name.      |
|                    | Typically, this name does not have anything to do with |
|                    | DNS.                                                   |
+——————–+——————————————————–+
| MAN.RPCBIND.8      | This service enables RPC and must be running in order  |
|                    | to run an NIS server or act as an NIS client.          |
+——————–+——————————————————–+
| MAN.YPBIND.8       | This service binds an NIS client to its NIS server. It |
|                    | will take the NIS domain name and use RPC to connect   |
|                    | to the server. It is the core of client/server         |
|                    | communication in an NIS environment. If this service   |
|                    | is not running on a client machine, it will not be     |
|                    | able to access the NIS server.                         |
+——————–+——————————————————–+
| MAN.YPSERV.8       | This is the process for the NIS server. If this        |
|                    | service stops running, the server will no longer be    |
|                    | able to respond to NIS requests so hopefully, there is |
|                    | a slave server to take over. Some non-OS clients will  |
|                    | not try to reconnect using a slave server and the      |
|                    | ypbind process may need to be restarted on these       |
|                    | clients.                                               |
+——————–+——————————————————–+
| MAN.RPC.YPPASSWDD. | This process only runs on NIS master servers. This     |
| 8                  | daemon allows NIS clients to change their NIS          |
|                    | passwords. If this daemon is not running, users will   |
|                    | have to login to the NIS master server and change      |
|                    | their passwords there.                                 |
+——————–+——————————————————–+


Table: NIS Terminology





Machine Types


NIS
master server
NIS
slave server
NIS
client
There are three types of hosts in an NIS environment:



		NIS master server


This server acts as a central repository for host configuration
information and maintains the authoritative copy of the files used by
all of the NIS clients. The passwd, group, and other various
files used by NIS clients are stored on the master server. While it
is possible for one machine to be an NIS master server for more than
one NIS domain, this type of configuration will not be covered in
this chapter as it assumes a relatively small-scale NIS environment.





		NIS slave servers


NIS slave servers maintain copies of the NIS master’s data files in
order to provide redundancy. Slave servers also help to balance the
load of the master server as NIS clients always attach to the NIS
server which responds first.





		NIS clients


NIS clients authenticate against the NIS server during log on.








Information in many files can be shared using NIS. The
master.passwd, group, and hosts files are commonly shared
via NIS. Whenever a process on a client needs information that would
normally be found in these files locally, it makes a query to the NIS
server that it is bound to instead.





Planning Considerations


This section describes a sample NIS environment which consists of 15 OS
machines with no centralized point of administration. Each machine has
its own /etc/passwd and /etc/master.passwd. These files are kept
in sync with each other only through manual intervention. Currently,
when a user is added to the lab, the process must be repeated on all 15
machines.


The configuration of the lab will be as follows:









		Machine name
		IP address
		Machine role





		ellington
		10.0.0.2
		NIS master



		coltrane
		10.0.0.3
		NIS slave



		basie
		10.0.0.4
		Faculty workstation



		bird
		10.0.0.5
		Client machine



		cli[1-11]
		10.0.0.[6-17]
		Other client machines







If this is the first time an NIS scheme is being developed, it should be
thoroughly planned ahead of time. Regardless of network size, several
decisions need to be made as part of the planning process.



Choosing a NIS Domain Name


NIS
domain name
When a client broadcasts its requests for info, it includes the name of
the NIS domain that it is part of. This is how multiple servers on one
network can tell which server should answer which request. Think of the
NIS domain name as the name for a group of hosts.


Some organizations choose to use their Internet domain name for their
NIS domain name. This is not recommended as it can cause confusion when
trying to debug network problems. The NIS domain name should be unique
within the network and it is helpful if it describes the group of
machines it represents. For example, the Art department at Acme Inc.
might be in the “acme-art” NIS domain. This example will use the domain
name test-domain.


However, some non-OS operating systems require the NIS domain name to be
the same as the Internet domain name. If one or more machines on the
network have this restriction, the Internet domain name must be used
as the NIS domain name.





Physical Server Requirements


There are several things to keep in mind when choosing a machine to use
as a NIS server. Since NIS clients depend upon the availability of the
server, choose a machine that is not rebooted frequently. The NIS server
should ideally be a stand alone machine whose sole purpose is to be an
NIS server. If the network is not heavily used, it is acceptable to put
the NIS server on a machine running other services. However, if the NIS
server becomes unavailable, it will adversely affect all NIS clients.







Configuring the NIS Master Server


The canonical copies of all NIS files are stored on the master server.
The databases used to store the information are called NIS maps. In OS,
these maps are stored in /var/yp/[domainname] where [domainname]
is the name of the NIS domain. Since multiple domains are supported, it
is possible to have several directories, one for each domain. Each
domain will have its own independent set of maps.


NIS master and slave servers handle all NIS requests through
MAN.YPSERV.8. This daemon is responsible for receiving incoming requests
from NIS clients, translating the requested domain and map name to a
path to the corresponding database file, and transmitting data from the
database back to the client.


NIS
server configuration
Setting up a master NIS server can be relatively straight forward,
depending on environmental needs. Since OS provides built-in NIS
support, it only needs to be enabled by adding the following lines to
/etc/rc.conf:


nisdomainname="test-domain"
nis_server_enable="YES"
nis_yppasswdd_enable="YES"







		This line sets the NIS domain name to test-domain.


		This automates the start up of the NIS server processes when the
system boots.


		This enables the MAN.RPC.YPPASSWDD.8 daemon so that users can change
their NIS password from a client machine.





Care must be taken in a multi-server domain where the server machines
are also NIS clients. It is generally a good idea to force the servers
to bind to themselves rather than allowing them to broadcast bind
requests and possibly become bound to each other. Strange failure modes
can result if one server goes down and others are dependent upon it.
Eventually, all the clients will time out and attempt to bind to other
servers, but the delay involved can be considerable and the failure mode
is still present since the servers might bind to each other all over
again.


A server that is also a client can be forced to bind to a particular
server by adding these additional lines to /etc/rc.conf:


nis_client_enable="YES" # run client stuff as well
nis_client_flags="-S NIS domain,server"






After saving the edits, type /etc/netstart to restart the network
and apply the values defined in /etc/rc.conf. Before initializing
the NIS maps, start MAN.YPSERV.8:


PROMPT.ROOT service ypserv start







Initializing the NIS Maps


NIS
maps
NIS maps are generated from the configuration files in /etc on the
NIS master, with one exception: /etc/master.passwd. This is to
prevent the propagation of passwords to all the servers in the NIS
domain. Therefore, before the NIS maps are initialized, configure the
primary password files:


PROMPT.ROOT cp /etc/master.passwd /var/yp/master.passwd
PROMPT.ROOT cd /var/yp
PROMPT.ROOT vi master.passwd






It is advisable to remove all entries for system accounts as well as any
user accounts that do not need to be propagated to the NIS clients, such
as the root and any other administrative accounts.



Note


Ensure that the /var/yp/master.passwd is neither group or world
readable by setting its permissions to 600.






After completing this task, initialize the NIS maps. OS includes the
MAN.YPINIT.8 script to do this. When generating maps for the master
server, include -m and specify the NIS domain name:


ellingtonPROMPT.ROOT ypinit -m test-domain
Server Type: MASTER Domain: test-domain
Creating an YP server will require that you answer a few questions.
Questions will all be asked at the beginning of the procedure.
Do you want this procedure to quit on non-fatal errors? [y/n: n] n
Ok, please remember to go back and redo manually whatever fails.
If not, something might not work.
At this point, we have to construct a list of this domains YP servers.
rod.darktech.org is already known as master server.
Please continue to add any slave servers, one per line. When you are
done with the list, type a <control D>.
master server   :  ellington
next host to add:  coltrane
next host to add:  ^D
The current list of NIS servers looks like this:
ellington
coltrane
Is this correct?  [y/n: y] y

[..output from map generation..]

NIS Map update completed.
ellington has been setup as an YP master server without any errors.






This will create /var/yp/Makefile from /var/yp/Makefile.dist. By
default, this file assumes that the environment has a single NIS server
with only OS clients. Since test-domain has a slave server, edit
this line in /var/yp/Makefile so that it begins with a comment
(#):


NOPUSH = "True"









Adding New Users


Every time a new user is created, the user account must be added to the
master NIS server and the NIS maps rebuilt. Until this occurs, the new
user will not be able to login anywhere except on the NIS master. For
example, to add the new user jsmith to the test-domain domain, run
these commands on the master server:


PROMPT.ROOT pw useradd jsmith
PROMPT.ROOT cd /var/yp
PROMPT.ROOT make test-domain







		The user could also be added using ``adduser


		jsmith`` instead of pw useradd
smith.










Setting up a NIS Slave Server


NIS
slave server
To set up an NIS slave server, log on to the slave server and edit
/etc/rc.conf as for the master server. Do not generate any NIS maps,
as these already exist on the master server. When running ypinit on
the slave server, use -s (for slave) instead of -m (for master).
This option requires the name of the NIS master in addition to the
domain name, as seen in this example:


coltranePROMPT.ROOT ypinit -s ellington test-domain

Server Type: SLAVE Domain: test-domain Master: ellington

Creating an YP server will require that you answer a few questions.
Questions will all be asked at the beginning of the procedure.

Do you want this procedure to quit on non-fatal errors? [y/n: n]  n

Ok, please remember to go back and redo manually whatever fails.
If not, something might not work.
There will be no further questions. The remainder of the procedure
should take a few minutes, to copy the databases from ellington.
Transferring netgroup...
ypxfr: Exiting: Map successfully transferred
Transferring netgroup.byuser...
ypxfr: Exiting: Map successfully transferred
Transferring netgroup.byhost...
ypxfr: Exiting: Map successfully transferred
Transferring master.passwd.byuid...
ypxfr: Exiting: Map successfully transferred
Transferring passwd.byuid...
ypxfr: Exiting: Map successfully transferred
Transferring passwd.byname...
ypxfr: Exiting: Map successfully transferred
Transferring group.bygid...
ypxfr: Exiting: Map successfully transferred
Transferring group.byname...
ypxfr: Exiting: Map successfully transferred
Transferring services.byname...
ypxfr: Exiting: Map successfully transferred
Transferring rpc.bynumber...
ypxfr: Exiting: Map successfully transferred
Transferring rpc.byname...
ypxfr: Exiting: Map successfully transferred
Transferring protocols.byname...
ypxfr: Exiting: Map successfully transferred
Transferring master.passwd.byname...
ypxfr: Exiting: Map successfully transferred
Transferring networks.byname...
ypxfr: Exiting: Map successfully transferred
Transferring networks.byaddr...
ypxfr: Exiting: Map successfully transferred
Transferring netid.byname...
ypxfr: Exiting: Map successfully transferred
Transferring hosts.byaddr...
ypxfr: Exiting: Map successfully transferred
Transferring protocols.bynumber...
ypxfr: Exiting: Map successfully transferred
Transferring ypservers...
ypxfr: Exiting: Map successfully transferred
Transferring hosts.byname...
ypxfr: Exiting: Map successfully transferred

coltrane has been setup as an YP slave server without any errors.
Remember to update map ypservers on ellington.






This will generate a directory on the slave server called
/var/yp/test-domain which contains copies of the NIS master server’s
maps. Adding these /etc/crontab entries on each slave server will
force the slaves to sync their maps with the maps on the master server:


20      *       *       *       *       root   /usr/libexec/ypxfr passwd.byname
21      *       *       *       *       root   /usr/libexec/ypxfr passwd.byuid






These entries are not mandatory because the master server automatically
attempts to push any map changes to its slaves. However, since clients
may depend upon the slave server to provide correct password
information, it is recommended to force frequent password map updates.
This is especially important on busy networks where map updates might
not always complete.


To finish the configuration, run /etc/netstart on the slave server
in order to start the NIS services.





Setting Up an NIS Client


An NIS client binds to an NIS server using MAN.YPBIND.8. This daemon
broadcasts RPC requests on the local network. These requests specify the
domain name configured on the client. If an NIS server in the same
domain receives one of the broadcasts, it will respond to ypbind, which
will record the server’s address. If there are several servers
available, the client will use the address of the first server to
respond and will direct all of its NIS requests to that server. The
client will automatically ping the server on a regular basis to make
sure it is still available. If it fails to receive a reply within a
reasonable amount of time, ypbind will mark the domain as unbound and
begin broadcasting again in the hopes of locating another server.


NIS
client configuration
To configure a OS machine to be an NIS client:


Edit /etc/rc.conf and add the following lines in order to set the
NIS domain name and start MAN.YPBIND.8 during network startup:


nisdomainname="test-domain"
nis_client_enable="YES"






To import all possible password entries from the NIS server, use
vipw to remove all user accounts except one from
/etc/master.passwd. When removing the accounts, keep in mind that at
least one local account should remain and this account should be a
member of wheel. If there is a problem with NIS, this local account can
be used to log in remotely, become the superuser, and fix the problem.
Before saving the edits, add the following line to the end of the file:


+:::::::::






This line configures the client to provide anyone with a valid account
in the NIS server’s password maps an account on the client. There are
many ways to configure the NIS client by modifying this line. One method
is described in ?. For more detailed reading, refer to the book
Managing NFS and NIS, published by O’Reilly Media.


To import all possible group entries from the NIS server, add this line
to /etc/group:


+:*::






To start the NIS client immediately, execute the following commands as
the superuser:


PROMPT.ROOT /etc/netstart
PROMPT.ROOT service ypbind start






After completing these steps, running ypcat passwd on the client
should show the server’s passwd map.





NIS Security


Since RPC is a broadcast-based service, any system running ypbind within
the same domain can retrieve the contents of the NIS maps. To prevent
unauthorized transactions, MAN.YPSERV.8 supports a feature called
“securenets” which can be used to restrict access to a given set of
hosts. By default, this information is stored in /var/yp/securenets,
unless MAN.YPSERV.8 is started with -p and an alternate path. This
file contains entries that consist of a network specification and a
network mask separated by white space. Lines starting with # are
considered to be comments. A sample securenets might look like this:


# allow connections from local host -- mandatory
127.0.0.1     255.255.255.255
# allow connections from any host
# on the 192.168.128.0 network
192.168.128.0 255.255.255.0
# allow connections from any host
# between 10.0.0.0 to 10.0.15.255
# this includes the machines in the testlab
10.0.0.0      255.255.240.0






If MAN.YPSERV.8 receives a request from an address that matches one of
these rules, it will process the request normally. If the address fails
to match a rule, the request will be ignored and a warning message will
be logged. If the securenets does not exist, ypserv will allow
connections from any host.


? is an alternate mechanism for providing access control instead of
securenets. While either access control mechanism adds some
security, they are both vulnerable to “IP spoofing” attacks. All
NIS-related traffic should be blocked at the firewall.


Servers using securenets may fail to serve legitimate NIS clients
with archaic TCP/IP implementations. Some of these implementations set
all host bits to zero when doing broadcasts or fail to observe the
subnet mask when calculating the broadcast address. While some of these
problems can be fixed by changing the client configuration, other
problems may force the retirement of these client systems or the
abandonment of securenets.


TCP Wrapper
The use of TCP Wrapper increases the latency of the NIS server. The
additional delay may be long enough to cause timeouts in client
programs, especially in busy networks with slow NIS servers. If one or
more clients suffer from latency, convert those clients into NIS slave
servers and force them to bind to themselves.



Barring Some Users


In this example, the basie system is a faculty workstation within the
NIS domain. The passwd map on the master NIS server contains
accounts for both faculty and students. This section demonstrates how to
allow faculty logins on this system while refusing student logins.


To prevent specified users from logging on to a system, even if they are
present in the NIS database, use vipw to add -username with the
correct number of colons towards the end of /etc/master.passwd on
the client, where username is the username of a user to bar from logging
in. The line with the blocked user must be before the + line that
allows NIS users. In this example, bill is barred from logging on to
basie:


basiePROMPT.ROOT cat /etc/master.passwd
root:[password]:0:0::0:0:The super-user:/root:/bin/csh
toor:[password]:0:0::0:0:The other super-user:/root:/bin/sh
daemon:*:1:1::0:0:Owner of many system processes:/root:/sbin/nologin
operator:*:2:5::0:0:System &:/:/sbin/nologin
bin:*:3:7::0:0:Binaries Commands and Source,,,:/:/sbin/nologin
tty:*:4:65533::0:0:Tty Sandbox:/:/sbin/nologin
kmem:*:5:65533::0:0:KMem Sandbox:/:/sbin/nologin
games:*:7:13::0:0:Games pseudo-user:/usr/games:/sbin/nologin
news:*:8:8::0:0:News Subsystem:/:/sbin/nologin
man:*:9:9::0:0:Mister Man Pages:/usr/share/man:/sbin/nologin
bind:*:53:53::0:0:Bind Sandbox:/:/sbin/nologin
uucp:*:66:66::0:0:UUCP pseudo-user:/var/spool/uucppublic:/usr/libexec/uucp/uucico
xten:*:67:67::0:0:X-10 daemon:/usr/local/xten:/sbin/nologin
pop:*:68:6::0:0:Post Office Owner:/nonexistent:/sbin/nologin
nobody:*:65534:65534::0:0:Unprivileged user:/nonexistent:/sbin/nologin
-bill:::::::::
+:::::::::

basiePROMPT.ROOT











Using Netgroups


netgroups
Barring specified users from logging on to individual systems becomes
unscaleable on larger networks and quickly loses the main benefit of
NIS: centralized administration.


Netgroups were developed to handle large, complex networks with hundreds
of users and machines. Their use is comparable to UNIX groups, where the
main difference is the lack of a numeric ID and the ability to define a
netgroup by including both user accounts and other netgroups.


To expand on the example used in this chapter, the NIS domain will be
extended to add the users and systems shown in Tables 28.2 and 28.3:








		User Name(s)
		Description





		alpha, beta
		IT department employees



		charlie, delta
		IT department apprentices



		echo, foxtrott, golf, ...
		employees



		able, baker, ...
		interns







Table: Additional Users








		Machine Name(s)
		Description





		war, death, famine, pollution
		Only IT employees are allowed to log onto these servers.



		pride, greed, envy, wrath, lust, sloth
		All members of the IT department are allowed to login onto these servers.



		one, two, three, four, ...
		Ordinary workstations used by employees.



		trashcan
		A very old machine without any critical data. Even interns are allowed to use this system.







Table: Additional Systems


When using netgroups to configure this scenario, each user is assigned
to one or more netgroups and logins are then allowed or forbidden for
all members of the netgroup. When adding a new machine, login
restrictions must be defined for all netgroups. When a new user is
added, the account must be added to one or more netgroups. If the NIS
setup is planned carefully, only one central configuration file needs
modification to grant or deny access to machines.


The first step is the initialization of the NIS netgroup map. In OS,
this map is not created by default. On the NIS master server, use an
editor to create a map named /var/yp/netgroup.


This example creates four netgroups to represent IT employees, IT
apprentices, employees, and interns:


IT_EMP  (,alpha,test-domain)    (,beta,test-domain)
IT_APP  (,charlie,test-domain)  (,delta,test-domain)
USERS   (,echo,test-domain)     (,foxtrott,test-domain) \
        (,golf,test-domain)
INTERNS (,able,test-domain)     (,baker,test-domain)






Each entry configures a netgroup. The first column in an entry is the
name of the netgroup. Each set of brackets represents either a group of
one or more users or the name of another netgroup. When specifying a
user, the three comma-delimited fields inside each group represent:



		The name of the host(s) where the other fields representing the user
are valid. If a hostname is not specified, the entry is valid on all
hosts.


		The name of the account that belongs to this netgroup.


		The NIS domain for the account. Accounts may be imported from other
NIS domains into a netgroup.





If a group contains multiple users, separate each user with whitespace.
Additionally, each field may contain wildcards. See MAN.NETGROUP.5 for
details.


netgroups
Netgroup names longer than 8 characters should not be used. The names
are case sensitive and using capital letters for netgroup names is an
easy way to distinguish between user, machine and netgroup names.


Some non-OS NIS clients cannot handle netgroups containing more than 15
entries. This limit may be circumvented by creating several
sub-netgroups with 15 users or fewer and a real netgroup consisting of
the sub-netgroups, as seen in this example:


BIGGRP1  (,joe1,domain)  (,joe2,domain)  (,joe3,domain) [...]
BIGGRP2  (,joe16,domain)  (,joe17,domain) [...]
BIGGRP3  (,joe31,domain)  (,joe32,domain)
BIGGROUP  BIGGRP1 BIGGRP2 BIGGRP3






Repeat this process if more than 225 (15 times 15) users exist within a
single netgroup.


To activate and distribute the new NIS map:


ellingtonPROMPT.ROOT cd /var/yp
ellingtonPROMPT.ROOT make






This will generate the three NIS maps netgroup, netgroup.byhost
and netgroup.byuser. Use the map key option of MAN.YPCAT.1 to check
if the new NIS maps are available:


ellingtonPROMPT.USER ypcat -k netgroup
ellingtonPROMPT.USER ypcat -k netgroup.byhost
ellingtonPROMPT.USER ypcat -k netgroup.byuser






The output of the first command should resemble the contents of
/var/yp/netgroup. The second command only produces output if
host-specific netgroups were created. The third command is used to get
the list of netgroups for a user.


To configure a client, use MAN.VIPW.8 to specify the name of the
netgroup. For example, on the server named war, replace this line:


+:::::::::






with


+@IT_EMP:::::::::






This specifies that only the users defined in the netgroup IT_EMP
will be imported into this system’s password database and only those
users are allowed to login to this system.


This configuration also applies to the ~ function of the shell and
all routines which convert between user names and numerical user IDs. In
other words, cd ~user will not work, ls -l will show the
numerical ID instead of the username, and ``find . -user joe



-print`` will fail with the message No such user. To fix this,



import all user entries without allowing them to login into the servers.
This can be achieved by adding an extra line:


+:::::::::/sbin/nologin






This line configures the client to import all entries but to replace the
shell in those entries with /sbin/nologin.


Make sure that extra line is placed after +@IT_EMP:::::::::.
Otherwise, all user accounts imported from NIS will have
/sbin/nologin as their login shell and no one will be able to login
to the system.


To configure the less important servers, replace the old +:::::::::
on the servers with these lines:


+@IT_EMP:::::::::
+@IT_APP:::::::::
+:::::::::/sbin/nologin






The corresponding lines for the workstations would be:


+@IT_EMP:::::::::
+@USERS:::::::::
+:::::::::/sbin/nologin






NIS supports the creation of netgroups from other netgroups which can be
useful if the policy regarding user access changes. One possibility is
the creation of role-based netgroups. For example, one might create a
netgroup called BIGSRV to define the login restrictions for the
important servers, another netgroup called SMALLSRV for the less
important servers, and a third netgroup called USERBOX for the
workstations. Each of these netgroups contains the netgroups that are
allowed to login onto these machines. The new entries for the NIS
netgroup map would look like this:


BIGSRV    IT_EMP  IT_APP
SMALLSRV  IT_EMP  IT_APP  ITINTERN
USERBOX   IT_EMP  ITINTERN USERS






This method of defining login restrictions works reasonably well when it
is possible to define groups of machines with identical restrictions.
Unfortunately, this is the exception and not the rule. Most of the time,
the ability to define login restrictions on a per-machine basis is
required.


Machine-specific netgroup definitions are another possibility to deal
with the policy changes. In this scenario, the /etc/master.passwd of
each system contains two lines starting with “+”. The first line adds a
netgroup with the accounts allowed to login onto this machine and the
second line adds all other accounts with /sbin/nologin as shell. It
is recommended to use the “ALL-CAPS” version of the hostname as the name
of the netgroup:


+@BOXNAME:::::::::
+:::::::::/sbin/nologin






Once this task is completed on all the machines, there is no longer a
need to modify the local versions of /etc/master.passwd ever again.
All further changes can be handled by modifying the NIS map. Here is an
example of a possible netgroup map for this scenario:


# Define groups of users first
IT_EMP    (,alpha,test-domain)    (,beta,test-domain)
IT_APP    (,charlie,test-domain)  (,delta,test-domain)
DEPT1     (,echo,test-domain)     (,foxtrott,test-domain)
DEPT2     (,golf,test-domain)     (,hotel,test-domain)
DEPT3     (,india,test-domain)    (,juliet,test-domain)
ITINTERN  (,kilo,test-domain)     (,lima,test-domain)
D_INTERNS (,able,test-domain)     (,baker,test-domain)
#
# Now, define some groups based on roles
USERS     DEPT1   DEPT2     DEPT3
BIGSRV    IT_EMP  IT_APP
SMALLSRV  IT_EMP  IT_APP    ITINTERN
USERBOX   IT_EMP  ITINTERN  USERS
#
# And a groups for a special tasks
# Allow echo and golf to access our anti-virus-machine
SECURITY  IT_EMP  (,echo,test-domain)  (,golf,test-domain)
#
# machine-based netgroups
# Our main servers
WAR       BIGSRV
FAMINE    BIGSRV
# User india needs access to this server
POLLUTION  BIGSRV  (,india,test-domain)
#
# This one is really important and needs more access restrictions
DEATH     IT_EMP
#
# The anti-virus-machine mentioned above
ONE       SECURITY
#
# Restrict a machine to a single user
TWO       (,hotel,test-domain)
# [...more groups to follow]






It may not always be advisable to use machine-based netgroups. When
deploying a couple of dozen or hundreds of systems, role-based netgroups
instead of machine-based netgroups may be used to keep the size of the
NIS map within reasonable limits.





Password Formats


NIS
password formats
NIS requires that all hosts within an NIS domain use the same format for
encrypting passwords. If users have trouble authenticating on an NIS
client, it may be due to a differing password format. In a heterogeneous
network, the format must be supported by all operating systems, where
DES is the lowest common standard.


To check which format a server or client is using, look at this section
of /etc/login.conf:


default:\
    :passwd_format=des:\
    :copyright=/etc/COPYRIGHT:\
    [Further entries elided]






In this example, the system is using the DES format. Other possible
values are blf for Blowfish and md5 for MD5 encrypted passwords.


If the format on a host needs to be edited to match the one being used
in the NIS domain, the login capability database must be rebuilt after
saving the change:


PROMPT.ROOT cap_mkdb /etc/login.conf

**Note**

The format of passwords for existing user accounts will not be
updated until each user changes their password *after* the login
capability database is rebuilt.











Lightweight Directory Access Protocol (LDAP)


LDAP
The Lightweight Directory Access Protocol (LDAP) is an application layer
protocol used to access, modify, and authenticate objects using a
distributed directory information service. Think of it as a phone or
record book which stores several levels of hierarchical, homogeneous
information. It is used in Active Directory and OpenLDAP networks and
allows users to access to several levels of internal information
utilizing a single account. For example, email authentication, pulling
employee contact information, and internal website authentication might
all make use of a single user account in the LDAP server’s record base.


This section provides a quick start guide for configuring an LDAP server
on a OS system. It assumes that the administrator already has a design
plan which includes the type of information to store, what that
information will be used for, which users should have access to that
information, and how to secure this information from unauthorized
access.



LDAP Terminology and Structure


LDAP uses several terms which should be understood before starting the
configuration. All directory entries consist of a group of attributes.
Each of these attribute sets contains a unique identifier known as a
Distinguished Name (DN) which is normally built from several other
attributes such as the common or Relative Distinguished Name (RDN).
Similar to how directories have absolute and relative paths, consider a
DN as an absolute path and the RDN as the relative path.


An example LDAP entry looks like the following. This example searches
for the entry for the specified user account (uid), organizational
unit (ou), and organization (o):


PROMPT.USER ldapsearch -xb "uid=trhodes,ou=users,o=example.com"
# extended LDIF
#
# LDAPv3
# base <uid=trhodes,ou=users,o=example.com> with scope subtree
# filter: (objectclass=*)
# requesting: ALL
#

# trhodes, users, example.com
dn: uid=trhodes,ou=users,o=example.com
mail: trhodes@example.com
cn: Tom Rhodes
uid: trhodes
telephoneNumber: (123) 456-7890

# search result
search: 2
result: 0 Success

# numResponses: 2
# numEntries: 1






This example entry shows the values for the dn, mail, cn,
uid, and telephoneNumber attributes. The cn attribute is the
RDN.


More information about LDAP and its terminology can be found at
http://www.openldap.org/doc/admin24/intro.html.





Configuring an LDAP Server


LDAP Server
OS does not provide a built-in LDAP server. Begin the configuration by
installing the net/openldap24-server package or port. Since the port has
many configurable options, it is recommended that the default options
are reviewed to see if the package is sufficient, and to instead compile
the port if any options should be changed. In most cases, the defaults
are fine. However, if SQL support is needed, this option must be enabled
and the port compiled using the instructions in ?.


Next, create the directories to hold the data and to store the
certificates:


PROMPT.ROOT mkdir /var/db/openldap-data
PROMPT.ROOT mkdir /usr/local/etc/openldap/private






Copy over the database configuration file:


PROMPT.ROOT cp /usr/local/etc/openldap/DB_CONFIG.example /var/db/openldap-data/DB_CONFIG






The next phase is to configure the certificate authority. The following
commands must be executed from /usr/local/etc/openldap/private. This
is important as the file permissions need to be restrictive and users
should not have access to these files. To create the certificate
authority, start with this command and follow the prompts:


PROMPT.ROOT openssl req -days 365 -nodes -new -x509 -keyout ca.key -out ../ca.crt






The entries for the prompts may be generic except for the
Common Name. This entry must be different than the system
hostname. If this will be a self signed certificate, prefix the hostname
with CA for certificate authority.


The next task is to create a certificate signing request and a private
key. Input this command and follow the prompts:


PROMPT.ROOT openssl req -days 365 -nodes -new -keyout server.key -out server.csr






During the certificate generation process, be sure to correctly set the
Common Name attribute. Once complete, sign the key:


PROMPT.ROOT openssl x509 -req -days 365 -in server.csr -out ../server.crt -CA ../ca.crt -CAkey ca.key -CAcreateserial






The final part of the certificate generation process is to generate and
sign the client certificates:


PROMPT.ROOT openssl req -days 365 -nodes -new -keyout client.key -out client.csr
PROMPT.ROOT openssl x509 -req -days 3650 -in client.csr -out ../client.crt -CA ../ca.crt -CAkey ca.key






Remember to use the same Common Name attribute when prompted. When
finished, ensure that a total of eight (8) new files have been generated
through the proceeding commands. If so, the next step is to edit
/usr/local/etc/openldap/slapd.conf and add the following options:


TLSCipherSuite HIGH:MEDIUM:+SSLv3
TLSCertificateFile /usr/local/etc/openldap/server.crt
TLSCertificateKeyFile /usr/local/etc/openldap/private/server.key
TLSCACertificateFile /usr/local/etc/openldap/ca.crt






Then, edit /usr/local/etc/openldap/ldap.conf and add the following
lines:


TLS_CACERT /usr/local/etc/openldap/ca.crt
TLS_CIPHER_SUITE HIGH:MEDIUM:+SSLv3






While editing this file, uncomment the following entries and set them to
the desired values: BASE, URI, SIZELIMIT and TIMELIMIT.
Set the URI to contain ldap:// and ldaps://. Then, add two
entries pointing to the certificate authority. When finished, the
entries should look similar to the following:


BASE    dc=example,dc=com
URI     ldap:// ldaps://

SIZELIMIT       12
TIMELIMIT       15

TLS_CACERT /usr/local/etc/openldap/ca.crt
TLS_CIPHER_SUITE HIGH:MEDIUM:+SSLv3






The default password for the server should then be changed:


PROMPT.ROOT slappasswd -h "{SHA}" >> /usr/local/etc/openldap/slapd.conf






This command will prompt for the password and, if the process does not
fail, a password hash will be added to the end of slapd.conf.
Several hashing formats are supported. Refer to the manual page for
slappasswd for more information.


Next, edit /usr/local/etc/openldap/slapd.conf and add the following
lines:


password-hash {sha}
allow bind_v2






The suffix in this file must be updated to match the BASE used
in /usr/local/etc/openldap/ldap.conf and rootdn should also be
set. A recommended value for rootdn is something like
cn=Manager. Before saving this file, place the rootpw in front
of the password output from slappasswd and delete the old
rootpw. The end result should look similar to this:


TLSCipherSuite HIGH:MEDIUM:+SSLv3
TLSCertificateFile /usr/local/etc/openldap/server.crt
TLSCertificateKeyFile /usr/local/etc/openldap/private/server.key
TLSCACertificateFile /usr/local/etc/openldap/ca.crt
rootpw  {SHA}W6ph5Mm5Pz8GgiULbPgzG37mj9g=






Finally, enable the OpenLDAP service in /etc/rc.conf and set the
URI:


slapd_enable="YES"
slapd_flags="-4 -h ldaps:///"






At this point the server can be started and tested:


PROMPT.ROOT service slapd start






If everything is configured correctly, a search of the directory should
show a successful connection with a single response as in this example:


PROMPT.ROOT ldapsearch -Z
# extended LDIF
#
# LDAPv3
# base <dc=example,dc=com> (default) with scope subtree
# filter: (objectclass=*)
# requesting: ALL
#

# search result
search: 3
result: 32 No such object

# numResponses: 1

**Note**

If the command fails and the configuration looks correct, stop the
``slapd`` service and restart it with debugging options:

::

    PROMPT.ROOT service slapd stop
    PROMPT.ROOT /usr/local/libexec/slapd -d -1






Once the service is responding, the directory can be populated using
ldapadd. In this example, a file containing this list of users is
first created. Each user should use the following format:


dn: dc=example,dc=com
objectclass: dcObject
objectclass: organization
o: Example
dc: Example

dn: cn=Manager,dc=example,dc=com
objectclass: organizationalRole
cn: Manager






To import this file, specify the file name. The following command will
prompt for the password specified earlier and the output should look
something like this:


PROMPT.ROOT ldapadd -Z -D "cn=Manager,dc=example,dc=com" -W -f import.ldif
Enter LDAP Password:
adding new entry "dc=example,dc=com"

adding new entry "cn=Manager,dc=example,dc=com"






Verify the data was added by issuing a search on the server using
ldapsearch:


PROMPT.USER ldapsearch -Z
# extended LDIF
#
# LDAPv3
# base <dc=example,dc=com> (default) with scope subtree
# filter: (objectclass=*)
# requesting: ALL
#

# example.com
dn: dc=example,dc=com
objectClass: dcObject
objectClass: organization
o: Example
dc: Example

# Manager, example.com
dn: cn=Manager,dc=example,dc=com
objectClass: organizationalRole
cn: Manager

# search result
search: 3
result: 0 Success

# numResponses: 3
# numEntries: 2






At this point, the server should be configured and functioning properly.







Dynamic Host Configuration Protocol (DHCP)


Dynamic Host Configuration Protocol
DHCP
Internet Systems Consortium (ISC)
The Dynamic Host Configuration Protocol (DHCP) allows a system to
connect to a network in order to be assigned the necessary addressing
information for communication on that network. OS includes the OpenBSD
version of dhclient which is used by the client to obtain the
addressing information. OS does not install a DHCP server, but several
servers are available in the OS Ports Collection. The DHCP protocol is
fully described in RFC 2131 [http://www.freesoft.org/CIE/RFC/2131/].
Informational resources are also available at
isc.org/downloads/dhcp/ [http://www.isc.org/downloads/dhcp/].


This section describes how to use the built-in DHCP client. It then
describes how to install and configure a DHCP server.



Note


In OS, the MAN.BPF.4 device is needed by both the DHCP server and
DHCP client. This device is included in the GENERIC kernel that
is installed with OS. Users who prefer to create a custom kernel
need to keep this device if DHCP is used.


It should be noted that bpf also allows privileged users to run
network packet sniffers on that system.







Configuring a DHCP Client


DHCP client support is included in the OS installer, making it easy to
configure a newly installed system to automatically receive its
networking addressing information from an existing DHCP server. Refer to
? for examples of network configuration.


UDP
When dhclient is executed on the client machine, it begins
broadcasting requests for configuration information. By default, these
requests use UDP port 68. The server replies on UDP port 67, giving the
client an IP address and other relevant network information such as a
subnet mask, default gateway, and DNS server addresses. This information
is in the form of a DHCP “lease” and is valid for a configurable time.
This allows stale IP addresses for clients no longer connected to the
network to automatically be reused. DHCP clients can obtain a great deal
of information from the server. An exhaustive list may be found in
MAN.DHCP-OPTIONS.5.


By default, when a OS system boots, its DHCP client runs in the
background, or asynchronously. Other startup scripts continue to run
while the DHCP process completes, which speeds up system startup.


Background DHCP works well when the DHCP server responds quickly to the
client’s requests. However, DHCP may take a long time to complete on
some systems. If network services attempt to run before DHCP has
assigned the network addressing information, they will fail. Using DHCP
in synchronous mode prevents this problem as it pauses startup until the
DHCP configuration has completed.


This line in /etc/rc.conf is used to configure background or
asynchronous mode:


ifconfig_fxp0="DHCP"






This line may already exist if the system was configured to use DHCP
during installation. Replace the fxp0 shown in these examples with the
name of the interface to be dynamically configured, as described in ?.


To instead configure the system to use synchronous mode, and to pause
during startup while DHCP completes, use “SYNCDHCP”:


ifconfig_fxp0="SYNCDHCP"






Additional client options are available. Search for dhclient in
MAN.RC.CONF.5 for details.


DHCP
configuration files
The DHCP client uses the following files:



		/etc/dhclient.conf


The configuration file used by dhclient. Typically, this file
contains only comments as the defaults are suitable for most clients.
This configuration file is described in MAN.DHCLIENT.CONF.5.





		/sbin/dhclient


More information about the command itself can be found in
MAN.DHCLIENT.8.





		/sbin/dhclient-script


The OS-specific DHCP client configuration script. It is described in
MAN.DHCLIENT-SCRIPT.8, but should not need any user modification to
function properly.





		/var/db/dhclient.leases.interface


The DHCP client keeps a database of valid leases in this file, which
is written as a log and is described in MAN.DHCLIENT.LEASES.5.











Installing and Configuring a DHCP Server


This section demonstrates how to configure a OS system to act as a DHCP
server using the Internet Systems Consortium (ISC) implementation of the
DHCP server. This implementation and its documentation can be installed
using the net/isc-dhcp42-server package or port.


DHCP
server
DHCP
installation
The installation of net/isc-dhcp42-server installs a sample
configuration file. Copy /usr/local/etc/dhcpd.conf.example to
/usr/local/etc/dhcpd.conf and make any edits to this new file.


DHCP
dhcpd.conf
The configuration file is comprised of declarations for subnets and
hosts which define the information that is provided to DHCP clients. For
example, these lines configure the following:


option domain-name "example.org";
option domain-name-servers ns1.example.org;
option subnet-mask 255.255.255.0;

default-lease-time 600;
max-lease-time 72400;
ddns-update-style none;

subnet 10.254.239.0 netmask 255.255.255.224 {
  range 10.254.239.10 10.254.239.20;
  option routers rtr-239-0-1.example.org, rtr-239-0-2.example.org;
}

host fantasia {
  hardware ethernet 08:00:07:26:c0:a5;
  fixed-address fantasia.fugue.com;
}







		This option specifies the default search domain that will be provided
to clients. Refer to MAN.RESOLV.CONF.5 for more information.


		This option specifies a comma separated list of DNS servers that the
client should use. They can be listed by their Fully Qualified Domain
Names (FQDN), as seen in the example, or by their IP addresses.


		The subnet mask that will be provided to clients.


		The default lease expiry time in seconds. A client can be configured
to override this value.


		The maximum allowed length of time, in seconds, for a lease. Should a
client request a longer lease, a lease will still be issued, but it
will only be valid for max-lease-time.


		The default of none disables dynamic DNS updates. Changing this
to interim configures the DHCP server to update a DNS server
whenever it hands out a lease so that the DNS server knows which IP
addresses are associated with which computers in the network. Do not
change the default setting unless the DNS server has been configured
to support dynamic DNS.


		This line creates a pool of available IP addresses which are reserved
for allocation to DHCP clients. The range of addresses must be valid
for the network or subnet specified in the previous line.


		Declares the default gateway that is valid for the network or subnet
specified before the opening { bracket.


		Specifies the hardware MAC address of a client so that the DHCP
server can recognize the client when it makes a request.


		Specifies that this host should always be given the same IP address.
Using the hostname is correct, since the DHCP server will resolve the
hostname before returning the lease information.





This configuration file supports many more options. Refer to
dhcpd.conf(5), installed with the server, for details and examples.


Once the configuration of dhcpd.conf is complete, enable the DHCP
server in /etc/rc.conf:


dhcpd_enable="YES"
dhcpd_ifaces="dc0"






Replace the dc0 with the interface (or interfaces, separated by
whitespace) that the DHCP server should listen on for DHCP client
requests.


Start the server by issuing the following command:


PROMPT.ROOT service isc-dhcpd start






Any future changes to the configuration of the server will require the
dhcpd service to be stopped and then started using MAN.SERVICE.8.


The DHCP server uses the following files. Note that the manual pages are
installed with the server software.


DHCP
configuration files



		/usr/local/sbin/dhcpd


More information about the dhcpd server can be found in dhcpd(8).





		/usr/local/etc/dhcpd.conf


The server configuration file needs to contain all the information
that should be provided to clients, along with information regarding
the operation of the server. This configuration file is described in
dhcpd.conf(5).





		/var/db/dhcpd.leases


The DHCP server keeps a database of leases it has issued in this
file, which is written as a log. Refer to dhcpd.leases(5), which
gives a slightly longer description.





		/usr/local/sbin/dhcrelay


This daemon is used in advanced environments where one DHCP server
forwards a request from a client to another DHCP server on a separate
network. If this functionality is required, install the
net/isc-dhcp42-relay package or port. The installation includes
dhcrelay(8) which provides more detail.













Domain Name System (DNS)


DNS
Domain Name System (DNS) is the protocol through which domain names are
mapped to IP addresses, and vice versa. DNS is coordinated across the
Internet through a somewhat complex system of authoritative root, Top
Level Domain (TLD), and other smaller-scale name servers, which host and
cache individual domain information. It is not necessary to run a name
server to perform DNS lookups on a system.


BIND
In OS 10, the Berkeley Internet Name Domain (BIND) has been removed from
the base system and replaced with Unbound. Unbound as configured in the
OS Base is a local caching resolver. BIND is still available from The
Ports Collection as dns/bind99 or dns/bind98. In OS 9 and lower, BIND is
included in OS Base. The OS version provides enhanced security features,
a new file system layout, and automated MAN.CHROOT.8 configuration. BIND
is maintained by the Internet Systems
Consortium [https://www.isc.org/].


resolver
reverse
DNS
root zone
The following table describes some of the terms associated with DNS:








		Term
		Definition





		Forward DNS
		Mapping of hostnames to IP addresses.



		Origin
		Refers to the domain covered in a particular zone
file.



		named, BIND
		Common names for the BIND name server package within
OS.



		Resolver
		A system process through which a machine queries a
name server for zone information.



		Reverse DNS
		Mapping of IP addresses to hostnames.



		Root zone
		The beginning of the Internet zone hierarchy. All
zones fall under the root zone, similar to how all
files in a file system fall under the root directory.



		Zone
		An individual domain, subdomain, or portion of the DNS
administered by the same authority.







Table: DNS Terminology


zones
examples
Examples of zones:



		. is how the root zone is usually referred to in documentation.


		org. is a Top Level Domain (TLD) under the root zone.


		example.org. is a zone under the org. TLD.


		1.168.192.in-addr.arpa is a zone referencing all IP addresses which
fall under the 192.168.1.* IP address space.





As one can see, the more specific part of a hostname appears to its
left. For example, example.org. is more specific than org., as org. is
more specific than the root zone. The layout of each part of a hostname
is much like a file system: the /dev directory falls within the
root, and so on.



Reasons to Run a Name Server


Name servers generally come in two forms: authoritative name servers,
and caching (also known as resolving) name servers.


An authoritative name server is needed when:



		One wants to serve DNS information to the world, replying
authoritatively to queries.


		A domain, such as example.org, is registered and IP addresses need to
be assigned to hostnames under it.


		An IP address block requires reverse DNS entries (IP to hostname).


		A backup or second name server, called a slave, will reply to
queries.





A caching name server is needed when:



		A local DNS server may cache and respond more quickly than querying
an outside name server.





When one queries for www.FreeBSD.org, the resolver usually queries the
uplink ISP’s name server, and retrieves the reply. With a local, caching
DNS server, the query only has to be made once to the outside world by
the caching DNS server. Additional queries will not have to go outside
the local network, since the information is cached locally.





DNS Server Configuration in OS 10.0 and Later


In OS 10.0, BIND has been replaced with Unbound. Unbound is a validating
caching resolver only. If an authoritative server is needed, many are
available from the Ports Collection.


Unbound is provided in the OS base system. By default, it will provide
DNS resolution to the local machine only. While the base system package
can be configured to provide resolution services beyond the local
machine, it is recommended that such requirements be addressed by
installing Unbound from the OS Ports Collection.


To enable Unbound, add the following to /etc/rc.conf:


local_unbound_enable="YES"






Any existing nameservers in /etc/resolv.conf will be configured as
forwarders in the new Unbound configuration.



Note


If any of the listed nameservers do not support DNSSEC, local DNS
resolution will fail. Be sure to test each nameserver and remove any
that fail the test. The following command will show the trust tree
or a failure for a nameserver running on 192.168.1.1:






PROMPT.USER drill -S FreeBSD.org @192.168.1.1






Once each nameserver is confirmed to support DNSSEC, start Unbound:


PROMPT.ROOT service local_unbound onestart






This will take care of updating /etc/resolv.conf so that queries for
DNSSEC secured domains will now work. For example, run the following to
validate the FreeBSD.org DNSSEC trust tree:


PROMPT.USER drill -S FreeBSD.org
;; Number of trusted keys: 1
;; Chasing: freebsd.org. A

DNSSEC Trust tree:
freebsd.org. (A)
|---freebsd.org. (DNSKEY keytag: 36786 alg: 8 flags: 256)
    |---freebsd.org. (DNSKEY keytag: 32659 alg: 8 flags: 257)
    |---freebsd.org. (DS keytag: 32659 digest type: 2)
        |---org. (DNSKEY keytag: 49587 alg: 7 flags: 256)
            |---org. (DNSKEY keytag: 9795 alg: 7 flags: 257)
            |---org. (DNSKEY keytag: 21366 alg: 7 flags: 257)
            |---org. (DS keytag: 21366 digest type: 1)
            |   |---. (DNSKEY keytag: 40926 alg: 8 flags: 256)
            |       |---. (DNSKEY keytag: 19036 alg: 8 flags: 257)
            |---org. (DS keytag: 21366 digest type: 2)
                |---. (DNSKEY keytag: 40926 alg: 8 flags: 256)
                    |---. (DNSKEY keytag: 19036 alg: 8 flags: 257)
;; Chase successful









DNS Server Configuration in OS 9.X and Earlier


In OS, the BIND daemon is called named.








		File
		Description





		MAN.NAMED.8
		The BIND daemon.



		MAN.RNDC.8
		Name server control utility.



		/etc/namedb
		Directory where BIND zone information resides.



		/etc/namedb/named.conf
		Configuration file of the daemon.







Depending on how a given zone is configured on the server, the files
related to that zone can be found in the master, slave, or
dynamic subdirectories of the /etc/namedb directory. These files
contain the DNS information that will be given out by the name server in
response to queries.



Starting BIND


BIND
starting
Since BIND is installed by default, configuring it is relatively simple.


The default named configuration is that of a basic resolving name
server, running in a MAN.CHROOT.8 environment, and restricted to
listening on the local IPv4 loopback address (127.0.0.1). To start the
server one time with this configuration, use the following command:


PROMPT.ROOT service named onestart






To ensure the named daemon is started at boot each time, put the
following line into the /etc/rc.conf:


named_enable="YES"






There are many configuration options for /etc/namedb/named.conf that
are beyond the scope of this document. Other startup options for named
on OS can be found in the named_* flags in /etc/defaults/rc.conf
and in MAN.RC.CONF.5. The ? section is also a good read.





Configuration Files


BIND
configuration files
Configuration files for named currently reside in /etc/namedb
directory and will need modification before use unless all that is
needed is a simple resolver. This is where most of the configuration
will be performed.



/etc/namedb/named.conf


// $FreeBSD$
//
// Refer to the named.conf(5) and named(8) man pages, and the documentation
// in /usr/share/doc/bind9 for more details.
//
// If you are going to set up an authoritative server, make sure you
// understand the hairy details of how DNS works.  Even with
// simple mistakes, you can break connectivity for affected parties,
// or cause huge amounts of useless Internet traffic.

options {
    // All file and path names are relative to the chroot directory,
    // if any, and should be fully qualified.
    directory   "/etc/namedb/working";
    pid-file    "/var/run/named/pid";
    dump-file   "/var/dump/named_dump.db";
    statistics-file "/var/stats/named.stats";

// If named is being used only as a local resolver, this is a safe default.
// For named to be accessible to the network, comment this option, specify
// the proper IP address, or delete this option.
    listen-on   { 127.0.0.1; };

// If you have IPv6 enabled on this system, uncomment this option for
// use as a local resolver.  To give access to the network, specify
// an IPv6 address, or the keyword "any".
//  listen-on-v6    { ::1; };

// These zones are already covered by the empty zones listed below.
// If you remove the related empty zones below, comment these lines out.
    disable-empty-zone "255.255.255.255.IN-ADDR.ARPA";
    disable-empty-zone "0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.IP6.ARPA";
    disable-empty-zone "1.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.IP6.ARPA";

// If you've got a DNS server around at your upstream provider, enter
// its IP address here, and enable the line below.  This will make you
// benefit from its cache, thus reduce overall DNS traffic in the Internet.
/*
    forwarders {
        127.0.0.1;
    };
*/

// If the 'forwarders' clause is not empty the default is to 'forward first'
// which will fall back to sending a query from your local server if the name
// servers in 'forwarders' do not have the answer.  Alternatively you can
// force your name server to never initiate queries of its own by enabling the
// following line:
//  forward only;

// If you wish to have forwarding configured automatically based on
// the entries in /etc/resolv.conf, uncomment the following line and
// set named_auto_forward=yes in /etc/rc.conf.  You can also enable
// named_auto_forward_only (the effect of which is described above).
//  include "/etc/namedb/auto_forward.conf";






Just as the comment says, to benefit from an uplink’s cache,
forwarders can be enabled here. Under normal circumstances, a name
server will recursively query the Internet looking at certain name
servers until it finds the answer it is looking for. Having this enabled
will have it query the uplink’s name server (or name server provided)
first, taking advantage of its cache. If the uplink name server in
question is a heavily trafficked, fast name server, enabling this may be
worthwhile.



Warning


127.0.0.1 will not work here. Change this IP address to a name
server at the uplink.






    /*
       Modern versions of BIND use a random UDP port for each outgoing
       query by default in order to dramatically reduce the possibility
       of cache poisoning.  All users are strongly encouraged to utilize
       this feature, and to configure their firewalls to accommodate it.

       AS A LAST RESORT in order to get around a restrictive firewall
       policy you can try enabling the option below.  Use of this option
       will significantly reduce your ability to withstand cache poisoning
       attacks, and should be avoided if at all possible.

       Replace NNNNN in the example with a number between 49160 and 65530.
    */
    // query-source address * port NNNNN;
};

// If you enable a local name server, don't forget to enter 127.0.0.1
// first in your /etc/resolv.conf so this server will be queried.
// Also, make sure to enable it in /etc/rc.conf.

// The traditional root hints mechanism. Use this, OR the slave zones below.
zone "." { type hint; file "/etc/namedb/named.root"; };

/*  Slaving the following zones from the root name servers has some
    significant advantages:
    1. Faster local resolution for your users
    2. No spurious traffic will be sent from your network to the roots
    3. Greater resilience to any potential root server failure/DDoS

    On the other hand, this method requires more monitoring than the
    hints file to be sure that an unexpected failure mode has not
    incapacitated your server.  Name servers that are serving a lot
    of clients will benefit more from this approach than individual
    hosts.  Use with caution.

    To use this mechanism, uncomment the entries below, and comment
    the hint zone above.

    As documented at http://dns.icann.org/services/axfr/ these zones:
    "." (the root), ARPA, IN-ADDR.ARPA, IP6.ARPA, and ROOT-SERVERS.NET
    are available for AXFR from these servers on IPv4 and IPv6:
    xfr.lax.dns.icann.org, xfr.cjr.dns.icann.org
*/
/*
zone "." {
    type slave;
    file "/etc/namedb/slave/root.slave";
    masters {
        192.5.5.241;    // F.ROOT-SERVERS.NET.
    };
    notify no;
};
zone "arpa" {
    type slave;
    file "/etc/namedb/slave/arpa.slave";
    masters {
        192.5.5.241;    // F.ROOT-SERVERS.NET.
    };
    notify no;
};
*/

/*  Serving the following zones locally will prevent any queries
    for these zones leaving your network and going to the root
    name servers.  This has two significant advantages:
    1. Faster local resolution for your users
    2. No spurious traffic will be sent from your network to the roots
*/
// RFCs 1912 and 5735 (and BCP 32 for localhost)
zone "localhost"    { type master; file "/etc/namedb/master/localhost-forward.db"; };
zone "127.in-addr.arpa" { type master; file "/etc/namedb/master/localhost-reverse.db"; };
zone "255.in-addr.arpa" { type master; file "/etc/namedb/master/empty.db"; };

// RFC 1912-style zone for IPv6 localhost address
zone "0.ip6.arpa"   { type master; file "/etc/namedb/master/localhost-reverse.db"; };

// "This" Network (RFCs 1912 and 5735)
zone "0.in-addr.arpa"   { type master; file "/etc/namedb/master/empty.db"; };

// Private Use Networks (RFCs 1918 and 5735)
zone "10.in-addr.arpa"     { type master; file "/etc/namedb/master/empty.db"; };
zone "16.172.in-addr.arpa" { type master; file "/etc/namedb/master/empty.db"; };
zone "17.172.in-addr.arpa" { type master; file "/etc/namedb/master/empty.db"; };
zone "18.172.in-addr.arpa" { type master; file "/etc/namedb/master/empty.db"; };
zone "19.172.in-addr.arpa" { type master; file "/etc/namedb/master/empty.db"; };
zone "20.172.in-addr.arpa" { type master; file "/etc/namedb/master/empty.db"; };
zone "21.172.in-addr.arpa" { type master; file "/etc/namedb/master/empty.db"; };
zone "22.172.in-addr.arpa" { type master; file "/etc/namedb/master/empty.db"; };
zone "23.172.in-addr.arpa" { type master; file "/etc/namedb/master/empty.db"; };
zone "24.172.in-addr.arpa" { type master; file "/etc/namedb/master/empty.db"; };
zone "25.172.in-addr.arpa" { type master; file "/etc/namedb/master/empty.db"; };
zone "26.172.in-addr.arpa" { type master; file "/etc/namedb/master/empty.db"; };
zone "27.172.in-addr.arpa" { type master; file "/etc/namedb/master/empty.db"; };
zone "28.172.in-addr.arpa" { type master; file "/etc/namedb/master/empty.db"; };
zone "29.172.in-addr.arpa" { type master; file "/etc/namedb/master/empty.db"; };
zone "30.172.in-addr.arpa" { type master; file "/etc/namedb/master/empty.db"; };
zone "31.172.in-addr.arpa" { type master; file "/etc/namedb/master/empty.db"; };
zone "168.192.in-addr.arpa" { type master; file "/etc/namedb/master/empty.db"; };

// Link-local/APIPA (RFCs 3927 and 5735)
zone "254.169.in-addr.arpa" { type master; file "/etc/namedb/master/empty.db"; };

// IETF protocol assignments (RFCs 5735 and 5736)
zone "0.0.192.in-addr.arpa" { type master; file "/etc/namedb/master/empty.db"; };

// TEST-NET-[1-3] for Documentation (RFCs 5735 and 5737)
zone "2.0.192.in-addr.arpa" { type master; file "/etc/namedb/master/empty.db"; };
zone "100.51.198.in-addr.arpa" { type master; file "/etc/namedb/master/empty.db"; };
zone "113.0.203.in-addr.arpa" { type master; file "/etc/namedb/master/empty.db"; };

// IPv6 Range for Documentation (RFC 3849)
zone "8.b.d.0.1.0.0.2.ip6.arpa" { type master; file "/etc/namedb/master/empty.db"; };

// Domain Names for Documentation and Testing (BCP 32)
zone "test" { type master; file "/etc/namedb/master/empty.db"; };
zone "example" { type master; file "/etc/namedb/master/empty.db"; };
zone "invalid" { type master; file "/etc/namedb/master/empty.db"; };
zone "example.com" { type master; file "/etc/namedb/master/empty.db"; };
zone "example.net" { type master; file "/etc/namedb/master/empty.db"; };
zone "example.org" { type master; file "/etc/namedb/master/empty.db"; };

// Router Benchmark Testing (RFCs 2544 and 5735)
zone "18.198.in-addr.arpa" { type master; file "/etc/namedb/master/empty.db"; };
zone "19.198.in-addr.arpa" { type master; file "/etc/namedb/master/empty.db"; };

// IANA Reserved - Old Class E Space (RFC 5735)
zone "240.in-addr.arpa" { type master; file "/etc/namedb/master/empty.db"; };
zone "241.in-addr.arpa" { type master; file "/etc/namedb/master/empty.db"; };
zone "242.in-addr.arpa" { type master; file "/etc/namedb/master/empty.db"; };
zone "243.in-addr.arpa" { type master; file "/etc/namedb/master/empty.db"; };
zone "244.in-addr.arpa" { type master; file "/etc/namedb/master/empty.db"; };
zone "245.in-addr.arpa" { type master; file "/etc/namedb/master/empty.db"; };
zone "246.in-addr.arpa" { type master; file "/etc/namedb/master/empty.db"; };
zone "247.in-addr.arpa" { type master; file "/etc/namedb/master/empty.db"; };
zone "248.in-addr.arpa" { type master; file "/etc/namedb/master/empty.db"; };
zone "249.in-addr.arpa" { type master; file "/etc/namedb/master/empty.db"; };
zone "250.in-addr.arpa" { type master; file "/etc/namedb/master/empty.db"; };
zone "251.in-addr.arpa" { type master; file "/etc/namedb/master/empty.db"; };
zone "252.in-addr.arpa" { type master; file "/etc/namedb/master/empty.db"; };
zone "253.in-addr.arpa" { type master; file "/etc/namedb/master/empty.db"; };
zone "254.in-addr.arpa" { type master; file "/etc/namedb/master/empty.db"; };

// IPv6 Unassigned Addresses (RFC 4291)
zone "1.ip6.arpa"   { type master; file "/etc/namedb/master/empty.db"; };
zone "3.ip6.arpa"   { type master; file "/etc/namedb/master/empty.db"; };
zone "4.ip6.arpa"   { type master; file "/etc/namedb/master/empty.db"; };
zone "5.ip6.arpa"   { type master; file "/etc/namedb/master/empty.db"; };
zone "6.ip6.arpa"   { type master; file "/etc/namedb/master/empty.db"; };
zone "7.ip6.arpa"   { type master; file "/etc/namedb/master/empty.db"; };
zone "8.ip6.arpa"   { type master; file "/etc/namedb/master/empty.db"; };
zone "9.ip6.arpa"   { type master; file "/etc/namedb/master/empty.db"; };
zone "a.ip6.arpa"   { type master; file "/etc/namedb/master/empty.db"; };
zone "b.ip6.arpa"   { type master; file "/etc/namedb/master/empty.db"; };
zone "c.ip6.arpa"   { type master; file "/etc/namedb/master/empty.db"; };
zone "d.ip6.arpa"   { type master; file "/etc/namedb/master/empty.db"; };
zone "e.ip6.arpa"   { type master; file "/etc/namedb/master/empty.db"; };
zone "0.f.ip6.arpa" { type master; file "/etc/namedb/master/empty.db"; };
zone "1.f.ip6.arpa" { type master; file "/etc/namedb/master/empty.db"; };
zone "2.f.ip6.arpa" { type master; file "/etc/namedb/master/empty.db"; };
zone "3.f.ip6.arpa" { type master; file "/etc/namedb/master/empty.db"; };
zone "4.f.ip6.arpa" { type master; file "/etc/namedb/master/empty.db"; };
zone "5.f.ip6.arpa" { type master; file "/etc/namedb/master/empty.db"; };
zone "6.f.ip6.arpa" { type master; file "/etc/namedb/master/empty.db"; };
zone "7.f.ip6.arpa" { type master; file "/etc/namedb/master/empty.db"; };
zone "8.f.ip6.arpa" { type master; file "/etc/namedb/master/empty.db"; };
zone "9.f.ip6.arpa" { type master; file "/etc/namedb/master/empty.db"; };
zone "a.f.ip6.arpa" { type master; file "/etc/namedb/master/empty.db"; };
zone "b.f.ip6.arpa" { type master; file "/etc/namedb/master/empty.db"; };
zone "0.e.f.ip6.arpa"   { type master; file "/etc/namedb/master/empty.db"; };
zone "1.e.f.ip6.arpa"   { type master; file "/etc/namedb/master/empty.db"; };
zone "2.e.f.ip6.arpa"   { type master; file "/etc/namedb/master/empty.db"; };
zone "3.e.f.ip6.arpa"   { type master; file "/etc/namedb/master/empty.db"; };
zone "4.e.f.ip6.arpa"   { type master; file "/etc/namedb/master/empty.db"; };
zone "5.e.f.ip6.arpa"   { type master; file "/etc/namedb/master/empty.db"; };
zone "6.e.f.ip6.arpa"   { type master; file "/etc/namedb/master/empty.db"; };
zone "7.e.f.ip6.arpa"   { type master; file "/etc/namedb/master/empty.db"; };

// IPv6 ULA (RFC 4193)
zone "c.f.ip6.arpa" { type master; file "/etc/namedb/master/empty.db"; };
zone "d.f.ip6.arpa" { type master; file "/etc/namedb/master/empty.db"; };

// IPv6 Link Local (RFC 4291)
zone "8.e.f.ip6.arpa"   { type master; file "/etc/namedb/master/empty.db"; };
zone "9.e.f.ip6.arpa"   { type master; file "/etc/namedb/master/empty.db"; };
zone "a.e.f.ip6.arpa"   { type master; file "/etc/namedb/master/empty.db"; };
zone "b.e.f.ip6.arpa"   { type master; file "/etc/namedb/master/empty.db"; };

// IPv6 Deprecated Site-Local Addresses (RFC 3879)
zone "c.e.f.ip6.arpa"   { type master; file "/etc/namedb/master/empty.db"; };
zone "d.e.f.ip6.arpa"   { type master; file "/etc/namedb/master/empty.db"; };
zone "e.e.f.ip6.arpa"   { type master; file "/etc/namedb/master/empty.db"; };
zone "f.e.f.ip6.arpa"   { type master; file "/etc/namedb/master/empty.db"; };

// IP6.INT is Deprecated (RFC 4159)
zone "ip6.int"      { type master; file "/etc/namedb/master/empty.db"; };

// NB: Do not use the IP addresses below, they are faked, and only
// serve demonstration/documentation purposes!
//
// Example slave zone config entries.  It can be convenient to become
// a slave at least for the zone your own domain is in.  Ask
// your network administrator for the IP address of the responsible
// master name server.
//
// Do not forget to include the reverse lookup zone!
// This is named after the first bytes of the IP address, in reverse
// order, with ".IN-ADDR.ARPA" appended, or ".IP6.ARPA" for IPv6.
//
// Before starting to set up a master zone, make sure you fully
// understand how DNS and BIND work.  There are sometimes
// non-obvious pitfalls.  Setting up a slave zone is usually simpler.
//
// NB: Don't blindly enable the examples below. :-)  Use actual names
// and addresses instead.

/* An example dynamic zone
key "exampleorgkey" {
    algorithm hmac-md5;
    secret "sf87HJqjkqh8ac87a02lla==";
};
zone "example.org" {
    type master;
    allow-update {
        key "exampleorgkey";
    };
    file "/etc/namedb/dynamic/example.org";
};
*/

/* Example of a slave reverse zone
zone "1.168.192.in-addr.arpa" {
    type slave;
    file "/etc/namedb/slave/1.168.192.in-addr.arpa";
    masters {
        192.168.1.1;
    };
};
*/






In named.conf, these are examples of slave entries for a forward and
reverse zone.


For each new zone served, a new zone entry must be added to
named.conf.


For example, the simplest zone entry for example.org can look like:


zone "example.org" {
    type master;
    file "master/example.org";
};






The zone is a master, as indicated by the type statement, holding
its zone information in /etc/namedb/master/example.org indicated by
the file statement.


zone "example.org" {
    type slave;
    file "slave/example.org";
};






In the slave case, the zone information is transferred from the master
name server for the particular zone, and saved in the file specified. If
and when the master server dies or is unreachable, the slave name server
will have the transferred zone information and will be able to serve it.





Zone Files


BIND
zone files
An example master zone file for example.org (existing within
/etc/namedb/master/example.org) is as follows:


$TTL 3600        ; 1 hour default TTL
example.org.    IN      SOA      ns1.example.org. admin.example.org. (
                                2006051501      ; Serial
                                10800           ; Refresh
                                3600            ; Retry
                                604800          ; Expire
                                300             ; Negative Response TTL
                        )

; DNS Servers
                IN      NS      ns1.example.org.
                IN      NS      ns2.example.org.

; MX Records
                IN      MX 10   mx.example.org.
                IN      MX 20   mail.example.org.

                IN      A       192.168.1.1

; Machine Names
localhost       IN      A       127.0.0.1
ns1             IN      A       192.168.1.2
ns2             IN      A       192.168.1.3
mx              IN      A       192.168.1.4
mail            IN      A       192.168.1.5

; Aliases
www             IN      CNAME   example.org.






Note that every hostname ending in a “.” is an exact hostname, whereas
everything without a trailing “.” is relative to the origin. For
example, ns1 is translated into ns1.example.org.


The format of a zone file follows:


recordname      IN recordtype   value






DNS
records
The most commonly used DNS records:



		SOA


		start of zone authority


		NS


		an authoritative name server


		A


		a host address


		CNAME


		the canonical name for an alias


		MX


		mail exchanger


		PTR


		a domain name pointer (used in reverse DNS)





example.org. IN SOA ns1.example.org. admin.example.org. (
                        2006051501      ; Serial
                        10800           ; Refresh after 3 hours
                        3600            ; Retry after 1 hour
                        604800          ; Expire after 1 week
                        300 )           ; Negative Response TTL







		example.org.


		the domain name, also the origin for this zone file.


		ns1.example.org.


		the primary/authoritative name server for this zone.


		admin.example.org.


		the responsible person for this zone, email address with “@”
replaced. (admin@example.org becomes admin.example.org)


		2006051501


		the serial number of the file. This must be incremented each time
the zone file is modified. Nowadays, many admins prefer a
yyyymmddrr format for the serial number. 2006051501 would
mean last modified 05/15/2006, the latter 01 being the first
time the zone file has been modified this day. The serial number is
important as it alerts slave name servers for a zone when it is
updated.





IN NS           ns1.example.org.






This is an NS entry. Every name server that is going to reply
authoritatively for the zone must have one of these entries.


localhost       IN      A       127.0.0.1
ns1             IN      A       192.168.1.2
ns2             IN      A       192.168.1.3
mx              IN      A       192.168.1.4
mail            IN      A       192.168.1.5






The A record indicates machine names. As seen above, ns1.example.org
would resolve to 192.168.1.2.


IN      A       192.168.1.1






This line assigns IP address 192.168.1.1 to the current origin, in this
case example.org.


www             IN CNAME        @






The canonical name record is usually used for giving aliases to a
machine. In the example, www is aliased to the “master” machine whose
name happens to be the same as the domain name example.org
(192.168.1.1). CNAMEs can never be used together with another kind of
record for the same hostname.


MX record


IN MX   10      mail.example.org.






The MX record indicates which mail servers are responsible for handling
incoming mail for the zone. mail.example.org is the hostname of a mail
server, and 10 is the priority of that mail server.


One can have several mail servers, with priorities of 10, 20 and so on.
A mail server attempting to deliver to example.org would first try the
highest priority MX (the record with the lowest priority number), then
the second highest, etc, until the mail can be properly delivered.


For in-addr.arpa zone files (reverse DNS), the same format is used,
except with PTR entries instead of A or CNAME.


$TTL 3600

1.168.192.in-addr.arpa. IN SOA ns1.example.org. admin.example.org. (
                        2006051501      ; Serial
                        10800           ; Refresh
                        3600            ; Retry
                        604800          ; Expire
                        300 )           ; Negative Response TTL

        IN      NS      ns1.example.org.
        IN      NS      ns2.example.org.

1       IN      PTR     example.org.
2       IN      PTR     ns1.example.org.
3       IN      PTR     ns2.example.org.
4       IN      PTR     mx.example.org.
5       IN      PTR     mail.example.org.






This file gives the proper IP address to hostname mappings for the above
fictitious domain.


It is worth noting that all names on the right side of a PTR record need
to be fully qualified (i.e., end in a “.”).







Caching Name Server


BIND
caching name server
A caching name server is a name server whose primary role is to resolve
recursive queries. It simply asks queries of its own, and remembers the
answers for later use.





DNSSEC


BIND
DNS
security extensions
Domain Name System Security Extensions, or DNSSEC for short, is a suite
of specifications to protect resolving name servers from forged DNS
data, such as spoofed DNS records. By using digital signatures, a
resolver can verify the integrity of the record. Note that DNSSEC only
provides integrity via digitally signing the Resource Records (RRs). It
provides neither confidentiality nor protection against false end-user
assumptions. This means that it cannot protect against people going to
example.net instead of example.com. The only thing DNSSEC does is
authenticate that the data has not been compromised in transit. The
security of DNS is an important step in securing the Internet in
general. For more in-depth details of how DNSSEC works, the relevant
RFCs are a good place to start. See the list in ?.


The following sections will demonstrate how to enable DNSSEC for an
authoritative DNS server and a recursive (or caching) DNS server running
BIND 9. While all versions of BIND 9 support DNSSEC, it is necessary to
have at least version 9.6.2 in order to be able to use the signed root
zone when validating DNS queries. This is because earlier versions lack
the required algorithms to enable validation using the root zone key. It
is strongly recommended to use the latest version of BIND 9.7 or later
to take advantage of automatic key updating for the root key, as well as
other features to automatically keep zones signed and signatures up to
date. Where configurations differ between 9.6.2 and 9.7 and later,
differences will be pointed out.



Recursive DNS Server Configuration


Enabling DNSSEC validation of queries performed by a recursive DNS
server requires a few changes to named.conf. Before making these
changes the root zone key, or trust anchor, must be acquired. Currently
the root zone key is not available in a file format BIND understands, so
it has to be manually converted into the proper format. The key itself
can be obtained by querying the root zone for it using dig. By running


PROMPT.USER dig +multi +noall +answer DNSKEY . > root.dnskey






the key will end up in root.dnskey. The contents should look
something like this:


. 93910 IN DNSKEY 257 3 8 (
    AwEAAagAIKlVZrpC6Ia7gEzahOR+9W29euxhJhVVLOyQ
    bSEW0O8gcCjFFVQUTf6v58fLjwBd0YI0EzrAcQqBGCzh
    /RStIoO8g0NfnfL2MTJRkxoXbfDaUeVPQuYEhg37NZWA
    JQ9VnMVDxP/VHL496M/QZxkjf5/Efucp2gaDX6RS6CXp
    oY68LsvPVjR0ZSwzz1apAzvN9dlzEheX7ICJBBtuA6G3
    LQpzW5hOA2hzCTMjJPJ8LbqF6dsV6DoBQzgul0sGIcGO
    Yl7OyQdXfZ57relSQageu+ipAdTTJ25AsRTAoub8ONGc
    LmqrAmRLKBP1dfwhYB4N7knNnulqQxA+Uk1ihz0=
    ) ; key id = 19036
. 93910 IN DNSKEY 256 3 8 (
    AwEAAcaGQEA+OJmOzfzVfoYN249JId7gx+OZMbxy69Hf
    UyuGBbRN0+HuTOpBxxBCkNOL+EJB9qJxt+0FEY6ZUVjE
    g58sRr4ZQ6Iu6b1xTBKgc193zUARk4mmQ/PPGxn7Cn5V
    EGJ/1h6dNaiXuRHwR+7oWh7DnzkIJChcTqlFrXDW3tjt
) ; key id = 34525






Do not be alarmed if the obtained keys differ from this example. They
might have changed since these instructions were last updated. This
output actually contains two keys. The first key in the listing, with
the value 257 after the DNSKEY record type, is the one needed. This
value indicates that this is a Secure Entry Point (SEP), commonly known
as a Key Signing Key (KSK). The second key, with value 256, is a
subordinate key, commonly called a Zone Signing Key (ZSK). More on the
different key types later in ?.


Now the key must be verified and formatted so that BIND can use it. To
verify the key, generate a DS RR set. Create a file containing these RRs
with


PROMPT.USER dnssec-dsfromkey -f root.dnskey . > root.ds






These records use SHA-1 and SHA-256 respectively, and should look
similar to the following example, where the longer is using SHA-256.


.  IN DS 19036 8 1
    B256BD09DC8DD59F0E0F0D8541B8328DD986DF6E
. IN DS 19036 8 2 49AAC11D7B6F6446702E54A1607371607A1A41855200FD2CE1CDDE32F24E8FB5






The SHA-256 RR can now be compared to the digest in
https://data.iana.org/root-anchors/root-anchors.xml. To be absolutely
sure that the key has not been tampered with the data in the XML file
can be verified using the PGP signature in
https://data.iana.org/root-anchors/root-anchors.asc.


Next, the key must be formatted properly. This differs a little between
BIND versions 9.6.2 and 9.7 and later. In version 9.7 support was added
to automatically track changes to the key and update it as necessary.
This is done using managed-keys as seen in the example below. When
using the older version, the key is added using a trusted-keys
statement and updates must be done manually. For BIND 9.6.2 the format
should look like:


trusted-keys {
    "." 257 3 8
    "AwEAAagAIKlVZrpC6Ia7gEzahOR+9W29euxhJhVVLOyQbSEW0O8gcCjF
    FVQUTf6v58fLjwBd0YI0EzrAcQqBGCzh/RStIoO8g0NfnfL2MTJRkxoX
    bfDaUeVPQuYEhg37NZWAJQ9VnMVDxP/VHL496M/QZxkjf5/Efucp2gaD
    X6RS6CXpoY68LsvPVjR0ZSwzz1apAzvN9dlzEheX7ICJBBtuA6G3LQpz
    W5hOA2hzCTMjJPJ8LbqF6dsV6DoBQzgul0sGIcGOYl7OyQdXfZ57relS
    Qageu+ipAdTTJ25AsRTAoub8ONGcLmqrAmRLKBP1dfwhYB4N7knNnulq
    QxA+Uk1ihz0=";
};






For 9.7 the format will instead be:


managed-keys {
    "." initial-key 257 3 8
    "AwEAAagAIKlVZrpC6Ia7gEzahOR+9W29euxhJhVVLOyQbSEW0O8gcCjF
    FVQUTf6v58fLjwBd0YI0EzrAcQqBGCzh/RStIoO8g0NfnfL2MTJRkxoX
    bfDaUeVPQuYEhg37NZWAJQ9VnMVDxP/VHL496M/QZxkjf5/Efucp2gaD
    X6RS6CXpoY68LsvPVjR0ZSwzz1apAzvN9dlzEheX7ICJBBtuA6G3LQpz
    W5hOA2hzCTMjJPJ8LbqF6dsV6DoBQzgul0sGIcGOYl7OyQdXfZ57relS
    Qageu+ipAdTTJ25AsRTAoub8ONGcLmqrAmRLKBP1dfwhYB4N7knNnulq
    QxA+Uk1ihz0=";
};






The root key can now be added to named.conf either directly or by
including a file containing the key. After these steps, configure BIND
to do DNSSEC validation on queries by editing named.conf and adding
the following to the options directive:


dnssec-enable yes;
dnssec-validation yes;






To verify that it is actually working use dig to make a query for a
signed zone using the resolver just configured. A successful reply will
contain the AD flag to indicate the data was authenticated. Running
a query such as


PROMPT.USER dig @resolver +dnssec se ds






should return the DS RR for the .se zone. In the flags: section
the AD flag should be set, as seen in:


...
;; flags: qr rd ra ad; QUERY: 1, ANSWER: 3, AUTHORITY: 0, ADDITIONAL: 1
...






The resolver is now capable of authenticating DNS queries.





Authoritative DNS Server Configuration


In order to get an authoritative name server to serve a DNSSEC signed
zone a little more work is required. A zone is signed using
cryptographic keys which must be generated. It is possible to use only
one key for this. The preferred method however is to have a strong
well-protected Key Signing Key (KSK) that is not rotated very often and
a Zone Signing Key (ZSK) that is rotated more frequently. Information on
recommended operational practices can be found in RFC 4641: DNSSEC
Operational Practices [http://tools.ietf.org/rfc/rfc4641.txt].
Practices regarding the root zone can be found in DNSSEC Practice
Statement for the Root Zone KSK
operator [http://www.root-dnssec.org/wp-content/uploads/2010/06/icann-dps-00.txt]
and DNSSEC Practice Statement for the Root Zone ZSK
operator [http://www.root-dnssec.org/wp-content/uploads/2010/06/vrsn-dps-00.txt].
The KSK is used to build a chain of authority to the data in need of
validation and as such is also called a Secure Entry Point (SEP) key. A
message digest of this key, called a Delegation Signer (DS) record, must
be published in the parent zone to establish the trust chain. How this
is accomplished depends on the parent zone owner. The ZSK is used to
sign the zone, and only needs to be published there.


To enable DNSSEC for the example.com zone depicted in previous examples,
the first step is to use dnssec-keygen to generate the KSK and ZSK key
pair. This key pair can utilize different cryptographic algorithms. It
is recommended to use RSA/SHA256 for the keys and 2048 bits key length
should be enough. To generate the KSK for example.com, run


PROMPT.USER dnssec-keygen -f KSK -a RSASHA256 -b 2048 -n ZONE example.com






and to generate the ZSK, run


PROMPT.USER dnssec-keygen -a RSASHA256 -b 2048 -n ZONE example.com






dnssec-keygen outputs two files, the public and the private keys in
files named similar to Kexample.com.+005+nnnnn.key (public) and
Kexample.com.+005+nnnnn.private (private). The nnnnn part of the
file name is a five digit key ID. Keep track of which key ID belongs to
which key. This is especially important when having more than one key in
a zone. It is also possible to rename the keys. For each KSK file do:


PROMPT.USER mv Kexample.com.+005+nnnnn.key Kexample.com.+005+nnnnn.KSK.key
PROMPT.USER mv Kexample.com.+005+nnnnn.private Kexample.com.+005+nnnnn.KSK.private






For the ZSK files, substitute KSK for ZSK as necessary. The
files can now be included in the zone file, using the $include
statement. It should look something like this:


$include Kexample.com.+005+nnnnn.KSK.key ; KSK
$include Kexample.com.+005+nnnnn.ZSK.key    ; ZSK






Finally, sign the zone and tell BIND to use the signed zone file. To
sign a zone dnssec-signzone is used. The command to sign the zone
example.com, located in example.com.db would look similar to


PROMPT.USER dnssec-signzone -o
    example.com -k Kexample.com.+005+nnnnn.KSK example.com.db
    Kexample.com.+005+nnnnn.ZSK.key






The key supplied to the -k argument is the KSK and the other key
file is the ZSK that should be used in the signing. It is possible to
supply more than one KSK and ZSK, which will result in the zone being
signed with all supplied keys. This can be needed to supply zone data
signed using more than one algorithm. The output of dnssec-signzone is a
zone file with all RRs signed. This output will end up in a file with
the extension .signed, such as example.com.db.signed. The DS
records will also be written to a separate file dsset-example.com.
To use this signed zone just modify the zone directive in named.conf
to use example.com.db.signed. By default, the signatures are only
valid 30 days, meaning that the zone needs to be resigned in about 15
days to be sure that resolvers are not caching records with stale
signatures. It is possible to make a script and a cron job to do this.
See relevant manuals for details.


Be sure to keep private keys confidential, as with all cryptographic
keys. When changing a key it is best to include the new key into the
zone, while still signing with the old one, and then move over to using
the new key to sign. After these steps are done the old key can be
removed from the zone. Failure to do this might render the DNS data
unavailable for a time, until the new key has propagated through the DNS
hierarchy. For more information on key rollovers and other DNSSEC
operational issues, see RFC 4641: DNSSEC Operational
practices [http://www.ietf.org/rfc/rfc4641.txt].





Automation Using BIND 9.7 or Later


Beginning with BIND version 9.7 a new feature called Smart Signing was
introduced. This feature aims to make the key management and signing
process simpler by automating parts of the task. By putting the keys
into a directory called a key repository, and using the new option
auto-dnssec, it is possible to create a dynamic zone which will be
resigned as needed. To update this zone use nsupdate with the new option
-l. rndc has also grown the ability to sign zones with keys in the
key repository, using the option sign. To tell BIND to use this
automatic signing and zone updating for example.com, add the following
to named.conf:


zone example.com {
    type master;
    key-directory "/etc/named/keys";
    update-policy local;
    auto-dnssec maintain;
    file "/etc/named/dynamic/example.com.zone";
};






After making these changes, generate keys for the zone as explained in
?, put those keys in the key repository given as the argument to the
key-directory in the zone configuration and the zone will be signed
automatically. Updates to a zone configured this way must be done using
nsupdate, which will take care of re-signing the zone with the new data
added. For further details, see ? and the BIND documentation.







Security


Although BIND is the most common implementation of DNS, there is always
the issue of security. Possible and exploitable security holes are
sometimes found.


While OS automatically drops named into a MAN.CHROOT.8 environment;
there are several other security mechanisms in place which could help to
lure off possible DNS service attacks.


It is always good idea to read CERT [http://www.cert.org/]‘s
security advisories and to subscribe to the A.SECURITY-NOTIFICATIONS to
stay up to date with the current Internet and OS security issues.



Tip


If a problem arises, keeping sources up to date and having a fresh
build of named may help.









Further Reading


BIND/named manual pages: MAN.RNDC.8 MAN.NAMED.8 MAN.NAMED.CONF.5
MAN.NSUPDATE.1 MAN.DNSSEC-SIGNZONE.8 MAN.DNSSEC-KEYGEN.8



		Official ISC BIND Page [https://www.isc.org/software/bind]


		Official ISC BIND Forum [https://www.isc.org/software/guild]


		O’Reilly DNS and BIND 5th
Edition [http://www.oreilly.com/catalog/dns5/]


		Root DNSSEC [http://www.root-dnssec.org/documentation/]


		DNSSEC Trust Anchor Publication for the Root
Zone [http://data.iana.org/root-anchors/draft-icann-dnssec-trust-anchor.html]


		RFC1034 - Domain Names - Concepts and
Facilities [http://tools.ietf.org/html/rfc1034]


		RFC1035 - Domain Names - Implementation and
Specification [http://tools.ietf.org/html/rfc1035]


		RFC4033 - DNS Security Introduction and
Requirements [http://tools.ietf.org/html/rfc4033]


		RFC4034 - Resource Records for the DNS Security
Extensions [http://tools.ietf.org/html/rfc4034]


		RFC4035 - Protocol Modifications for the DNS Security
Extensions [http://tools.ietf.org/html/rfc4035]


		RFC4641 - DNSSEC Operational
Practices [http://tools.ietf.org/html/rfc4641]


		RFC 5011 - Automated Updates of DNS Security (DNSSEC Trust
Anchors [http://tools.ietf.org/html/rfc5011]












Apache HTTP Server


web servers
setting up
Apache
The open source Apache HTTP Server is the most widely used web server.
OS does not install this web server by default, but it can be installed
from the www/apache24 package or port.


This section summarizes how to configure and start version 2.x of the
Apache HTTP Server on OS. For more detailed information about Apache 2.X
and its configuration directives, refer to
httpd.apache.org [http://httpd.apache.org/].



Configuring and Starting Apache


Apache
configuration file
In OS, the main Apache HTTP Server configuration file is installed as
/usr/local/etc/apache2x/httpd.conf, where x represents the version
number. This ASCII text file begins comment lines with a #. The most
frequently modified directives are:



		ServerRoot "/usr/local"


		Specifies the default directory hierarchy for the Apache
installation. Binaries are stored in the bin and sbin
subdirectories of the server root and configuration files are stored
in the etc/apache2x subdirectory.


		ServerAdmin you@example.com


		Change this to the email address to receive problems with the
server. This address also appears on some server-generated pages,
such as error documents.


		``ServerName


		
www.example.com:80``



Allows an administrator to set a hostname which is sent back to
clients for the server. For example, www can be used instead of the
actual hostname. If the system does not have a registered DNS name,
enter its IP address instead. If the server will listen on an
alternate report, change 80 to the alternate port number.





		``DocumentRoot


		
“/usr/local/www/apache2x/data”``



The directory where documents will be served from. By default, all
requests are taken from this directory, but symbolic links and
aliases may be used to point to other locations.








It is always a good idea to make a backup copy of the default Apache
configuration file before making changes. When the configuration of
Apache is complete, save the file and verify the configuration using
apachectl. Running ``apachectl



configtest`` should return Syntax
OK.



Apache
starting or stopping
To launch Apache at system startup, add the following line to
/etc/rc.conf:


apache24_enable="YES"






If Apache should be started with non-default options, the following line
may be added to /etc/rc.conf to specify the needed flags:


apache24_flags=""






If apachectl does not report configuration errors, start httpd now:


PROMPT.ROOT service apache24 start






The httpd service can be tested by entering http://localhost in
a web browser, replacing localhost with the fully-qualified domain name
of the machine running httpd. The default web page that is displayed
is /usr/local/www/apache24/data/index.html.


The Apache configuration can be tested for errors after making
subsequent configuration changes while httpd is running using the
following command:


PROMPT.ROOT service apache24 configtest

**Note**

It is important to note that ``configtest`` is not an MAN.RC.8
standard, and should not be expected to work for all startup
scripts.









Virtual Hosting


Virtual hosting allows multiple websites to run on one Apache server.
The virtual hosts can be IP-based or name-based. IP-based virtual
hosting uses a different IP address for each website. Name-based virtual
hosting uses the clients HTTP/1.1 headers to figure out the hostname,
which allows the websites to share the same IP address.


To setup Apache to use name-based virtual hosting, add a VirtualHost
block for each website. For example, for the webserver named
www.domain.tld with a virtual domain of www.someotherdomain.tld, add the
following entries to httpd.conf:


<VirtualHost *>
ServerName www.domain.tld
DocumentRoot /www/domain.tld
</VirtualHost>

<VirtualHost *>
ServerName www.someotherdomain.tld
DocumentRoot /www/someotherdomain.tld
</VirtualHost>






For each virtual host, replace the values for ServerName and
DocumentRoot with the values to be used.


For more information about setting up virtual hosts, consult the
official Apache documentation at: http://httpd.apache.org/docs/vhosts/.





Apache Modules


Apache
modules
Apache uses modules to augment the functionality provided by the basic
server. Refer to http://httpd.apache.org/docs/current/mod/ for a
complete listing of and the configuration details for the available
modules.


In OS, some modules can be compiled with the www/apache24 port. Type
``make



config`` within /usr/ports/www/apache24 to see which modules



are available and which are enabled by default. If the module is not
compiled with the port, the OS Ports Collection provides an easy way to
install many modules. This section describes three of the most commonly
used modules.



mod_ssl


web servers
secure
SSL
cryptography
The mod_ssl module uses the OpenSSL library to provide strong
cryptography via the Secure Sockets Layer (SSLv3) and Transport Layer
Security (TLSv1) protocols. This module provides everything necessary to
request a signed certificate from a trusted certificate signing
authority to run a secure web server on OS.


In OS, mod_ssl module is enabled by default in both the package and
the port. The available configuration directives are explained at
http://httpd.apache.org/docs/current/mod/mod_ssl.html.





mod_perl


mod_perl
Perl
The mod_perl module makes it possible to write Apache modules in
Perl. In addition, the persistent interpreter embedded in the server
avoids the overhead of starting an external interpreter and the penalty
of Perl start-up time.


The mod_perl can be installed using the www/mod_perl2 package or
port. Documentation for using this module can be found at
http://perl.apache.org/docs/2.0/index.html.





mod_php


mod_php
PHP
PHP: Hypertext Preprocessor (PHP) is a general-purpose scripting
language that is especially suited for web development. Capable of being
embedded into HTML, its syntax draws upon C, JAVA, and Perl with the
intention of allowing web developers to write dynamically generated
webpages quickly.


To gain support for PHP5 for the Apache web server, install the
www/mod_php5 package or port. This will install and configure the
modules required to support dynamic PHP applications. The installation
will automatically add this line to
/usr/local/etc/apache24/httpd.conf:


LoadModule php5_module        libexec/apache24/libphp5.so






Then, perform a graceful restart to load the PHP module:


PROMPT.ROOT apachectl graceful






The PHP support provided by www/mod_php5 is limited. Additional support
can be installed using the lang/php5-extensions port which provides a
menu driven interface to the available PHP extensions.


Alternatively, individual extensions can be installed using the
appropriate port. For instance, to add PHP support for the MySQL
database server, install databases/php5-mysql.


After installing an extension, the Apache server must be reloaded to
pick up the new configuration changes:


PROMPT.ROOT apachectl graceful











Dynamic Websites


web servers
dynamic
In addition to mod_perl and mod_php, other languages are available for
creating dynamic web content. These include Django and Ruby on Rails.



Django


Python
Django
Django is a BSD-licensed framework designed to allow developers to write
high performance, elegant web applications quickly. It provides an
object-relational mapper so that data types are developed as Python
objects. A rich dynamic database-access API is provided for those
objects without the developer ever having to write SQL. It also provides
an extensible template system so that the logic of the application is
separated from the HTML presentation.


Django depends on mod_python, and an SQL database engine. In OS, the
www/py-django port automatically installs mod_python and supports
the PostgreSQL, MySQL, or SQLite databases, with the default being
SQLite. To change the database engine, type make config within
/usr/ports/www/py-django, then install the port.


Once Django is installed, the application will need a project directory
along with the Apache configuration in order to use the embedded Python
interpreter. This interpreter is used to call the application for
specific URLs on the site.


To configure Apache to pass requests for certain URLs to the web
application, add the following to httpd.conf, specifying the full
path to the project directory:


<Location "/">
    SetHandler python-program
    PythonPath "['/dir/to/the/django/packages/'] + sys.path"
    PythonHandler django.core.handlers.modpython
    SetEnv DJANGO_SETTINGS_MODULE mysite.settings
    PythonAutoReload On
    PythonDebug On
</Location>






Refer to https://docs.djangoproject.com/en/1.6/ for more information on
how to use Django.





Ruby on Rails


Ruby on Rails
Ruby on Rails is another open source web framework that provides a full
development stack. It is optimized to make web developers more
productive and capable of writing powerful applications quickly. On OS,
it can be installed using the www/rubygem-rails package or port.


Refer to http://rubyonrails.org/documentation for more information on
how to use Ruby on Rails.









File Transfer Protocol (FTP)


FTP
servers
The File Transfer Protocol (FTP) provides users with a simple way to
transfer files to and from an FTP server. OS includes FTP server
software, ftpd, in the base system.


OS provides several configuration files for controlling access to the
FTP server. This section summarizes these files. Refer to MAN.FTPD.8 for
more details about the built-in FTP server.



Configuration


The most important configuration step is deciding which accounts will be
allowed access to the FTP server. A OS system has a number of system
accounts which should not be allowed FTP access. The list of users
disallowed any FTP access can be found in /etc/ftpusers. By default,
it includes system accounts. Additional users that should not be allowed
access to FTP can be added.


In some cases it may be desirable to restrict the access of some users
without preventing them completely from using FTP. This can be
accomplished be creating /etc/ftpchroot as described in
MAN.FTPCHROOT.5. This file lists users and groups subject to FTP access
restrictions.


FTP
anonymous
To enable anonymous FTP access to the server, create a user named ftp on
the OS system. Users will then be able to log on to the FTP server with
a username of ftp or anonymous. When prompted for the password, any
input will be accepted, but by convention, an email address should be
used as the password. The FTP server will call MAN.CHROOT.2 when an
anonymous user logs in, to restrict access to only the home directory of
the ftp user.


There are two text files that can be created to specify welcome messages
to be displayed to FTP clients. The contents of /etc/ftpwelcome will
be displayed to users before they reach the login prompt. After a
successful login, the contents of /etc/ftpmotd will be displayed.
Note that the path to this file is relative to the login environment, so
the contents of ~ftp/etc/ftpmotd would be displayed for anonymous
users.


Once the FTP server has been configured, set the appropriate variable in
/etc/rc.conf to start the service during boot:


ftpd_enable="YES"






To start the service now:


PROMPT.ROOT service ftpd start






Test the connection to the FTP server by typing:


PROMPT.USER ftp localhost






syslog
log files
FTP
The ftpd daemon uses MAN.SYSLOG.3 to log messages. By default, the
system log daemon will write messages related to FTP in
/var/log/xferlog. The location of the FTP log can be modified by
changing the following line in /etc/syslog.conf:


ftp.info      /var/log/xferlog






FTP
anonymous



Note


Be aware of the potential problems involved with running an
anonymous FTP server. In particular, think twice about allowing
anonymous users to upload files. It may turn out that the FTP site
becomes a forum for the trade of unlicensed commercial software or
worse. If anonymous FTP uploads are required, then verify the
permissions so that these files can not be read by other anonymous
users until they have been reviewed by an administrator.











File and Print Services for MICROSOFT.WINDOWS Clients (Samba)


Samba server
Microsoft Windows
file server
Windows clients
print server
Windows clients
Samba is a popular open source software package that provides file and
print services using the SMB/CIFS protocol. This protocol is built into
MICROSOFT.WINDOWS systems. It can be added to non-MICROSOFT.WINDOWS
systems by installing the Samba client libraries. The protocol allows
clients to access shared data and printers. These shares can be mapped
as a local disk drive and shared printers can be used as if they were
local printers.


On OS, the Samba client libraries can be installed using the
net/samba-smbclient port or package. The client provides the ability for
a OS system to access SMB/CIFS shares in a MICROSOFT.WINDOWS network.


A OS system can also be configured to act as a Samba server. This allows
the administrator to create SMB/CIFS shares on the OS system which can
be accessed by clients running MICROSOFT.WINDOWS or the Samba client
libraries. In order to configure a Samba server on OS, the net/samba36
port or package must first be installed. The rest of this section
provides an overview of how to configure a Samba server on OS.



Configuration


A default Samba configuration file is installed as
/usr/local/share/examples/samba36/smb.conf.default. This file must
be copied to /usr/local/etc/smb.conf and customized before Samba can
be used.


Runtime configuration information for Samba is found in smb.conf,
such as definitions of the printers and “file system shares” that will
be shared with WINDOWS clients. The Samba package includes a web based
tool called swat which provides a simple way for configuring
smb.conf.



Using the Samba Web Administration Tool (SWAT)


The Samba Web Administration Tool (SWAT) runs as a daemon from inetd.
Therefore, inetd must be enabled as shown in ?. To enable swat,
uncomment the following line in /etc/inetd.conf:


swat   stream  tcp     nowait/400      root    /usr/local/sbin/swat    swat






As explained in ?, the inetd configuration must be reloaded after this
configuration file is changed.


Once swat has been enabled, use a web browser to connect to
http://localhost:901. At first login, enter the credentials for root.


Once logged in, the main Samba configuration page and the system
documentation will be available. Begin configuration by clicking on the
Globals tab. The Globals section corresponds to the variables that are
set in the [global] section of /usr/local/etc/smb.conf.





Global Settings


Whether swat is used or /usr/local/etc/smb.conf is edited directly,
the first directives encountered when configuring Samba are:



		workgroup


		The domain name or workgroup name for the computers that will be
accessing this server.


		netbios name


		The NetBIOS name by which a Samba server is known. By default it is
the same as the first component of the host’s DNS name.


		server string


		The string that will be displayed in the output of net view and
some other networking tools that seek to display descriptive text
about the server.








Security Settings


Two of the most important settings in /usr/local/etc/smb.conf are
the security model and the backend password format for client users. The
following directives control these options:



		security


		The two most common options are security = share and
security = user. If the clients use usernames that are the same
as their usernames on the OS machine, user level security should be
used. This is the default security policy and it requires clients to
first log on before they can access shared resources.


In share level security, clients do not need to log onto the server
with a valid username and password before attempting to connect to a
shared resource. This was the default security model for older
versions of Samba.





		passdb backend


		NIS+
LDAP
SQL database
Samba has several different backend authentication models. Clients
may be authenticated with LDAP, NIS+, an SQL database, or a modified
password file. The default authentication method is smbpasswd,
and that is all that will be covered here.





Assuming that the default smbpasswd backend is used,
/usr/local/etc/samba/smbpasswd must be created to allow Samba to
authenticate clients. To provide UNIX user accounts access from WINDOWS
clients, use the following command to add each required user to that
file:


PROMPT.ROOT smbpasswd -a username

**Note**

The recommended backend is now ``tdbsam``. If this backend is
selected, use the following command to add user accounts:

::

    PROMPT.ROOT pdbedit -a -u username






This section has only mentioned the most commonly used settings. Refer
to the Official Samba
HOWTO [http://www.samba.org/samba/docs/man/Samba-HOWTO-Collection/]
for additional information about the available configuration options.







Starting Samba


To enable Samba at boot time, add the following line to
/etc/rc.conf:


samba_enable="YES"






Alternately, its services can be started separately:


nmbd_enable="YES"






smbd_enable="YES"






To start Samba now:


PROMPT.ROOT service samba start
Starting SAMBA: removing stale tdbs :
Starting nmbd.
Starting smbd.






Samba consists of three separate daemons. Both the nmbd and smbd daemons
are started by samba_enable. If winbind name resolution services are
enabled in smb.conf, the winbindd daemon is started as well.


Samba may be stopped at any time by typing:


PROMPT.ROOT service samba stop






Samba is a complex software suite with functionality that allows broad
integration with MICROSOFT.WINDOWS networks. For more information about
functionality beyond the basic configuration described here, refer to
http://www.samba.org.







Clock Synchronization with NTP


NTP
ntpd
Over time, a computer’s clock is prone to drift. This is problematic as
many network services require the computers on a network to share the
same accurate time. Accurate time is also needed to ensure that file
timestamps stay consistent. The Network Time Protocol (NTP) is one way
to provide clock accuracy in a network.


OS includes MAN.NTPD.8 which can be configured to query other NTP
servers in order to synchronize the clock on that machine or to provide
time services to other computers in the network. The servers which are
queried can be local to the network or provided by an ISP. In addition,
an online list of publicly accessible NTP
servers [http://support.ntp.org/bin/view/Servers/WebHome] is
available. When choosing a public NTP server, select one that is
geographically close and review its usage policy.


Choosing several NTP servers is recommended in case one of the servers
becomes unreachable or its clock proves unreliable. As ntpd receives
responses, it favors reliable servers over the less reliable ones.


This section describes how to configure ntpd on OS. Further
documentation can be found in /usr/share/doc/ntp/ in HTML format.



NTP Configuration


NTP
ntp.conf
On OS, the built-in ntpd can be used to synchronize a system’s clock. To
enable ntpd at boot time, add ntpd_enable="YES" to /etc/rc.conf.
Additional variables can be specified in /etc/rc.conf. Refer to
MAN.RC.CONF.5 and MAN.NTPD.8 for details.


This application reads /etc/ntp.conf to determine which NTP servers
to query. Here is a simple example of an /etc/ntp.conf:


server ntplocal.example.com prefer
server timeserver.example.org
server ntp2a.example.net

driftfile /var/db/ntp.drift






The format of this file is described in MAN.NTP.CONF.5. The server
option specifies which servers to query, with one server listed on each
line. If a server entry includes prefer, that server is preferred
over other servers. A response from a preferred server will be discarded
if it differs significantly from other servers’ responses; otherwise it
will be used. The prefer argument should only be used for NTP
servers that are known to be highly accurate, such as those with special
time monitoring hardware.


The driftfile entry specifies which file is used to store the system
clock’s frequency offset. ntpd uses this to automatically compensate for
the clock’s natural drift, allowing it to maintain a reasonably correct
setting even if it is cut off from all external time sources for a
period of time. This file also stores information about previous
responses from NTP servers. Since this file contains internal
information for NTP, it should not be modified.


By default, an NTP server is accessible to any network host. The
restrict option in /etc/ntp.conf can be used to control which
systems can access the server. For example, to deny all machines from
accessing the NTP server, add the following line to /etc/ntp.conf:


restrict default ignore

**Note**

This will also prevent access from other NTP servers. If there is a
need to synchronize with an external NTP server, allow only that
specific server. Refer to MAN.NTP.CONF.5 for more information.






To allow machines within the network to synchronize their clocks with
the server, but ensure they are not allowed to configure the server or
be used as peers to synchronize against, instead use:


restrict 192.168.1.0 mask 255.255.255.0 nomodify notrap






where 192.168.1.0 is the local network address and 255.255.255.0 is the
network’s subnet mask.


Multiple restrict entries are supported. For more details, refer to
the ``Access



Control Support`` subsection of MAN.NTP.CONF.5.



Once ntpd_enable="YES" has been added to /etc/rc.conf, ntpd can
be started now without rebooting the system by typing:


PROMPT.ROOT service ntpd start









Using NTP with a PPP Connection


ntpd does not need a permanent connection to the Internet to function
properly. However, if a PPP connection is configured to dial out on
demand, NTP traffic should be prevented from triggering a dial out or
keeping the connection alive. This can be configured with filter
directives in /etc/ppp/ppp.conf. For example:


set filter dial 0 deny udp src eq 123
# Prevent NTP traffic from initiating dial out
set filter dial 1 permit 0 0
set filter alive 0 deny udp src eq 123
# Prevent incoming NTP traffic from keeping the connection open
set filter alive 1 deny udp dst eq 123
# Prevent outgoing NTP traffic from keeping the connection open
set filter alive 2 permit 0/0 0/0






For more details, refer to the PACKET FILTERING section in MAN.PPP.8
and the examples in /usr/share/examples/ppp/.



Note


Some Internet access providers block low-numbered ports, preventing
NTP from functioning since replies never reach the machine.











iSCSI Initiator and Target Configuration


iSCSI is a way to share storage over a network. Unlike NFS, which works
at the file system level, iSCSI works at the block device level.


In iSCSI terminology, the system that shares the storage is known as the
target. The storage can be a physical disk, or an area representing
multiple disks or a portion of a physical disk. For example, if the
disk(s) are formatted with ZFS, a zvol can be created to use as the
iSCSI storage.


The clients which access the iSCSI storage are called initiators. To
initiators, the storage available through iSCSI appears as a raw,
unformatted disk known as a LUN. Device nodes for the disk appear in
/dev/ and the device must be separately formatted and mounted.


Beginning with 10.0-RELEASE, OS provides a native, kernel-based iSCSI
target and initiator. This section describes how to configure a OS
system as a target or an initiator.



Configuring an iSCSI Target



Note


The native iSCSI target is supported starting with OS 10.0-RELEASE.
To use iSCSI in older versions of OS, install a userspace target
from the Ports Collection, such as net/istgt. This chapter only
describes the native target.






To configure an iSCSI target, create the /etc/ctl.conf configuration
file, add a line to /etc/rc.conf to make sure the MAN.CTLD.8 daemon
is automatically started at boot, and then start the daemon.


The following is an example of a simple /etc/ctl.conf configuration
file. Refer to MAN.CTL.CONF.5 for a more complete description of this
file’s available options.


portal-group pg0 {
    discovery-auth-group no-authentication
    listen 0.0.0.0
    listen [::]
}

target iqn.2012-06.com.example:target0 {
    auth-group no-authentication
    portal-group pg0

    lun 0 {
        path /data/target0-0
        size 4G
    }
}






The first entry defines the pg0 portal group. Portal groups define
which network addresses the MAN.CTLD.8 daemon will listen on. The
discovery-auth-group no-authentication entry indicates that any
initiator is allowed to perform iSCSI target discovery without
authentication. Lines three and four configure MAN.CTLD.8 to listen on
all IPv4 (listen 0.0.0.0) and IPv6 (listen [::]) addresses on
the default port of 3260.


It is not necessary to define a portal group as there is a built-in
portal group called default. In this case, the difference between
default and pg0 is that with default, target discovery is
always denied, while with pg0, it is always allowed.


The second entry defines a single target. Target has two possible
meanings: a machine serving iSCSI or a named group of LUNs. This example
uses the latter meaning, where iqn.2012-06.com.example:target0 is
the target name. This target name is suitable for testing purposes. For
actual use, change com.example to the real domain name, reversed.
The 2012-06 represents the year and month of acquiring control of
that domain name, and target0 can be any value. Any number of
targets can be defined in this configuration file.


The auth-group no-authentication line allows all initiators to
connect to the specified target and portal-group pg0 makes the
target reachable through the pg0 portal group.


The next section defines the LUN. To the initiator, each LUN will be
visible as a separate disk device. Multiple LUNs can be defined for each
target. Each LUN is identified by a number, where LUN 0 is mandatory.
The path /data/target0-0 line defines the full path to a file or
zvol backing the LUN. That path must exist before starting MAN.CTLD.8.
The second line is optional and specifies the size of the LUN.


Next, to make sure the MAN.CTLD.8 daemon is started at boot, add this
line to /etc/rc.conf:


ctld_enable="YES"






To start MAN.CTLD.8 now, run this command:


PROMPT.ROOT service ctld start






As the MAN.CTLD.8 daemon is started, it reads /etc/ctl.conf. If this
file is edited after the daemon starts, use this command so that the
changes take effect immediately:


PROMPT.ROOT service ctld reload







Authentication


The previous example is inherently insecure as it uses no
authentication, granting anyone full access to all targets. To require a
username and password to access targets, modify the configuration as
follows:


auth-group ag0 {
    chap username1 secretsecret
    chap username2 anothersecret
}

portal-group pg0 {
    discovery-auth-group no-authentication
    listen 0.0.0.0
    listen [::]
}

target iqn.2012-06.com.example:target0 {
    auth-group ag0
    portal-group pg0
    lun 0 {
        path /data/target0-0
        size 4G
    }
}






The auth-group section defines username and password pairs. An
initiator trying to connect to iqn.2012-06.com.example:target0 must
first specify a defined username and secret. However, target discovery
is still permitted without authentication. To require target discovery
authentication, set discovery-auth-group to a defined auth-group
name instead of no-authentication.


It is common to define a single exported target for every initiator. As
a shorthand for the syntax above, the username and password can be
specified directly in the target entry:


target iqn.2012-06.com.example:target0 {
    portal-group pg0
    chap username1 secretsecret

    lun 0 {
        path /data/target0-0
        size 4G
    }
}











Configuring an iSCSI Initiator



Note


The iSCSI initiator described in this section is supported starting
with OS 10.0-RELEASE. To use the iSCSI initiator available in older
versions, refer to MAN.ISCONTROL.8.






The iSCSI initiator requires that the MAN.ISCSID.8 daemon is running.
This daemon does not use a configuration file. To start it automatically
at boot, add this line to /etc/rc.conf:


iscsid_enable="YES"






To start MAN.ISCSID.8 now, run this command:


PROMPT.ROOT service iscsid start






Connecting to a target can be done with or without an
/etc/iscsi.conf configuration file. This section demonstrates both
types of connections.



Connecting to a Target Without a Configuration File


To connect an initiator to a single target, specify the IP address of
the portal and the name of the target:


PROMPT.ROOT iscsictl -A -p 10.10.10.10 -t iqn.2012-06.com.example:target0






To verify if the connection succeeded, run iscsictl without any
arguments. The output should look similar to this:


Target name                                     Target portal   State
iqn.2012-06.com.example:target0                 10.10.10.10     Connected: da0






In this example, the iSCSI session was successfully established, with
/dev/da0 representing the attached LUN. If the
iqn.2012-06.com.example:target0 target exports more than one LUN,
multiple device nodes will be shown in that section of the output:


Connected: da0 da1 da2.






Any errors will be reported in the output, as well as the system logs.
For example, this message usually means that the MAN.ISCSID.8 daemon is
not running:


Target name                                     Target portal   State
iqn.2012-06.com.example:target0                 10.10.10.10     Waiting for iscsid(8)






The following message suggests a networking problem, such as a wrong IP
address or port:


Target name                                     Target portal   State
iqn.2012-06.com.example:target0                 10.10.10.11     Connection refused






This message means that the specified target name is wrong:


Target name                                     Target portal   State
iqn.2012-06.com.example:target0                 10.10.10.10     Not found






This message means that the target requires authentication:


Target name                                     Target portal   State
iqn.2012-06.com.example:target0                 10.10.10.10     Authentication failed






To specify a CHAP username and secret, use this syntax:


PROMPT.ROOT iscsictl -A -p 10.10.10.10 -t iqn.2012-06.com.example:target0 -u user -s secretsecret









Connecting to a Target with a Configuration File


To connect using a configuration file, create /etc/iscsi.conf with
contents like this:


t0 {
    TargetAddress   = 10.10.10.10
    TargetName      = iqn.2012-06.com.example:target0
    AuthMethod      = CHAP
    chapIName       = user
    chapSecret      = secretsecret
}






The t0 specifies a nickname for the configuration file section. It
will be used by the initiator to specify which configuration to use. The
other lines specify the parameters to use during connection. The
TargetAddress and TargetName are mandatory, whereas the other
options are optional. In this example, the CHAP username and secret are
shown.


To connect to the defined target, specify the nickname:


PROMPT.ROOT iscsictl -An t0






Alternately, to connect to all targets defined in the configuration
file, use:


PROMPT.ROOT iscsictl -Aa






To make the initiator automatically connect to all targets in
/etc/iscsi.conf, add the following to /etc/rc.conf:


iscsictl_enable="YES"
iscsictl_flags="-Aa"
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The release notes for FreeBSD are customized for different platforms, as
some of the changes made to FreeBSD apply only to specific processor
architectures.


Release notes for FreeBSD 5.0-DP2 are available for the following
platforms:



		alpha


		ia64


		i386


		pc98


		sparc64





A list of all platforms currently under development can be found on the
Supported Platforms page.






          

      

      

    


    
        © Copyright 2015, The FreeBSD Project.
      Created using Sphinx 1.3.1.
    

  

books/handbook/cutting-edge.html


    
      Navigation


      
        		
          index


        		FreeBSD 10.1 documentation »

 
      


    


    
      
          
            
  
Tracking for Multiple Machines






		Author:		Mike Meyer Contributed by








Updating and Upgrading OS





Synopsis


OS is under constant development between releases. Some people prefer to
use the officially released versions, while others prefer to keep in
sync with the latest developments. However, even official releases are
often updated with security and other critical fixes. Regardless of the
version used, OS provides all the necessary tools to keep the system
updated, and allows for easy upgrades between versions. This chapter
describes how to track the development system and the basic tools for
keeping a OS system up-to-date.


After reading this chapter, you will know:



		How to keep a OS system up-to-date with freebsd-update, Subversion,
or CTM.


		How to compare the state of an installed system against a known
pristine copy.


		How to keep the installed documentation up-to-date with Subversion or
documentation ports.


		The difference between the two development branches: OS.STABLE and
OS.CURRENT.


		How to rebuild and reinstall the entire base system.





Before reading this chapter, you should:



		Properly set up the network connection (?).





		Know how to install additional third-party software (?).



Note


Throughout this chapter, svn is used to obtain and update OS
sources. To use it, first install the devel/subversion port or
package.















OS Update


Updating and Upgrading
freebsd-update
updating-upgrading
Applying security patches in a timely manner and upgrading to a newer
release of an operating system are important aspects of ongoing system
administration. OS includes a utility called freebsd-update which
can be used to perform both these tasks.


This utility supports binary security and errata updates to OS, without
the need to manually compile and install the patch or a new kernel.
Binary updates are available for all architectures and releases
currently supported by the security team. The list of supported releases
and their estimated end-of-life dates are listed at
http://www.FreeBSD.org/security/.


This utility also supports operating system upgrades to minor point
releases as well as upgrades to another release branch. Before upgrading
to a new release, review its release announcement as it contains
important information pertinent to the release. Release announcements
are available from http://www.FreeBSD.org/releases/.



Note


If a crontab utilizing the features of MAN.FREEBSD-UPDATE.8
exists, it must be disabled before upgrading the operating system.






This section describes the configuration file used by
freebsd-update, demonstrates how to apply a security patch and how
to upgrade to a minor or major operating system release, and discusses
some of the considerations when upgrading the operating system.



The Configuration File


The default configuration file for freebsd-update works as-is. Some
users may wish to tweak the default configuration in
/etc/freebsd-update.conf, allowing better control of the process.
The comments in this file explain the available options, but the
following may require a bit more explanation:


# Components of the base system which should be kept updated.
Components world kernel






This parameter controls which parts of OS will be kept up-to-date. The
default is to update the entire base system and the kernel. Individual
components can instead be specified, such as src/base or
src/sys. However, the best option is to leave this at the default as
changing it to include specific items requires every needed item to be
listed. Over time, this could have disastrous consequences as source
code and binaries may become out of sync.


# Paths which start with anything matching an entry in an IgnorePaths
# statement will be ignored.
IgnorePaths /boot/kernel/linker.hints






To leave specified directories, such as /bin or /sbin, untouched
during the update process, add their paths to this statement. This
option may be used to prevent freebsd-update from overwriting local
modifications.


# Paths which start with anything matching an entry in an UpdateIfUnmodified
# statement will only be updated if the contents of the file have not been
# modified by the user (unless changes are merged; see below).
UpdateIfUnmodified /etc/ /var/ /root/ /.cshrc /.profile






This option will only update unmodified configuration files in the
specified directories. Any changes made by the user will prevent the
automatic updating of these files. There is another option,
KeepModifiedMetadata, which will instruct freebsd-update to save
the changes during the merge.


# When upgrading to a new OS release, files which match MergeChanges
# will have any local changes merged into the version from the new release.
MergeChanges /etc/ /var/named/etc/ /boot/device.hints






List of directories with configuration files that freebsd-update
should attempt to merge. The file merge process is a series of
MAN.DIFF.1 patches similar to MAN.MERGEMASTER.8, but with fewer options.
Merges are either accepted, open an editor, or cause freebsd-update
to abort. When in doubt, backup /etc and just accept the merges. See
? for more information about mergemaster.


# Directory in which to store downloaded updates and temporary
# files used by OS Update.
# WorkDir /var/db/freebsd-update






This directory is where all patches and temporary files are placed. In
cases where the user is doing a version upgrade, this location should
have at least a gigabyte of disk space available.


# When upgrading between releases, should the list of Components be
# read strictly (StrictComponents yes) or merely as a list of components
# which *might* be installed of which OS Update should figure out
# which actually are installed and upgrade those (StrictComponents no)?
# StrictComponents no






When this option is set to yes, freebsd-update will assume that
the Components list is complete and will not attempt to make changes
outside of the list. Effectively, freebsd-update will attempt to
update every file which belongs to the Components list.





Applying Security Patches


The process of applying OS security patches has been simplified,
allowing an administrator to keep a system fully patched using
freebsd-update. More information about OS security advisories can be
found in ?.


OS security patches may be downloaded and installed using the following
commands. The first command will determine if any outstanding patches
are available, and if so, will list the files that will be modifed if
the patches are applied. The second command will apply the patches.


PROMPT.ROOT freebsd-update fetch
PROMPT.ROOT freebsd-update install






If the update applies any kernel patches, the system will need a reboot
in order to boot into the patched kernel. If the patch was applied to
any running binaries, the affected applications should be restarted so
that the patched version of the binary is used.


The system can be configured to automatically check for updates once
every day by adding this entry to /etc/crontab:


@daily                                  root    freebsd-update cron






If patches exist, they will automatically be downloaded but will not be
applied. The root user will be sent an email so that the patches may be
reviewed and manually installed with freebsd-update install.


If anything goes wrong, freebsd-update has the ability to roll back
the last set of changes with the following command:


PROMPT.ROOT freebsd-update rollback
Uninstalling updates... done.






Again, the system should be restarted if the kernel or any kernel
modules were modified and any affected binaries should be restarted.


Only the GENERIC kernel can be automatically updated by
freebsd-update. If a custom kernel is installed, it will have to be
rebuilt and reinstalled after freebsd-update finishes installing the
updates. However, freebsd-update will detect and update the
GENERIC kernel if /boot/GENERIC exists, even if it is not the
current running kernel of the system.



Note


Always keep a copy of the GENERIC kernel in /boot/GENERIC.
It will be helpful in diagnosing a variety of problems and in
performing version upgrades. Refer to either ? or ? for instructions
on how to get a copy of the GENERIC kernel.






Unless the default configuration in /etc/freebsd-update.conf has
been changed, freebsd-update will install the updated kernel sources
along with the rest of the updates. Rebuilding and reinstalling a new
custom kernel can then be performed in the usual way.


The updates distributed by freebsd-update do not always involve the
kernel. It is not necessary to rebuild a custom kernel if the kernel
sources have not been modified by freebsd-update install. However,
freebsd-update will always update /usr/src/sys/conf/newvers.sh.
The current patch level, as indicated by the -p number reported by
uname -r, is obtained from this file. Rebuilding a custom kernel,
even if nothing else changed, allows uname to accurately report the
current patch level of the system. This is particularly helpful when
maintaining multiple systems, as it allows for a quick assessment of the
updates installed in each one.





Performing Major and Minor Version Upgrades


Upgrades from one minor version of OS to another, like from OS 9.0 to
OS 9.1, are called minor version upgrades. Major version upgrades occur
when OS is upgraded from one major version to another, like from OS 9.X
to OS 10.X. Both types of upgrades can be performed by providing
freebsd-update with a release version target.



Note


If the system is running a custom kernel, make sure that a copy of
the GENERIC kernel exists in /boot/GENERIC before starting
the upgrade. Refer to either ? or ? for instructions on how to get a
copy of the GENERIC kernel.






The following command, when run on a OS 9.0 system, will upgrade it to
OS 9.1:


PROMPT.ROOT freebsd-update -r 9.1-RELEASE upgrade






After the command has been received, freebsd-update will evaluate
the configuration file and current system in an attempt to gather the
information necessary to perform the upgrade. A screen listing will
display which components have and have not been detected. For example:


Looking up update.FreeBSD.org mirrors... 1 mirrors found.
Fetching metadata signature for 9.0-RELEASE from update1.FreeBSD.org... done.
Fetching metadata index... done.
Inspecting system... done.

The following components of FreeBSD seem to be installed:
kernel/smp src/base src/bin src/contrib src/crypto src/etc src/games
src/gnu src/include src/krb5 src/lib src/libexec src/release src/rescue
src/sbin src/secure src/share src/sys src/tools src/ubin src/usbin
world/base world/info world/lib32 world/manpages

The following components of FreeBSD do not seem to be installed:
kernel/generic world/catpages world/dict world/doc world/games
world/proflibs

Does this look reasonable (y/n)? y






At this point, freebsd-update will attempt to download all files
required for the upgrade. In some cases, the user may be prompted with
questions regarding what to install or how to proceed.


When using a custom kernel, the above step will produce a warning
similar to the following:


WARNING: This system is running a "MYKERNEL" kernel, which is not a
kernel configuration distributed as part of FreeBSD 9.0-RELEASE.
This kernel will not be updated: you MUST update the kernel manually
before running "/usr/sbin/freebsd-update install"






This warning may be safely ignored at this point. The updated
GENERIC kernel will be used as an intermediate step in the upgrade
process.


Once all the patches have been downloaded to the local system, they will
be applied. This process may take a while, depending on the speed and
workload of the machine. Configuration files will then be merged. The
merging process requires some user intervention as a file may be merged
or an editor may appear on screen for a manual merge. The results of
every successful merge will be shown to the user as the process
continues. A failed or ignored merge will cause the process to abort.
Users may wish to make a backup of /etc and manually merge important
files, such as master.passwd or group at a later time.



Note


The system is not being altered yet as all patching and merging is
happening in another directory. Once all patches have been applied
successfully, all configuration files have been merged and it seems
the process will go smoothly, the changes can be committed to disk
by the user using the following command:


PROMPT.ROOT freebsd-update install










The kernel and kernel modules will be patched first. If the system is
running with a custom kernel, use MAN.NEXTBOOT.8 to set the kernel for
the next boot to the updated /boot/GENERIC:


PROMPT.ROOT nextboot -k GENERIC

**Warning**

Before rebooting with the ``GENERIC`` kernel, make sure it contains
all the drivers required for the system to boot properly and connect
to the network, if the machine being updated is accessed remotely.
In particular, if the running custom kernel contains built-in
functionality usually provided by kernel modules, make sure to
temporarily load these modules into the ``GENERIC`` kernel using the
``/boot/loader.conf`` facility. It is recommended to disable
non-essential services as well as any disk and network mounts until
the upgrade process is complete.






The machine should now be restarted with the updated kernel:


PROMPT.ROOT shutdown -r now






Once the system has come back online, restart freebsd-update using
the following command. Since the state of the process has been saved,
freebsd-update will not start from the beginning, but will instead
move on to the next phase and remove all old shared libraries and object
files.


PROMPT.ROOT freebsd-update install

**Note**

Depending upon whether any library version numbers were bumped,
there may only be two install phases instead of three.






The upgrade is now complete. If this was a major version upgrade,
reinstall all ports and packages as described in ?.



Custom Kernels with OS 9.X and Later


Before using freebsd-update, ensure that a copy of the GENERIC
kernel exists in /boot/GENERIC. If a custom kernel has only been
built once, the kernel in /boot/kernel.old is the GENERIC
kernel. Simply rename this directory to /boot/kernel.


If a custom kernel has been built more than once or if it is unknown how
many times the custom kernel has been built, obtain a copy of the
GENERIC kernel that matches the current version of the operating
system. If physical access to the system is available, a copy of the
GENERIC kernel can be installed from the installation media:


PROMPT.ROOT mount /cdrom
PROMPT.ROOT cd /cdrom/usr/freebsd-dist
PROMPT.ROOT tar -C/ -xvf kernel.txz boot/kernel/kernel






Alternately, the GENERIC kernel may be rebuilt and installed from
source:


PROMPT.ROOT cd /usr/src
PROMPT.ROOT make kernel __MAKE_CONF=/dev/null SRCCONF=/dev/null






For this kernel to be identified as the GENERIC kernel by
freebsd-update, the GENERIC configuration file must not have
been modified in any way. It is also suggested that the kernel is built
without any other special options.


Rebooting into the GENERIC kernel is not required as
freebsd-update only needs /boot/GENERIC to exist.





Custom Kernels with OS 8.X


On an OS 8.X system, the instructions for obtaining or building a
GENERIC kernel differ slightly.


Assuming physical access to the machine is possible, a copy of the
GENERIC kernel can be installed from the installation media using
the following commands:


PROMPT.ROOT mount /cdrom
PROMPT.ROOT cd /cdrom/X.Y-RELEASE/kernels
PROMPT.ROOT ./install.sh GENERIC






Replace X.Y-RELEASE with the version of the release being used. The
GENERIC kernel will be installed in /boot/GENERIC by default.


To instead build the GENERIC kernel from source:


PROMPT.ROOT cd /usr/src
PROMPT.ROOT env DESTDIR=/boot/GENERIC make kernel __MAKE_CONF=/dev/null SRCCONF=/dev/null
PROMPT.ROOT mv /boot/GENERIC/boot/kernel/* /boot/GENERIC
PROMPT.ROOT rm -rf /boot/GENERIC/boot






For this kernel to be picked up as GENERIC by freebsd-update,
the GENERIC configuration file must not have been modified in any
way. It is also suggested that it is built without any other special
options.


Rebooting into the GENERIC kernel is not required.





Upgrading Packages After a Major Version Upgrade


Generally, installed applications will continue to work without problems
after minor version upgrades. Major versions use different Application
Binary Interfaces (ABIs), which will break most third-party
applications. After a major version upgrade, all installed packages and
ports need to be upgraded. Packages can be upgraded using ``pkg



upgrade``. To upgrade installed ports, use a utility such as



ports-mgmt/portmaster.


A forced upgrade of all installed packages will replace the packages
with fresh versions from the repository even if the version number has
not increased. This is required because of the ABI version change when
upgrading between major versions of OS. The forced upgrade can be
accomplished by performing:


PROMPT.ROOT pkg-static upgrade -f






A rebuild of all installed applications can be accomplished with this
command:


PROMPT.ROOT portmaster -af






This command will display the configuration screens for each application
that has configurable options and wait for the user to interact with
those screens. To prevent this behavior, and use only the default
options, include -G in the above command.


Once the software upgrades are complete, finish the upgrade process with
a final call to freebsd-update in order to tie up all the loose ends
in the upgrade process:


PROMPT.ROOT freebsd-update install






If the GENERIC kernel was temporarily used, this is the time to
build and install a new custom kernel using the instructions in ?.


Reboot the machine into the new OS version. The upgrade process is now
complete.







System State Comparison


The state of the installed OS version against a known good copy can be
tested using freebsd-update IDS. This command evaluates the current
version of system utilities, libraries, and configuration files and can
be used as a built-in Intrusion Detection System (IDS).



Warning


This command is not a replacement for a real IDS such as
security/snort. As freebsd-update stores data on disk, the
possibility of tampering is evident. While this possibility may be
reduced using kern.securelevel and by storing the
freebsd-update data on a read-only file system when not in use,
a better solution would be to compare the system against a secure
disk, such as a DVD or securely stored external USB disk device. An
alternative method for providing IDS functionality using a built-in
utility is described in ?






To begin the comparison, specify the output file to save the results to:


PROMPT.ROOT freebsd-update IDS >> outfile.ids






The system will now be inspected and a lengthy listing of files, along
with the SHA256 hash values for both the known value in the release and
the current installation, will be sent to the specified output file.


The entries in the listing are extremely long, but the output format may
be easily parsed. For instance, to obtain a list of all files which
differ from those in the release, issue the following command:


PROMPT.ROOT cat outfile.ids | awk '{ print $1 }' | more
/etc/master.passwd
/etc/motd
/etc/passwd
/etc/pf.conf






This sample output has been truncated as many more files exist. Some
files have natural modifications. For example, /etc/passwd will be
modified if users have been added to the system. Kernel modules may
differ as freebsd-update may have updated them. To exclude specific
files or directories, add them to the IDSIgnorePaths option in
/etc/freebsd-update.conf.







Updating the Documentation Set


Updating and Upgrading
Documentation
Updating and Upgrading
Documentation is an integral part of the OS operating system. While an
up-to-date version of the OS documentation is always available on the OS
web site (http://www.freebsd.org/doc/), it can be
handy to have an up-to-date, local copy of the OS website, handbooks,
FAQ, and articles.


This section describes how to use either source or the OS Ports
Collection to keep a local copy of the OS documentation up-to-date.


For information on editing and submitting corrections to the
documentation, refer to the OS Documentation Project Primer for New
Contributors
(http://www.freebsd.org/doc/en_US.ISO8859-1/books/fdp-primer/).



Updating Documentation from Source


Rebuilding the OS documentation from source requires a collection of
tools which are not part of the OS base system. The required tools,
including svn, can be installed from the textproc/docproj package or
port developed by the OS Documentation Project.


Once installed, use svn to fetch a clean copy of the documentation
source. Replace https://svn0.us-west.FreeBSD.org with the address of the
closest geographic mirror from ?:


PROMPT.ROOT svn checkout https://svn0.us-west.FreeBSD.org/doc/head /usr/doc






The initial download of the documentation sources may take a while. Let
it run until it completes.


Future updates of the documentation sources may be fetched by running:


PROMPT.ROOT svn update /usr/doc






Once an up-to-date snapshot of the documentation sources has been
fetched to /usr/doc, everything is ready for an update of the
installed documentation.


A full update of all available languages may be performed by typing:


PROMPT.ROOT cd /usr/doc
PROMPT.ROOT make install clean






If an update of only a specific language is desired, make can be
invoked in a language-specific subdirectory of /usr/doc:


PROMPT.ROOT cd /usr/doc/en_US.ISO8859-1
PROMPT.ROOT make install clean






An alternative way of updating the documentation is to run this command
from /usr/doc or the desired language-specific subdirectory:


PROMPT.ROOT make update






The output formats that will be installed may be specified by setting
FORMATS:


PROMPT.ROOT cd /usr/doc
PROMPT.ROOT make FORMATS='html html-split' install clean






Several options are available to ease the process of updating only parts
of the documentation, or the build of specific translations. These
options can be set either as system-wide options in /etc/make.conf,
or as command-line options passed to make.


The options include:



		DOC_LANG


		The list of languages and encodings to build and install, such as
en_US.ISO8859-1 for English documentation.


		FORMATS


		A single format or a list of output formats to be built. Currently,
html, html-split, txt, ps, and pdf are
supported.


		DOCDIR


		Where to install the documentation. It defaults to
/usr/share/doc.





For more make variables supported as system-wide options in OS,
refer to MAN.MAKE.CONF.5.





Updating Documentation from Ports


Updating and Upgrading
documentation package
Updating and Upgrading
The previous section presented a method for updating the OS
documentation from sources. This section describes an alternative method
which uses the Ports Collection and makes it possible to:



		Install pre-built packages of the documentation, without having to
locally build anything or install the documentation toolchain.


		Build the documentation sources through the ports framework, making
the checkout and build steps a bit easier.





This method of updating the OS documentation is supported by a set of
documentation ports and packages which are updated by the A.DOCENG on a
monthly basis. These are listed in the OS Ports Collection, under the
docs category (http://www.freshports.org/docs/).


Organization of the documentation ports is as follows:



		The misc/freebsd-doc-en package or port installs all of the English
documentation.


		The misc/freebsd-doc-all meta-package or port installs all
documentation in all available languages.


		There is a package and port for each translation, such as
misc/freebsd-doc-hu for the Hungarian documentation.





When binary packages are used, the OS documentation will be installed in
all available formats for the given language. For example, the following
command will install the latest package of the Hungarian documentation:


PROMPT.ROOT pkg install hu-freebsd-doc

**Note**

Packages use a format that differs from the corresponding port's
name: ``lang-freebsd-doc``, where lang is the short format of the
language code, such as ``hu`` for Hungarian, or ``zh_cn`` for
Simplified Chinese.






To specify the format of the documentation, build the port instead of
installing the package. For example, to build and install the English
documentation:


PROMPT.ROOT cd /usr/ports/misc/freebsd-doc-en
PROMPT.ROOT make install clean






The port provides a configuration menu where the format to build and
install can be specified. By default, split HTML, similar to the format
used on http://www.FreeBSD.org, and PDF are selected.


Alternately, several make options can be specified when building a
documentation port, including:



		WITH_HTML


		Builds the HTML format with a single HTML file per document. The
formatted documentation is saved to a file called article.html,
or book.html.


		WITH_PDF


		The formatted documentation is saved to a file called
article.pdf or book.pdf.


		DOCBASE


		Specifies where to install the documentation. It defaults to
/usr/local/share/doc/freebsd.





This example uses variables to install the Hungarian documentation as a
PDF in the specified directory:


PROMPT.ROOT cd /usr/ports/misc/freebsd-doc-hu
PROMPT.ROOT make -DWITH_PDF DOCBASE=share/doc/freebsd/hu install clean






Documentation packages or ports can be updated using the instructions in
?. For example, the following command updates the installed Hungarian
documentation using ports-mgmt/portmaster by using packages only:


PROMPT.ROOT portmaster -PP hu-freebsd-doc











Tracking a Development Branch


-CURRENT
-STABLE
OS has two development branches: OS.CURRENT and OS.STABLE.


This section provides an explanation of each branch and its intended
audience, as well as how to keep a system up-to-date with each
respective branch.



Using OS.CURRENT


OS.CURRENT is the “bleeding edge” of OS development and OS.CURRENT users
are expected to have a high degree of technical skill. Less technical
users who wish to track a development branch should track OS.STABLE
instead.


OS.CURRENT is the very latest source code for OS and includes works in
progress, experimental changes, and transitional mechanisms that might
or might not be present in the next official release. While many OS
developers compile the OS.CURRENT source code daily, there are short
periods of time when the source may not be buildable. These problems are
resolved as quickly as possible, but whether or not OS.CURRENT brings
disaster or new functionality can be a matter of when the source code
was synced.


OS.CURRENT is made available for three primary interest groups:



		Members of the OS community who are actively working on some part of
the source tree.


		Members of the OS community who are active testers. They are willing
to spend time solving problems, making topical suggestions on changes
and the general direction of OS, and submitting patches.


		Users who wish to keep an eye on things, use the current source for
reference purposes, or make the occasional comment or code
contribution.





OS.CURRENT should not be considered a fast-track to getting new
features before the next release as pre-release features are not yet
fully tested and most likely contain bugs. It is not a quick way of
getting bug fixes as any given commit is just as likely to introduce new
bugs as to fix existing ones. OS.CURRENT is not in any way “officially
supported”.


-CURRENT
using
To track OS.CURRENT:



		Join the A.CURRENT.NAME and the A.SVN-SRC-HEAD.NAME lists. This is
essential in order to see the comments that people are making about
the current state of the system and to receive important bulletins
about the current state of OS.CURRENT.


The A.SVN-SRC-HEAD.NAME list records the commit log entry for each
change as it is made, along with any pertinent information on
possible side effects.


To join these lists, go to A.MAILMAN.LISTS.LINK, click on the list to
subscribe to, and follow the instructions. In order to track changes
to the whole source tree, not just the changes to OS.CURRENT,
subscribe to the A.SVN-SRC-ALL.NAME list.





		Synchronize with the OS.CURRENT sources. Typically, svn is
used to check out the -CURRENT code from the head branch of one
of the Subversion mirror sites listed in ?.


Users with very slow or limited Internet connectivity can instead use
CTM as described in ?, but it is not as reliable as svn and svn is
the recommended method for synchronizing source.





		Due to the size of the repository, some users choose to only
synchronize the sections of source that interest them or which they
are contributing patches to. However, users that plan to compile the
operating system from source must download all of OS.CURRENT, not
just selected portions.


Before compiling OS.CURRENT -CURRENT compiling, read
/usr/src/Makefile very carefully and follow the instructions in
?. Read the A.CURRENT and /usr/src/UPDATING to stay up-to-date on
other bootstrapping procedures that sometimes become necessary on the
road to the next release.





		Be active! OS.CURRENT users are encouraged to submit their
suggestions for enhancements or bug fixes. Suggestions with
accompanying code are always welcome.











Using OS.STABLE


OS.STABLE is the development branch from which major releases are made.
Changes go into this branch at a slower pace and with the general
assumption that they have first been tested in OS.CURRENT. This is
still a development branch and, at any given time, the sources for
OS.STABLE may or may not be suitable for general use. It is simply
another engineering development track, not a resource for end-users.
Users who do not have the resources to perform testing should instead
run the most recent release of OS.


Those interested in tracking or contributing to the OS development
process, especially as it relates to the next release of OS, should
consider following OS.STABLE.


While the OS.STABLE branch should compile and run at all times, this
cannot be guaranteed. Since more people run OS.STABLE than OS.CURRENT,
it is inevitable that bugs and corner cases will sometimes be found in
OS.STABLE that were not apparent in OS.CURRENT. For this reason, one
should not blindly track OS.STABLE. It is particularly important not
to update any production servers to OS.STABLE without thoroughly testing
the code in a development or testing environment.


To track OS.STABLE:


-STABLE
using



		Join the A.STABLE.NAME list in order to stay informed of build
dependencies that may appear in OS.STABLE or any other issues
requiring special attention. Developers will also make announcements
in this mailing list when they are contemplating some controversial
fix or update, giving the users a chance to respond if they have any
issues to raise concerning the proposed change.


Join the relevant svn list for the branch being tracked. For example,
users tracking the 9-STABLE branch should join the
A.SVN-SRC-STABLE-9.NAME list. This list records the commit log entry
for each change as it is made, along with any pertinent information
on possible side effects.


To join these lists, go to A.MAILMAN.LISTS.LINK, click on the list to
subscribe to, and follow the instructions. In order to track changes
for the whole source tree, subscribe to A.SVN-SRC-ALL.NAME.





		To install a new OS.STABLE system, install the most recent OS.STABLE
release from the OS mirror sites or use a monthly
snapshot built from OS.STABLE. Refer to
www.freebsd.org/snapshots for more
information about snapshots.


To compile or upgrade to an existing OS system to OS.STABLE, use
svn Subversion to check out the source for the desired
branch. Branch names, such as stable/9, are listed at
www.freebsd.org/releng. CTM (?) can be used
if a reliable Internet connection is not available.





		Before compiling or upgrading to OS.STABLE -STABLE compiling, read
/usr/src/Makefile carefully and follow the instructions in ?.
Read A.STABLE and /usr/src/UPDATING to keep up-to-date on other
bootstrapping procedures that sometimes become necessary on the road
to the next release.













Synchronizing Source


There are various methods for staying up-to-date with the OS sources.
This section compares the primary services, Subversion and CTM.



Warning


While it is possible to update only parts of the source tree, the
only supported update procedure is to update the entire tree and
recompile all the programs that run in user space, such as those in
/bin and /sbin, and kernel sources. Updating only part of
the source tree, only the kernel, or only the userland programs will
often result in problems ranging from compile errors to kernel
panics or data corruption.






Subversion
Subversion uses the pull model of updating sources. The user, or a
cron script, invokes the svn program which updates the local
version of the source. Subversion is the preferred method for updating
local source trees as updates are up-to-the-minute and the user controls
when updates are downloaded. It is easy to restrict updates to specific
files or directories and the requested updates are generated on the fly
by the server. How to synchronize source using Subversion is described
in ?.


CTM
CTM does not interactively compare the local sources with those on the
master archive or otherwise pull them across. Instead, a script which
identifies changes in files since its previous run is executed several
times a day on the master CTM machine. Any detected changes are
compressed, stamped with a sequence-number, and encoded for transmission
over email in printable ASCII only. Once downloaded, these deltas can be
run through ctm.rmail which will automatically decode, verify, and
apply the changes to the user’s copy of the sources. This process is
more efficient than Subversion and places less strain on server
resources since it is a push, rather than a pull, model.
Instructions for using CTM to synchronize source can be found at ?.


If a user inadvertently wipes out portions of the local archive,
Subversion will detect and rebuild the damaged portions. CTM will not,
and if a user deletes some portion of the source tree and does not have
a backup, they will have to start from scratch from the most recent base
delta and rebuild it all with CTM.





Rebuilding World


Rebuilding
world
Once the local source tree is synchronized against a particular version
of OS such as OS.STABLE or OS.CURRENT, the source tree can be used to
rebuild the system. This process is known as rebuilding world.


Before rebuilding world, be sure to perform the following tasks:


Backup all important data to another system or removable media, verify
the integrity of the backup, and have a bootable installation media at
hand. It cannot be stressed enough how important it is to make a backup
of the system before rebuilding the system. While rebuilding world is
an easy task, there will inevitably be times when mistakes in the source
tree render the system unbootable. You will probably never have to use
the backup, but it is better to be safe than sorry!


mailing list
Review the recent A.STABLE.NAME or A.CURRENT.NAME entries, depending
upon the branch being tracked. Be aware of any known problems and which
systems are affected. If a known issue affects the version of
synchronized code, wait for an “all clear” announcement to be posted
stating that the problem has been solved. Resynchronize the sources to
ensure that the local version of source has the needed fix.


Read /usr/src/UPDATING for any extra steps necessary for that
version of the source. This file contains important information about
potential problems and may specify the order to run certain commands.
Many upgrades require specific additional steps such as renaming or
deleting specific files prior to installing the new world. These will be
listed at the end of this file where the currently recommended upgrade
sequence is explicitly spelled out. If UPDATING contradicts any
steps in this chapter, the instructions in UPDATING take precedence
and should be followed.



Warning



		Some older documentation recommends using ``make


		world``. However, that command skips some important steps and





should only be used by experts. For almost all circumstances
make world is the wrong thing to do, and the procedure described
here should be used instead.







Overview of Process


The build world process assumes an upgrade from an older OS version
using the source of a newer version that was obtained using the
instructions in ?.


In OS, the term “world” includes the kernel, core system binaries,
libraries, programming files, and built-in compiler. The order in which
these components are built and installed is important.


For example, the old compiler might have a bug and not be able to
compile the new kernel. Since the new kernel should be built with the
new compiler, the new compiler must be built, but not necessarily
installed, before the new kernel is built.


The new world might rely on new kernel features, so the new kernel must
be installed before the new world is installed. The old world might not
run correctly on the new kernel, so the new world must be installed
immediately upon installing the new kernel.


Some configuration changes must be made before the new world is
installed, but others might break the old world. Hence, two different
configuration upgrade steps are used. For the most part, the update
process only replaces or adds files and existing old files are not
deleted. Since this can cause problems, /usr/src/UPDATING will
indicate if any files need to be manually deleted and at which step to
do so.


These concerns have led to the recommended upgrade sequence described in
the following procedure.



Note


It is a good idea to save the output from running make to a
file. If something goes wrong, a copy of the error message can be
posted to one of the OS mailing lists.


The easiest way to do this is to use script with a parameter
that specifies the name of the file to save all output to. Do not
save the output to /tmp as this directory may be cleared at next
reboot. A better place to save the file is /var/tmp. Run this
command immediately before rebuilding the world, and then type
exit when the process has finished:


PROMPT.ROOT script /var/tmp/mw.out
Script started, output file is /var/tmp/mw.out










The commands used in the build world process should be run in the order
specified here. This section summarizes the function of each command.


If the build world process has previously been run on this system, a
copy of the previous build may still exist in /usr/obj. To speed up
the new build world process, and possibly save some dependency
headaches, remove this directory if it already exists:


PROMPT.ROOT chflags -R noschg /usr/obj/*
PROMPT.ROOT rm -rf /usr/obj






Compile the new compiler and a few related tools, then use the new
compiler to compile the rest of the new world. The result is saved to
/usr/obj.


PROMPT.ROOT cd /usr/src
PROMPT.ROOT make buildworld






Use the new compiler residing in /usr/obj to build the new kernel,
in order to protect against compiler-kernel mismatches. This is
necessary, as certain memory structures may have changed, and programs
like ps and top will fail to work if the kernel and source code
versions are not the same.


PROMPT.ROOT make buildkernel






Install the new kernel and kernel modules, making it possible to boot
with the newly updated kernel. If kern.securelevel has been raised
above 1 and noschg or similar flags have been set on the
kernel binary, drop the system into single-user mode first. Otherwise,
this command can be run from multi-user mode without problems. See
MAN.INIT.8 for details about kern.securelevel and MAN.CHFLAGS.1 for
details about the various file flags.


PROMPT.ROOT make installkernel






Drop the system into single-user mode in order to minimize problems from
updating any binaries that are already running. It also minimizes any
problems from running the old world on a new kernel.


PROMPT.ROOT shutdown now






Once in single-user mode, run these commands if the system is formatted
with UFS:


PROMPT.ROOT mount -u /
PROMPT.ROOT mount -a -t ufs
PROMPT.ROOT swapon -a






If the system is instead formatted with ZFS, run these two commands.
This example assumes a zpool name of zroot:


PROMPT.ROOT zfs set readonly=off zroot
PROMPT.ROOT zfs mount -a






Optional: If a keyboard mapping other than the default US English is
desired, it can be changed with MAN.KBDMAP.1:


PROMPT.ROOT kbdmap






Then, for either file system, if the CMOS clock is set to local time
(this is true if the output of MAN.DATE.1 does not show the correct time
and zone), run:


PROMPT.ROOT adjkerntz -i






Remaking the world will not update certain directories, such as
/etc, /var and /usr, with new or changed configuration
files. The next step is to perform some initial configuration file
updates to /etc in preparation for the new world. The following
command compares only those files that are essential for the success of
installworld. For instance, this step may add new groups, system
accounts, or startup scripts which have been added to OS since the last
update. This is necessary so that the installworld step will be able to
use any new system accounts, groups, and scripts. Refer to ? for more
detailed instructions about this command:


PROMPT.ROOT mergemaster -p






Install the new world and system binaries from /usr/obj.


PROMPT.ROOT cd /usr/src
PROMPT.ROOT make installworld






Update any remaining configuration files.


PROMPT.ROOT mergemaster -iF






Delete any obsolete files. This is important as they may cause problems
if left on the disk.


PROMPT.ROOT make delete-old






A full reboot is now needed to load the new kernel and new world with
the new configuration files.


PROMPT.ROOT reboot






Make sure that all installed ports have first been rebuilt before old
libraries are removed using the instructions in ?. When finished, remove
any obsolete libraries to avoid conflicts with newer ones. For a more
detailed description of this step, refer to ?.


PROMPT.ROOT make delete-old-libs






single-user mode
If the system can have a window of down-time, consider compiling the
system in single-user mode instead of compiling the system in multi-user
mode, and then dropping into single-user mode for the installation.
Reinstalling the system touches a lot of important system files, all the
standard system binaries, libraries, and include files. Changing these
on a running system, particularly one with active users, is asking for
trouble.





Configuration Files


make.conf
This build world process uses several configuration files.


The Makefile located in /usr/src describes how the programs that
comprise OS should be built and the order in which they should be built.


The options available to make are described in MAN.MAKE.CONF.5 and
some common examples are included in
/usr/share/examples/etc/make.conf. Any options which are added to
/etc/make.conf will control the how make runs and builds
programs. These options take effect every time make is used,
including compiling applications from the Ports Collection, compiling
custom C programs, or building the OS operating system. Changes to some
settings can have far-reaching and potentially surprising effects. Read
the comments in both locations and keep in mind that the defaults have
been chosen for a combination of performance and safety.


src.conf
How the operating system is built from source code is controlled by
/etc/src.conf. Unlike /etc/make.conf, the contents of
/etc/src.conf only take effect when the OS operating system itself
is being built. Descriptions of the many options available for this file
are shown in MAN.SRC.CONF.5. Be cautious about disabling seemingly
unneeded kernel modules and build options. Sometimes there are
unexpected or subtle interactions.





Variables and Targets


The general format for using make is as follows:


PROMPT.ROOT make -x -DVARIABLE target






In this example, -x is an option passed to make. Refer to
MAN.MAKE.1 for examples of the available options.


To pass a variable, specify the variable name with -DVARIABLE. The
behavior of the Makefile is controlled by variables. These can
either be set in /etc/make.conf or they can be specified when using
make. For example, this variable specifies that profiled libraries
should not be built:


PROMPT.ROOT make -DNO_PROFILE target






It corresponds with this setting in /etc/make.conf:


NO_PROFILE=    true     #    Avoid compiling profiled libraries






The target tells make what to do and the Makefile defines the
available targets. Some targets are used by the build process to break
out the steps necessary to rebuild the system into a number of
sub-steps.


Having separate options is useful for two reasons. First, it allows for
a build that does not affect any components of a running system. Because
of this, buildworld can be safely run on a machine running in multi-user
mode. It is still recommended that installworld be run in part in
single-user mode, though.


Secondly, it allows NFS mounts to be used to upgrade multiple machines
on a network, as described in ?.


It is possible to specify -j which will cause make to spawn
several simultaneous processes. Since much of the compiling process is
I/O-bound rather than CPU-bound, this is useful on both single CPU and
multi-CPU machines.


On a single-CPU machine, run the following command to have up to 4
processes running at any one time. Empirical evidence posted to the
mailing lists shows this generally gives the best performance benefit.


PROMPT.ROOT make -j4 buildworld






On a multi-CPU machine, try values between 6 and 10 to see how
they speed things up.


rebuilding
world
timings



Note



		If any variables were specified to ``make


		buildworld``, specify the same variables to





make installworld. However, -j must never be used with
installworld.


For example, if this command was used:


PROMPT.ROOT make -DNO_PROFILE buildworld






Install the results with:


PROMPT.ROOT make -DNO_PROFILE installworld






Otherwise, the second command will try to install profiled libraries
that were not built during the make buildworld phase.









Merging Configuration Files


mergemaster
OS provides the MAN.MERGEMASTER.8 Bourne script to aid in determining
the differences between the configuration files in /etc, and the
configuration files in /usr/src/etc. This is the recommended
solution for keeping the system configuration files up to date with
those located in the source tree.


Before using mergemaster, it is recommended to first copy the
existing /etc somewhere safe. Include -R which does a recursive
copy and -p which preserves times and the ownerships on files:


PROMPT.ROOT cp -Rp /etc /etc.old






When run, mergemaster builds a temporary root environment, from
/ down, and populates it with various system configuration files.
Those files are then compared to the ones currently installed in the
system. Files that differ will be shown in MAN.DIFF.1 format, with the
+ sign representing added or modified lines, and - representing
lines that will be either removed completely or replaced with a new
file. Refer to MAN.DIFF.1 for more information about how file
differences are shown.


Next, mergemaster will display each file that differs, and present
options to: delete the new file, referred to as the temporary file,
install the temporary file in its unmodified state, merge the temporary
file with the currently installed file, or view the results again.


Choosing to delete the temporary file will tell mergemaster to keep
the current file unchanged and to delete the new version. This option is
not recommended. To get help at any time, type ? at the mergemaster
prompt. If the user chooses to skip a file, it will be presented again
after all other files have been dealt with.


Choosing to install the unmodified temporary file will replace the
current file with the new one. For most unmodified files, this is the
best option.


Choosing to merge the file will present a text editor, and the contents
of both files. The files can be merged by reviewing both files side by
side on the screen, and choosing parts from both to create a finished
product. When the files are compared side by side, l selects the left
contents and r selects contents from the right. The final output will be
a file consisting of both parts, which can then be installed. This
option is customarily used for files where settings have been modified
by the user.


Choosing to view the results again will redisplay the file differences.


After mergemaster is done with the system files, it will prompt for
other options. It may prompt to rebuild the password file and will
finish up with an option to remove left-over temporary files.





Deleting Obsolete Files and Libraries


Deleting obsolete files and directories
As a part of the OS development lifecycle, files and their contents
occasionally become obsolete. This may be because functionality is
implemented elsewhere, the version number of the library has changed, or
it was removed from the system entirely. These obsoleted files,
libraries, and directories should be removed when updating the system.
This ensures that the system is not cluttered with old files which take
up unnecessary space on the storage and backup media. Additionally, if
the old library has a security or stability issue, the system should be
updated to the newer library to keep it safe and to prevent crashes
caused by the old library. Files, directories, and libraries which are
considered obsolete are listed in /usr/src/ObsoleteFiles.inc. The
following instructions should be used to remove obsolete files during
the system upgrade process.


After the make installworld and the subsequent mergemaster have
finished successfully, check for obsolete files and libraries:


PROMPT.ROOT cd /usr/src
PROMPT.ROOT make check-old






If any obsolete files are found, they can be deleted using the following
command:


PROMPT.ROOT make delete-old






A prompt is displayed before deleting each obsolete file. To skip the
prompt and let the system remove these files automatically, use
BATCH_DELETE_OLD_FILES:


PROMPT.ROOT make -DBATCH_DELETE_OLD_FILES delete-old






The same goal can be achieved by piping these commands through yes:


PROMPT.ROOT yes|make delete-old

**Warning**

Deleting obsolete files will break applications that still depend on
those obsolete files. This is especially true for old libraries. In
most cases, the programs, ports, or libraries that used the old
library need to be recompiled before ``make delete-old-libs`` is
executed.






Utilities for checking shared library dependencies include
sysutils/libchk and sysutils/bsdadminscripts.


Obsolete shared libraries can conflict with newer libraries, causing
messages like these:


/usr/bin/ld: warning: libz.so.4, needed by /usr/local/lib/libtiff.so, may conflict with libz.so.5
/usr/bin/ld: warning: librpcsvc.so.4, needed by /usr/local/lib/libXext.so, may conflict with librpcsvc.so.5






To solve these problems, determine which port installed the library:


PROMPT.ROOT pkg which /usr/local/lib/libtiff.so
  /usr/local/lib/libtiff.so was installed by package tiff-3.9.4
PROMPT.ROOT pkg which /usr/local/lib/libXext.so
  /usr/local/lib/libXext.so was installed by package libXext-1.1.1,1






Then deinstall, rebuild, and reinstall the port. To automate this
process, ports-mgmt/portmaster can be used. After all ports are rebuilt
and no longer use the old libraries, delete the old libraries using the
following command:


PROMPT.ROOT make delete-old-libs






If something goes wrong, it is easy to rebuild a particular piece of the
system. For example, if /etc/magic was accidentally deleted as part
of the upgrade or merge of /etc, file will stop working. To fix
this, run:


PROMPT.ROOT cd /usr/src/usr.bin/file
PROMPT.ROOT make all install









Common Questions



		Do I need to re-make the world for every change?


		It depends upon the nature of the change. For example, if svn only
shows the following files as being updated:


src/games/cribbage/instr.c
src/games/sail/pl_main.c
src/release/sysinstall/config.c
src/release/sysinstall/media.c
src/share/mk/bsd.port.mk






it probably is not worth rebuilding the entire world. Instead, go
into the appropriate sub-directories and run make all install.
But if something major changes, such as src/lib/libc/stdlib,
consider rebuilding world.


Some users rebuild world every fortnight and let changes accumulate
over that fortnight. Others only re-make those things that have
changed and are careful to spot all the dependencies. It all depends
on how often a user wants to upgrade and whether they are tracking
OS.STABLE or OS.CURRENT.








What would cause a compile to fail with lots of signal 11signal 11 (or
other signal number) errors?



This normally indicates a hardware problem. Building world is an
effective way to stress test hardware, especially memory. A sure
indicator of a hardware issue is when make is restarted and it dies
at a different point in the process.


To resolve this error, swap out the components in the machine,
starting with RAM, to determine which component is failing.







		Can /usr/obj be removed when finished?


		This directory contains all the object files that were produced
during the compilation phase. Normally, one of the first steps in
the ``make



buildworld`` process is to remove this directory and start



afresh. Keeping /usr/obj around when finished makes little
sense, and its removal frees up a approximately 2GB of disk space.





		Can interrupted builds be resumed?


		This depends on how far into the process the problem occurs. In
general, ``make



buildworld`` builds new copies of essential tools and the



system libraries. These tools and libraries are then installed, used
to rebuild themselves, and are installed again. The rest of the
system is then rebuilt with the new system tools.


During the last stage, it is fairly safe to run these commands as
they will not undo the work of the previous make buildworld:


PROMPT.ROOT cd /usr/src
PROMPT.ROOT make -DNO_CLEAN all






If this message appears:


--------------------------------------------------------------
Building everything..
--------------------------------------------------------------






in the make buildworld output, it is probably fairly safe to do
so.


If that message is not displayed, it is always better to be safe
than sorry and to restart the build from scratch.





		Is it possible to speed up making the world?


		Several actions can speed up the build world process. For example,
the entire process can be run from single-user mode. However, this
will prevent users from having access to the system until the
process is complete.


Careful file system design or the use of ZFS datasets can make a
difference. Consider putting /usr/src and /usr/obj on
separate file systems. If possible, place the file systems on
separate disks on separate disk controllers. When mounting
/usr/src, use noatime which prevents the file system from
recording the file access time. If /usr/src is not on its own
file system, consider remounting /usr with noatime.


The file system holding /usr/obj can be mounted or remounted
with async so that disk writes happen asynchronously. The write
completes immediately, and the data is written to the disk a few
seconds later. This allows writes to be clustered together, and can
provide a dramatic performance boost.



Warning


Keep in mind that this option makes the file system more
fragile. With this option, there is an increased chance that,
should power fail, the file system will be in an unrecoverable
state when the machine restarts.


If /usr/obj is the only directory on this file system, this
is not a problem. If you have other, valuable data on the same
file system, ensure that there are verified backups before
enabling this option.






Turn off profiling by setting “NO_PROFILE=true” in
/etc/make.conf.


Pass -jn to MAN.MAKE.1 to run multiple processes in parallel.
This usually helps on both single- and multi-processor machines.





		What if something goes wrong?


		First, make absolutely sure that the environment has no extraneous
cruft from earlier builds:


PROMPT.ROOT chflags -R noschg /usr/obj/usr
PROMPT.ROOT rm -rf /usr/obj/usr
PROMPT.ROOT cd /usr/src
PROMPT.ROOT make cleandir
PROMPT.ROOT make cleandir






Yes, make cleandir really should be run twice.


Then, restart the whole process, starting with make buildworld.


If problems persist, send the error and the output of uname -a
to A.QUESTIONS. Be prepared to answer other questions about the
setup!













Tracking for Multiple Machines


NFS
installing multiple machines
When multiple machines need to track the same source tree, it is a waste
of disk space, network bandwidth, and CPU cycles to have each system
download the sources and rebuild everything. The solution is to have one
machine do most of the work, while the rest of the machines mount that
work via NFS. This section outlines a method of doing so. For more
information about using NFS, refer to ?.


First, identify a set of machines which will run the same set of
binaries, known as a build set. Each machine can have a custom kernel,
but will run the same userland binaries. From that set, choose a machine
to be the build machine that the world and kernel are built on. Ideally,
this is a fast machine that has sufficient spare CPU to run ``make



buildworld`` and make
buildkernel.



Select a machine to be the test machine, which will test software
updates before they are put into production. This must be a machine
that can afford to be down for an extended period of time. It can be the
build machine, but need not be.


All the machines in this build set need to mount /usr/obj and
/usr/src from the build machine via NFS. For multiple build sets,
/usr/src should be on one build machine, and NFS mounted on the
rest.


Ensure that /etc/make.conf and /etc/src.conf on all the machines
in the build set agree with the build machine. That means that the build
machine must build all the parts of the base system that any machine in
the build set is going to install. Also, each build machine should have
its kernel name set with KERNCONF in /etc/make.conf, and the
build machine should list them all in its KERNCONF, listing its own
kernel first. The build machine must have the kernel configuration files
for each machine in its /usr/src/sys/arch/conf.


On the build machine, build the kernel and world as described in ?, but
do not install anything on the build machine. Instead, install the built
kernel on the test machine. On the test machine, mount /usr/src and
/usr/obj via NFS. Then, run shutdown now to go to single-user
mode in order to install the new kernel and world and run
mergemaster as usual. When done, reboot to return to normal
multi-user operations.


After verifying that everything on the test machine is working properly,
use the same procedure to install the new software on each of the other
machines in the build set.


The same methodology can be used for the ports tree. The first step is
to share /usr/ports via NFS to all the machines in the build set. To
configure /etc/make.conf to share distfiles, set DISTDIR to a
common shared directory that is writable by whichever user root is
mapped to by the NFS mount. Each machine should set WRKDIRPREFIX to
a local build directory, if ports are to be built locally. Alternately,
if the build system is to build and distribute packages to the machines
in the build set, set PACKAGES on the build system to a directory
similar to DISTDIR.
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The installation notes for FreeBSD are customized for different
platforms, as some of the changes made to FreeBSD apply only to specific
processor architectures.


Installation notes for FreeBSD 5.0-DP2 are available for the following
platforms:



		alpha


		ia64


		i386


		pc98


		sparc64





A list of all platforms currently under development can be found on the
Supported Platforms page.
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The Z File System (ZFS)


The Z File System, or ZFS, is an advanced file system designed to
overcome many of the major problems found in previous designs.


Originally developed at SUN, ongoing open source ZFS development has
moved to the OpenZFS Project [http://open-zfs.org].


ZFS has three major design goals:



		Data integrity: All data includes a checksum
of the data. When data is written, the checksum is calculated and
written along with it. When that data is later read back, the
checksum is calculated again. If the checksums do not match, a data
error has been detected. ZFS will attempt to automatically correct
errors when data redundancy is available.


		Pooled storage: physical storage devices are added to a pool, and
storage space is allocated from that shared pool. Space is available
to all file systems, and can be increased by adding new storage
devices to the pool.


		Performance: multiple caching mechanisms provide increased
performance. ARC is an advanced memory-based read
cache. A second level of disk-based read cache can be added with
L2ARC, and disk-based synchronous write cache
is available with ZIL.





A complete list of features and terminology is shown in ?.





What Makes ZFS Different


ZFS is significantly different from any previous file system because it
is more than just a file system. Combining the traditionally separate
roles of volume manager and file system provides ZFS with unique
advantages. The file system is now aware of the underlying structure of
the disks. Traditional file systems could only be created on a single
disk at a time. If there were two disks then two separate file systems
would have to be created. In a traditional hardware RAID configuration,
this problem was avoided by presenting the operating system with a
single logical disk made up of the space provided by a number of
physical disks, on top of which the operating system placed a file
system. Even in the case of software RAID solutions like those provided
by GEOM, the UFS file system living on top of the RAID transform
believed that it was dealing with a single device. ZFS’s combination of
the volume manager and the file system solves this and allows the
creation of many file systems all sharing a pool of available storage.
One of the biggest advantages to ZFS’s awareness of the physical layout
of the disks is that existing file systems can be grown automatically
when additional disks are added to the pool. This new space is then made
available to all of the file systems. ZFS also has a number of different
properties that can be applied to each file system, giving many
advantages to creating a number of different file systems and datasets
rather than a single monolithic file system.





Quick Start Guide


There is a startup mechanism that allows OS to mount ZFS pools during
system initialization. To enable it, add this line to /etc/rc.conf:


zfs_enable="YES"






Then start the service:


PROMPT.ROOT service zfs start






The examples in this section assume three SCSI disks with the device
names da0, da1, and da2. Users of SATA hardware should
instead use ada device names.



Single Disk Pool


To create a simple, non-redundant pool using a single disk device:


PROMPT.ROOT zpool create example /dev/da0






To view the new pool, review the output of df:


PROMPT.ROOT df
Filesystem  1K-blocks    Used    Avail Capacity  Mounted on
/dev/ad0s1a   2026030  235230  1628718    13%    /
devfs               1       1        0   100%    /dev
/dev/ad0s1d  54098308 1032846 48737598     2%    /usr
example      17547136       0 17547136     0%    /example






This output shows that the example pool has been created and
mounted. It is now accessible as a file system. Files can be created on
it and users can browse it:


PROMPT.ROOT cd /example
PROMPT.ROOT ls
PROMPT.ROOT touch testfile
PROMPT.ROOT ls -al
total 4
drwxr-xr-x   2 root  wheel    3 Aug 29 23:15 .
drwxr-xr-x  21 root  wheel  512 Aug 29 23:12 ..
-rw-r--r--   1 root  wheel    0 Aug 29 23:15 testfile






However, this pool is not taking advantage of any ZFS features. To
create a dataset on this pool with compression enabled:


PROMPT.ROOT zfs create example/compressed
PROMPT.ROOT zfs set compression=gzip example/compressed






The example/compressed dataset is now a ZFS compressed file system.
Try copying some large files to /example/compressed.


Compression can be disabled with:


PROMPT.ROOT zfs set compression=off example/compressed






To unmount a file system, use zfs umount and then verify with
df:


PROMPT.ROOT zfs umount example/compressed
PROMPT.ROOT df
Filesystem  1K-blocks    Used    Avail Capacity  Mounted on
/dev/ad0s1a   2026030  235232  1628716    13%    /
devfs               1       1        0   100%    /dev
/dev/ad0s1d  54098308 1032864 48737580     2%    /usr
example      17547008       0 17547008     0%    /example






To re-mount the file system to make it accessible again, use
zfs mount and verify with df:


PROMPT.ROOT zfs mount example/compressed
PROMPT.ROOT df
Filesystem         1K-blocks    Used    Avail Capacity  Mounted on
/dev/ad0s1a          2026030  235234  1628714    13%    /
devfs                      1       1        0   100%    /dev
/dev/ad0s1d         54098308 1032864 48737580     2%    /usr
example             17547008       0 17547008     0%    /example
example/compressed  17547008       0 17547008     0%    /example/compressed






The pool and file system may also be observed by viewing the output from
mount:


PROMPT.ROOT mount
/dev/ad0s1a on / (ufs, local)
devfs on /dev (devfs, local)
/dev/ad0s1d on /usr (ufs, local, soft-updates)
example on /example (zfs, local)
example/compressed on /example/compressed (zfs, local)






After creation, ZFS datasets can be used like any file systems. However,
many other features are available which can be set on a per-dataset
basis. In the example below, a new file system called data is
created. Important files will be stored here, so it is configured to
keep two copies of each data block:


PROMPT.ROOT zfs create example/data
PROMPT.ROOT zfs set copies=2 example/data






It is now possible to see the data and space utilization by issuing
df:


PROMPT.ROOT df
Filesystem         1K-blocks    Used    Avail Capacity  Mounted on
/dev/ad0s1a          2026030  235234  1628714    13%    /
devfs                      1       1        0   100%    /dev
/dev/ad0s1d         54098308 1032864 48737580     2%    /usr
example             17547008       0 17547008     0%    /example
example/compressed  17547008       0 17547008     0%    /example/compressed
example/data        17547008       0 17547008     0%    /example/data






Notice that each file system on the pool has the same amount of
available space. This is the reason for using df in these examples,
to show that the file systems use only the amount of space they need and
all draw from the same pool. ZFS eliminates concepts such as volumes and
partitions, and allows multiple file systems to occupy the same pool.


To destroy the file systems and then destroy the pool as it is no longer
needed:


PROMPT.ROOT zfs destroy example/compressed
PROMPT.ROOT zfs destroy example/data
PROMPT.ROOT zpool destroy example









RAID-Z


Disks fail. One method of avoiding data loss from disk failure is to
implement RAID. ZFS supports this feature in its pool design. RAID-Z
pools require three or more disks but provide more usable space than
mirrored pools.


This example creates a RAID-Z pool, specifying the disks to add to the
pool:


PROMPT.ROOT zpool create storage raidz da0 da1 da2

**Note**

SUN recommends that the number of devices used in a RAID-Z
configuration be between three and nine. For environments requiring
a single pool consisting of 10 disks or more, consider breaking it
up into smaller RAID-Z groups. If only two disks are available and
redundancy is a requirement, consider using a ZFS mirror. Refer to
MAN.ZPOOL.8 for more details.






The previous example created the storage zpool. This example makes a
new file system called home in that pool:


PROMPT.ROOT zfs create storage/home






Compression and keeping extra copies of directories and files can be
enabled:


PROMPT.ROOT zfs set copies=2 storage/home
PROMPT.ROOT zfs set compression=gzip storage/home






To make this the new home directory for users, copy the user data to
this directory and create the appropriate symbolic links:


PROMPT.ROOT cp -rp /home/* /storage/home
PROMPT.ROOT rm -rf /home /usr/home
PROMPT.ROOT ln -s /storage/home /home
PROMPT.ROOT ln -s /storage/home /usr/home






Users data is now stored on the freshly-created /storage/home. Test
by adding a new user and logging in as that user.


Try creating a file system snapshot which can be rolled back later:


PROMPT.ROOT zfs snapshot storage/home@08-30-08






Snapshots can only be made of a full file system, not a single directory
or file.


The @ character is a delimiter between the file system name or the
volume name. If an important directory has been accidentally deleted,
the file system can be backed up, then rolled back to an earlier
snapshot when the directory still existed:


PROMPT.ROOT zfs rollback storage/home@08-30-08






To list all available snapshots, run ls in the file system’s
.zfs/snapshot directory. For example, to see the previously taken
snapshot:


PROMPT.ROOT ls /storage/home/.zfs/snapshot






It is possible to write a script to perform regular snapshots on user
data. However, over time, snapshots can consume a great deal of disk
space. The previous snapshot can be removed using the command:


PROMPT.ROOT zfs destroy storage/home@08-30-08






After testing, /storage/home can be made the real /home using
this command:


PROMPT.ROOT zfs set mountpoint=/home storage/home






Run df and mount to confirm that the system now treats the file
system as the real /home:


PROMPT.ROOT mount
/dev/ad0s1a on / (ufs, local)
devfs on /dev (devfs, local)
/dev/ad0s1d on /usr (ufs, local, soft-updates)
storage on /storage (zfs, local)
storage/home on /home (zfs, local)
PROMPT.ROOT df
Filesystem   1K-blocks    Used    Avail Capacity  Mounted on
/dev/ad0s1a    2026030  235240  1628708    13%    /
devfs                1       1        0   100%    /dev
/dev/ad0s1d   54098308 1032826 48737618     2%    /usr
storage       26320512       0 26320512     0%    /storage
storage/home  26320512       0 26320512     0%    /home






This completes the RAID-Z configuration. Daily status updates about the
file systems created can be generated as part of the nightly
MAN.PERIODIC.8 runs. Add this line to /etc/periodic.conf:


daily_status_zfs_enable="YES"









Recovering RAID-Z


Every software RAID has a method of monitoring its state. The status
of RAID-Z devices may be viewed with this command:


PROMPT.ROOT zpool status -x






If all pools are Online and everything is normal,
the message shows:


all pools are healthy






If there is an issue, perhaps a disk is in the
Offline state, the pool state will look similar
to:


  pool: storage
 state: DEGRADED
status: One or more devices has been taken offline by the administrator.
    Sufficient replicas exist for the pool to continue functioning in a
    degraded state.
action: Online the device using 'zpool online' or replace the device with
    'zpool replace'.
 scrub: none requested
config:

    NAME        STATE     READ WRITE CKSUM
    storage     DEGRADED     0     0     0
      raidz1    DEGRADED     0     0     0
        da0     ONLINE       0     0     0
        da1     OFFLINE      0     0     0
        da2     ONLINE       0     0     0

errors: No known data errors






This indicates that the device was previously taken offline by the
administrator with this command:


PROMPT.ROOT zpool offline storage da1






Now the system can be powered down to replace da1. When the system
is back online, the failed disk can replaced in the pool:


PROMPT.ROOT zpool replace storage da1






From here, the status may be checked again, this time without -x so
that all pools are shown:


PROMPT.ROOT zpool status storage
 pool: storage
 state: ONLINE
 scrub: resilver completed with 0 errors on Sat Aug 30 19:44:11 2008
config:

    NAME        STATE     READ WRITE CKSUM
    storage     ONLINE       0     0     0
      raidz1    ONLINE       0     0     0
        da0     ONLINE       0     0     0
        da1     ONLINE       0     0     0
        da2     ONLINE       0     0     0

errors: No known data errors






In this example, everything is normal.





Data Verification


ZFS uses checksums to verify the integrity of stored data. These are
enabled automatically upon creation of file systems.



Warning


Checksums can be disabled, but it is not recommended! Checksums
take very little storage space and provide data integrity. Many ZFS
features will not work properly with checksums disabled. There is no
noticeable performance gain from disabling these checksums.






Checksum verification is known as scrubbing. Verify the data integrity
of the storage pool with this command:


PROMPT.ROOT zpool scrub storage






The duration of a scrub depends on the amount of data stored. Larger
amounts of data will take proportionally longer to verify. Scrubs are
very I/O intensive, and only one scrub is allowed to run at a time.
After the scrub completes, the status can be viewed with status:


PROMPT.ROOT zpool status storage
 pool: storage
 state: ONLINE
 scrub: scrub completed with 0 errors on Sat Jan 26 19:57:37 2013
config:

    NAME        STATE     READ WRITE CKSUM
    storage     ONLINE       0     0     0
      raidz1    ONLINE       0     0     0
        da0     ONLINE       0     0     0
        da1     ONLINE       0     0     0
        da2     ONLINE       0     0     0

errors: No known data errors






The completion date of the last scrub operation is displayed to help
track when another scrub is required. Routine scrubs help protect data
from silent corruption and ensure the integrity of the pool.


Refer to MAN.ZFS.8 and MAN.ZPOOL.8 for other ZFS options.







zpool Administration


ZFS administration is divided between two main utilities. The zpool
utility controls the operation of the pool and deals with adding,
removing, replacing, and managing disks. The `zfs <#zfs-zfs>`__
utility deals with creating, destroying, and managing datasets, both
file systems and
volumes.



Creating and Destroying Storage Pools


Creating a ZFS storage pool (zpool) involves making a number of
decisions that are relatively permanent because the structure of the
pool cannot be changed after the pool has been created. The most
important decision is what types of vdevs into which to group the
physical disks. See the list of vdev types for
details about the possible options. After the pool has been created,
most vdev types do not allow additional disks to be added to the vdev.
The exceptions are mirrors, which allow additional disks to be added to
the vdev, and stripes, which can be upgraded to mirrors by attaching an
additional disk to the vdev. Although additional vdevs can be added to
expand a pool, the layout of the pool cannot be changed after pool
creation. Instead, the data must be backed up and the pool destroyed and
recreated.


Create a simple mirror pool:


PROMPT.ROOT zpool create mypool mirror /dev/ada1 /dev/ada2
PROMPT.ROOT zpool status
  pool: mypool
 state: ONLINE
  scan: none requested
config:

        NAME        STATE     READ WRITE CKSUM
        mypool      ONLINE       0     0     0
          mirror-0  ONLINE       0     0     0
            ada1    ONLINE       0     0     0
            ada2    ONLINE       0     0     0

errors: No known data errors






Multiple vdevs can be created at once. Specify multiple groups of disks
separated by the vdev type keyword, mirror in this example:


PROMPT.ROOT zpool create mypool mirror /dev/ada1 /dev/ada2 mirror /dev/ada3 /dev/ada4
  pool: mypool
 state: ONLINE
  scan: none requested
config:

        NAME        STATE     READ WRITE CKSUM
        mypool      ONLINE       0     0     0
          mirror-0  ONLINE       0     0     0
            ada1    ONLINE       0     0     0
            ada2    ONLINE       0     0     0
          mirror-1  ONLINE       0     0     0
            ada3    ONLINE       0     0     0
            ada4    ONLINE       0     0     0

errors: No known data errors






Pools can also be constructed using partitions rather than whole disks.
Putting ZFS in a separate partition allows the same disk to have other
partitions for other purposes. In particular, partitions with bootcode
and file systems needed for booting can be added. This allows booting
from disks that are also members of a pool. There is no performance
penalty on OS when using a partition rather than a whole disk. Using
partitions also allows the administrator to under-provision the disks,
using less than the full capacity. If a future replacement disk of the
same nominal size as the original actually has a slightly smaller
capacity, the smaller partition will still fit, and the replacement disk
can still be used.


Create a RAID-Z2 pool using partitions:


PROMPT.ROOT zpool create mypool raidz2 /dev/ada0p3 /dev/ada1p3 /dev/ada2p3 /dev/ada3p3 /dev/ada4p3 /dev/ada5p3
PROMPT.ROOT zpool status
  pool: mypool
 state: ONLINE
  scan: none requested
config:

        NAME        STATE     READ WRITE CKSUM
        mypool      ONLINE       0     0     0
          raidz2-0  ONLINE       0     0     0
            ada0p3  ONLINE       0     0     0
            ada1p3  ONLINE       0     0     0
            ada2p3  ONLINE       0     0     0
            ada3p3  ONLINE       0     0     0
            ada4p3  ONLINE       0     0     0
            ada5p3  ONLINE       0     0     0

errors: No known data errors






A pool that is no longer needed can be destroyed so that the disks can
be reused. Destroying a pool involves first unmounting all of the
datasets in that pool. If the datasets are in use, the unmount operation
will fail and the pool will not be destroyed. The destruction of the
pool can be forced with -f, but this can cause undefined behavior in
applications which had open files on those datasets.





Adding and Removing Devices


There are two cases for adding disks to a zpool: attaching a disk to an
existing vdev with zpool attach, or adding vdevs to the pool with
zpool add. Only some vdev types allow disks to
be added to the vdev after creation.


A pool created with a single disk lacks redundancy. Corruption can be
detected but not repaired, because there is no other copy of the data.
The copies property may be able to recover from a
small failure such as a bad sector, but does not provide the same level
of protection as mirroring or RAID-Z. Starting with a pool consisting of
a single disk vdev, zpool attach can be used to add an additional
disk to the vdev, creating a mirror. zpool attach can also be used
to add additional disks to a mirror group, increasing redundancy and
read performance. If the disks being used for the pool are partitioned,
replicate the layout of the first disk on to the second,
gpart backup and gpart restore can be used to make this process
easier.


Upgrade the single disk (stripe) vdev ada0p3 to a mirror by attaching
ada1p3:


PROMPT.ROOT zpool status
  pool: mypool
 state: ONLINE
  scan: none requested
config:

        NAME        STATE     READ WRITE CKSUM
        mypool      ONLINE       0     0     0
          ada0p3    ONLINE       0     0     0

errors: No known data errors
PROMPT.ROOT zpool attach mypool ada0p3 ada1p3
Make sure to wait until resilver is done before rebooting.

If you boot from pool 'mypool', you may need to update
boot code on newly attached disk 'ada1p3'.

Assuming you use GPT partitioning and 'da0' is your new boot disk
you may use the following command:

        gpart bootcode -b /boot/pmbr -p /boot/gptzfsboot -i 1 da0
PROMPT.ROOT gpart bootcode -b /boot/pmbr -p /boot/gptzfsboot -i 1 ada1
bootcode written to ada1
PROMPT.ROOT zpool status
  pool: mypool
 state: ONLINE
status: One or more devices is currently being resilvered.  The pool will
        continue to function, possibly in a degraded state.
action: Wait for the resilver to complete.
  scan: resilver in progress since Fri May 30 08:19:19 2014
        527M scanned out of 781M at 47.9M/s, 0h0m to go
        527M resilvered, 67.53% done
config:

        NAME        STATE     READ WRITE CKSUM
        mypool      ONLINE       0     0     0
          mirror-0  ONLINE       0     0     0
            ada0p3  ONLINE       0     0     0
            ada1p3  ONLINE       0     0     0  (resilvering)

errors: No known data errors
PROMPT.ROOT zpool status
  pool: mypool
 state: ONLINE
  scan: resilvered 781M in 0h0m with 0 errors on Fri May 30 08:15:58 2014
config:

        NAME        STATE     READ WRITE CKSUM
        mypool      ONLINE       0     0     0
          mirror-0  ONLINE       0     0     0
            ada0p3  ONLINE       0     0     0
            ada1p3  ONLINE       0     0     0

errors: No known data errors






When adding disks to the existing vdev is not an option, as for RAID-Z,
an alternative method is to add another vdev to the pool. Additional
vdevs provide higher performance, distributing writes across the vdevs.
Each vdev is responsible for providing its own redundancy. It is
possible, but discouraged, to mix vdev types, like mirror and
RAID-Z. Adding a non-redundant vdev to a pool containing mirror or
RAID-Z vdevs risks the data on the entire pool. Writes are distributed,
so the failure of the non-redundant disk will result in the loss of a
fraction of every block that has been written to the pool.


Data is striped across each of the vdevs. For example, with two mirror
vdevs, this is effectively a RAID 10 that stripes writes across two sets
of mirrors. Space is allocated so that each vdev reaches 100% full at
the same time. There is a performance penalty if the vdevs have
different amounts of free space, as a disproportionate amount of the
data is written to the less full vdev.


When attaching additional devices to a boot pool, remember to update the
bootcode.


Attach a second mirror group (ada2p3 and ada3p3) to the existing
mirror:


PROMPT.ROOT zpool status
  pool: mypool
 state: ONLINE
  scan: resilvered 781M in 0h0m with 0 errors on Fri May 30 08:19:35 2014
config:

        NAME        STATE     READ WRITE CKSUM
        mypool      ONLINE       0     0     0
          mirror-0  ONLINE       0     0     0
            ada0p3  ONLINE       0     0     0
            ada1p3  ONLINE       0     0     0

errors: No known data errors
PROMPT.ROOT zpool add mypool mirror ada2p3 ada3p3
PROMPT.ROOT gpart bootcode -b /boot/pmbr -p /boot/gptzfsboot -i 1 ada2
bootcode written to ada2
PROMPT.ROOT gpart bootcode -b /boot/pmbr -p /boot/gptzfsboot -i 1 ada3
bootcode written to ada3
PROMPT.ROOT zpool status
  pool: mypool
 state: ONLINE
  scan: scrub repaired 0 in 0h0m with 0 errors on Fri May 30 08:29:51 2014
config:

        NAME        STATE     READ WRITE CKSUM
        mypool      ONLINE       0     0     0
          mirror-0  ONLINE       0     0     0
            ada0p3  ONLINE       0     0     0
            ada1p3  ONLINE       0     0     0
          mirror-1  ONLINE       0     0     0
            ada2p3  ONLINE       0     0     0
            ada3p3  ONLINE       0     0     0

errors: No known data errors






Currently, vdevs cannot be removed from a pool, and disks can only be
removed from a mirror if there is enough remaining redundancy. If only
one disk in a mirror group remains, it ceases to be a mirror and reverts
to being a stripe, risking the entire pool if that remaining disk fails.


Remove a disk from a three-way mirror group:


PROMPT.ROOT zpool status
  pool: mypool
 state: ONLINE
  scan: scrub repaired 0 in 0h0m with 0 errors on Fri May 30 08:29:51 2014
config:

        NAME        STATE     READ WRITE CKSUM
        mypool      ONLINE       0     0     0
          mirror-0  ONLINE       0     0     0
            ada0p3  ONLINE       0     0     0
            ada1p3  ONLINE       0     0     0
            ada2p3  ONLINE       0     0     0

errors: No known data errors
PROMPT.ROOT zpool detach mypool ada2p3
PROMPT.ROOT zpool status
  pool: mypool
 state: ONLINE
  scan: scrub repaired 0 in 0h0m with 0 errors on Fri May 30 08:29:51 2014
config:

        NAME        STATE     READ WRITE CKSUM
        mypool      ONLINE       0     0     0
          mirror-0  ONLINE       0     0     0
            ada0p3  ONLINE       0     0     0
            ada1p3  ONLINE       0     0     0

errors: No known data errors









Checking the Status of a Pool


Pool status is important. If a drive goes offline or a read, write, or
checksum error is detected, the corresponding error count increases. The
status output shows the configuration and status of each device in
the pool and the status of the entire pool. Actions that need to be
taken and details about the last `scrub <#zfs-zpool-scrub>`__ are
also shown.


PROMPT.ROOT zpool status
  pool: mypool
 state: ONLINE
  scan: scrub repaired 0 in 2h25m with 0 errors on Sat Sep 14 04:25:50 2013
config:

        NAME        STATE     READ WRITE CKSUM
        mypool      ONLINE       0     0     0
          raidz2-0  ONLINE       0     0     0
            ada0p3  ONLINE       0     0     0
            ada1p3  ONLINE       0     0     0
            ada2p3  ONLINE       0     0     0
            ada3p3  ONLINE       0     0     0
            ada4p3  ONLINE       0     0     0
            ada5p3  ONLINE       0     0     0

errors: No known data errors









Clearing Errors


When an error is detected, the read, write, or checksum counts are
incremented. The error message can be cleared and the counts reset with
``zpool clear



mypool``. Clearing the error state can be important for automated



scripts that alert the administrator when the pool encounters an error.
Further errors may not be reported if the old errors are not cleared.





Replacing a Functioning Device


There are a number of situations where it may be desirable to replace
one disk with a different disk. When replacing a working disk, the
process keeps the old disk online during the replacement. The pool never
enters a degraded state, reducing the risk of
data loss. zpool replace copies all of the data from the old disk to
the new one. After the operation completes, the old disk is disconnected
from the vdev. If the new disk is larger than the old disk, it may be
possible to grow the zpool, using the new space. See Growing a
Pool.


Replace a functioning device in the pool:


PROMPT.ROOT zpool status
  pool: mypool
 state: ONLINE
  scan: none requested
config:

        NAME        STATE     READ WRITE CKSUM
        mypool      ONLINE       0     0     0
          mirror-0  ONLINE       0     0     0
            ada0p3  ONLINE       0     0     0
            ada1p3  ONLINE       0     0     0

errors: No known data errors
PROMPT.ROOT zpool replace mypool ada1p3 ada2p3
Make sure to wait until resilver is done before rebooting.

If you boot from pool 'zroot', you may need to update
boot code on newly attached disk 'ada2p3'.

Assuming you use GPT partitioning and 'da0' is your new boot disk
you may use the following command:

        gpart bootcode -b /boot/pmbr -p /boot/gptzfsboot -i 1 da0
PROMPT.ROOT gpart bootcode -b /boot/pmbr -p /boot/gptzfsboot -i 1 ada2
PROMPT.ROOT zpool status
  pool: mypool
 state: ONLINE
status: One or more devices is currently being resilvered.  The pool will
        continue to function, possibly in a degraded state.
action: Wait for the resilver to complete.
  scan: resilver in progress since Mon Jun  2 14:21:35 2014
        604M scanned out of 781M at 46.5M/s, 0h0m to go
        604M resilvered, 77.39% done
config:

        NAME             STATE     READ WRITE CKSUM
        mypool           ONLINE       0     0     0
          mirror-0       ONLINE       0     0     0
            ada0p3       ONLINE       0     0     0
            replacing-1  ONLINE       0     0     0
              ada1p3     ONLINE       0     0     0
              ada2p3     ONLINE       0     0     0  (resilvering)

errors: No known data errors
PROMPT.ROOT zpool status
  pool: mypool
 state: ONLINE
  scan: resilvered 781M in 0h0m with 0 errors on Mon Jun  2 14:21:52 2014
config:

        NAME        STATE     READ WRITE CKSUM
        mypool      ONLINE       0     0     0
          mirror-0  ONLINE       0     0     0
            ada0p3  ONLINE       0     0     0
            ada2p3  ONLINE       0     0     0

errors: No known data errors









Dealing with Failed Devices


When a disk in a pool fails, the vdev to which the disk belongs enters
the degraded state. All of the data is still
available, but performance may be reduced because missing data must be
calculated from the available redundancy. To restore the vdev to a fully
functional state, the failed physical device must be replaced. ZFS is
then instructed to begin the resilver
operation. Data that was on the failed device is recalculated from
available redundancy and written to the replacement device. After
completion, the vdev returns to online status.


If the vdev does not have any redundancy, or if multiple devices have
failed and there is not enough redundancy to compensate, the pool enters
the faulted state. If a sufficient number of
devices cannot be reconnected to the pool, the pool becomes inoperative
and data must be restored from backups.


When replacing a failed disk, the name of the failed disk is replaced
with the GUID of the device. A new device name parameter for
zpool replace is not required if the replacement device has the same
device name.


Replace a failed disk using zpool replace:


PROMPT.ROOT zpool status
  pool: mypool
 state: DEGRADED
status: One or more devices could not be opened.  Sufficient replicas exist for
        the pool to continue functioning in a degraded state.
action: Attach the missing device and online it using 'zpool online'.
   see: http://illumos.org/msg/ZFS-8000-2Q
  scan: none requested
config:

        NAME                    STATE     READ WRITE CKSUM
        mypool                  DEGRADED     0     0     0
          mirror-0              DEGRADED     0     0     0
            ada0p3              ONLINE       0     0     0
            316502962686821739  UNAVAIL      0     0     0  was /dev/ada1p3

errors: No known data errors
PROMPT.ROOT zpool replace mypool 316502962686821739 ada2p3
PROMPT.ROOT zpool status
  pool: mypool
 state: DEGRADED
status: One or more devices is currently being resilvered.  The pool will
        continue to function, possibly in a degraded state.
action: Wait for the resilver to complete.
  scan: resilver in progress since Mon Jun  2 14:52:21 2014
        641M scanned out of 781M at 49.3M/s, 0h0m to go
        640M resilvered, 82.04% done
config:

        NAME                        STATE     READ WRITE CKSUM
        mypool                      DEGRADED     0     0     0
          mirror-0                  DEGRADED     0     0     0
            ada0p3                  ONLINE       0     0     0
            replacing-1             UNAVAIL      0     0     0
              15732067398082357289  UNAVAIL      0     0     0  was /dev/ada1p3/old
              ada2p3                ONLINE       0     0     0  (resilvering)

errors: No known data errors
PROMPT.ROOT zpool status
  pool: mypool
 state: ONLINE
  scan: resilvered 781M in 0h0m with 0 errors on Mon Jun  2 14:52:38 2014
config:

        NAME        STATE     READ WRITE CKSUM
        mypool      ONLINE       0     0     0
          mirror-0  ONLINE       0     0     0
            ada0p3  ONLINE       0     0     0
            ada2p3  ONLINE       0     0     0

errors: No known data errors









Scrubbing a Pool


It is recommended that pools be scrubbed
regularly, ideally at least once every month. The scrub operation is
very disk-intensive and will reduce performance while running. Avoid
high-demand periods when scheduling scrub or use
`vfs.zfs.scrub_delay <#zfs-advanced-tuning-scrub_delay>`__ to adjust
the relative priority of the scrub to prevent it interfering with
other workloads.


PROMPT.ROOT zpool scrub mypool
PROMPT.ROOT zpool status
  pool: mypool
 state: ONLINE
  scan: scrub in progress since Wed Feb 19 20:52:54 2014
        116G scanned out of 8.60T at 649M/s, 3h48m to go
        0 repaired, 1.32% done
config:

        NAME        STATE     READ WRITE CKSUM
        mypool      ONLINE       0     0     0
          raidz2-0  ONLINE       0     0     0
            ada0p3  ONLINE       0     0     0
            ada1p3  ONLINE       0     0     0
            ada2p3  ONLINE       0     0     0
            ada3p3  ONLINE       0     0     0
            ada4p3  ONLINE       0     0     0
            ada5p3  ONLINE       0     0     0

errors: No known data errors






In the event that a scrub operation needs to be cancelled, issue
``zpool scrub -s



mypool``.






Self-Healing


The checksums stored with data blocks enable the file system to
self-heal. This feature will automatically repair data whose checksum
does not match the one recorded on another device that is part of the
storage pool. For example, a mirror with two disks where one drive is
starting to malfunction and cannot properly store the data any more.
This is even worse when the data has not been accessed for a long time,
as with long term archive storage. Traditional file systems need to run
algorithms that check and repair the data like MAN.FSCK.8. These
commands take time, and in severe cases, an administrator has to
manually decide which repair operation must be performed. When ZFS
detects a data block with a checksum that does not match, it tries to
read the data from the mirror disk. If that disk can provide the correct
data, it will not only give that data to the application requesting it,
but also correct the wrong data on the disk that had the bad checksum.
This happens without any interaction from a system administrator during
normal pool operation.


The next example demonstrates this self-healing behavior. A mirrored
pool of disks /dev/ada0 and /dev/ada1 is created.


PROMPT.ROOT zpool create healer mirror /dev/ada0 /dev/ada1
PROMPT.ROOT zpool status healer
  pool: healer
 state: ONLINE
  scan: none requested
config:

    NAME        STATE     READ WRITE CKSUM
    healer      ONLINE       0     0     0
      mirror-0  ONLINE       0     0     0
       ada0     ONLINE       0     0     0
       ada1     ONLINE       0     0     0

errors: No known data errors
PROMPT.ROOT zpool list
NAME     SIZE  ALLOC   FREE    CAP  DEDUP  HEALTH  ALTROOT
healer   960M  92.5K   960M     0%  1.00x  ONLINE  -






Some important data that to be protected from data errors using the
self-healing feature is copied to the pool. A checksum of the pool is
created for later comparison.


PROMPT.ROOT cp /some/important/data /healer
PROMPT.ROOT zfs list
NAME     SIZE  ALLOC   FREE    CAP  DEDUP  HEALTH  ALTROOT
healer   960M  67.7M   892M     7%  1.00x  ONLINE  -
PROMPT.ROOT sha1 /healer > checksum.txt
PROMPT.ROOT cat checksum.txt
SHA1 (/healer) = 2753eff56d77d9a536ece6694bf0a82740344d1f






Data corruption is simulated by writing random data to the beginning of
one of the disks in the mirror. To prevent ZFS from healing the data as
soon as it is detected, the pool is exported before the corruption and
imported again afterwards.



Warning


This is a dangerous operation that can destroy vital data. It is
shown here for demonstrational purposes only and should not be
attempted during normal operation of a storage pool. Nor should this
intentional corruption example be run on any disk with a different
file system on it. Do not use any other disk device names other than
the ones that are part of the pool. Make certain that proper backups
of the pool are created before running the command!






PROMPT.ROOT zpool export healer
PROMPT.ROOT dd if=/dev/random of=/dev/ada1 bs=1m count=200
200+0 records in
200+0 records out
209715200 bytes transferred in 62.992162 secs (3329227 bytes/sec)
PROMPT.ROOT zpool import healer






The pool status shows that one device has experienced an error. Note
that applications reading data from the pool did not receive any
incorrect data. ZFS provided data from the ada0 device with the
correct checksums. The device with the wrong checksum can be found
easily as the CKSUM column contains a nonzero value.


PROMPT.ROOT zpool status healer
    pool: healer
   state: ONLINE
  status: One or more devices has experienced an unrecoverable error.  An
          attempt was made to correct the error.  Applications are unaffected.
  action: Determine if the device needs to be replaced, and clear the errors
          using 'zpool clear' or replace the device with 'zpool replace'.
     see: http://www.sun.com/msg/ZFS-8000-9P
    scan: none requested
  config:

      NAME        STATE     READ WRITE CKSUM
      healer      ONLINE       0     0     0
        mirror-0  ONLINE       0     0     0
         ada0     ONLINE       0     0     0
         ada1     ONLINE       0     0     1

errors: No known data errors






The error was detected and handled by using the redundancy present in
the unaffected ada0 mirror disk. A checksum comparison with the
original one will reveal whether the pool is consistent again.


PROMPT.ROOT sha1 /healer >> checksum.txt
PROMPT.ROOT cat checksum.txt
SHA1 (/healer) = 2753eff56d77d9a536ece6694bf0a82740344d1f
SHA1 (/healer) = 2753eff56d77d9a536ece6694bf0a82740344d1f






The two checksums that were generated before and after the intentional
tampering with the pool data still match. This shows how ZFS is capable
of detecting and correcting any errors automatically when the checksums
differ. Note that this is only possible when there is enough redundancy
present in the pool. A pool consisting of a single device has no
self-healing capabilities. That is also the reason why checksums are so
important in ZFS and should not be disabled for any reason. No
MAN.FSCK.8 or similar file system consistency check program is required
to detect and correct this and the pool was still available during the
time there was a problem. A scrub operation is now required to overwrite
the corrupted data on ada1.


PROMPT.ROOT zpool scrub healer
PROMPT.ROOT zpool status healer
  pool: healer
 state: ONLINE
status: One or more devices has experienced an unrecoverable error.  An
            attempt was made to correct the error.  Applications are unaffected.
action: Determine if the device needs to be replaced, and clear the errors
            using 'zpool clear' or replace the device with 'zpool replace'.
   see: http://www.sun.com/msg/ZFS-8000-9P
  scan: scrub in progress since Mon Dec 10 12:23:30 2012
        10.4M scanned out of 67.0M at 267K/s, 0h3m to go
        9.63M repaired, 15.56% done
config:

    NAME        STATE     READ WRITE CKSUM
    healer      ONLINE       0     0     0
      mirror-0  ONLINE       0     0     0
       ada0     ONLINE       0     0     0
       ada1     ONLINE       0     0   627  (repairing)

errors: No known data errors






The scrub operation reads data from ada0 and rewrites any data with
an incorrect checksum on ada1. This is indicated by the
(repairing) output from zpool status. After the operation is
complete, the pool status changes to:


PROMPT.ROOT zpool status healer
  pool: healer
 state: ONLINE
status: One or more devices has experienced an unrecoverable error.  An
        attempt was made to correct the error.  Applications are unaffected.
action: Determine if the device needs to be replaced, and clear the errors
             using 'zpool clear' or replace the device with 'zpool replace'.
   see: http://www.sun.com/msg/ZFS-8000-9P
  scan: scrub repaired 66.5M in 0h2m with 0 errors on Mon Dec 10 12:26:25 2012
config:

    NAME        STATE     READ WRITE CKSUM
    healer      ONLINE       0     0     0
      mirror-0  ONLINE       0     0     0
       ada0     ONLINE       0     0     0
       ada1     ONLINE       0     0 2.72K

errors: No known data errors






After the scrub operation completes and all the data has been
synchronized from ada0 to ada1, the error messages can be
cleared from the pool status by running
zpool clear.


PROMPT.ROOT zpool clear healer
PROMPT.ROOT zpool status healer
  pool: healer
 state: ONLINE
  scan: scrub repaired 66.5M in 0h2m with 0 errors on Mon Dec 10 12:26:25 2012
config:

    NAME        STATE     READ WRITE CKSUM
    healer      ONLINE       0     0     0
      mirror-0  ONLINE       0     0     0
       ada0     ONLINE       0     0     0
       ada1     ONLINE       0     0     0

errors: No known data errors






The pool is now back to a fully working state and all the errors have
been cleared.





Growing a Pool


The usable size of a redundant pool is limited by the capacity of the
smallest device in each vdev. The smallest device can be replaced with a
larger device. After completing a replace or
resilver operation, the pool can grow to use
the capacity of the new device. For example, consider a mirror of a 1 TB
drive and a 2 TB drive. The usable space is 1 TB. When the 1 TB drive is
replaced with another 2 TB drive, the resilvering process copies the
existing data onto the new drive. Because both of the devices now have
2 TB capacity, the mirror’s available space can be grown to 2 TB.


Expansion is triggered by using zpool online -e on each device.
After expansion of all devices, the additional space becomes available
to the pool.





Importing and Exporting Pools


Pools are exported before moving them to another system. All datasets
are unmounted, and each device is marked as exported but still locked so
it cannot be used by other disk subsystems. This allows pools to be
imported on other machines, other operating systems that support ZFS,
and even different hardware architectures (with some caveats, see
MAN.ZPOOL.8). When a dataset has open files, `` zpool export -f`` can be
used to force the export of a pool. Use this with caution. The datasets
are forcibly unmounted, potentially resulting in unexpected behavior by
the applications which had open files on those datasets.


Export a pool that is not in use:


PROMPT.ROOT zpool export mypool






Importing a pool automatically mounts the datasets. This may not be the
desired behavior, and can be prevented with zpool import -N.
zpool import -o sets temporary properties for this import only.
zpool import altroot= allows importing a pool with a base mount
point instead of the root of the file system. If the pool was last used
on a different system and was not properly exported, an import might
have to be forced with zpool import -f. zpool import -a imports
all pools that do not appear to be in use by another system.


List all available pools for import:


PROMPT.ROOT zpool import
   pool: mypool
     id: 9930174748043525076
  state: ONLINE
 action: The pool can be imported using its name or numeric identifier.
 config:

        mypool      ONLINE
          ada2p3    ONLINE






Import the pool with an alternative root directory:


PROMPT.ROOT zpool import -o altroot=/mnt mypool
PROMPT.ROOT zfs list
zfs list
NAME                 USED  AVAIL  REFER  MOUNTPOINT
mypool               110K  47.0G    31K  /mnt/mypool









Upgrading a Storage Pool


After upgrading OS, or if a pool has been imported from a system using
an older version of ZFS, the pool can be manually upgraded to the latest
version of ZFS to support newer features. Consider whether the pool may
ever need to be imported on an older system before upgrading. Upgrading
is a one-way process. Older pools can be upgraded, but pools with newer
features cannot be downgraded.


Upgrade a v28 pool to support Feature Flags:


PROMPT.ROOT zpool status
  pool: mypool
 state: ONLINE
status: The pool is formatted using a legacy on-disk format.  The pool can
        still be used, but some features are unavailable.
action: Upgrade the pool using 'zpool upgrade'.  Once this is done, the
        pool will no longer be accessible on software that does not support feat
        flags.
  scan: none requested
config:

        NAME        STATE     READ WRITE CKSUM
        mypool      ONLINE       0     0     0
          mirror-0  ONLINE       0     0     0
        ada0    ONLINE       0     0     0
        ada1    ONLINE       0     0     0

errors: No known data errors
PROMPT.ROOT zpool upgrade
This system supports ZFS pool feature flags.

The following pools are formatted with legacy version numbers and can
be upgraded to use feature flags.  After being upgraded, these pools
will no longer be accessible by software that does not support feature
flags.

VER  POOL
---  ------------
28   mypool

Use 'zpool upgrade -v' for a list of available legacy versions.
Every feature flags pool has all supported features enabled.
PROMPT.ROOT zpool upgrade mypool
This system supports ZFS pool feature flags.

Successfully upgraded 'mypool' from version 28 to feature flags.
Enabled the following features on 'mypool':
  async_destroy
  empty_bpobj
  lz4_compress
  multi_vdev_crash_dump






The newer features of ZFS will not be available until zpool upgrade
has completed. zpool upgrade -v can be used to see what new features
will be provided by upgrading, as well as which features are already
supported.


Upgrade a pool to support additional feature flags:


PROMPT.ROOT zpool status
  pool: mypool
 state: ONLINE
status: Some supported features are not enabled on the pool. The pool can
        still be used, but some features are unavailable.
action: Enable all features using 'zpool upgrade'. Once this is done,
        the pool may no longer be accessible by software that does not support
        the features. See zpool-features(7) for details.
  scan: none requested
config:

        NAME        STATE     READ WRITE CKSUM
        mypool      ONLINE       0     0     0
          mirror-0  ONLINE       0     0     0
        ada0    ONLINE       0     0     0
        ada1    ONLINE       0     0     0

errors: No known data errors
PROMPT.ROOT zpool upgrade
This system supports ZFS pool feature flags.

All pools are formatted using feature flags.


Some supported features are not enabled on the following pools. Once a
feature is enabled the pool may become incompatible with software
that does not support the feature. See zpool-features(7) for details.

POOL  FEATURE
---------------
zstore
      multi_vdev_crash_dump
      spacemap_histogram
      enabled_txg
      hole_birth
      extensible_dataset
      bookmarks
      filesystem_limits
PROMPT.ROOT zpool upgrade mypool
This system supports ZFS pool feature flags.

Enabled the following features on 'mypool':
  spacemap_histogram
  enabled_txg
  hole_birth
  extensible_dataset
  bookmarks
  filesystem_limits

**Warning**

The boot code on systems that boot from a pool must be updated to
support the new pool version. Use ``gpart bootcode`` on the
partition that contains the boot code. See MAN.GPART.8 for more
information.









Displaying Recorded Pool History


Commands that modify the pool are recorded. Recorded actions include the
creation of datasets, changing properties, or replacement of a disk.
This history is useful for reviewing how a pool was created and which
user performed a specific action and when. History is not kept in a log
file, but is part of the pool itself. The command to review this history
is aptly named zpool history:


PROMPT.ROOT zpool history
History for 'tank':
2013-02-26.23:02:35 zpool create tank mirror /dev/ada0 /dev/ada1
2013-02-27.18:50:58 zfs set atime=off tank
2013-02-27.18:51:09 zfs set checksum=fletcher4 tank
2013-02-27.18:51:18 zfs create tank/backup






The output shows zpool and zfs commands that were executed on
the pool along with a timestamp. Only commands that alter the pool in
some way are recorded. Commands like zfs list are not included. When
no pool name is specified, the history of all pools is displayed.


zpool history can show even more information when the options -i
or -l are provided. -i displays user-initiated events as well as
internally logged ZFS events.


PROMPT.ROOT zpool history -i
History for 'tank':
2013-02-26.23:02:35 [internal pool create txg:5] pool spa 28; zfs spa 28; zpl 5;uts  9.1-RELEASE 901000 amd64
2013-02-27.18:50:53 [internal property set txg:50] atime=0 dataset = 21
2013-02-27.18:50:58 zfs set atime=off tank
2013-02-27.18:51:04 [internal property set txg:53] checksum=7 dataset = 21
2013-02-27.18:51:09 zfs set checksum=fletcher4 tank
2013-02-27.18:51:13 [internal create txg:55] dataset = 39
2013-02-27.18:51:18 zfs create tank/backup






More details can be shown by adding -l. History records are shown in
a long format, including information like the name of the user who
issued the command and the hostname on which the change was made.


PROMPT.ROOT zpool history -l
History for 'tank':
2013-02-26.23:02:35 zpool create tank mirror /dev/ada0 /dev/ada1 [user 0 (root) on :global]
2013-02-27.18:50:58 zfs set atime=off tank [user 0 (root) on myzfsbox:global]
2013-02-27.18:51:09 zfs set checksum=fletcher4 tank [user 0 (root) on myzfsbox:global]
2013-02-27.18:51:18 zfs create tank/backup [user 0 (root) on myzfsbox:global]






The output shows that the root user created the mirrored pool with disks
/dev/ada0 and /dev/ada1. The hostname myzfsbox is also shown in
the commands after the pool’s creation. The hostname display becomes
important when the pool is exported from one system and imported on
another. The commands that are issued on the other system can clearly be
distinguished by the hostname that is recorded for each command.


Both options to zpool history can be combined to give the most
detailed information possible for any given pool. Pool history provides
valuable information when tracking down the actions that were performed
or when more detailed output is needed for debugging.





Performance Monitoring


A built-in monitoring system can display pool I/O statistics in real
time. It shows the amount of free and used space on the pool, how many
read and write operations are being performed per second, and how much
I/O bandwidth is currently being utilized. By default, all pools in the
system are monitored and displayed. A pool name can be provided to limit
monitoring to just that pool. A basic example:


PROMPT.ROOT zpool iostat
               capacity     operations    bandwidth
pool        alloc   free   read  write   read  write
----------  -----  -----  -----  -----  -----  -----
data         288G  1.53T      2     11  11.3K  57.1K






To continuously monitor I/O activity, a number can be specified as the
last parameter, indicating a interval in seconds to wait between
updates. The next statistic line is printed after each interval. Press
+Ctrl+ +C+ to stop this continuous monitoring. Alternatively, give a
second number on the command line after the interval to specify the
total number of statistics to display.


Even more detailed I/O statistics can be displayed with -v. Each
device in the pool is shown with a statistics line. This is useful in
seeing how many read and write operations are being performed on each
device, and can help determine if any individual device is slowing down
the pool. This example shows a mirrored pool with two devices:


PROMPT.ROOT zpool iostat -v
                            capacity     operations    bandwidth
pool                     alloc   free   read  write   read  write
-----------------------  -----  -----  -----  -----  -----  -----
data                      288G  1.53T      2     12  9.23K  61.5K
  mirror                  288G  1.53T      2     12  9.23K  61.5K
    ada1                     -      -      0      4  5.61K  61.7K
    ada2                     -      -      1      4  5.04K  61.7K
-----------------------  -----  -----  -----  -----  -----  -----









Splitting a Storage Pool


A pool consisting of one or more mirror vdevs can be split into two
pools. Unless otherwise specified, the last member of each mirror is
detached and used to create a new pool containing the same data. The
operation should first be attempted with -n. The details of the
proposed operation are displayed without it actually being performed.
This helps confirm that the operation will do what the user intends.







zfs Administration


The zfs utility is responsible for creating, destroying, and
managing all ZFS datasets that exist within a pool. The pool is managed
using `zpool <#zfs-zpool>`__.



Creating and Destroying Datasets


Unlike traditional disks and volume managers, space in ZFS is not
preallocated. With traditional file systems, after all of the space is
partitioned and assigned, there is no way to add an additional file
system without adding a new disk. With ZFS, new file systems can be
created at any time. Each *dataset* has
properties including features like compression, deduplication, caching,
and quotas, as well as other useful properties like readonly, case
sensitivity, network file sharing, and a mount point. Datasets can be
nested inside each other, and child datasets will inherit properties
from their parents. Each dataset can be administered,
delegated, replicated,
snapshotted, jailed, and
destroyed as a unit. There are many advantages to creating a separate
dataset for each different type or set of files. The only drawbacks to
having an extremely large number of datasets is that some commands like
zfs list will be slower, and the mounting of hundreds or even
thousands of datasets can slow the OS boot process.


Create a new dataset and enable LZ4
compression on it:


PROMPT.ROOT zfs list
NAME                  USED  AVAIL  REFER  MOUNTPOINT
mypool                781M  93.2G   144K  none
mypool/ROOT           777M  93.2G   144K  none
mypool/ROOT/default   777M  93.2G   777M  /
mypool/tmp            176K  93.2G   176K  /tmp
mypool/usr            616K  93.2G   144K  /usr
mypool/usr/home       184K  93.2G   184K  /usr/home
mypool/usr/ports      144K  93.2G   144K  /usr/ports
mypool/usr/src        144K  93.2G   144K  /usr/src
mypool/var           1.20M  93.2G   608K  /var
mypool/var/crash      148K  93.2G   148K  /var/crash
mypool/var/log        178K  93.2G   178K  /var/log
mypool/var/mail       144K  93.2G   144K  /var/mail
mypool/var/tmp        152K  93.2G   152K  /var/tmp
PROMPT.ROOT zfs create -o compress=lz4 mypool/usr/mydataset
PROMPT.ROOT zfs list
NAME                   USED  AVAIL  REFER  MOUNTPOINT
mypool                 781M  93.2G   144K  none
mypool/ROOT            777M  93.2G   144K  none
mypool/ROOT/default    777M  93.2G   777M  /
mypool/tmp             176K  93.2G   176K  /tmp
mypool/usr             704K  93.2G   144K  /usr
mypool/usr/home        184K  93.2G   184K  /usr/home
mypool/usr/mydataset  87.5K  93.2G  87.5K  /usr/mydataset
mypool/usr/ports       144K  93.2G   144K  /usr/ports
mypool/usr/src         144K  93.2G   144K  /usr/src
mypool/var            1.20M  93.2G   610K  /var
mypool/var/crash       148K  93.2G   148K  /var/crash
mypool/var/log         178K  93.2G   178K  /var/log
mypool/var/mail        144K  93.2G   144K  /var/mail
mypool/var/tmp         152K  93.2G   152K  /var/tmp






Destroying a dataset is much quicker than deleting all of the files that
reside on the dataset, as it does not involve scanning all of the files
and updating all of the corresponding metadata.


Destroy the previously-created dataset:


PROMPT.ROOT zfs list
NAME                   USED  AVAIL  REFER  MOUNTPOINT
mypool                 880M  93.1G   144K  none
mypool/ROOT            777M  93.1G   144K  none
mypool/ROOT/default    777M  93.1G   777M  /
mypool/tmp             176K  93.1G   176K  /tmp
mypool/usr             101M  93.1G   144K  /usr
mypool/usr/home        184K  93.1G   184K  /usr/home
mypool/usr/mydataset   100M  93.1G   100M  /usr/mydataset
mypool/usr/ports       144K  93.1G   144K  /usr/ports
mypool/usr/src         144K  93.1G   144K  /usr/src
mypool/var            1.20M  93.1G   610K  /var
mypool/var/crash       148K  93.1G   148K  /var/crash
mypool/var/log         178K  93.1G   178K  /var/log
mypool/var/mail        144K  93.1G   144K  /var/mail
mypool/var/tmp         152K  93.1G   152K  /var/tmp
PROMPT.ROOT zfs destroy mypool/usr/mydataset
PROMPT.ROOT zfs list
NAME                  USED  AVAIL  REFER  MOUNTPOINT
mypool                781M  93.2G   144K  none
mypool/ROOT           777M  93.2G   144K  none
mypool/ROOT/default   777M  93.2G   777M  /
mypool/tmp            176K  93.2G   176K  /tmp
mypool/usr            616K  93.2G   144K  /usr
mypool/usr/home       184K  93.2G   184K  /usr/home
mypool/usr/ports      144K  93.2G   144K  /usr/ports
mypool/usr/src        144K  93.2G   144K  /usr/src
mypool/var           1.21M  93.2G   612K  /var
mypool/var/crash      148K  93.2G   148K  /var/crash
mypool/var/log        178K  93.2G   178K  /var/log
mypool/var/mail       144K  93.2G   144K  /var/mail
mypool/var/tmp        152K  93.2G   152K  /var/tmp






In modern versions of ZFS, zfs destroy is asynchronous, and the free
space might take several minutes to appear in the pool. Use
``zpool get freeing



poolname`` to see the freeing property, indicating how many



datasets are having their blocks freed in the background. If there are
child datasets, like snapshots or other
datasets, then the parent cannot be destroyed. To destroy a dataset and
all of its children, use -r to recursively destroy the dataset and
all of its children. Use -n -vto list datasets and snapshots
that would be destroyed by this operation, but do not actually destroy
anything. Space that would be reclaimed by destruction of snapshots is
also shown.





Creating and Destroying Volumes


A volume is a special type of dataset. Rather than being mounted as a
file system, it is exposed as a block device under
/dev/zvol/poolname/dataset. This allows the volume to be used for
other file systems, to back the disks of a virtual machine, or to be
exported using protocols like iSCSI or HAST.


A volume can be formatted with any file system, or used without a file
system to store raw data. To the user, a volume appears to be a regular
disk. Putting ordinary file systems on these zvols provides features
that ordinary disks or file systems do not normally have. For example,
using the compression property on a 250 MB volume allows creation of a
compressed FAT file system.


PROMPT.ROOT zfs create -V 250m -o compression=on tank/fat32
PROMPT.ROOT zfs list tank
NAME USED AVAIL REFER MOUNTPOINT
tank 258M  670M   31K /tank
PROMPT.ROOT newfs_msdos -F32 /dev/zvol/tank/fat32
PROMPT.ROOT mount -t msdosfs /dev/zvol/tank/fat32 /mnt
PROMPT.ROOT df -h /mnt | grep fat32
Filesystem           Size Used Avail Capacity Mounted on
/dev/zvol/tank/fat32 249M  24k  249M     0%   /mnt
PROMPT.ROOT mount | grep fat32
/dev/zvol/tank/fat32 on /mnt (msdosfs, local)






Destroying a volume is much the same as destroying a regular file system
dataset. The operation is nearly instantaneous, but it may take several
minutes for the free space to be reclaimed in the background.





Renaming a Dataset


The name of a dataset can be changed with zfs rename. The parent of
a dataset can also be changed with this command. Renaming a dataset to
be under a different parent dataset will change the value of those
properties that are inherited from the parent dataset. When a dataset is
renamed, it is unmounted and then remounted in the new location (which
is inherited from the new parent dataset). This behavior can be
prevented with -u.


Rename a dataset and move it to be under a different parent dataset:


PROMPT.ROOT zfs list
NAME                   USED  AVAIL  REFER  MOUNTPOINT
mypool                 780M  93.2G   144K  none
mypool/ROOT            777M  93.2G   144K  none
mypool/ROOT/default    777M  93.2G   777M  /
mypool/tmp             176K  93.2G   176K  /tmp
mypool/usr             704K  93.2G   144K  /usr
mypool/usr/home        184K  93.2G   184K  /usr/home
mypool/usr/mydataset  87.5K  93.2G  87.5K  /usr/mydataset
mypool/usr/ports       144K  93.2G   144K  /usr/ports
mypool/usr/src         144K  93.2G   144K  /usr/src
mypool/var            1.21M  93.2G   614K  /var
mypool/var/crash       148K  93.2G   148K  /var/crash
mypool/var/log         178K  93.2G   178K  /var/log
mypool/var/mail        144K  93.2G   144K  /var/mail
mypool/var/tmp         152K  93.2G   152K  /var/tmp
PROMPT.ROOT zfs rename mypool/usr/mydataset mypool/var/newname
PROMPT.ROOT zfs list
NAME                  USED  AVAIL  REFER  MOUNTPOINT
mypool                780M  93.2G   144K  none
mypool/ROOT           777M  93.2G   144K  none
mypool/ROOT/default   777M  93.2G   777M  /
mypool/tmp            176K  93.2G   176K  /tmp
mypool/usr            616K  93.2G   144K  /usr
mypool/usr/home       184K  93.2G   184K  /usr/home
mypool/usr/ports      144K  93.2G   144K  /usr/ports
mypool/usr/src        144K  93.2G   144K  /usr/src
mypool/var           1.29M  93.2G   614K  /var
mypool/var/crash      148K  93.2G   148K  /var/crash
mypool/var/log        178K  93.2G   178K  /var/log
mypool/var/mail       144K  93.2G   144K  /var/mail
mypool/var/newname   87.5K  93.2G  87.5K  /var/newname
mypool/var/tmp        152K  93.2G   152K  /var/tmp






Snapshots can also be renamed like this. Due to the nature of snapshots,
they cannot be renamed into a different parent dataset. To rename a
recursive snapshot, specify -r, and all snapshots with the same name
in child datasets with also be renamed.


PROMPT.ROOT zfs list -t snapshot
NAME                                USED  AVAIL  REFER  MOUNTPOINT
mypool/var/newname@first_snapshot      0      -  87.5K  -
PROMPT.ROOT zfs rename mypool/var/newname@first_snapshot new_snapshot_name
PROMPT.ROOT zfs list -t snapshot
NAME                                   USED  AVAIL  REFER  MOUNTPOINT
mypool/var/newname@new_snapshot_name      0      -  87.5K  -









Setting Dataset Properties


Each ZFS dataset has a number of properties that control its behavior.
Most properties are automatically inherited from the parent dataset, but
can be overridden locally. Set a property on a dataset with ``zfs set



property=value
dataset``. Most properties have a limited set of valid values,



zfs get will display each possible property and valid values. Most
properties can be reverted to their inherited values using
zfs inherit.


User-defined properties can also be set. They become part of the dataset
configuration and can be used to provide additional information about
the dataset or its contents. To distinguish these custom properties from
the ones supplied as part of ZFS, a colon (:) is used to create a
custom namespace for the property.


PROMPT.ROOT zfs set custom:costcenter=1234 tank
PROMPT.ROOT zfs get custom:costcenter tank
NAME PROPERTY           VALUE SOURCE
tank custom:costcenter  1234  local






To remove a custom property, use zfs inherit with -r. If the
custom property is not defined in any of the parent datasets, it will be
removed completely (although the changes are still recorded in the
pool’s history).


PROMPT.ROOT zfs inherit -r custom:costcenter tank
PROMPT.ROOT zfs get custom:costcenter tank
NAME    PROPERTY           VALUE              SOURCE
tank    custom:costcenter  -                  -
PROMPT.ROOT zfs get all tank | grep custom:costcenter
PROMPT.ROOT









Managing Snapshots


Snapshots are one of the most powerful features
of ZFS. A snapshot provides a read-only, point-in-time copy of the
dataset. With Copy-On-Write (COW), snapshots can be created quickly by
preserving the older version of the data on disk. If no snapshots exist,
space is reclaimed for future use when data is rewritten or deleted.
Snapshots preserve disk space by recording only the differences between
the current dataset and a previous version. Snapshots are allowed only
on whole datasets, not on individual files or directories. When a
snapshot is created from a dataset, everything contained in it is
duplicated. This includes the file system properties, files,
directories, permissions, and so on. Snapshots use no additional space
when they are first created, only consuming space as the blocks they
reference are changed. Recursive snapshots taken with -r create a
snapshot with the same name on the dataset and all of its children,
providing a consistent moment-in-time snapshot of all of the file
systems. This can be important when an application has files on multiple
datasets that are related or dependent upon each other. Without
snapshots, a backup would have copies of the files from different points
in time.


Snapshots in ZFS provide a variety of features that even other file
systems with snapshot functionality lack. A typical example of snapshot
use is to have a quick way of backing up the current state of the file
system when a risky action like a software installation or a system
upgrade is performed. If the action fails, the snapshot can be rolled
back and the system has the same state as when the snapshot was created.
If the upgrade was successful, the snapshot can be deleted to free up
space. Without snapshots, a failed upgrade often requires a restore from
backup, which is tedious, time consuming, and may require downtime
during which the system cannot be used. Snapshots can be rolled back
quickly, even while the system is running in normal operation, with
little or no downtime. The time savings are enormous with multi-terabyte
storage systems and the time required to copy the data from backup.
Snapshots are not a replacement for a complete backup of a pool, but can
be used as a quick and easy way to store a copy of the dataset at a
specific point in time.



Creating Snapshots



		Snapshots are created with ``zfs snapshot


		dataset@snapshotname``. Adding -r creates a snapshot





recursively, with the same name on all child datasets.


Create a recursive snapshot of the entire pool:


PROMPT.ROOT zfs list -t all
NAME                                   USED  AVAIL  REFER  MOUNTPOINT
mypool                                 780M  93.2G   144K  none
mypool/ROOT                            777M  93.2G   144K  none
mypool/ROOT/default                    777M  93.2G   777M  /
mypool/tmp                             176K  93.2G   176K  /tmp
mypool/usr                             616K  93.2G   144K  /usr
mypool/usr/home                        184K  93.2G   184K  /usr/home
mypool/usr/ports                       144K  93.2G   144K  /usr/ports
mypool/usr/src                         144K  93.2G   144K  /usr/src
mypool/var                            1.29M  93.2G   616K  /var
mypool/var/crash                       148K  93.2G   148K  /var/crash
mypool/var/log                         178K  93.2G   178K  /var/log
mypool/var/mail                        144K  93.2G   144K  /var/mail
mypool/var/newname                    87.5K  93.2G  87.5K  /var/newname
mypool/var/newname@new_snapshot_name      0      -  87.5K  -
mypool/var/tmp                         152K  93.2G   152K  /var/tmp
PROMPT.ROOT zfs snapshot -r mypool@my_recursive_snapshot
PROMPT.ROOT zfs list -t snapshot
NAME                                        USED  AVAIL  REFER  MOUNTPOINT
mypool@my_recursive_snapshot                   0      -   144K  -
mypool/ROOT@my_recursive_snapshot              0      -   144K  -
mypool/ROOT/default@my_recursive_snapshot      0      -   777M  -
mypool/tmp@my_recursive_snapshot               0      -   176K  -
mypool/usr@my_recursive_snapshot               0      -   144K  -
mypool/usr/home@my_recursive_snapshot          0      -   184K  -
mypool/usr/ports@my_recursive_snapshot         0      -   144K  -
mypool/usr/src@my_recursive_snapshot           0      -   144K  -
mypool/var@my_recursive_snapshot               0      -   616K  -
mypool/var/crash@my_recursive_snapshot         0      -   148K  -
mypool/var/log@my_recursive_snapshot           0      -   178K  -
mypool/var/mail@my_recursive_snapshot          0      -   144K  -
mypool/var/newname@new_snapshot_name           0      -  87.5K  -
mypool/var/newname@my_recursive_snapshot       0      -  87.5K  -
mypool/var/tmp@my_recursive_snapshot           0      -   152K  -






Snapshots are not shown by a normal zfs list operation. To list
snapshots, -t snapshot is appended to zfs list. -t all
displays both file systems and snapshots.


Snapshots are not mounted directly, so path is shown in the
MOUNTPOINT column. There is no mention of available disk space in
the AVAIL column, as snapshots cannot be written to after they are
created. Compare the snapshot to the original dataset from which it was
created:


PROMPT.ROOT zfs list -rt all mypool/usr/home
NAME                                    USED  AVAIL  REFER  MOUNTPOINT
mypool/usr/home                         184K  93.2G   184K  /usr/home
mypool/usr/home@my_recursive_snapshot      0      -   184K  -






Displaying both the dataset and the snapshot together reveals how
snapshots work in COW fashion. They save only the
changes (delta) that were made and not the complete file system
contents all over again. This means that snapshots take little space
when few changes are made. Space usage can be made even more apparent by
copying a file to the dataset, then making a second snapshot:


PROMPT.ROOT cp /etc/passwd /var/tmp
PROMPT.ROOT zfs snapshot mypool/var/tmp@after_cp
PROMPT.ROOT zfs list -rt all mypool/var/tmp
NAME                                   USED  AVAIL  REFER  MOUNTPOINT
mypool/var/tmp                         206K  93.2G   118K  /var/tmp
mypool/var/tmp@my_recursive_snapshot    88K      -   152K  -
mypool/var/tmp@after_cp                   0      -   118K  -






The second snapshot contains only the changes to the dataset after the
copy operation. This yields enormous space savings. Notice that the size
of the snapshot mypool/var/tmp@my_recursive_snapshot also changed in
the USED column to indicate the changes between itself and the
snapshot taken afterwards.





Comparing Snapshots


ZFS provides a built-in command to compare the differences in content
between two snapshots. This is helpful when many snapshots were taken
over time and the user wants to see how the file system has changed over
time. For example, zfs diff lets a user find the latest snapshot
that still contains a file that was accidentally deleted. Doing this for
the two snapshots that were created in the previous section yields this
output:


PROMPT.ROOT zfs list -rt all mypool/var/tmp
NAME                                   USED  AVAIL  REFER  MOUNTPOINT
mypool/var/tmp                         206K  93.2G   118K  /var/tmp
mypool/var/tmp@my_recursive_snapshot    88K      -   152K  -
mypool/var/tmp@after_cp                   0      -   118K  -
PROMPT.ROOT zfs diff mypool/var/tmp@my_recursive_snapshot
M       /var/tmp/
+       /var/tmp/passwd






The command lists the changes between the specified snapshot (in this
case mypool/var/tmp@my_recursive_snapshot) and the live file system.
The first column shows the type of change:








		
		






		The path or file was added.



		
		






		The path or file was deleted.



		M
		The path or file was modified.



		R
		The path or file was renamed.







Comparing the output with the table, it becomes clear that passwd
was added after the snapshot mypool/var/tmp@my_recursive_snapshot
was created. This also resulted in a modification to the parent
directory mounted at /var/tmp.


Comparing two snapshots is helpful when using the ZFS replication
feature to transfer a dataset to a different host for backup purposes.


Compare two snapshots by providing the full dataset name and snapshot
name of both datasets:


PROMPT.ROOT cp /var/tmp/passwd /var/tmp/passwd.copy
PROMPT.ROOT zfs snapshot mypool/var/tmp@diff_snapshot
PROMPT.ROOT zfs diff mypool/var/tmp@my_recursive_snapshot mypool/var/tmp@diff_snapshot
M       /var/tmp/
+       /var/tmp/passwd
+       /var/tmp/passwd.copy
PROMPT.ROOT zfs diff mypool/var/tmp@my_recursive_snapshot mypool/var/tmp@after_cp
M       /var/tmp/
+       /var/tmp/passwd






A backup administrator can compare two snapshots received from the
sending host and determine the actual changes in the dataset. See the
Replication section for more information.





Snapshot Rollback


When at least one snapshot is available, it can be rolled back to at any
time. Most of the time this is the case when the current state of the
dataset is no longer required and an older version is preferred.
Scenarios such as local development tests have gone wrong, botched
system updates hampering the system’s overall functionality, or the
requirement to restore accidentally deleted files or directories are all
too common occurrences. Luckily, rolling back a snapshot is just as easy
as typing ``zfs rollback



snapshotname``. Depending on how many changes are involved, the



operation will finish in a certain amount of time. During that time, the
dataset always remains in a consistent state, much like a database that
conforms to ACID principles is performing a rollback. This is happening
while the dataset is live and accessible without requiring a downtime.
Once the snapshot has been rolled back, the dataset has the same state
as it had when the snapshot was originally taken. All other data in that
dataset that was not part of the snapshot is discarded. Taking a
snapshot of the current state of the dataset before rolling back to a
previous one is a good idea when some data is required later. This way,
the user can roll back and forth between snapshots without losing data
that is still valuable.


In the first example, a snapshot is rolled back because of a careless
rm operation that removes too much data than was intended.


PROMPT.ROOT zfs list -rt all mypool/var/tmp
NAME                                   USED  AVAIL  REFER  MOUNTPOINT
mypool/var/tmp                         262K  93.2G   120K  /var/tmp
mypool/var/tmp@my_recursive_snapshot    88K      -   152K  -
mypool/var/tmp@after_cp               53.5K      -   118K  -
mypool/var/tmp@diff_snapshot              0      -   120K  -
PROMPT.USER ls /var/tmp
passwd          passwd.copy
PROMPT.USER rm /var/tmp/passwd*
PROMPT.USER ls /var/tmp
vi.recover
PROMPT.USER






At this point, the user realized that too many files were deleted and
wants them back. ZFS provides an easy way to get them back using
rollbacks, but only when snapshots of important data are performed on a
regular basis. To get the files back and start over from the last
snapshot, issue the command:


PROMPT.ROOT zfs rollback mypool/var/tmp@diff_snapshot
PROMPT.USER ls /var/tmp
passwd          passwd.copy     vi.recover






The rollback operation restored the dataset to the state of the last
snapshot. It is also possible to roll back to a snapshot that was taken
much earlier and has other snapshots that were created after it. When
trying to do this, ZFS will issue this warning:


PROMPT.ROOT zfs list -rt snapshot mypool/var/tmp
AME                                   USED  AVAIL  REFER  MOUNTPOINT
mypool/var/tmp@my_recursive_snapshot    88K      -   152K  -
mypool/var/tmp@after_cp               53.5K      -   118K  -
mypool/var/tmp@diff_snapshot              0      -   120K  -
PROMPT.ROOT zfs rollback mypool/var/tmp@my_recursive_snapshot
cannot rollback to 'mypool/var/tmp@my_recursive_snapshot': more recent snapshots exist
use '-r' to force deletion of the following snapshots:
mypool/var/tmp@after_cp
mypool/var/tmp@diff_snapshot






This warning means that snapshots exist between the current state of the
dataset and the snapshot to which the user wants to roll back. To
complete the rollback, these snapshots must be deleted. ZFS cannot track
all the changes between different states of the dataset, because
snapshots are read-only. ZFS will not delete the affected snapshots
unless the user specifies -r to indicate that this is the desired
action. If that is the intention, and the consequences of losing all
intermediate snapshots is understood, the command can be issued:


PROMPT.ROOT zfs rollback -r mypool/var/tmp@my_recursive_snapshot
PROMPT.ROOT zfs list -rt snapshot mypool/var/tmp
NAME                                   USED  AVAIL  REFER  MOUNTPOINT
mypool/var/tmp@my_recursive_snapshot     8K      -   152K  -
PROMPT.USER ls /var/tmp
vi.recover






The output from zfs list -t snapshot confirms that the intermediate
snapshots were removed as a result of zfs rollback -r.





Restoring Individual Files from Snapshots


Snapshots are mounted in a hidden directory under the parent dataset:
.zfs/snapshots/snapshotname. By default, these directories will not
be displayed even when a standard ls -a is issued. Although the
directory is not displayed, it is there nevertheless and can be accessed
like any normal directory. The property named snapdir controls
whether these hidden directories show up in a directory listing. Setting
the property to visible allows them to appear in the output of
ls and other commands that deal with directory contents.


PROMPT.ROOT zfs get snapdir mypool/var/tmp
NAME            PROPERTY  VALUE    SOURCE
mypool/var/tmp  snapdir   hidden   default
PROMPT.USER ls -a /var/tmp
.               ..              passwd          vi.recover
PROMPT.ROOT zfs set snapdir=visible mypool/var/tmp
PROMPT.USER ls -a /var/tmp
.               ..              .zfs            passwd          vi.recover






Individual files can easily be restored to a previous state by copying
them from the snapshot back to the parent dataset. The directory
structure below .zfs/snapshot has a directory named exactly like the
snapshots taken earlier to make it easier to identify them. In the next
example, it is assumed that a file is to be restored from the hidden
.zfs directory by copying it from the snapshot that contained the
latest version of the file:


PROMPT.ROOT rm /var/tmp/passwd
PROMPT.USER ls -a /var/tmp
.               ..              .zfs            vi.recover
PROMPT.ROOT ls /var/tmp/.zfs/snapshot
after_cp                my_recursive_snapshot
PROMPT.ROOT ls /var/tmp/.zfs/snapshot/after_cp
passwd          vi.recover
PROMPT.ROOT cp /var/tmp/.zfs/snapshot/after_cp/passwd /var/tmp






When ls .zfs/snapshot was issued, the snapdir property might
have been set to hidden, but it would still be possible to list the
contents of that directory. It is up to the administrator to decide
whether these directories will be displayed. It is possible to display
these for certain datasets and prevent it for others. Copying files or
directories from this hidden .zfs/snapshot is simple enough. Trying
it the other way around results in this error:


PROMPT.ROOT cp /etc/rc.conf /var/tmp/.zfs/snapshot/after_cp/
cp: /var/tmp/.zfs/snapshot/after_cp/rc.conf: Read-only file system






The error reminds the user that snapshots are read-only and can not be
changed after creation. No files can be copied into or removed from
snapshot directories because that would change the state of the dataset
they represent.


Snapshots consume space based on how much the parent file system has
changed since the time of the snapshot. The written property of a
snapshot tracks how much space is being used by the snapshot.



		Snapshots are destroyed and the space reclaimed with ``zfs destroy


		dataset@snapshot``. Adding -r recursively removes all





snapshots with the same name under the parent dataset. Adding -n -v
to the command displays a list of the snapshots that would be deleted
and an estimate of how much space would be reclaimed without performing
the actual destroy operation.







Managing Clones


A clone is a copy of a snapshot that is treated more like a regular
dataset. Unlike a snapshot, a clone is not read only, is mounted, and
can have its own properties. Once a clone has been created using
zfs clone, the snapshot it was created from cannot be destroyed. The
child/parent relationship between the clone and the snapshot can be
reversed using zfs promote. After a clone has been promoted, the
snapshot becomes a child of the clone, rather than of the original
parent dataset. This will change how the space is accounted, but not
actually change the amount of space consumed. The clone can be mounted
at any point within the ZFS file system hierarchy, not just below the
original location of the snapshot.


To demonstrate the clone feature, this example dataset is used:


PROMPT.ROOT zfs list -rt all camino/home/joe
NAME                    USED  AVAIL  REFER  MOUNTPOINT
camino/home/joe         108K   1.3G    87K  /usr/home/joe
camino/home/joe@plans    21K      -  85.5K  -
camino/home/joe@backup    0K      -    87K  -






A typical use for clones is to experiment with a specific dataset while
keeping the snapshot around to fall back to in case something goes
wrong. Since snapshots can not be changed, a read/write clone of a
snapshot is created. After the desired result is achieved in the clone,
the clone can be promoted to a dataset and the old file system removed.
This is not strictly necessary, as the clone and dataset can coexist
without problems.


PROMPT.ROOT zfs clone camino/home/joe@backup camino/home/joenew
PROMPT.ROOT ls /usr/home/joe*
/usr/home/joe:
backup.txz     plans.txt

/usr/home/joenew:
backup.txz     plans.txt
PROMPT.ROOT df -h /usr/home
Filesystem          Size    Used   Avail Capacity  Mounted on
usr/home/joe        1.3G     31k    1.3G     0%    /usr/home/joe
usr/home/joenew     1.3G     31k    1.3G     0%    /usr/home/joenew






After a clone is created it is an exact copy of the state the dataset
was in when the snapshot was taken. The clone can now be changed
independently from its originating dataset. The only connection between
the two is the snapshot. ZFS records this connection in the property
origin. Once the dependency between the snapshot and the clone has
been removed by promoting the clone using zfs promote, the
origin of the clone is removed as it is now an independent dataset.
This example demonstrates it:


PROMPT.ROOT zfs get origin camino/home/joenew
NAME                  PROPERTY  VALUE                     SOURCE
camino/home/joenew    origin    camino/home/joe@backup    -
PROMPT.ROOT zfs promote camino/home/joenew
PROMPT.ROOT zfs get origin camino/home/joenew
NAME                  PROPERTY  VALUE   SOURCE
camino/home/joenew    origin    -       -






After making some changes like copying loader.conf to the promoted
clone, for example, the old directory becomes obsolete in this case.
Instead, the promoted clone can replace it. This can be achieved by two
consecutive commands: ``zfs



destroy`` on the old dataset and zfs
rename on the clone to name it like the old dataset (it could



also get an entirely different name).


PROMPT.ROOT cp /boot/defaults/loader.conf /usr/home/joenew
PROMPT.ROOT zfs destroy -f camino/home/joe
PROMPT.ROOT zfs rename camino/home/joenew camino/home/joe
PROMPT.ROOT ls /usr/home/joe
backup.txz     loader.conf     plans.txt
PROMPT.ROOT df -h /usr/home
Filesystem          Size    Used   Avail Capacity  Mounted on
usr/home/joe        1.3G    128k    1.3G     0%    /usr/home/joe






The cloned snapshot is now handled like an ordinary dataset. It contains
all the data from the original snapshot plus the files that were added
to it like loader.conf. Clones can be used in different scenarios to
provide useful features to ZFS users. For example, jails could be
provided as snapshots containing different sets of installed
applications. Users can clone these snapshots and add their own
applications as they see fit. Once they are satisfied with the changes,
the clones can be promoted to full datasets and provided to end users to
work with like they would with a real dataset. This saves time and
administrative overhead when providing these jails.





Replication


Keeping data on a single pool in one location exposes it to risks like
theft and natural or human disasters. Making regular backups of the
entire pool is vital. ZFS provides a built-in serialization feature that
can send a stream representation of the data to standard output. Using
this technique, it is possible to not only store the data on another
pool connected to the local system, but also to send it over a network
to another system. Snapshots are the basis for this replication (see the
section on ZFS snapshots). The commands used for
replicating data are zfs send and zfs receive.


These examples demonstrate ZFS replication with these two pools:


PROMPT.ROOT zpool list
NAME    SIZE  ALLOC   FREE    CAP  DEDUP  HEALTH  ALTROOT
backup  960M    77K   896M     0%  1.00x  ONLINE  -
mypool  984M  43.7M   940M     4%  1.00x  ONLINE  -






The pool named mypool is the primary pool where data is written to and
read from on a regular basis. A second pool, backup is used as a standby
in case the primary pool becomes unavailable. Note that this fail-over
is not done automatically by ZFS, but must be manually done by a system
administrator when needed. A snapshot is used to provide a consistent
version of the file system to be replicated. Once a snapshot of mypool
has been created, it can be copied to the backup pool. Only snapshots
can be replicated. Changes made since the most recent snapshot will not
be included.


PROMPT.ROOT zfs snapshot mypool@backup1
PROMPT.ROOT zfs list -t snapshot
NAME                    USED  AVAIL  REFER  MOUNTPOINT
mypool@backup1             0      -  43.6M  -






Now that a snapshot exists, zfs send can be used to create a stream
representing the contents of the snapshot. This stream can be stored as
a file or received by another pool. The stream is written to standard
output, but must be redirected to a file or pipe or an error is
produced:


PROMPT.ROOT zfs send mypool@backup1
Error: Stream can not be written to a terminal.
You must redirect standard output.






To back up a dataset with zfs send, redirect to a file located on
the mounted backup pool. Ensure that the pool has enough free space to
accommodate the size of the snapshot being sent, which means all of the
data contained in the snapshot, not just the changes from the previous
snapshot.


PROMPT.ROOT zfs send mypool@backup1 > /backup/backup1
PROMPT.ROOT zpool list
NAME    SIZE  ALLOC   FREE    CAP  DEDUP  HEALTH  ALTROOT
backup  960M  63.7M   896M     6%  1.00x  ONLINE  -
mypool  984M  43.7M   940M     4%  1.00x  ONLINE  -






The zfs send transferred all the data in the snapshot called backup1
to the pool named backup. Creating and sending these snapshots can be
done automatically with a MAN.CRON.8 job.


Instead of storing the backups as archive files, ZFS can receive them as
a live file system, allowing the backed up data to be accessed directly.
To get to the actual data contained in those streams, zfs receive is
used to transform the streams back into files and directories. The
example below combines zfs send and zfs receive using a pipe to
copy the data from one pool to another. The data can be used directly on
the receiving pool after the transfer is complete. A dataset can only be
replicated to an empty dataset.


PROMPT.ROOT zfs snapshot mypool@replica1
PROMPT.ROOT zfs send -v mypool@replica1 | zfs receive backup/mypool
send from @ to mypool@replica1 estimated size is 50.1M
total estimated size is 50.1M
TIME        SENT   SNAPSHOT

PROMPT.ROOT zpool list
NAME    SIZE  ALLOC   FREE    CAP  DEDUP  HEALTH  ALTROOT
backup  960M  63.7M   896M     6%  1.00x  ONLINE  -
mypool  984M  43.7M   940M     4%  1.00x  ONLINE  -







Incremental Backups


zfs send can also determine the difference between two snapshots and
send only the differences between the two. This saves disk space and
transfer time. For example:


PROMPT.ROOT zfs snapshot mypool@replica2
PROMPT.ROOT zfs list -t snapshot
NAME                    USED  AVAIL  REFER  MOUNTPOINT
mypool@replica1         5.72M      -  43.6M  -
mypool@replica2             0      -  44.1M  -
PROMPT.ROOT zpool list
NAME    SIZE  ALLOC   FREE    CAP  DEDUP  HEALTH  ALTROOT
backup  960M  61.7M   898M     6%  1.00x  ONLINE  -
mypool  960M  50.2M   910M     5%  1.00x  ONLINE  -






A second snapshot called replica2 was created. This second snapshot
contains only the changes that were made to the file system between now
and the previous snapshot, replica1. Using zfs send -i and
indicating the pair of snapshots generates an incremental replica stream
containing only the data that has changed. This can only succeed if the
initial snapshot already exists on the receiving side.


PROMPT.ROOT zfs send -v -i mypool@replica1 mypool@replica2 | zfs receive /backup/mypool
send from @replica1 to mypool@replica2 estimated size is 5.02M
total estimated size is 5.02M
TIME        SENT   SNAPSHOT

PROMPT.ROOT zpool list
NAME    SIZE  ALLOC   FREE    CAP  DEDUP  HEALTH  ALTROOT
backup  960M  80.8M   879M     8%  1.00x  ONLINE  -
mypool  960M  50.2M   910M     5%  1.00x  ONLINE  -

PROMPT.ROOT zfs list
NAME                         USED  AVAIL  REFER  MOUNTPOINT
backup                      55.4M   240G   152K  /backup
backup/mypool               55.3M   240G  55.2M  /backup/mypool
mypool                      55.6M  11.6G  55.0M  /mypool

PROMPT.ROOT zfs list -t snapshot
NAME                                         USED  AVAIL  REFER  MOUNTPOINT
backup/mypool@replica1                       104K      -  50.2M  -
backup/mypool@replica2                          0      -  55.2M  -
mypool@replica1                             29.9K      -  50.0M  -
mypool@replica2                                 0      -  55.0M  -






The incremental stream was successfully transferred. Only the data that
had changed was replicated, rather than the entirety of replica1. Only
the differences were sent, which took much less time to transfer and
saved disk space by not copying the complete pool each time. This is
useful when having to rely on slow networks or when costs per
transferred byte must be considered.


A new file system, backup/mypool, is available with all of the files and
data from the pool mypool. If -P is specified, the properties of the
dataset will be copied, including compression settings, quotas, and
mount points. When -R is specified, all child datasets of the
indicated dataset will be copied, along with all of their properties.
Sending and receiving can be automated so that regular backups are
created on the second pool.





Sending Encrypted Backups over SSH


Sending streams over the network is a good way to keep a remote backup,
but it does come with a drawback. Data sent over the network link is not
encrypted, allowing anyone to intercept and transform the streams back
into data without the knowledge of the sending user. This is
undesirable, especially when sending the streams over the internet to a
remote host. SSH can be used to securely encrypt data send over a
network connection. Since ZFS only requires the stream to be redirected
from standard output, it is relatively easy to pipe it through SSH. To
keep the contents of the file system encrypted in transit and on the
remote system, consider using PEFS [http://wiki.freebsd.org/PEFS].


A few settings and security precautions must be completed first. Only
the necessary steps required for the zfs send operation are shown
here. For more information on SSH, see ?.


This configuration is required:



		Passwordless SSH access between sending and receiving host using SSH
keys





		Normally, the privileges of the root user are needed to send and
receive streams. This requires logging in to the receiving system as
root. However, logging in as root is disabled by default for security
reasons. The ZFS Delegation system can be used
to allow a non-root user on each system to perform the respective
send and receive operations.





		On the sending system:


PROMPT.ROOT zfs allow -u someuser send,snapshot mypool









		To mount the pool, the unprivileged user must own the directory, and
regular users must be allowed to mount file systems. On the receiving
system:


PROMPT.ROOT sysctl vfs.usermount=1
vfs.usermount: 0 -> 1
PROMPT.ROOT echo vfs.usermount=1 >> /etc/sysctl.conf
PROMPT.ROOT zfs create recvpool/backup
PROMPT.ROOT zfs allow -u someuser create,mount,receive recvpool/backup
PROMPT.ROOT chown someuser /recvpool/backup












The unprivileged user now has the ability to receive and mount datasets,
and the home dataset can be replicated to the remote system:


PROMPT.USER zfs snapshot -r mypool/home@monday
PROMPT.USER zfs send -R mypool/home@monday | ssh someuser@backuphost zfs recv -dvu recvpool/backup






A recursive snapshot called monday is made of the file system dataset
home that resides on the pool mypool. Then it is sent with
zfs send -R to include the dataset, all child datasets, snaphots,
clones, and settings in the stream. The output is piped to the waiting
zfs receive on the remote host backuphost through SSH. Using a fully
qualified domain name or IP address is recommended. The receiving
machine writes the data to the backup dataset on the recvpool pool.
Adding -d to zfs recv overwrites the name of the pool on the
receiving side with the name of the snapshot. -u causes the file
systems to not be mounted on the receiving side. When -v is
included, more detail about the transfer is shown, including elapsed
time and the amount of data transferred.







Dataset, User, and Group Quotas


Dataset quotas are used to restrict the amount of
space that can be consumed by a particular dataset. Reference
Quotas work in very much the same way, but only
count the space used by the dataset itself, excluding snapshots and
child datasets. Similarly, user and
group quotas can be used to prevent users or
groups from using all of the space in the pool or dataset.


To enforce a dataset quota of 10 GB for storage/home/bob:


PROMPT.ROOT zfs set quota=10G storage/home/bob






To enforce a reference quota of 10 GB for storage/home/bob:


PROMPT.ROOT zfs set refquota=10G storage/home/bob






To remove a quota of 10 GB for storage/home/bob:


PROMPT.ROOT zfs set quota=none storage/home/bob






The general format is userquota@user=size, and the user’s name must
be in one of these formats:



		POSIX compatible name such as joe.


		POSIX numeric ID such as 789.


		SID name such as joe.bloggs@example.com.


		SID numeric ID such as S-1-123-456-789.





For example, to enforce a user quota of 50 GB for the user named joe:


PROMPT.ROOT zfs set userquota@joe=50G






To remove any quota:


PROMPT.ROOT zfs set userquota@joe=none

**Note**

User quota properties are not displayed by ``zfs get all``. Non-root
users can only see their own quotas unless they have been granted
the ``userquota`` privilege. Users with this privilege are able to
view and set everyone's quota.






The general format for setting a group quota is:
groupquota@group=size.


To set the quota for the group firstgroup to 50 GB, use:


PROMPT.ROOT zfs set groupquota@firstgroup=50G






To remove the quota for the group firstgroup, or to make sure that one
is not set, instead use:


PROMPT.ROOT zfs set groupquota@firstgroup=none






As with the user quota property, non-root users can only see the quotas
associated with the groups to which they belong. However, root or a user
with the groupquota privilege can view and set all quotas for all
groups.


To display the amount of space used by each user on a file system or
snapshot along with any quotas, use zfs userspace. For group
information, use zfs groupspace. For more information about
supported options or how to display only specific options, refer to
MAN.ZFS.1.


Users with sufficient privileges, and root, can list the quota for
storage/home/bob using:


PROMPT.ROOT zfs get quota storage/home/bob









Reservations


Reservations guarantee a minimum amount of
space will always be available on a dataset. The reserved space will not
be available to any other dataset. This feature can be especially useful
to ensure that free space is available for an important dataset or log
files.


The general format of the reservation property is
reservation=size, so to set a reservation of 10 GB on
storage/home/bob, use:


PROMPT.ROOT zfs set reservation=10G storage/home/bob






To clear any reservation:


PROMPT.ROOT zfs set reservation=none storage/home/bob






The same principle can be applied to the refreservation property for
setting a Reference Reservation, with the
general format refreservation=size.


This command shows any reservations or refreservations that exist on
storage/home/bob:


PROMPT.ROOT zfs get reservation storage/home/bob
PROMPT.ROOT zfs get refreservation storage/home/bob









Compression


ZFS provides transparent compression. Compressing data at the block
level as it is written not only saves space, but can also increase disk
throughput. If data is compressed by 25%, but the compressed data is
written to the disk at the same rate as the uncompressed version,
resulting in an effective write speed of 125%. Compression can also be a
great alternative to Deduplication because
it does not require additional memory.


ZFS offers several different compression algorithms, each with different
trade-offs. With the introduction of LZ4 compression in ZFS v5000, it is
possible to enable compression for the entire pool without the large
performance trade-off of other algorithms. The biggest advantage to LZ4
is the early abort feature. If LZ4 does not achieve at least 12.5%
compression in the first part of the data, the block is written
uncompressed to avoid wasting CPU cycles trying to compress data that is
either already compressed or uncompressible. For details about the
different compression algorithms available in ZFS, see the
Compression entry in the terminology
section.


The administrator can monitor the effectiveness of compression using a
number of dataset properties.


PROMPT.ROOT zfs get used,compressratio,compression,logicalused mypool/compressed_dataset
NAME        PROPERTY          VALUE     SOURCE
mypool/compressed_dataset  used              449G      -
mypool/compressed_dataset  compressratio     1.11x     -
mypool/compressed_dataset  compression       lz4       local
mypool/compressed_dataset  logicalused       496G      -






The dataset is currently using 449 GB of space (the used property).
Without compression, it would have taken 496 GB of space (the
logicallyused property). This results in the 1.11:1 compression
ratio.


Compression can have an unexpected side effect when combined with User
Quotas. User quotas restrict how much space a
user can consume on a dataset, but the measurements are based on how
much space is used after compression. So if a user has a quota of
10 GB, and writes 10 GB of compressible data, they will still be able to
store additional data. If they later update a file, say a database, with
more or less compressible data, the amount of space available to them
will change. This can result in the odd situation where a user did not
increase the actual amount of data (the logicalused property), but
the change in compression caused them to reach their quota limit.


Compression can have a similar unexpected interaction with backups.
Quotas are often used to limit how much data can be stored to ensure
there is sufficient backup space available. However since quotas do not
consider compression, more data may be written than would fit with
uncompressed backups.





Deduplication


When enabled, deduplication uses the
checksum of each block to detect duplicate blocks. When a new block is a
duplicate of an existing block, ZFS writes an additional reference to
the existing data instead of the whole duplicate block. Tremendous space
savings are possible if the data contains many duplicated files or
repeated information. Be warned: deduplication requires an extremely
large amount of memory, and most of the space savings can be had without
the extra cost by enabling compression instead.


To activate deduplication, set the dedup property on the target
pool:


PROMPT.ROOT zfs set dedup=on pool






Only new data being written to the pool will be deduplicated. Data that
has already been written to the pool will not be deduplicated merely by
activating this option. A pool with a freshly activated deduplication
property will look like this example:


PROMPT.ROOT zpool list
NAME  SIZE ALLOC  FREE CAP DEDUP HEALTH ALTROOT
pool 2.84G 2.19M 2.83G  0% 1.00x ONLINE -






The DEDUP column shows the actual rate of deduplication for the
pool. A value of 1.00x shows that data has not been deduplicated
yet. In the next example, the ports tree is copied three times into
different directories on the deduplicated pool created above.


PROMPT.ROOT zpool list
for d in dir1 dir2 dir3; do
for> mkdir $d && cp -R /usr/ports $d &
for> done






Redundant data is detected and deduplicated:


PROMPT.ROOT zpool list
NAME SIZE  ALLOC FREE CAP DEDUP HEALTH ALTROOT
pool 2.84G 20.9M 2.82G 0% 3.00x ONLINE -






The DEDUP column shows a factor of 3.00x. Multiple copies of the
ports tree data was detected and deduplicated, using only a third of the
space. The potential for space savings can be enormous, but comes at the
cost of having enough memory to keep track of the deduplicated blocks.


Deduplication is not always beneficial, especially when the data on a
pool is not redundant. ZFS can show potential space savings by
simulating deduplication on an existing pool:


PROMPT.ROOT zdb -S pool
Simulated DDT histogram:

bucket              allocated                       referenced
______   ______________________________   ______________________________
refcnt   blocks   LSIZE   PSIZE   DSIZE   blocks   LSIZE   PSIZE   DSIZE
------   ------   -----   -----   -----   ------   -----   -----   -----
     1    2.58M    289G    264G    264G    2.58M    289G    264G    264G
     2     206K   12.6G   10.4G   10.4G     430K   26.4G   21.6G   21.6G
     4    37.6K    692M    276M    276M     170K   3.04G   1.26G   1.26G
     8    2.18K   45.2M   19.4M   19.4M    20.0K    425M    176M    176M
    16      174   2.83M   1.20M   1.20M    3.33K   48.4M   20.4M   20.4M
    32       40   2.17M    222K    222K    1.70K   97.2M   9.91M   9.91M
    64        9     56K   10.5K   10.5K      865   4.96M    948K    948K
   128        2   9.50K      2K      2K      419   2.11M    438K    438K
   256        5   61.5K     12K     12K    1.90K   23.0M   4.47M   4.47M
    1K        2      1K      1K      1K    2.98K   1.49M   1.49M   1.49M
 Total    2.82M    303G    275G    275G    3.20M    319G    287G    287G

dedup = 1.05, compress = 1.11, copies = 1.00, dedup * compress / copies = 1.16






After zdb -S finishes analyzing the pool, it shows the space
reduction ratio that would be achieved by activating deduplication. In
this case, 1.16 is a very poor space saving ratio that is mostly
provided by compression. Activating deduplication on this pool would not
save any significant amount of space, and is not worth the amount of
memory required to enable deduplication. Using the formula ratio =
dedup * compress / copies, system administrators can plan the storage
allocation, deciding whether the workload will contain enough duplicate
blocks to justify the memory requirements. If the data is reasonably
compressible, the space savings may be very good. Enabling compression
first is recommended, and compression can also provide greatly increased
performance. Only enable deduplication in cases where the additional
savings will be considerable and there is sufficient memory for the
DDT.





ZFS and Jails


zfs jail and the corresponding jailed property are used to
delegate a ZFS dataset to a Jail. zfs jail jailid
attaches a dataset to the specified jail, and zfs unjail detaches
it. For the dataset to be controlled from within a jail, the jailed
property must be set. Once a dataset is jailed, it can no longer be
mounted on the host because it may have mount points that would
compromise the security of the host.







Delegated Administration


A comprehensive permission delegation system allows unprivileged users
to perform ZFS administration functions. For example, if each user’s
home directory is a dataset, users can be given permission to create and
destroy snapshots of their home directories. A backup user can be given
permission to use replication features. A usage statistics script can be
allowed to run with access only to the space utilization data for all
users. It is even possible to delegate the ability to delegate
permissions. Permission delegation is possible for each subcommand and
most properties.



Delegating Dataset Creation



		``zfs allow


		someuser create
mydataset`` gives the specified user permission to create child





datasets under the selected parent dataset. There is a caveat: creating
a new dataset involves mounting it. That requires setting the OS
vfs.usermount MAN.SYSCTL.8 to 1 to allow non-root users to mount
a file system. There is another restriction aimed at preventing abuse:
non-root users must own the mountpoint where the file system is to be
mounted.





Delegating Permission Delegation



		``zfs allow


		someuser allow
mydataset`` gives the specified user the ability to assign any





permission they have on the target dataset, or its children, to other
users. If a user has the snapshot permission and the allow
permission, that user can then grant the snapshot permission to
other users.







Advanced Topics



Tuning


There are a number of tunables that can be adjusted to make ZFS perform
best for different workloads.



		``vfs.zfs.arc_max`` - Maximum size of the ARC.
The default is all RAM less 1 GB, or one half of RAM, whichever is
more. However, a lower value should be used if the system will be
running any other daemons or processes that may require memory. This
value can only be adjusted at boot time, and is set in
/boot/loader.conf.





		``vfs.zfs.arc_meta_limit`` - Limit the portion of the
ARC that can be used to store metadata. The
default is one fourth of vfs.zfs.arc_max. Increasing this value
will improve performance if the workload involves operations on a
large number of files and directories, or frequent metadata
operations, at the cost of less file data fitting in the
ARC. This value can only be adjusted at boot
time, and is set in /boot/loader.conf.





		``vfs.zfs.arc_min`` - Minimum size of the ARC.
The default is one half of vfs.zfs.arc_meta_limit. Adjust this
value to prevent other applications from pressuring out the entire
ARC. This value can only be adjusted at boot
time, and is set in /boot/loader.conf.





		``vfs.zfs.vdev.cache.size`` - A preallocated amount of memory
reserved as a cache for each device in the pool. The total amount of
memory used will be this value multiplied by the number of devices.
This value can only be adjusted at boot time, and is set in
/boot/loader.conf.





		``vfs.zfs.min_auto_ashift`` - Minimum ashift (sector size) that
will be used automatically at pool creation time. The value is a
power of two. The default value of 9 represents 2^9 = 512, a
sector size of 512 bytes. To avoid write amplification and get the
best performance, set this value to the largest sector size used by a
device in the pool.


Many drives have 4 KB sectors. Using the default ashift of 9
with these drives results in write amplification on these devices.
Data that could be contained in a single 4 KB write must instead be
written in eight 512-byte writes. ZFS tries to read the native sector
size from all devices when creating a pool, but many drives with 4 KB
sectors report that their sectors are 512 bytes for compatibility.
Setting vfs.zfs.min_auto_ashift to 12 (2^12 = 4096)
before creating a pool forces ZFS to use 4 KB blocks for best
performance on these drives.


Forcing 4 KB blocks is also useful on pools where disk upgrades are
planned. Future disks are likely to use 4 KB sectors, and ashift
values cannot be changed after a pool is created.


In some specific cases, the smaller 512-byte block size might be
preferable. When used with 512-byte disks for databases, or as
storage for virtual machines, less data is transferred during small
random reads. This can provide better performance, especially when
using a smaller ZFS record size.





		``vfs.zfs.prefetch_disable`` - Disable prefetch. A value of 0
is enabled and 1 is disabled. The default is 0, unless the
system has less than 4 GB of RAM. Prefetch works by reading larger
blocks than were requested into the ARC in hopes
that the data will be needed soon. If the workload has a large number
of random reads, disabling prefetch may actually improve performance
by reducing unnecessary reads. This value can be adjusted at any time
with MAN.SYSCTL.8.





		``vfs.zfs.vdev.trim_on_init`` - Control whether new devices added
to the pool have the TRIM command run on them. This ensures the
best performance and longevity for SSDs, but takes extra time. If the
device has already been secure erased, disabling this setting will
make the addition of the new device faster. This value can be
adjusted at any time with MAN.SYSCTL.8.





		``vfs.zfs.vdev.max_pending`` - Limit the number of pending I/O
requests per device. A higher value will keep the device command
queue full and may give higher throughput. A lower value will reduce
latency. This value can be adjusted at any time with MAN.SYSCTL.8.





		``vfs.zfs.top_maxinflight`` - Maxmimum number of outstanding I/Os
per top-level vdev. Limits the depth of the
command queue to prevent high latency. The limit is per top-level
vdev, meaning the limit applies to each
mirror,
RAID-Z, or other vdev independently. This
value can be adjusted at any time with MAN.SYSCTL.8.





		``vfs.zfs.l2arc_write_max`` - Limit the amount of data written to
the L2ARC per second. This tunable is designed
to extend the longevity of SSDs by limiting the amount of data
written to the device. This value can be adjusted at any time with
MAN.SYSCTL.8.





		``vfs.zfs.l2arc_write_boost`` - The value of this tunable is added
to
`vfs.zfs.l2arc_write_max <#zfs-advanced-tuning-l2arc_write_max>`__
and increases the write speed to the SSD until the first block is
evicted from the L2ARC. This “Turbo Warmup
Phase” is designed to reduce the performance loss from an empty
L2ARC after a reboot. This value can be
adjusted at any time with MAN.SYSCTL.8.





		``vfs.zfs.scrub_delay`` - Number of ticks to delay between each I/O
during a `scrub <#zfs-term-scrub>`__. To ensure that a scrub
does not interfere with the normal operation of the pool, if any
other I/O is happening the scrub will delay between each command.
This value controls the limit on the total IOPS (I/Os Per Second)
generated by the scrub. The granularity of the setting is
determined by the value of kern.hz which defaults to 1000 ticks
per second. This setting may be changed, resulting in a different
effective IOPS limit. The default value is 4, resulting in a
limit of: 1000 ticks/sec / 4 = 250 IOPS. Using a value of 20 would
give a limit of: 1000 ticks/sec / 20 = 50 IOPS. The speed of
scrub is only limited when there has been recent activity on the
pool, as determined by
`vfs.zfs.scan_idle <#zfs-advanced-tuning-scan_idle>`__. This
value can be adjusted at any time with MAN.SYSCTL.8.





		``vfs.zfs.resilver_delay`` - Number of milliseconds of delay
inserted between each I/O during a resilver.
To ensure that a resilver does not interfere with the normal
operation of the pool, if any other I/O is happening the resilver
will delay between each command. This value controls the limit of
total IOPS (I/Os Per Second) generated by the resilver. The
granularity of the setting is determined by the value of kern.hz
which defaults to 1000 ticks per second. This setting may be changed,
resulting in a different effective IOPS limit. The default value is
2, resulting in a limit of: 1000 ticks/sec / 2 = 500 IOPS. Returning
the pool to an Online state may be more
important if another device failing could
Fault the pool, causing data loss. A value of
0 will give the resilver operation the same priority as other
operations, speeding the healing process. The speed of resilver is
only limited when there has been other recent activity on the pool,
as determined by
`vfs.zfs.scan_idle <#zfs-advanced-tuning-scan_idle>`__. This
value can be adjusted at any time with MAN.SYSCTL.8.





		``vfs.zfs.scan_idle`` - Number of milliseconds since the last
operation before the pool is considered idle. When the pool is idle
the rate limiting for `scrub <#zfs-term-scrub>`__ and
resilver are disabled. This value can be
adjusted at any time with MAN.SYSCTL.8.





		``vfs.zfs.txg.timeout`` - Maximum number of seconds between
transaction groups. The current transaction
group will be written to the pool and a fresh transaction group
started if this amount of time has elapsed since the previous
transaction group. A transaction group my be triggered earlier if
enough data is written. The default value is 5 seconds. A larger
value may improve read performance by delaying asynchronous writes,
but this may cause uneven performance when the transaction group is
written. This value can be adjusted at any time with MAN.SYSCTL.8.











ZFS on i386


Some of the features provided by ZFS are memory intensive, and may
require tuning for maximum efficiency on systems with limited RAM.



Memory


As a bare minimum, the total system memory should be at least one
gigabyte. The amount of recommended RAM depends upon the size of the
pool and which ZFS features are used. A general rule of thumb is 1 GB of
RAM for every 1 TB of storage. If the deduplication feature is used, a
general rule of thumb is 5 GB of RAM per TB of storage to be
deduplicated. While some users successfully use ZFS with less RAM,
systems under heavy load may panic due to memory exhaustion. Further
tuning may be required for systems with less than the recommended RAM
requirements.





Kernel Configuration


Due to the address space limitations of the I386 platform, ZFS users on
the I386 architecture must add this option to a custom kernel
configuration file, rebuild the kernel, and reboot:


options        KVA_PAGES=512






This expands the kernel address space, allowing the vm.kvm_size
tunable to be pushed beyond the currently imposed limit of 1 GB, or the
limit of 2 GB for PAE. To find the most suitable value for this option,
divide the desired address space in megabytes by four. In this example,
it is 512 for 2 GB.





Loader Tunables


The kmem address space can be increased on all OS architectures. On
a test system with 1 GB of physical memory, success was achieved with
these options added to /boot/loader.conf, and the system restarted:


vm.kmem_size="330M"
vm.kmem_size_max="330M"
vfs.zfs.arc_max="40M"
vfs.zfs.vdev.cache.size="5M"






For a more detailed list of recommendations for ZFS-related tuning, see
http://wiki.freebsd.org/ZFSTuningGuide.









Additional Resources



		FreeBSD Wiki - ZFS [https://wiki.freebsd.org/ZFS]


		FreeBSD Wiki - ZFS
Tuning [https://wiki.freebsd.org/ZFSTuningGuide]


		Illumos Wiki - ZFS [http://wiki.illumos.org/display/illumos/ZFS]


		Oracle Solaris ZFS Administration
Guide [http://docs.oracle.com/cd/E19253-01/819-5461/index.html]


		ZFS Evil Tuning
Guide [http://www.solarisinternals.com/wiki/index.php/ZFS_Evil_Tuning_Guide]


		ZFS Best Practices
Guide [http://www.solarisinternals.com/wiki/index.php/ZFS_Best_Practices_Guide]


		Calomel Blog - ZFS Raidz Performance, Capacity and
Integrity [https://calomel.org/zfs_raid_speed_capacity.html]








ZFS Features and Terminology


ZFS is a fundamentally different file system because it is more than
just a file system. ZFS combines the roles of file system and volume
manager, enabling additional storage devices to be added to a live
system and having the new space available on all of the existing file
systems in that pool immediately. By combining the traditionally
separate roles, ZFS is able to overcome previous limitations that
prevented RAID groups being able to grow. Each top level device in a
zpool is called a vdev, which can be a simple disk or a RAID
transformation such as a mirror or RAID-Z array. ZFS file systems
(called datasets) each have access to the combined free space of the
entire pool. As blocks are allocated from the pool, the space available
to each file system decreases. This approach avoids the common pitfall
with extensive partitioning where free space becomes fragmented across
the partitions.








		zpool
		
		A storage pool is the most basic building block of ZFS. A pool is made up of one or more vdevs, the underlying devices that store the data. A pool is then used to create one or more file systems (datasets) or block devices (volumes). These datasets and volumes share the pool of remaining free space. Each pool is uniquely identified by a name and a GUID. The features available are determined by the ZFS version number on the pool.


		Note


OS 9.0 and 9.1 include support for ZFS version 28. Later versions use ZFS version 5000 with feature flags. The new feature flags system allows greater cross-compatibility with other implementations of ZFS.












		vdev Types
		A pool is made up of one or more vdevs, which themselves can be a single disk or a group of disks, in the case of a RAID transform. When multiple vdevs are used, ZFS spreads data across the vdevs to increase performance and maximize usable space.



		Disk - The most basic type of vdev is a standard block device. This can be an entire disk (such as /dev/ada0 or /dev/da0) or a partition (/dev/ada0p3). On OS, there is no performance penalty for using a partition rather than the entire disk. This differs from recommendations made by the Solaris documentation.





		File - In addition to disks, ZFS pools can be backed by regular files, this is especially useful for testing and experimentation. Use the full path to the file as the device path in the zpool create command. All vdevs must be at least 128 MB in size.





		Mirror - When creating a mirror, specify the mirror keyword followed by the list of member devices for the mirror. A mirror consists of two or more devices, all data will be written to all member devices. A mirror vdev will only hold as much data as its smallest member. A mirror vdev can withstand the failure of all but one of its members without losing any data.



Note



		A regular single disk vdev can be upgraded to a mirror vdev at any time with ``zpool


		attach``.















		RAID-Z - ZFS implements RAID-Z, a variation on standard RAID-5 that offers better distribution of parity and eliminates the “RAID-5 write hole” in which the data and parity information become inconsistent after an unexpected restart. ZFS supports three levels of RAID-Z which provide varying levels of redundancy in exchange for decreasing levels of usable storage. The types are named RAID-Z1 through RAID-Z3 based on the number of parity devices in the array and the number of disks which can fail while the pool remains operational.


In a RAID-Z1 configuration with four disks, each 1 TB, usable storage is 3 TB and the pool will still be able to operate in degraded mode with one faulted disk. If an additional disk goes offline before the faulted disk is replaced and resilvered, all data in the pool can be lost.


In a RAID-Z3 configuration with eight disks of 1 TB, the volume will provide 5 TB of usable space and still be able to operate with three faulted disks. SUN recommends no more than nine disks in a single vdev. If the configuration has more disks, it is recommended to divide them into separate vdevs and the pool data will be striped across them.


A configuration of two RAID-Z2 vdevs consisting of 8 disks each would create something similar to a RAID-60 array. A RAID-Z group’s storage capacity is approximately the size of the smallest disk multiplied by the number of non-parity disks. Four 1 TB disks in RAID-Z1 has an effective size of approximately 3 TB, and an array of eight 1 TB disks in RAID-Z3 will yield 5 TB of usable space.





		Spare - ZFS has a special pseudo-vdev type for keeping track of available hot spares. Note that installed hot spares are not deployed automatically; they must manually be configured to replace the failed device using zfs replace.





		Log - ZFS Log Devices, also known as ZFS Intent Log (ZIL) move the intent log from the regular pool devices to a dedicated device, typically an SSD. Having a dedicated log device can significantly improve the performance of applications with a high volume of synchronous writes, especially databases. Log devices can be mirrored, but RAID-Z is not supported. If multiple log devices are used, writes will be load balanced across them.





		Cache - Adding a cache vdev to a zpool will add the storage of the cache to the L2ARC. Cache devices cannot be mirrored. Since a cache device only stores additional copies of existing data, there is no risk of data loss.












		Transaction Group (TXG)
		Transaction Groups are the way changed blocks are grouped together and eventually written to the pool. Transaction groups are the atomic unit that ZFS uses to assert consistency. Each transaction group is assigned a unique 64-bit consecutive identifier. There can be up to three active transaction groups at a time, one in each of these three states:



		Open - When a new transaction group is created, it is in the open state, and accepts new writes. There is always a transaction group in the open state, however the transaction group may refuse new writes if it has reached a limit. Once the open transaction group has reached a limit, or the `vfs.zfs.txg.timeout <#zfs-advanced-tuning-txg-timeout>`__ has been reached, the transaction group advances to the next state.


		Quiescing - A short state that allows any pending operations to finish while not blocking the creation of a new open transaction group. Once all of the transactions in the group have completed, the transaction group advances to the final state.


		Syncing - All of the data in the transaction group is written to stable storage. This process will in turn modify other data, such as metadata and space maps, that will also need to be written to stable storage. The process of syncing involves multiple passes. The first, all of the changed data blocks, is the biggest, followed by the metadata, which may take multiple passes to complete. Since allocating space for the data blocks generates new metadata, the syncing state cannot finish until a pass completes that does not allocate any additional space. The syncing state is also where synctasks are completed. Synctasks are administrative operations, such as creating or destroying snapshots and datasets, that modify the uberblock are completed. Once the sync state is complete, the transaction group in the quiescing state is advanced to the syncing state.





All administrative functions, such as `snapshot <#zfs-term-snapshot>`__ are written as part of the transaction group. When a synctask is created, it is added to the currently open transaction group, and that group is advanced as quickly as possible to the syncing state to reduce the latency of administrative commands.






		Adaptive Replacement Cache (ARC)
		ZFS uses an Adaptive Replacement Cache (ARC), rather than a more traditional Least Recently Used (LRU) cache. An LRU cache is a simple list of items in the cache, sorted by when each object was most recently used. New items are added to the top of the list. When the cache is full, items from the bottom of the list are evicted to make room for more active objects. An ARC consists of four lists; the Most Recently Used (MRU) and Most Frequently Used (MFU) objects, plus a ghost list for each. These ghost lists track recently evicted objects to prevent them from being added back to the cache. This increases the cache hit ratio by avoiding objects that have a history of only being used occasionally. Another advantage of using both an MRU and MFU is that scanning an entire file system would normally evict all data from an MRU or LRU cache in favor of this freshly accessed content. With ZFS, there is also an MFU that only tracks the most frequently used objects, and the cache of the most commonly accessed blocks remains.



		L2ARC
		L2ARC is the second level of the ZFS caching system. The primary ARC is stored in RAM. Since the amount of available RAM is often limited, ZFS can also use cache vdevs. Solid State Disks (SSDs) are often used as these cache devices due to their higher speed and lower latency compared to traditional spinning disks. L2ARC is entirely optional, but having one will significantly increase read speeds for files that are cached on the SSD instead of having to be read from the regular disks. L2ARC can also speed up deduplication because a DDT that does not fit in RAM but does fit in the L2ARC will be much faster than a DDT that must be read from disk. The rate at which data is added to the cache devices is limited to prevent prematurely wearing out SSDs with too many writes. Until the cache is full (the first block has been evicted to make room), writing to the L2ARC is limited to the sum of the write limit and the boost limit, and afterwards limited to the write limit. A pair of MAN.SYSCTL.8 values control these rate limits. `vfs.zfs.l2arc_write_max <#zfs-advanced-tuning-l2arc_write_max>`__ controls how many bytes are written to the cache per second, while `vfs.zfs.l2arc_write_boost <#zfs-advanced-tuning-l2arc_write_boost>`__ adds to this limit during the “Turbo Warmup Phase” (Write Boost).



		ZIL
		ZIL accelerates synchronous transactions by using storage devices like SSDs that are faster than those used in the main storage pool. When an application requests a synchronous write (a guarantee that the data has been safely stored to disk rather than merely cached to be written later), the data is written to the faster ZIL storage, then later flushed out to the regular disks. This greatly reduces latency and improves performance. Only synchronous workloads like databases will benefit from a ZIL. Regular asynchronous writes such as copying files will not use the ZIL at all.



		Copy-On-Write
		Unlike a traditional file system, when data is overwritten on ZFS, the new data is written to a different block rather than overwriting the old data in place. Only when this write is complete is the metadata then updated to point to the new location. In the event of a shorn write (a system crash or power loss in the middle of writing a file), the entire original contents of the file are still available and the incomplete write is discarded. This also means that ZFS does not require a MAN.FSCK.8 after an unexpected shutdown.



		Dataset
		Dataset is the generic term for a ZFS file system, volume, snapshot or clone. Each dataset has a unique name in the format poolname/path@snapshot. The root of the pool is technically a dataset as well. Child datasets are named hierarchically like directories. For example, mypool/home, the home dataset, is a child of mypool and inherits properties from it. This can be expanded further by creating mypool/home/user. This grandchild dataset will inherit properties from the parent and grandparent. Properties on a child can be set to override the defaults inherited from the parents and grandparents. Administration of datasets and their children can be delegated.



		File system
		A ZFS dataset is most often used as a file system. Like most other file systems, a ZFS file system is mounted somewhere in the systems directory hierarchy and contains files and directories of its own with permissions, flags, and other metadata.



		Volume
		In additional to regular file system datasets, ZFS can also create volumes, which are block devices. Volumes have many of the same features, including copy-on-write, snapshots, clones, and checksumming. Volumes can be useful for running other file system formats on top of ZFS, such as UFS virtualization, or exporting iSCSI extents.



		Snapshot
		The copy-on-write (COW) design of ZFS allows for nearly instantaneous, consistent snapshots with arbitrary names. After taking a snapshot of a dataset, or a recursive snapshot of a parent dataset that will include all child datasets, new data is written to new blocks, but the old blocks are not reclaimed as free space. The snapshot contains the original version of the file system, and the live file system contains any changes made since the snapshot was taken. No additional space is used. As new data is written to the live file system, new blocks are allocated to store this data. The apparent size of the snapshot will grow as the blocks are no longer used in the live file system, but only in the snapshot. These snapshots can be mounted read only to allow for the recovery of previous versions of files. It is also possible to rollback a live file system to a specific snapshot, undoing any changes that took place after the snapshot was taken. Each block in the pool has a reference counter which keeps track of how many snapshots, clones, datasets, or volumes make use of that block. As files and snapshots are deleted, the reference count is decremented. When a block is no longer referenced, it is reclaimed as free space. Snapshots can also be marked with a hold. When a snapshot is held, any attempt to destroy it will return an EBUSY error. Each snapshot can have multiple holds, each with a unique name. The release command removes the hold so the snapshot can deleted. Snapshots can be taken on volumes, but they can only be cloned or rolled back, not mounted independently.



		Clone
		Snapshots can also be cloned. A clone is a writable version of a snapshot, allowing the file system to be forked as a new dataset. As with a snapshot, a clone initially consumes no additional space. As new data is written to a clone and new blocks are allocated, the apparent size of the clone grows. When blocks are overwritten in the cloned file system or volume, the reference count on the previous block is decremented. The snapshot upon which a clone is based cannot be deleted because the clone depends on it. The snapshot is the parent, and the clone is the child. Clones can be promoted, reversing this dependency and making the clone the parent and the previous parent the child. This operation requires no additional space. Because the amount of space used by the parent and child is reversed, existing quotas and reservations might be affected.



		Checksum
		Every block that is allocated is also checksummed. The checksum algorithm used is a per-dataset property, see `set <#zfs-zfs-set>`__. The checksum of each block is transparently validated as it is read, allowing ZFS to detect silent corruption. If the data that is read does not match the expected checksum, ZFS will attempt to recover the data from any available redundancy, like mirrors or RAID-Z). Validation of all checksums can be triggered with `scrub <#zfs-term-scrub>`__. Checksum algorithms include:



		fletcher2


		fletcher4


		sha256





The fletcher algorithms are faster, but sha256 is a strong cryptographic hash and has a much lower chance of collisions at the cost of some performance. Checksums can be disabled, but it is not recommended.






		Compression
		Each dataset has a compression property, which defaults to off. This property can be set to one of a number of compression algorithms. This will cause all new data that is written to the dataset to be compressed. Beyond a reduction in space used, read and write throughput often increases because fewer blocks are read or written.



		LZ4 - Added in ZFS pool version 5000 (feature flags), LZ4 is now the recommended compression algorithm. LZ4 compresses approximately 50% faster than LZJB when operating on compressible data, and is over three times faster when operating on uncompressible data. LZ4 also decompresses approximately 80% faster than LZJB. On modern CPUs, LZ4 can often compress at over 500 MB/s, and decompress at over 1.5 GB/s (per single CPU core).



Note


LZ4 compression is only available after OS 9.2.









		LZJB - The default compression algorithm. Created by Jeff Bonwick (one of the original creators of ZFS). LZJB offers good compression with less CPU overhead compared to GZIP. In the future, the default compression algorithm will likely change to LZ4.





		GZIP - A popular stream compression algorithm available in ZFS. One of the main advantages of using GZIP is its configurable level of compression. When setting the compress property, the administrator can choose the level of compression, ranging from gzip1, the lowest level of compression, to gzip9, the highest level of compression. This gives the administrator control over how much CPU time to trade for saved disk space.





		ZLE - Zero Length Encoding is a special compression algorithm that only compresses continuous runs of zeros. This compression algorithm is only useful when the dataset contains large blocks of zeros.












		Copies
		When set to a value greater than 1, the copies property instructs ZFS to maintain multiple copies of each block in the File System or Volume. Setting this property on important datasets provides additional redundancy from which to recover a block that does not match its checksum. In pools without redundancy, the copies feature is the only form of redundancy. The copies feature can recover from a single bad sector or other forms of minor corruption, but it does not protect the pool from the loss of an entire disk.



		Deduplication
		Checksums make it possible to detect duplicate blocks of data as they are written. With deduplication, the reference count of an existing, identical block is increased, saving storage space. To detect duplicate blocks, a deduplication table (DDT) is kept in memory. The table contains a list of unique checksums, the location of those blocks, and a reference count. When new data is written, the checksum is calculated and compared to the list. If a match is found, the existing block is used. The SHA256 checksum algorithm is used with deduplication to provide a secure cryptographic hash. Deduplication is tunable. If dedup is on, then a matching checksum is assumed to mean that the data is identical. If dedup is set to verify, then the data in the two blocks will be checked byte-for-byte to ensure it is actually identical. If the data is not identical, the hash collision will be noted and the two blocks will be stored separately. Because DDT must store the hash of each unique block, it consumes a very large amount of memory. A general rule of thumb is 5-6 GB of ram per 1 TB of deduplicated data). In situations where it is not practical to have enough RAM to keep the entire DDT in memory, performance will suffer greatly as the DDT must be read from disk before each new block is written. Deduplication can use L2ARC to store the DDT, providing a middle ground between fast system memory and slower disks. Consider using compression instead, which often provides nearly as much space savings without the additional memory requirement.



		Scrub
		Instead of a consistency check like MAN.FSCK.8, ZFS has scrub. scrub reads all data blocks stored on the pool and verifies their checksums against the known good checksums stored in the metadata. A periodic check of all the data stored on the pool ensures the recovery of any corrupted blocks before they are needed. A scrub is not required after an unclean shutdown, but is recommended at least once every three months. The checksum of each block is verified as blocks are read during normal use, but a scrub makes certain that even infrequently used blocks are checked for silent corruption. Data security is improved, especially in archival storage situations. The relative priority of scrub can be adjusted with `vfs.zfs.scrub_delay <#zfs-advanced-tuning-scrub_delay>`__ to prevent the scrub from degrading the performance of other workloads on the pool.



		Dataset Quota
		ZFS provides very fast and accurate dataset, user, and group space accounting in addition to quotas and space reservations. This gives the administrator fine grained control over how space is allocated and allows space to be reserved for critical file systems.
ZFS supports different types of quotas: the dataset quota, the reference quota (refquota), the user quota, and the group quota.


Quotas limit the amount of space that a dataset and all of its descendants, including snapshots of the dataset, child datasets, and the snapshots of those datasets, can consume.



Note


Quotas cannot be set on volumes, as the volsize property acts as an implicit quota.










		Reference Quota
		A reference quota limits the amount of space a dataset can consume by enforcing a hard limit. However, this hard limit includes only space that the dataset references and does not include space used by descendants, such as file systems or snapshots.



		User Quota
		User quotas are useful to limit the amount of space that can be used by the specified user.



		Group Quota
		The group quota limits the amount of space that a specified group can consume.



		Dataset Reservation
		The reservation property makes it possible to guarantee a minimum amount of space for a specific dataset and its descendants. If a 10 GB reservation is set on storage/home/bob, and another dataset tries to use all of the free space, at least 10 GB of space is reserved for this dataset. If a snapshot is taken of storage/home/bob, the space used by that snapshot is counted against the reservation. The `refreservation <#zfs-term-refreservation>`__ property works in a similar way, but it excludes descendants like snapshots.
Reservations of any sort are useful in many situations, such as planning and testing the suitability of disk space allocation in a new system, or ensuring that enough space is available on file systems for audio logs or system recovery procedures and files.



		Reference Reservation
		The refreservation property makes it possible to guarantee a minimum amount of space for the use of a specific dataset excluding its descendants. This means that if a 10 GB reservation is set on storage/home/bob, and another dataset tries to use all of the free space, at least 10 GB of space is reserved for this dataset. In contrast to a regular reservation, space used by snapshots and descendant datasets is not counted against the reservation. For example, if a snapshot is taken of storage/home/bob, enough disk space must exist outside of the refreservation amount for the operation to succeed. Descendants of the main data set are not counted in the refreservation amount and so do not encroach on the space set.



		Resilver
		When a disk fails and is replaced, the new disk must be filled with the data that was lost. The process of using the parity information distributed across the remaining drives to calculate and write the missing data to the new drive is called resilvering.



		Online
		A pool or vdev in the Online state has all of its member devices connected and fully operational. Individual devices in the Online state are functioning normally.



		Offline
		Individual devices can be put in an Offline state by the administrator if there is sufficient redundancy to avoid putting the pool or vdev into a Faulted state. An administrator may choose to offline a disk in preparation for replacing it, or to make it easier to identify.



		Degraded
		A pool or vdev in the Degraded state has one or more disks that have been disconnected or have failed. The pool is still usable, but if additional devices fail, the pool could become unrecoverable. Reconnecting the missing devices or replacing the failed disks will return the pool to an Online state after the reconnected or new device has completed the Resilver process.



		Faulted
		A pool or vdev in the Faulted state is no longer operational. The data on it can no longer be accessed. A pool or vdev enters the Faulted state when the number of missing or failed devices exceeds the level of redundancy in the vdev. If missing devices can be reconnected, the pool will return to a Online state. If there is insufficient redundancy to compensate for the number of failed disks, then the contents of the pool are lost and must be restored from backups.
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LINUX Binary Compatibility





Synopsis


Linux binary compatibility
binary compatibility
Linux
OS provides 32-bit binary compatibility with LINUX, allowing users to
install and run most 32-bit LINUX binaries on a OS system without having
to first modify the binary. It has even been reported that, in some
situations, 32-bit LINUX binaries perform better on OS than they do on
LINUX.


However, some LINUX-specific operating system features are not supported
under OS. For example, LINUX binaries will not work on OS if they overly
use I386 specific calls, such as enabling virtual 8086 mode. In
addition, 64-bit LINUX binaries are not supported at this time.


After reading this chapter, you will know:



		How to enable LINUX binary compatibility on a OS system.


		How to install additional LINUX shared libraries.


		How to install LINUX applications on a OS system.


		The implementation details of LINUX compatibility in OS.





Before reading this chapter, you should:



		Know how to install additional third-party software.








Configuring LINUX Binary Compatibility


Ports Collection
By default, LINUX libraries are not installed and LINUX binary
compatibility is not enabled. LINUX libraries can either be installed
manually or from the OS Ports Collection.


Before attempting to build the port, load the LINUX kernel module,
otherwise the build will fail:


PROMPT.ROOT kldload linux






To verify that the module is loaded:


PROMPT.USER kldstat
      Id Refs Address    Size     Name
      1    2 0xc0100000 16bdb8   kernel
      7    1 0xc24db000 d000     linux.ko






The emulators/linux_base-c6 package or port is the easiest way to
install a base set of LINUX libraries and binaries on a OS system. To
install the port:


PROMPT.ROOT printf "compat.linux.osrelease=2.6.18\n" >> /etc/sysctl.conf
PROMPT.ROOT sysctl compat.linux.osrelease=2.6.18
PROMPT.ROOT pkg install emulators/linux_base-c6






For LINUX compatibility to be enabled at boot time, add this line to
/etc/rc.conf:


linux_enable="YES"






kernel options
COMPAT_LINUX
Users who prefer to statically link LINUX binary compatibility into a
custom kernel should add options COMPAT_LINUX to their custom kernel
configuration file. Compile and install the new kernel as described in
?.



Installing Additional Libraries Manually


shared libraries
If a LINUX application complains about missing shared libraries after
configuring LINUX binary compatibility, determine which shared libraries
the LINUX binary needs and install them manually.


From a LINUX system, ldd can be used to determine which shared
libraries the application needs. For example, to check which shared
libraries linuxdoom needs, run this command from a LINUX system that
has Doom installed:


PROMPT.USER ldd linuxdoom
libXt.so.3 (DLL Jump 3.1) => /usr/X11/lib/libXt.so.3.1.0
libX11.so.3 (DLL Jump 3.1) => /usr/X11/lib/libX11.so.3.1.0
libc.so.4 (DLL Jump 4.5pl26) => /lib/libc.so.4.6.29






symbolic links
Then, copy all the files in the last column of the output from the LINUX
system into /compat/linux on the OS system. Once copied, create
symbolic links to the names in the first column. This example will
result in the following files on the OS system:


/compat/linux/usr/X11/lib/libXt.so.3.1.0
/compat/linux/usr/X11/lib/libXt.so.3 -> libXt.so.3.1.0
/compat/linux/usr/X11/lib/libX11.so.3.1.0
/compat/linux/usr/X11/lib/libX11.so.3 -> libX11.so.3.1.0
/compat/linux/lib/libc.so.4.6.29
/compat/linux/lib/libc.so.4 -> libc.so.4.6.29






If a LINUX shared library already exists with a matching major revision
number to the first column of the ldd output, it does not need to be
copied to the file named in the last column, as the existing library
should work. It is advisable to copy the shared library if it is a newer
version, though. The old one can be removed, as long as the symbolic
link points to the new one.


For example, these libraries already exist on the OS system:


/compat/linux/lib/libc.so.4.6.27
/compat/linux/lib/libc.so.4 -> libc.so.4.6.27






and ldd indicates that a binary requires a later version:


libc.so.4 (DLL Jump 4.5pl26) -> libc.so.4.6.29






Since the existing library is only one or two versions out of date in
the last digit, the program should still work with the slightly older
version. However, it is safe to replace the existing libc.so with
the newer version:


/compat/linux/lib/libc.so.4.6.29
/compat/linux/lib/libc.so.4 -> libc.so.4.6.29






Generally, one will need to look for the shared libraries that LINUX
binaries depend on only the first few times that a LINUX program is
installed on OS. After a while, there will be a sufficient set of LINUX
shared libraries on the system to be able to run newly installed LINUX
binaries without any extra work.





Installing LINUX ELF Binaries


Linux
ELF binaries
ELF binaries sometimes require an extra step. When an unbranded ELF
binary is executed, it will generate an error message:


PROMPT.USER ./my-linux-elf-binary
ELF binary type not known
Abort






To help the OS kernel distinguish between a OS ELF binary and a LINUX
binary, use MAN.BRANDELF.1:


PROMPT.USER brandelf -t Linux my-linux-elf-binary






GNU toolchain
Since the GNU toolchain places the appropriate branding information into
ELF binaries automatically, this step is usually not necessary.





Installing a LINUX RPM Based Application


In order to install a LINUX RPM-based application, first install the
archivers/rpm package or port. Once installed, root can use this command
to install a .rpm:


PROMPT.ROOT cd /compat/linux
PROMPT.ROOT rpm2cpio < /path/to/linux.archive.rpm | cpio -id






If necessary, brandelf the installed ELF binaries. Note that this
will prevent a clean uninstall.





Configuring the Hostname Resolver


If DNS does not work or this error appears:


resolv+: "bind" is an invalid keyword resolv+:
"hosts" is an invalid keyword






configure /compat/linux/etc/host.conf as follows:


order hosts, bind
multi on






This specifies that /etc/hosts is searched first and DNS is searched
second. When /compat/linux/etc/host.conf does not exist, LINUX
applications use /etc/host.conf and complain about the incompatible
OS syntax. Remove bind if a name server is not configured using
/etc/resolv.conf.


applications
Mathematica
This section describes the process of installing the LINUX version of
MATHEMATICA 9.X onto a OS system. MATHEMATICA is a commercial,
computational software program used in scientific, engineering, and
mathematical fields. A 30 day trial version is available for download
from wolfram.com/mathematica [http://www.wolfram.com/mathematica/].





Running the MATHEMATICA Installer


Before installing MATHEMATICA, make sure that the
textproc/linux-c6-aspell package or port is installed and that the
MAN.LINPROCFS.5 file system is mounted.


PROMPT.ROOT sysctl kern.fallback_elf_brand=3






OS will now assume that unbranded ELF binaries use the LINUX ABI which
should allow the installer to execute from the CDROM.


The downloaded file will be saved to
/tmp/Mathematica_9.0.1_LINUX.sh. Become the superuser and run this
installer file:


PROMPT.ROOT sh /tmp/Mathematica_9.0.1_LINUX.sh
Mathematica Secured 9.0.1 for LINUX Installer Archive

Verifying archive integrity.
Extracting installer. ...
                               Wolfram Mathematica 9 Installer
Copyright (c) 1988-2013 Wolfram Research, Inc. All rights reserved.

WARNING: Wolfram Mathematica is protected by copyright law and international treaties. Unauthorized
reproduction or distribution may result in severe civil and criminal
penalties and will be prosecuted to the maximum extent possible under law.

Enter the installation directory, or press ENTER to select /usr/local/Wolfram/Mathematica/9.0:
>
Now installing...
***********************
Installation complete.









Running the MATHEMATICA Frontend over a Network


MATHEMATICA uses some special fonts to display characters not present in
any of the standard font sets. Xorg requires these fonts to be installed
locally. This means that these fonts need to be copied from the CDROM or
from a host with MATHEMATICA installed to the local machine. These fonts
are normally stored in /cdrom/Unix/Files/SystemFiles/Fonts on the
CDROM, or /usr/local/mathematica/SystemFiles/Fonts on the hard
drive. The actual fonts are in the subdirectories Type1 and X.
There are several ways to use them, as described below.


The first way is to copy the fonts into one of the existing font
directories in /usr/local/lib/X11/fonts then running MAN.MKFONTDIR.1
within the directory containing the new fonts.


The second way to do this is to copy the directories to
/usr/local/lib/X11/fonts:


PROMPT.ROOT cd /usr/local/lib/X11/fonts
PROMPT.ROOT mkdir X
PROMPT.ROOT mkdir MathType1
PROMPT.ROOT cd /cdrom/Unix/Files/SystemFiles/Fonts
PROMPT.ROOT cp X/* /usr/local/lib/X11/fonts/X
PROMPT.ROOT cp Type1/* /usr/local/lib/X11/fonts/MathType1
PROMPT.ROOT cd /usr/local/lib/X11/fonts/X
PROMPT.ROOT mkfontdir
PROMPT.ROOT cd ../MathType1
PROMPT.ROOT mkfontdir






Now add the new font directories to the font path:


PROMPT.ROOT xset fp+ /usr/local/lib/X11/fonts/X
PROMPT.ROOT xset fp+ /usr/local/lib/X11/fonts/MathType1
PROMPT.ROOT xset fp rehash






When using the XORG server, these font directories can be loaded
automatically by adding them to /etc/X11/xorg.conf.


fonts
If /usr/local/lib/X11/fonts/Type1 does not already exist, change the
name of the MathType1 directory in the example above to Type1.


</sect1> –>










          

      

      

    


    
        © Copyright 2015, The FreeBSD Project.
      Created using Sphinx 1.3.1.
    

  

books/handbook/desktop.html


    
      Navigation


      
        		
          index


        		FreeBSD 10.1 documentation »

 
      


    


    
      
          
            
  
Desktop Applications





Synopsis


While OS is popular as a server for its performance and stability, it is
also suited for day-to-day use as a desktop. With over OS.NUMPORTS
applications available as OS packages or ports, it is easy to build a
customized desktop that runs a wide variety of desktop applications.
This chapter demonstrates how to install numerous desktop applications,
including web browsers, productivity software, document viewers, and
financial software.



Note


Users who prefer to install a pre-built desktop version of FreeBSD
rather than configuring one from scratch should refer to the
pcbsd.org website. [http://www.pcbsd.org/]






Readers of this chapter should know how to:



		Install additional software using packages or ports as described in
?.


		Install X and a window manager as described in ?.





For information on how to configure a multimedia environment, refer to
?.





Browsers


browsers
web
OS does not come with a pre-installed web browser. Instead, the
www [http://www.FreeBSD.org/ports/www.html] category of the Ports
Collection contains many browsers which can be installed as a package or
compiled from the Ports Collection.


The KDE and GNOME desktop environments include their own HTML browser.
Refer to ? for more information on how to set up these complete
desktops.


Some light-weight browsers include www/dillo2, www/links, and www/w3m.


This section demonstrates how to install the following popular web
browsers and indicates if the application is resource-heavy, takes time
to compile from ports, or has any major dependencies.










		Application Name
		Resources Needed
		Installation from Ports
		Notes





		Firefox
		medium
		heavy
		OS, LINUX, and localized versions are available



		Opera
		light
		light
		OS and LINUX versions are available



		Konqueror
		medium
		heavy
		Requires KDE libraries



		Chromium
		medium
		heavy
		Requires Gtk+








Firefox


Firefox
Firefox is an open source browser that is fully ported to OS. It
features a standards-compliant HTML display engine, tabbed browsing,
popup blocking, extensions, improved security, and more. Firefox is
based on the Mozilla codebase.


To install the package of the latest release version of Firefox, type:


PROMPT.ROOT pkg install firefox






To instead install Firefox Extended Support Release (ESR) version, use:


PROMPT.ROOT pkg install firefox-esr






Localized versions are available in www/firefox-i18n and
www/firefox-esr-i18n.


The Ports Collection can instead be used to compile the desired version
of Firefox from source code. This example builds www/firefox, where
firefox can be replaced with the ESR or localized version to
install.


PROMPT.ROOT cd /usr/ports/www/firefox
PROMPT.ROOT make install clean







Firefox and JAVA Plugin


The installation of Firefox does not include JAVA support. However,
java/icedtea-web provides a free software web browser plugin for running
Java applets. It can be installed as a package. To alternately compile
the port:


PROMPT.ROOT cd /usr/ports/java/icedtea-web
PROMPT.ROOT make install clean






Keep the default configuration options when compiling the port.


Once installed, start firefox, enter about:plugins in the location
bar and press Enter. A page listing the installed plugins will be
displayed. The JAVA plugin should be listed.


If the browser is unable to find the plugin, each user will have to run
the following command and relaunch the browser:


PROMPT.USER ln -s /usr/local/lib/IcedTeaPlugin.so \
  $HOME/.mozilla/plugins/









Firefox and ADOBE FLASH Plugin


Flash
A native ADOBE FLASH plugin is not available for OS. However, a software
wrapper for running the LINUX version of the plugin is available. This
wrapper also provides support for other browser plugins such as
REALPLAYER.


To install and enable this plugin, perform these steps:


Install www/nspluginwrapper from the port. Due to licensing
restrictions, a package is not available. This port requires
emulators/linux_base-c6.


Install www/linux-c6-flashplugin11 from the port. Due to licensing
restrictions, a package is not available.


Before the plugin is first used, each user must run:


PROMPT.USER nspluginwrapper -v -a -i






When the plugin port has been updated and reinstalled, each user must
run:


PROMPT.USER nspluginwrapper -v -a -u






Start the browser, enter about:plugins in the location bar and press
Enter. A list of all the currently available plugins will be shown.





Firefox and Swfdec FLASH Plugin


Swfdec is a decoder and renderer for FLASH animations. Swfdec-Mozilla is
a plugin for Firefox browsers that uses the Swfdec library for playing
SWF files.


To install the package:


PROMPT.ROOT pkg install swfdec-plugin






If the package is not available, compile and install it from the Ports
Collection:


PROMPT.ROOT cd /usr/ports/www/swfdec-plugin
PROMPT.ROOT make install clean






Restart the browser to activate this plugin.







Opera


Opera
Opera is a full-featured and standards-compliant browser which is still
lightweight and fast. It comes with a built-in mail and news reader, an
IRC client, an RSS/Atom feeds reader, and more. It is available as a
native OS version and as a version that runs under LINUX emulation.


This command installs the package of the OS version of Opera. Replace
opera with linux-opera to instead install the LINUX version.


PROMPT.ROOT pkg install opera






Alternately, install either version through the Ports Collection. This
example compiles the native version:


PROMPT.ROOT cd /usr/ports/www/opera
PROMPT.ROOT make install clean






To install the LINUX version, substitute linux-opera in place of
opera.


To install ADOBE FLASH plugin support, first compile the
www/linux-c6-flashplugin11 port. Licensing restrictions prevent making a
package available. Then install www/opera-linuxplugins. This example
compiles both applications from ports:


PROMPT.ROOT cd /usr/ports/www/linux-c6-flashplugin11
PROMPT.ROOT make install clean
PROMPT.ROOT cd /usr/ports/www/opera-linuxplugins
PROMPT.ROOT make install clean






Once installed, check the presence of the plugin by starting the
browser, entering opera:plugins in the location bar and pressing
Enter. A list should appear with all the currently available plugins.


To add the JAVA plugin, follow the instructions in ?.





Konqueror


Konqueror
Konqueror is more than a web browser as it is also a file manager and a
multimedia viewer. It is included in the x11/kde4-baseapps package or
port.


Konqueror supports WebKit as well as its own KHTML. WebKit is a
rendering engine used by many modern browsers including Chromium. To use
WebKit with Konqueror on OS, install the www/kwebkitpart package or
port. This example compiles the port:


PROMPT.ROOT cd /usr/ports/www/kwebkitpart
PROMPT.ROOT make install clean






To enable WebKit within Konqueror, click “Settings”, “Configure
Konqueror”. In the “General” settings page, click the drop-down menu
next to “Default web browser engine” and change “KHTML” to “WebKit”.


Konqueror also supports FLASH. A “How To” guide for getting FLASH
support on Konqueror is available at
http://freebsd.kde.org/howtos/konqueror-flash.php.





Chromium


Chromium
Chromium is an open source browser project that aims to build a safer,
faster, and more stable web browsing experience. Chromium features
tabbed browsing, popup blocking, extensions, and much more. Chromium is
the open source project upon which the Google Chrome web browser is
based.


Chromium can be installed as a package by typing:


PROMPT.ROOT pkg install chromium






Alternatively, Chromium can be compiled from source using the Ports
Collection:


PROMPT.ROOT cd /usr/ports/www/chromium
PROMPT.ROOT make install clean

**Note**

The executable for Chromium is ``/usr/local/bin/chrome``, not
``/usr/local/bin/chromium``.







Chromium and JAVA Plugin


The installation of Chromium does not include JAVA support. To install
JAVA plugin support, follow the instructions in ?.


Once JAVA support is installed, start Chromium and enter
about:plugins in the address bar. IcedTea-Web should be listed as
one of the installed plugins.


If Chromium does not display the IcedTea-Web plugin, run the following
commands and restart the web browser:


PROMPT.ROOT mkdir -p /usr/local/share/chromium/plugins
PROMPT.ROOT ln -s /usr/local/lib/IcedTeaPlugin.so \
  /usr/local/share/chromium/plugins/









Chromium and ADOBE FLASH Plugin


Configuring Chromium and ADOBE FLASH is similar to the instructions in
?. No additional configuration should be necessary, since Chromium is
able to use some plugins from other browsers.









Productivity


When it comes to productivity, new users often look for an office suite
or an easy-to-use word processor. While some desktop
environments like KDE provide an office suite, there is no
default productivity package. Several office suites and graphical word
processors are available for OS, regardless of the installed window
manager.


This section demonstrates how to install the following popular
productivity software and indicates if the application is
resource-heavy, takes time to compile from ports, or has any major
dependencies.










		Application Name
		Resources Needed
		Installation from Ports
		Major Dependencies





		Calligra
		light
		heavy
		KDE



		AbiWord
		light
		light
		Gtk+ or GNOME



		The Gimp
		light
		heavy
		Gtk+



		Apache OpenOffice
		heavy
		huge
		JDK and Mozilla



		LibreOffice
		somewhat heavy
		huge
		Gtk+, or KDE/ GNOME, or JDK








Calligra


Calligra
office suite
Calligra
The KDE desktop environment includes an office suite which can be
installed separately from KDE. Calligra includes standard components
that can be found in other office suites. Words is the word processor,
Sheets is the spreadsheet program, Stage manages slide presentations,
and Karbon is used to draw graphical documents.


In OS, editors/calligra can be installed as a package or a port. To
install the package:


PROMPT.ROOT pkg install calligra






If the package is not available, use the Ports Collection instead:


PROMPT.ROOT cd /usr/ports/editors/calligra
PROMPT.ROOT make install clean









AbiWord


AbiWord
AbiWord is a free word processing program similar in look and feel to
MICROSOFT Word. It is fast, contains many features, and is
user-friendly.


AbiWord can import or export many file formats, including some
proprietary ones like MICROSOFT .rtf.


To install the AbiWord package:


PROMPT.ROOT pkg install abiword






If the package is not available, it can be compiled from the Ports
Collection:


PROMPT.ROOT cd /usr/ports/editors/abiword
PROMPT.ROOT make install clean









The GIMP


The GIMP
For image authoring or picture retouching, The GIMP provides a
sophisticated image manipulation program. It can be used as a simple
paint program or as a quality photo retouching suite. It supports a
large number of plugins and features a scripting interface. The GIMP can
read and write a wide range of file formats and supports interfaces with
scanners and tablets.


To install the package:


PROMPT.ROOT pkg install gimp






Alternately, use the Ports Collection:


PROMPT.ROOT cd /usr/ports/graphics/gimp
PROMPT.ROOT make install clean






The graphics category
(freebsd.org/ports/graphics.html [http://www.FreeBSD.org/ports/graphics.html])
of the Ports Collection contains several GIMP-related plugins, help
files, and user manuals.





Apache OpenOffice


Apache OpenOffice
office suite
Apache OpenOffice
Apache OpenOffice is an open source office suite which is developed
under the wing of the Apache Software Foundation’s Incubator. It
includes all of the applications found in a complete office productivity
suite: a word processor, spreadsheet, presentation manager, and drawing
program. Its user interface is similar to other office suites, and it
can import and export in various popular file formats. It is available
in a number of different languages and internationalization has been
extended to interfaces, spell checkers, and dictionaries.


The word processor of Apache OpenOffice uses a native XML file format
for increased portability and flexibility. The spreadsheet program
features a macro language which can be interfaced with external
databases. Apache OpenOffice is stable and runs natively on WINDOWS,
SOLARIS, LINUX, OS, and MACOS X. More information about Apache
OpenOffice can be found at openoffice.org [http://openoffice.org/].
For OS specific information refer to
porting.openoffice.org/freebsd/ [http://porting.openoffice.org/freebsd/].


To install the Apache OpenOffice package:


PROMPT.ROOT pkg install apache-openoffice






Once the package is installed, type the following command to launch
Apache OpenOffice:


PROMPT.USER openoffice-X.Y.Z






where X.Y.Z is the version number of the installed version of Apache
OpenOffice. The first time Apache OpenOffice launches, some questions
will be asked and a .openoffice.org folder will be created in the
user’s home directory.


If the desired Apache OpenOffice package is not available, compiling the
port is still an option. However, this requires a lot of disk space and
a fairly long time to compile:


PROMPT.ROOT cd /usr/ports/editors/openoffice-4
PROMPT.ROOT make install clean

**Note**

To build a localized version, replace the previous command with:

::

    PROMPT.ROOT make LOCALIZED_LANG=your_language install clean

Replace your\_language with the correct language ISO-code. A list of
supported language codes is available in
``files/Makefile.localized``, located in the port's directory.









LibreOffice


LibreOffice
office suite
LibreOffice
LibreOffice is a free software office suite developed by
documentfoundation.org [http://www.documentfoundation.org/]. It is
compatible with other major office suites and available on a variety of
platforms. It is a rebranded fork of OpenOffice.org and includes
applications found in a complete office productivity suite: a word
processor, spreadsheet, presentation manager, drawing program, database
management program, and a tool for creating and editing mathematical
formulæ. It is available in a number of different languages and
internationalization has been extended to interfaces, spell checkers,
and dictionaries.


The word processor of LibreOffice uses a native XML file format for
increased portability and flexibility. The spreadsheet program features
a macro language which can be interfaced with external databases.
LibreOffice is stable and runs natively on WINDOWS, LINUX, OS, and
MACOS X. More information about LibreOffice can be found at
libreoffice.org [http://www.libreoffice.org/].


To install the English version of the LibreOffice package:


PROMPT.ROOT pkg install libreoffice






The editors category
(freebsd.org/ports/editors.html [http://www.FreeBSD.org/ports/editors.html])
of the Ports Collection contains several localizations for LibreOffice.
When installing a localized package, replace libreoffice with the
name of the localized package.


Once the package is installed, type the following command to run
LibreOffice:


PROMPT.USER libreoffice






During the first launch, some questions will be asked and a
.libreoffice folder will be created in the user’s home directory.


If the desired LibreOffice package is not available, compiling the port
is still an option. However, this requires a lot of disk space and a
fairly long time to compile. This example compiles the English version:


PROMPT.ROOT cd /usr/ports/editors/libreoffice
PROMPT.ROOT make install clean

**Note**

To build a localized version, ``cd`` into the port directory of the
desired language. Supported languages can be found in the editors
category
(`freebsd.org/ports/editors.html <http://www.FreeBSD.org/ports/editors.html>`__)
of the Ports Collection.











Document Viewers


Some new document formats have gained popularity since the advent of
UNIX and the viewers they require may not be available in the base
system. This section demonstrates how to install the following document
viewers:










		Application Name
		Resources Needed
		Installation from Ports
		Major Dependencies





		Xpdf
		light
		light
		FreeType



		gv
		light
		light
		Xaw3d



		GQview
		light
		light
		Gtk+ or GNOME



		ePDFView
		light
		light
		Gtk+



		Okular
		light
		heavy
		KDE








Xpdf


Xpdf
PDF
viewing
For users that prefer a small OS PDF viewer, Xpdf provides a
light-weight and efficient viewer which requires few resources. It uses
the standard X fonts and does not require any additional toolkits.


To install the Xpdf package:


PROMPT.ROOT pkg install xpdf






If the package is not available, use the Ports Collection:


PROMPT.ROOT cd /usr/ports/graphics/xpdf
PROMPT.ROOT make install clean






Once the installation is complete, launch xpdf and use the right
mouse button to activate the menu.





gv


gv
PDF
viewing
PostScript
viewing
gv is a POSTSCRIPT and PDF viewer. It is based on ghostview, but has a
nicer look as it is based on the Xaw3d widget toolkit. gv has many
configurable features, such as orientation, paper size, scale, and
anti-aliasing. Almost any operation can be performed with either the
keyboard or the mouse.


To install gv as a package:


PROMPT.ROOT pkg install gv






If a package is unavailable, use the Ports Collection:


PROMPT.ROOT cd /usr/ports/print/gv
PROMPT.ROOT make install clean









GQview


GQview
GQview is an image manager which supports viewing a file with a single
click, launching an external editor, and thumbnail previews. It also
features a slideshow mode and some basic file operations, making it easy
to manage image collections and to find duplicate files. GQview supports
full screen viewing and internationalization.


To install the GQview package:


PROMPT.ROOT pkg install gqview






If the package is not available, use the Ports Collection:


PROMPT.ROOT cd /usr/ports/graphics/gqview
PROMPT.ROOT make install clean









ePDFView


ePDFView
PDF
viewing
ePDFView is a lightweight PDF document viewer that only uses the Gtk+
and Poppler libraries. It is currently under development, but already
opens most PDF files (even encrypted), save copies of documents, and has
support for printing using CUPS.


To install ePDFView as a package:


PROMPT.ROOT pkg install epdfview






If a package is unavailable, use the Ports Collection:


PROMPT.ROOT cd /usr/ports/graphics/epdfview
PROMPT.ROOT make install clean









Okular


Okular
PDF
viewing
Okular is a universal document viewer based on KPDF for KDE. It can open
many document formats, including PDF, POSTSCRIPT, DjVu, CHM, XPS, and
ePub.


To install Okular as a package:


PROMPT.ROOT pkg install okular






If a package is unavailable, use the Ports Collection:


PROMPT.ROOT cd /usr/ports/graphics/okular
PROMPT.ROOT make install clean











Finance


For managing personal finances on a OS desktop, some powerful and
easy-to-use applications can be installed. Some are compatible with
widespread file formats, such as the formats used by Quicken and Excel.


This section covers these programs:










		Application Name
		Resources Needed
		Installation from Ports
		Major Dependencies





		GnuCash
		light
		heavy
		GNOME



		Gnumeric
		light
		heavy
		GNOME



		KMyMoney
		light
		heavy
		KDE








GnuCash


GnuCash
GnuCash is part of the GNOME effort to provide user-friendly, yet
powerful, applications to end-users. GnuCash can be used to keep track
of income and expenses, bank accounts, and stocks. It features an
intuitive interface while remaining professional.


GnuCash provides a smart register, a hierarchical system of accounts,
and many keyboard accelerators and auto-completion methods. It can split
a single transaction into several more detailed pieces. GnuCash can
import and merge Quicken QIF files. It also handles most international
date and currency formats.


To install the GnuCash package:


PROMPT.ROOT pkg install gnucash






If the package is not available, use the Ports Collection:


PROMPT.ROOT cd /usr/ports/finance/gnucash
PROMPT.ROOT make install clean









Gnumeric


Gnumeric
spreadsheet
Gnumeric
Gnumeric is a spreadsheet program developed by the GNOME community. It
features convenient automatic guessing of user input according to the
cell format with an autofill system for many sequences. It can import
files in a number of popular formats, including Excel, Lotus 1-2-3, and
Quattro Pro. It has a large number of built-in functions and allows all
of the usual cell formats such as number, currency, date, time, and much
more.


To install Gnumeric as a package:


PROMPT.ROOT pkg install gnumeric






If the package is not available, use the Ports Collection:


PROMPT.ROOT cd /usr/ports/math/gnumeric
PROMPT.ROOT make install clean









KMyMoney


KMyMoney
spreadsheet
KMyMoney
KMyMoney is a personal finance application created by the KDE community.
KMyMoney aims to provide the important features found in commercial
personal finance manager applications. It also highlights ease-of-use
and proper double-entry accounting among its features. KMyMoney imports
from standard Quicken QIF files, tracks investments, handles multiple
currencies, and provides a wealth of reports.


To install KMyMoney as a package:


PROMPT.ROOT pkg install kmymoney-kde4






If the package is not available, use the Ports Collection:


PROMPT.ROOT cd /usr/ports/finance/kmymoney-kde4
PROMPT.ROOT make install clean
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The X Window System





Synopsis


An installation of OS using bsdinstall does not automatically install a
graphical user interface. This chapter describes how to install and
configure XORG, which provides the open source X Window System used to
provide a graphical environment. It then describes how to find and
install a desktop environment or window manager.



Note


Users who prefer an installation method that automatically
configures the XORG and offers a choice of window managers during
installation should refer to the
pcbsd.org [http://www.pcbsd.org/] website.






For more information on the video hardware that XORG supports, refer to
the x.org [http://www.x.org/] website.


After reading this chapter, you will know:



		The various components of the X Window System, and how they
interoperate.


		How to install and configure XORG.


		How to install and configure several window managers and desktop
environments.


		How to use TRUETYPE fonts in XORG.


		How to set up your system for graphical logins (XDM).





Before reading this chapter, you should:



		Know how to install additional third-party software as described in
?.








Terminology


While it is not necessary to understand all of the details of the
various components in the X Window System and how they interact, some
basic knowledge of these components can be useful:



		X server


		X was designed from the beginning to be network-centric, and adopts
a “client-server” model. In this model, the “X server” runs on the
computer that has the keyboard, monitor, and mouse attached. The
server’s responsibility includes tasks such as managing the display,
handling input from the keyboard and mouse, and handling input or
output from other devices such as a tablet or a video projector.
This confuses some people, because the X terminology is exactly
backward to what they expect. They expect the “X server” to be the
big powerful machine down the hall, and the “X client” to be the
machine on their desk.


		X client


		Each X application, such as XTerm or Firefox, is a “client”. A
client sends messages to the server such as “Please draw a window at
these coordinates”, and the server sends back messages such as “The
user just clicked on the OK button”.


In a home or small office environment, the X server and the X
clients commonly run on the same computer. It is also possible to
run the X server on a less powerful computer and to run the X
applications on a more powerful system. In this scenario, the
communication between the X client and server takes place over the
network.





		window manager


		X does not dictate what windows should look like on screen, how to
move them around with the mouse, which keystrokes should be used to
move between windows, what the title bars on each window should look
like, whether or not they have close buttons on them, and so on.
Instead, X delegates this responsibility to a separate window
manager application. There are dozens of window
managers [http://xwinman.org/] available. Each window manager
provides a different look and feel: some support virtual desktops,
some allow customized keystrokes to manage the desktop, some have a
“Start” button, and some are themeable, allowing a complete change
of the desktop’s look-and-feel. Window managers are available in the
x11-wm category of the Ports Collection.


Each window manager uses a different configuration mechanism. Some
expect configuration file written by hand while others provide
graphical tools for most configuration tasks.





		desktop environment


		KDE and GNOME are considered to be desktop environments as they
include an entire suite of applications for performing common
desktop tasks. These may include office suites, web browsers, and
games.


		focus policy


		The window manager is responsible for the mouse focus policy. This
policy provides some means for choosing which window is actively
receiving keystrokes and it should also visibly indicate which
window is currently active.


One focus policy is called “click-to-focus”. In this model, a window
becomes active upon receiving a mouse click. In the
“focus-follows-mouse” policy, the window that is under the mouse
pointer has focus and the focus is changed by pointing at another
window. If the mouse is over the root window, then this window is
focused. In the “sloppy-focus” model, if the mouse is moved over the
root window, the most recently used window still has the focus. With
sloppy-focus, focus is only changed when the cursor enters a new
window, and not when exiting the current window. In the
“click-to-focus” policy, the active window is selected by mouse
click. The window may then be raised and appear in front of all
other windows. All keystrokes will now be directed to this window,
even if the cursor is moved to another window.


Different window managers support different focus models. All of
them support click-to-focus, and the majority of them also support
other policies. Consult the documentation for the window manager to
determine which focus models are available.





		widgets


		Widget is a term for all of the items in the user interface that can
be clicked or manipulated in some way. This includes buttons, check
boxes, radio buttons, icons, and lists. A widget toolkit is a set of
widgets used to create graphical applications. There are several
popular widget toolkits, including Qt, used by KDE, and GTK+, used
by GNOME. As a result, applications will have a different look and
feel, depending upon which widget toolkit was used to create the
application.








Installing XORG


XORG is the implementation of the open source X Window System released
by the X.Org Foundation. In OS, it can be installed as a package or
port. The meta-port for the complete distribution which includes X
servers, clients, libraries, and fonts is located in x11/xorg. A minimal
distribution is located in x11/xorg-minimal, with separate ports
available for docs, libraries, and apps. The examples in this section
install the complete XORG distribution.


To build and install XORG from the Ports Collection:


PROMPT.ROOT cd /usr/ports/x11/xorg
PROMPT.ROOT make install clean

**Note**

To build XORG in its entirety, be sure to have at least 4 GB of free
disk space available.






Alternatively, XORG can be installed directly from packages with this
command:


PROMPT.ROOT pkg install xorg









Quick Start


In most cases, XORG is self-configuring. When started without any
configuration file, the video card and input devices are automatically
detected and used. Autoconfiguration is the preferred method, and should
be tried first.


Check if HAL is used by the X server:


PROMPT.USER pkg info xorg-server | grep HAL






If the output shows HAL is off, skip to the next step. If HAL is
on, enable needed services by adding two entries to
/etc/rc.conf. Then start the services:


hald_enable="YES"
dbus_enable="YES"






PROMPT.ROOT service hald start ; service dbus start






Rename or delete old versions of xorg.conf:


PROMPT.ROOT mv /etc/X11/xorg.conf ~/xorg.conf.etc
PROMPT.ROOT mv /usr/local/etc/X11/xorg.conf ~/xorg.conf.localetc






Start the X system:


PROMPT.USER startx






Test the system by moving the mouse and typing text into the windows. If
both mouse and keyboard work as expected, see ? and ?.


If the mouse or keyboard do not work, continue with ?.





XORG Configuration


XORG
XORG
Those with older or unusual equipment may find it helpful to gather some
hardware information before beginning configuration.



		Monitor sync frequencies


		Video card chipset


		Video card memory





horizontal sync frequency
horizontal scan rate
horizontal sync frequency
refresh rate
vertical sync frequency
refresh rate
vertical scan rate
refresh rate
Screen resolution and refresh rate are determined by the monitor’s
horizontal and vertical sync frequencies. Almost all monitors support
electronic autodetection of these values. A few monitors do not provide
these values, and the specifications must be determined from the printed
manual or manufacturer web site.


The video card chipset is also autodetected, and used to select the
proper video driver. It is beneficial for the user to be aware of which
chipset is installed for when autodetection does not provide the desired
result.


Video card memory determines the maximum resolution and color depth
which can be displayed.



Caveats


The ability to configure optimal resolution is dependent upon the video
hardware and the support provided by its driver. At this time, driver
support includes:



		Intel: as of OS 9.3 and OS 10.1, 3D acceleration on most Intel
graphics, including IronLake, SandyBridge, and IvyBridge, is
supported. Support for switching between X and virtual consoles is
provided by MAN.VT.4.


		ATI/Radeon: 2D and 3D acceleration is supported on most Radeon cards
up to the HD6000 series.


		NVIDIA: several NVIDIA drivers are available in the x11 category
of the Ports Collection. Install the driver that matches the video
card.


		Optimus: currently there is no switching support between the two
graphics adapters provided by Optimus. Optimus implementations vary,
and OS will not be able to drive all versions of the hardware. Some
computers provide a BIOS option to disable one of the graphics
adapters or select a discrete mode.








Configuring XORG


By default, XORG uses HAL to autodetect keyboards and mice. The
sysutils/hal and devel/dbus ports are automatically installed as
dependencies of x11/xorg, but must be enabled by adding these entries to
/etc/rc.conf:


hald_enable="YES"
dbus_enable="YES"






Start these services before configuring XORG:


PROMPT.ROOT service hald start
PROMPT.ROOT service dbus start






Once the services have been started, check whether XORG auto-configures
itself by typing:


PROMPT.ROOT Xorg -configure






This will generate a file named /root/xorg.conf.new which attempts
to load the proper drivers for the detected hardware. Next, test that
the automatically generated configuration file works with the graphics
hardware by typing:


PROMPT.ROOT Xorg -config xorg.conf.new -retro






If a black and grey grid and an X mouse cursor appear, the configuration
was successful. To exit the test, switch to the virtual console used to
start it by pressing +Ctrl+ +Alt+ +F+ (F1 for the first virtual console)
and press +Ctrl+ +C+ .



Note


The +Ctrl+ +Alt+ +Backspace+ key combination may also be used to
break out of XORG. To enable it, you can either type the following
command from any X terminal emulator:


PROMPT.USER setxkbmap -option terminate:ctrl_alt_bksp






or create a keyboard configuration file for hald called
x11-input.fdi and saved in the /usr/local/etc/hal/fdi/policy
directory. This file should contain the following lines:


<?xml version="1.0" encoding="iso-8859-1"?>
<deviceinfo version="0.2">
  <device>
    <match key="info.capabilities" contains="input.keyboard">
      <merge key="input.x11_options.XkbOptions" type="string">terminate:ctrl_alt_bksp</merge>
    </match>
  </device>
</deviceinfo>






You will have to reboot your machine to force hald to read this
file.


The following line will also have to be added to xorg.conf.new,
in the ServerLayout or ServerFlags section:


Option  "DontZap"   "off"










If the test is unsuccessful, skip ahead to ?. Once the test is
successful, copy the configuration file to /etc/X11/xorg.conf:


PROMPT.ROOT cp xorg.conf.new /etc/X11/xorg.conf

**Note**

Desktop environments like GNOME, KDE or Xfce provide graphical tools
to set parameters such as video resolution. If the default
configuration works, skip to ? for examples on how to install a
desktop environment.











Using Fonts in XORG



Type1 Fonts


The default fonts that ship with XORG are less than ideal for typical
desktop publishing applications. Large presentation fonts show up jagged
and unprofessional looking, and small fonts are almost completely
unintelligible. However, there are several free, high quality Type1
(POSTSCRIPT) fonts available which can be readily used with XORG. For
instance, the URW font collection (x11-fonts/urwfonts) includes high
quality versions of standard type1 fonts (Times Roman, Helvetica,
Palatino and others). The Freefonts collection (x11-fonts/freefonts)
includes many more fonts, but most of them are intended for use in
graphics software such as the Gimp, and are not complete enough to serve
as screen fonts. In addition, XORG can be configured to use TRUETYPE
fonts with a minimum of effort. For more details on this, see the
MAN.X.7 manual page or ?.


To install the above Type1 font collections from the Ports Collection,
run the following commands:


PROMPT.ROOT cd /usr/ports/x11-fonts/urwfonts
PROMPT.ROOT make install clean






And likewise with the freefont or other collections. To have the X
server detect these fonts, add an appropriate line to the X server
configuration file (/etc/X11/xorg.conf), which reads:


FontPath "/usr/local/share/fonts/urwfonts/"






Alternatively, at the command line in the X session run:


PROMPT.USER xset fp+ /usr/local/share/fonts/urwfonts
PROMPT.USER xset fp rehash






This will work but will be lost when the X session is closed, unless it
is added to the startup file (~/.xinitrc for a normal startx
session, or ~/.xsession when logging in through a graphical login
manager like XDM). A third way is to use the new
/usr/local/etc/fonts/local.conf as demonstrated in ?.





TRUETYPE Fonts


TrueType Fonts
fonts
TrueType
XORG has built in support for rendering TRUETYPE fonts. There are two
different modules that can enable this functionality. The freetype
module is used in this example because it is more consistent with the
other font rendering back-ends. To enable the freetype module just add
the following line to the "Module" section of
/etc/X11/xorg.conf.


Load  "freetype"






Now make a directory for the TRUETYPE fonts (for example,
/usr/local/share/fonts/TrueType) and copy all of the TRUETYPE fonts
into this directory. Keep in mind that TRUETYPE fonts cannot be directly
taken from an APPLE MAC; they must be in UNIX/MS-DOS/WINDOWS format for
use by XORG. Once the files have been copied into this directory, use
ttmkfdir to create a fonts.dir, so that the X font renderer knows
that these new files have been installed. ttmkfdir is available from
the FreeBSD Ports Collection as x11-fonts/ttmkfdir.


PROMPT.ROOT cd /usr/local/share/fonts/TrueType
PROMPT.ROOT ttmkfdir -o fonts.dir






Now add the TRUETYPE directory to the font path. This is just the same
as described in ?:


PROMPT.USER xset fp+ /usr/local/share/fonts/TrueType
PROMPT.USER xset fp rehash






or add a FontPath line to xorg.conf.


Now Gimp, OpenOffice, and all of the other X applications should now
recognize the installed TRUETYPE fonts. Extremely small fonts (as with
text in a high resolution display on a web page) and extremely large
fonts (within STAROFFICE) will look much better now.





Anti-Aliased Fonts


anti-aliased fonts
fonts
anti-aliased
All fonts in XORG that are found in /usr/local/share/fonts/ and
~/.fonts/ are automatically made available for anti-aliasing to
Xft-aware applications. Most recent applications are Xft-aware,
including KDE, GNOME, and Firefox.


In order to control which fonts are anti-aliased, or to configure
anti-aliasing properties, create (or edit, if it already exists) the
file /usr/local/etc/fonts/local.conf. Several advanced features of
the Xft font system can be tuned using this file; this section describes
only some simple possibilities. For more details, please see
MAN.FONTS-CONF.5.


XML
This file must be in XML format. Pay careful attention to case, and make
sure all tags are properly closed. The file begins with the usual XML
header followed by a DOCTYPE definition, and then the <fontconfig>
tag:


<?xml version="1.0"?>
      <!DOCTYPE fontconfig SYSTEM "fonts.dtd">
      <fontconfig>






As previously stated, all fonts in /usr/local/share/fonts/ as well
as ~/.fonts/ are already made available to Xft-aware applications.
If you wish to add another directory outside of these two directory
trees, add a line similar to the following to
/usr/local/etc/fonts/local.conf:


<dir>/path/to/my/fonts</dir>






After adding new fonts, and especially new font directories, you should
run the following command to rebuild the font caches:


PROMPT.ROOT fc-cache -f






Anti-aliasing makes borders slightly fuzzy, which makes very small text
more readable and removes “staircases” from large text, but can cause
eyestrain if applied to normal text. To exclude font sizes smaller than
14 point from anti-aliasing, include these lines:


    <match target="font">
    <test name="size" compare="less">
    <double>14</double>
    </test>
    <edit name="antialias" mode="assign">
    <bool>false</bool>
    </edit>
</match>
<match target="font">
    <test name="pixelsize" compare="less" qual="any">
    <double>14</double>
    </test>
    <edit mode="assign" name="antialias">
    <bool>false</bool>
    </edit>
</match>






fonts
spacing
Spacing for some monospaced fonts may also be inappropriate with
anti-aliasing. This seems to be an issue with KDE, in particular. One
possible fix for this is to force the spacing for such fonts to be 100.
Add the following lines:


   <match target="pattern" name="family">
   <test qual="any" name="family">
       <string>fixed</string>
   </test>
   <edit name="family" mode="assign">
       <string>mono</string>
   </edit>
</match>
<match target="pattern" name="family">
    <test qual="any" name="family">
    <string>console</string>
    </test>
    <edit name="family" mode="assign">
    <string>mono</string>
    </edit>
</match>






(this aliases the other common names for fixed fonts as "mono"), and
then add:


    <match target="pattern" name="family">
    <test qual="any" name="family">
    <string>mono</string>
    </test>
    <edit name="spacing" mode="assign">
    <int>100</int>
    </edit>
</match>






Certain fonts, such as Helvetica, may have a problem when anti-aliased.
Usually this manifests itself as a font that seems cut in half
vertically. At worst, it may cause applications to crash. To avoid this,
consider adding the following to local.conf:


    <match target="pattern" name="family">
    <test qual="any" name="family">
    <string>Helvetica</string>
    </test>
    <edit name="family" mode="assign">
    <string>sans-serif</string>
    </edit>
</match>






Once you have finished editing local.conf make sure you end the file
with the </fontconfig> tag. Not doing this will cause your changes
to be ignored.


Finally, users can add their own settings via their personal
.fonts.conf files. To do this, each user should simply create a
~/.fonts.conf. This file must also be in XML format.


LCD screen
Fonts
LCD screen
One last point: with an LCD screen, sub-pixel sampling may be desired.
This basically treats the (horizontally separated) red, green and blue
components separately to improve the horizontal resolution; the results
can be dramatic. To enable this, add the line somewhere in
local.conf:


<match target="font">
         <test qual="all" name="rgba">
         <const>unknown</const>
         </test>
         <edit name="rgba" mode="assign">
         <const>rgb</const>
         </edit>
     </match>

**Note**

Depending on the sort of display, ``rgb`` may need to be changed to
``bgr``, ``vrgb`` or ``vbgr``: experiment and see which works best.











The X Display Manager


X Display Manager
XORG provides an X Display Manager, XDM, which can be used for login
session management. XDM provides a graphical interface for choosing
which display server to connect to and for entering authorization
information such as a login and password combination.


This section demonstrates how to configure the X Display Manager on OS.
Some desktop environments provide their own graphical login manager.
Refer to ? for instructions on how to configure the GNOME Display
Manager and ? for instructions on how to configure the KDE Display
Manager.



Configuring XDM


To install XDM, use the x11/xdm package or port. Once installed, XDM can
be configured to run when the machine boots up by editing this entry in
/etc/ttys:


ttyv8   "/usr/local/bin/xdm -nodaemon"  xterm   off secure






Change the off to on and save the edit. The ttyv8 in this
entry indicates that XDM will run on the ninth virtual terminal.


The XDM configuration directory is located in
/usr/local/lib/X11/xdm. This directory contains several files used
to change the behavior and appearance of XDM, as well as a few scripts
and programs used to set up the desktop when XDM is running. ?
summarizes the function of each of these files. The exact syntax and
usage of these files is described in MAN.XDM.1.








		File
		Description





		Xaccess
		The protocol for connecting to XDM is called the X Display Manager Connection Protocol (XDMCP) This file is a client authorization ruleset for controlling XDMCP connections from remote machines. By default, this file does not allow any remote clients to connect.



		Xresources
		This file controls the look and feel of the XDM display chooser and login screens. The default configuration is a simple rectangular login window with the hostname of the machine displayed at the top in a large font and “Login:” and “Password:” prompts below. The format of this file is identical to the app-defaults file described in the XORG documentation.



		Xservers
		The list of local and remote displays the chooser should provide as login choices.



		Xsession
		Default session script for logins which is run by XDM after a user has logged in. Normally each user will have a customized session script in ~/.xsession that overrides this script



		Xsetup_*
		Script to automatically launch applications before displaying the chooser or login interfaces. There is a script for each display being used, named Xsetup_*, where * is the local display number. Typically these scripts run one or two programs in the background such as xconsole.



		xdm-config
		Global configuration for all displays running on this machine.



		xdm-errors
		Contains errors generated by the server program. If a display that XDM is trying to start hangs, look at this file for error messages. These messages are also written to the user’s ~/.xsession-errors on a per-session basis.



		xdm-pid
		The running process ID of XDM.







Table: XDM Configuration Files





Configuring Remote Access


By default, only users on the same system can login using XDM. To enable
users on other systems to connect to the display server, edit the access
control rules and enable the connection listener.


To configure XDM to listen for any remote connection, comment out the
DisplayManager.requestPort line in
/usr/local/lib/X11/xdm/xdm-config by putting a ! in front of it:


! SECURITY: do not listen for XDMCP or Chooser requests
! Comment out this line if you want to manage X terminals with xdm
DisplayManager.requestPort:     0






Save the edits and restart XDM. To restrict remote access, look at the
example entries in /usr/local/lib/X11/xdm/Xaccess and refer to
MAN.XDM.1 for further information.







Desktop Environments


This section describes how to install three popular desktop environments
on a OS system. A desktop environment can range from a simple window
manager to a complete suite of desktop applications. Over a hundred
desktop environments are available in the x11-wm category of the
Ports Collection.



GNOME


GNOME
GNOME is a user-friendly desktop environment. It includes a panel for
starting applications and displaying status, a desktop, a set of tools
and applications, and a set of conventions that make it easy for
applications to cooperate and be consistent with each other. More
information regarding GNOME on OS can be found at
http://www.FreeBSD.org/gnome. That web site contains additional
documentation about installing, configuring, and managing GNOME on OS.


This desktop environment can be installed from a package:


PROMPT.ROOT pkg install gnome2






To instead build GNOME from ports, use the following command. GNOME is a
large application and will take some time to compile, even on a fast
computer.


PROMPT.ROOT cd /usr/ports/x11/gnome2
PROMPT.ROOT make install clean






For proper operation, GNOME requires /proc to be mounted. Add this
line to /etc/fstab to mount this file system automatically during
system startup:


proc           /proc       procfs  rw  0   0






Once GNOME is installed, configure XORG to start GNOME. The easiest way
to do this is to enable the GNOME Display Manager, GDM, which is
installed as part of the GNOME package or port. It can be enabled by
adding this line to /etc/rc.conf:


gdm_enable="YES"






It is often desirable to also start all GNOME services. To achieve this,
add a second line to /etc/rc.conf:


gnome_enable="YES"






GDM will now start automatically when the system boots.


A second method for starting GNOME is to type startx from the
command-line after configuring ~/.xinitrc. If this file already
exists, replace the line that starts the current window manager with one
that starts /usr/local/bin/gnome-session. If this file does not
exist, create it with this command:


PROMPT.USER echo "exec /usr/local/bin/gnome-session" > ~/.xinitrc






A third method is to use XDM as the display manager. In this case,
create an executable ~/.xsession:


PROMPT.USER echo "#!/bin/sh" > ~/.xsession
PROMPT.USER echo "exec /usr/local/bin/gnome-session" >> ~/.xsession
PROMPT.USER chmod +x ~/.xsession









KDE


KDE
KDE is another easy-to-use desktop environment. This desktop provides a
suite of applications with a consistent look and feel, a standardized
menu and toolbars, keybindings, color-schemes, internationalization, and
a centralized, dialog-driven desktop configuration. More information on
KDE can be found at http://www.kde.org/. For OS-specific information,
consult http://freebsd.kde.org [http://freebsd.kde.org/].


To install the KDE package, type:


PROMPT.ROOT pkg install x11/kde4






To instead build the KDE port, use the following command. Installing the
port will provide a menu for selecting which components to install. KDE
is a large application and will take some time to compile, even on a
fast computer.


PROMPT.ROOT cd /usr/ports/x11/kde4
PROMPT.ROOT make install clean






KDE
display manager
KDE requires /proc to be mounted. Add this line to /etc/fstab to
mount this file system automatically during system startup:


proc           /proc       procfs  rw  0   0






The installation of KDE includes the KDE Display Manager, KDM. To enable
this display manager, add this line to /etc/rc.conf:


kdm4_enable="YES"






A second method for launching KDE is to type startx from the command
line. For this to work, the following line is needed in ~/.xinitrc:


exec /usr/local/bin/startkde






A third method for starting KDE is through XDM. To do so, create an
executable ~/.xsession as follows:


PROMPT.USER echo "#!/bin/sh" > ~/.xsession
PROMPT.USER echo "exec /usr/local/bin/startkde" >> ~/.xsession
PROMPT.USER chmod +x ~/.xsession






Once KDE is started, refer to its built-in help system for more
information on how to use its various menus and applications.





Xfce


Xfce is a desktop environment based on the GTK+ toolkit used by GNOME.
However, it is more lightweight and provides a simple, efficient,
easy-to-use desktop. It is fully configurable, has a main panel with
menus, applets, and application launchers, provides a file manager and
sound manager, and is themeable. Since it is fast, light, and efficient,
it is ideal for older or slower machines with memory limitations. More
information on Xfce can be found at
http://www.xfce.org [http://www.xfce.org/].


To install the Xfce package:


PROMPT.ROOT pkg install xfce






Alternatively, to build the port:


PROMPT.ROOT cd /usr/ports/x11-wm/xfce4
PROMPT.ROOT make install clean






Unlike GNOME or KDE, Xfce does not provide its own login manager. In
order to start Xfce from the command line by typing startx, first
add its entry to ~/.xinitrc:


PROMPT.USER echo "exec /usr/local/bin/startxfce4" > ~/.xinitrc






An alternate method is to use XDM. To configure this method, create an
executable ~/.xsession:


PROMPT.USER echo "#!/bin/sh" > ~/.xsession
PROMPT.USER echo "exec /usr/local/bin/startxfce4" >> ~/.xsession
PROMPT.USER chmod +x ~/.xsession











Installing Compiz Fusion


One way to increase the pleasantness of using a desktop computer is by
having nice 3D effects.


Installing the Compiz Fusion package is easy, but configuring it
requires a few steps that are not described in the port’s documentation.



Setting up the OS nVidia Driver


Desktop effects can cause quite a load on the graphics card. For an
nVidia-based graphics card, the proprietary driver is required for good
performance. Users of other graphics cards can skip this section and
continue with the xorg.conf configuration.


To determine which nVidia driver is needed see the FAQ question on the
subject.


Having determined the correct driver to use for your card, installation
is as simple as installing any other package.


For example, to install the latest driver:


PROMPT.ROOT pkg install x11/nvidia-driver






The driver will create a kernel module, which needs to be loaded at
system startup. Add the following line to /boot/loader.conf:


nvidia_load="YES"

**Note**

To immediately load the kernel module into the running kernel by
issuing a command like ``kldload
        nvidia``, however it has been noted that the some versions
of XORG will not function properly if the driver is not loaded at
boot time. After editing ``/boot/loader.conf``, a reboot is
recommended.






With the kernel module loaded, you normally only need to change a single
line in xorg.conf to enable the proprietary driver:


Find the following line in /etc/X11/xorg.conf:


Driver      "nv"






and change it to:


Driver      "nvidia"






Start the GUI as usual, and you should be greeted by the nVidia splash.
Everything should work as usual.





Configuring xorg.conf for Desktop Effects


To enable Compiz Fusion, /etc/X11/xorg.conf needs to be modified:


Add the following section to enable composite effects:


Section "Extensions"
    Option         "Composite" "Enable"
    EndSection






Locate the “Screen” section which should look similar to the one below:


Section "Screen"
    Identifier     "Screen0"
    Device         "Card0"
    Monitor        "Monitor0"
    ...






and add the following two lines (after “Monitor” will do):


DefaultDepth    24
    Option         "AddARGBGLXVisuals" "True"






Locate the “Subsection” that refers to the screen resolution that you
wish to use. For example, if you wish to use 1280x1024, locate the
section that follows. If the desired resolution does not appear in any
subsection, you may add the relevant entry by hand:


SubSection     "Display"
    Viewport    0 0
    Modes      "1280x1024"
    EndSubSection






A color depth of 24 bits is needed for desktop composition, change the
above subsection to:


SubSection     "Display"
    Viewport    0 0
    Depth       24
    Modes      "1280x1024"
    EndSubSection






Finally, confirm that the “glx” and “extmod” modules are loaded in the
“Module” section:


Section "Module"
    Load           "extmod"
    Load           "glx"
    ...






The preceding can be done automatically with x11/nvidia-xconfig by
running (as root):


PROMPT.ROOT nvidia-xconfig --add-argb-glx-visuals
    PROMPT.ROOT nvidia-xconfig --composite
    PROMPT.ROOT nvidia-xconfig --depth=24









Installing and Configuring Compiz Fusion


Installing Compiz Fusion is as simple as any other package:


PROMPT.ROOT pkg install x11-wm/compiz-fusion






When the installation is finished, start your graphic desktop and at a
terminal, enter the following commands (as a normal user):


PROMPT.USER compiz --replace --sm-disable --ignore-desktop-hints ccp &
    PROMPT.USER emerald --replace &






Your screen will flicker for a few seconds, as your window manager (e.g.
Metacity if you are using GNOME) is replaced by Compiz Fusion. Emerald
takes care of the window decorations (i.e. close, minimize, maximize
buttons, title bars and so on).


You may convert this to a trivial script and have it run at startup
automatically (e.g. by adding to “Sessions” in a GNOME desktop):


#! /bin/sh
    compiz --replace --sm-disable --ignore-desktop-hints ccp &
    emerald --replace &






Save this in your home directory as, for example, start-compiz and
make it executable:


PROMPT.USER chmod +x ~/start-compiz






Then use the GUI to add it to Startup Programs (located in System,
Preferences, Sessions on a GNOME desktop).


To actually select all the desired effects and their settings, execute
(again as a normal user) the Compiz Config Settings Manager:


PROMPT.USER ccsm

**Note**

In GNOME, this can also be found in the System, Preferences menu.






If you have selected “gconf support” during the build, you will also be
able to view these settings using gconf-editor under
apps/compiz.







Troubleshooting


If the mouse does not work, you will need to first configure it before
proceeding. See ? in the OS install chapter. In recent Xorg versions,
the InputDevice sections in xorg.conf are ignored in favor of
the autodetected devices. To restore the old behavior, add the following
line to the ServerLayout or ServerFlags section of this file:


Option "AutoAddDevices" "false"






Input devices may then be configured as in previous versions, along with
any other options needed (e.g., keyboard layout switching).



Note


As previously explained the hald daemon will, by default,
automatically detect your keyboard. There are chances that your
keyboard layout or model will not be correct, desktop environments
like GNOME, KDE or Xfce provide tools to configure the keyboard.
However, it is possible to set the keyboard properties directly
either with the help of the MAN.SETXKBMAP.1 utility or with a hald’s
configuration rule.


For example if, one wants to use a PC 102 keys keyboard coming with
a french layout, we have to create a keyboard configuration file for
hald called x11-input.fdi and saved in the
/usr/local/etc/hal/fdi/policy directory. This file should
contain the following lines:


<?xml version="1.0" encoding="iso-8859-1"?>
<deviceinfo version="0.2">
  <device>
    <match key="info.capabilities" contains="input.keyboard">
      <merge key="input.x11_options.XkbModel" type="string">pc102</merge>
      <merge key="input.x11_options.XkbLayout" type="string">fr</merge>
    </match>
  </device>
</deviceinfo>






If this file already exists, just copy and add to your file the
lines regarding the keyboard configuration.


You will have to reboot your machine to force hald to read this
file.


It is possible to do the same configuration from an X terminal or a
script with this command line:


PROMPT.USER setxkbmap -model pc102 -layout fr






/usr/local/share/X11/xkb/rules/base.lst lists the various
keyboard, layouts and options available.






XORG
tuning
The xorg.conf.new configuration file may now be tuned to taste. Open
the file in a text editor such as MAN.EMACS.1 or MAN.EE.1. If the
monitor is an older or unusual model that does not support autodetection
of sync frequencies, those settings can be added to xorg.conf.new
under the "Monitor" section:


Section "Monitor"
    Identifier   "Monitor0"
    VendorName   "Monitor Vendor"
    ModelName    "Monitor Model"
    HorizSync    30-107
    VertRefresh  48-120
EndSection






Most monitors support sync frequency autodetection, making manual entry
of these values unnecessary. For the few monitors that do not support
autodetection, avoid potential damage by only entering values provided
by the manufacturer.


X allows DPMS (Energy Star) features to be used with capable monitors.
The MAN.XSET.1 program controls the time-outs and can force standby,
suspend, or off modes. If you wish to enable DPMS features for your
monitor, you must add the following line to the monitor section:


Option       "DPMS"






xorg.conf
While the xorg.conf.new configuration file is still open in an
editor, select the default resolution and color depth desired. This is
defined in the "Screen" section:


Section "Screen"
    Identifier "Screen0"
    Device     "Card0"
    Monitor    "Monitor0"
    DefaultDepth 24
    SubSection "Display"
        Viewport  0 0
        Depth     24
        Modes     "1024x768"
    EndSubSection
EndSection






The DefaultDepth keyword describes the color depth to run at by
default. This can be overridden with the -depth command line switch
to MAN.XORG.1. The Modes keyword describes the resolution to run at
for the given color depth. Note that only VESA standard modes are
supported as defined by the target system’s graphics hardware. In the
example above, the default color depth is twenty-four bits per pixel. At
this color depth, the accepted resolution is 1024 by 768 pixels.


Finally, write the configuration file and test it using the test mode
given above.



Note


One of the tools available to assist you during troubleshooting
process are the XORG log files, which contain information on each
device that the XORG server attaches to. XORG log file names are in
the format of /var/log/Xorg.0.log. The exact name of the log can
vary from Xorg.0.log to Xorg.8.log and so forth.






If all is well, the configuration file needs to be installed in a common
location where MAN.XORG.1 can find it. This is typically
/etc/X11/xorg.conf or /usr/local/etc/X11/xorg.conf.


PROMPT.ROOT cp xorg.conf.new /etc/X11/xorg.conf






The XORG configuration process is now complete. XORG may be now started
with the MAN.STARTX.1 utility. The XORG server may also be started with
the use of MAN.XDM.1.



Configuration with INTEL i810 Graphics Chipsets


Intel i810 graphic chipset
Configuration with INTEL i810 integrated chipsets requires the
agpgart AGP programming interface for XORG to drive the card. See
the MAN.AGP.4 driver manual page for more information.


This will allow configuration of the hardware as any other graphics
board. Note on systems without the MAN.AGP.4 driver compiled in the
kernel, trying to load the module with MAN.KLDLOAD.8 will not work. This
driver has to be in the kernel at boot time through being compiled in or
using /boot/loader.conf.





Adding a Widescreen Flatpanel to the Mix


widescreen flatpanel configuration
This section assumes a bit of advanced configuration knowledge. If
attempts to use the standard configuration tools above have not resulted
in a working configuration, there is information enough in the log files
to be of use in getting the setup working. Use of a text editor will be
necessary.


Current widescreen (WSXGA, WSXGA+, WUXGA, WXGA, WXGA+, et.al.) formats
support 16:10 and 10:9 formats or aspect ratios that can be problematic.
Examples of some common screen resolutions for 16:10 aspect ratios are:



		2560x1600


		1920x1200


		1680x1050


		1440x900


		1280x800





At some point, it will be as easy as adding one of these resolutions as
a possible Mode in the Section "Screen" as such:


Section "Screen"
Identifier "Screen0"
Device     "Card0"
Monitor    "Monitor0"
DefaultDepth 24
SubSection "Display"
    Viewport  0 0
    Depth     24
    Modes     "1680x1050"
EndSubSection
EndSection






XORG is smart enough to pull the resolution information from the
widescreen via I2C/DDC information so it knows what the monitor can
handle as far as frequencies and resolutions.


If those ModeLines do not exist in the drivers, one might need to
give XORG a little hint. Using /var/log/Xorg.0.log one can extract
enough information to manually create a ModeLine that will work.
Simply look for information resembling this:


(II) MGA(0): Supported additional Video Mode:
(II) MGA(0): clock: 146.2 MHz   Image Size:  433 x 271 mm
(II) MGA(0): h_active: 1680  h_sync: 1784  h_sync_end 1960 h_blank_end 2240 h_border: 0
(II) MGA(0): v_active: 1050  v_sync: 1053  v_sync_end 1059 v_blanking: 1089 v_border: 0
(II) MGA(0): Ranges: V min: 48  V max: 85 Hz, H min: 30  H max: 94 kHz, PixClock max 170 MHz






This information is called EDID information. Creating a ModeLine
from this is just a matter of putting the numbers in the correct order:


ModeLine <name> <clock> <4 horiz. timings> <4 vert. timings>






So that the ModeLine in Section "Monitor" for this example would
look like this:


Section "Monitor"
Identifier      "Monitor1"
VendorName      "Bigname"
ModelName       "BestModel"
ModeLine        "1680x1050" 146.2 1680 1784 1960 2240 1050 1053 1059 1089
Option          "DPMS"
EndSection






Now having completed these simple editing steps, X should start on your
new widescreen monitor.





Troubleshooting Compiz Fusion


Q: I have installed Compiz Fusion, and after running the commands
you mention, my windows are left without title bars and buttons. What is
wrong?


A: You are probably missing a setting in /etc/X11/xorg.conf.
Review this file carefully and check especially the DefaultDepth and
AddARGBGLXVisuals directives.


Q: When I run the command to start Compiz Fusion, the X server
crashes and I am back at the console. What is wrong?


A: If you check /var/log/Xorg.0.log, you will probably find
error messages during the X startup. The most common would be:


(EE) NVIDIA(0):     Failed to initialize the GLX module; please check in your X
    (EE) NVIDIA(0):     log file that the GLX module has been loaded in your X
    (EE) NVIDIA(0):     server, and that the module is the NVIDIA GLX module.  If
    (EE) NVIDIA(0):     you continue to encounter problems, Please try
    (EE) NVIDIA(0):     reinstalling the NVIDIA driver.






This is usually the case when you upgrade XORG. You will need to
reinstall the x11/nvidia-driver package so glx is built again.
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Virtualization





Synopsis


Virtualization software allows multiple operating systems to run
simultaneously on the same computer. Such software systems for PCs often
involve a host operating system which runs the virtualization software
and supports any number of guest operating systems.


After reading this chapter, you will know:



		The difference between a host operating system and a guest operating
system.


		How to install OS on an INTEL-based APPLE MAC computer.


		How to install OS on MICROSOFT.WINDOWS with Virtual PC.


		How to install OS as a guest in bhyve.


		How to tune a OS system for best performance under virtualization.





Before reading this chapter, you should:



		Understand the basics of UNIX and OS.


		Know how to install OS.


		Know how to set up a network connection.


		Know how to install additional third-party software.








OS as a Guest OS



Parallels on MACOS X


Parallels Desktop for MAC is a commercial software product available for
INTEL based APPLE MAC computers running MACOS 10.4.6 or higher. OS is a
fully supported guest operating system. Once Parallels has been
installed on MACOS X, the user must configure a virtual machine and then
install the desired guest operating system.



Installing OS on Parallels/MACOS X


The first step in installing OS on Parallels is to create a new virtual
machine for installing OS. Select OS as the Guest OS Type when prompted:


[image: image0]


Choose a reasonable amount of disk and memory depending on the plans for
this virtual OS instance. 4GB of disk space and 512MB of RAM work well
for most uses of OS under Parallels:


[image: image1]
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Select the type of networking and a network interface:


[image: image5]
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Save and finish the configuration:
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After the OS virtual machine has been created, OS can be installed on
it. This is best done with an official OS CD/DVD or with an ISO image
downloaded from an official FTP site. Copy the appropriate ISO image to
the local MAC filesystem or insert a CD/DVD in the MAC’s CD drive. Click
on the disc icon in the bottom right corner of the OS Parallels window.
This will bring up a window that can be used to associate the CDROM
drive in the virtual machine with the ISO file on disk or with the real
CDROM drive.


[image: image9]


Once this association with the CDROM source has been made, reboot the OS
virtual machine by clicking the reboot icon. Parallels will reboot with
a special BIOS that first checks if there is a CDROM.


[image: image10]


In this case it will find the OS installation media and begin a normal
OS installation. Perform the installation, but do not attempt to
configure XORG at this time.


[image: image11]


When the installation is finished, reboot into the newly installed OS
virtual machine.


[image: image12]





Configuring OS on Parallels


After OS has been successfully installed on MACOS X with Parallels,
there are a number of configuration steps that can be taken to optimize
the system for virtualized operation.


The most important step is to reduce the kern.hz tunable to reduce
the CPU utilization of OS under the Parallels environment. This is
accomplished by adding the following line to ``



/boot/loader.conf``:



kern.hz=100






Without this setting, an idle OS Parallels guest will use roughly 15% of
the CPU of a single processor IMAC. After this change the usage will be
closer to 5%.


All of the SCSI, FireWire, and USB device drivers can be removed from a
custom kernel configuration file. Parallels provides a virtual network
adapter used by the MAN.ED.4 driver, so all network devices except for
MAN.ED.4 and MAN.MIIBUS.4 can be removed from the kernel.


The most basic networking setup uses DHCP to connect the virtual machine
to the same local area network as the host MAC. This can be accomplished
by adding ifconfig_ed0="DHCP" to /etc/rc.conf. More advanced
networking setups are described in ?.







Virtual PC on WINDOWS


Virtual PC for WINDOWS is a MICROSOFT software product available for
free download. See this website for the system
requirements [http://www.microsoft.com/windows/downloads/virtualpc/sysreq.mspx].
Once Virtual PC has been installed on MICROSOFT.WINDOWS, the user can
configure a virtual machine and then install the desired guest operating
system.



Installing OS on Virtual PC


The first step in installing OS on Virtual PC is to create a new virtual
machine for installing OS. Select Create a virtual machine when
prompted:


[image: image13]
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Select Other as the Operating system when prompted:


[image: image15]


Then, choose a reasonable amount of disk and memory depending on the
plans for this virtual OS instance. 4GB of disk space and 512MB of RAM
work well for most uses of OS under Virtual PC:


[image: image16]
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Save and finish the configuration:


[image: image18]


Select the OS virtual machine and click Settings, then set the type of
networking and a network interface:


[image: image19]
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After the OS virtual machine has been created, OS can be installed on
it. This is best done with an official OS CD/DVD or with an ISO image
downloaded from an official FTP site. Copy the appropriate ISO image to
the local WINDOWS filesystem or insert a CD/DVD in the CD drive, then
double click on the OS virtual machine to boot. Then, click CD and
choose Capture ISO Image... on the Virtual PC window. This will bring up
a window where the CDROM drive in the virtual machine can be associated
with an ISO file on disk or with the real CDROM drive.


[image: image21]
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Once this association with the CDROM source has been made, reboot the OS
virtual machine by clicking Action and Reset. Virtual PC will reboot
with a special BIOS that first checks for a CDROM.


[image: image23]


In this case it will find the OS installation media and begin a normal
OS installation. Continue with the installation, but do not attempt to
configure XORG at this time.


[image: image24]


When the installation is finished, remember to eject the CD/DVD or
release the ISO image. Finally, reboot into the newly installed OS
virtual machine.


[image: image25]





Configuring OS on Virtual PC


After OS has been successfully installed on MICROSOFT.WINDOWS with
Virtual PC, there are a number of configuration steps that can be taken
to optimize the system for virtualized operation.


The most important step is to reduce the kern.hz tunable to reduce
the CPU utilization of OS under the Virtual PC environment. This is
accomplished by adding the following line to `` /boot/loader.conf``:


kern.hz=100






Without this setting, an idle OS Virtual PC guest OS will use roughly
40% of the CPU of a single processor computer. After this change, the
usage will be closer to 3%.


All of the SCSI, FireWire, and USB device drivers can be removed from a
custom kernel configuration file. Virtual PC provides a virtual network
adapter used by the MAN.DE.4 driver, so all network devices except for
MAN.DE.4 and MAN.MIIBUS.4 can be removed from the kernel.


The most basic networking setup uses DHCP to connect the virtual machine
to the same local area network as the MICROSOFT.WINDOWS host. This can
be accomplished by adding ifconfig_de0="DHCP" to /etc/rc.conf.
More advanced networking setups are described in ?.







VMware Fusion on MACOS


VMware Fusion for MAC is a commercial software product available for
INTEL based APPLE MAC computers running MACOS 10.4.9 or higher. OS is a
fully supported guest operating system. Once VMware Fusion has been
installed on MACOS X, the user can configure a virtual machine and then
install the desired guest operating system.



Installing OS on VMware Fusion


The first step is to start VMware Fusion which will load the Virtual
Machine Library. Click New to create the virtual machine:


[image: image26]


This will load the New Virtual Machine Assistant. Click Continue to
proceed:


[image: image27]


Select Other as the Operating System and either OS or OS 64-bit, as the
Version when prompted:


[image: image28]


Choose the name of the virtual machine and the directory where it should
be saved:


[image: image29]


Choose the size of the Virtual Hard Disk for the virtual machine:


[image: image30]


Choose the method to install the virtual machine, either from an ISO
image or from a CD/DVD:


[image: image31]


Click Finish and the virtual machine will boot:


[image: image32]


Install OS as usual:


[image: image33]


Once the install is complete, the settings of the virtual machine can be
modified, such as memory usage:



Note


The System Hardware settings of the virtual machine cannot be
modified while the virtual machine is running.






[image: image34]


The number of CPUs the virtual machine will have access to:


[image: image35]


The status of the CDROM device. Normally the CD/DVD/ISO is disconnected
from the virtual machine when it is no longer needed.


[image: image36]


The last thing to change is how the virtual machine will connect to the
network. To allow connections to the virtual machine from other machines
besides the host, choose Connect directly to the physical network
(Bridged). Otherwise, Share the host’s internet connection (NAT) is
preferred so that the virtual machine can have access to the Internet,
but the network cannot access the virtual machine.


[image: image37]


After modifying the settings, boot the newly installed OS virtual
machine.





Configuring OS on VMware Fusion


After OS has been successfully installed on MACOS X with VMware Fusion,
there are a number of configuration steps that can be taken to optimize
the system for virtualized operation.


The most important step is to reduce the kern.hz tunable to reduce
the CPU utilization of OS under the VMware Fusion environment. This is
accomplished by adding the following line to /boot/loader.conf:


kern.hz=100






Without this setting, an idle OS VMware Fusion guest will use roughly
15% of the CPU of a single processor IMAC. After this change, the usage
will be closer to 5%.


All of the FireWire, and USB device drivers can be removed from a custom
kernel configuration file. VMware Fusion provides a virtual network
adapter used by the MAN.EM.4 driver, so all network devices except for
MAN.EM.4 can be removed from the kernel.


The most basic networking setup uses DHCP to connect the virtual machine
to the same local area network as the host MAC. This can be accomplished
by adding ifconfig_em0="DHCP" to /etc/rc.conf. More advanced
networking setups are described in ?.







VIRTUALBOX Guest Additions on a OS Guest


The VIRTUALBOX guest additions provide support for:



		Clipboard sharing.





		Mouse pointer integration.





		Host time synchronization.





		Window scaling.





		Seamless mode.



Note


The following commands are run in the OS guest.












First, install the emulators/virtualbox-ose-additions package or port in
the OS guest. This will install the port:


PROMPT.ROOT cd /usr/ports/emulators/virtualbox-ose-additions && make install clean






Add these lines to /etc/rc.conf:


vboxguest_enable="YES"
vboxservice_enable="YES"






When Xorg will be used in the guest, any required supporting services
must also be enabled just as if the guest was a physical machine.
Typically, these lines would also be added to /etc/rc.conf:


hald_enable="YES"
dbus_enable="YES"






See ? for details.


If MAN.NTPD.8 or MAN.NTPDATE.8 is used, disable host time
synchronization:


vboxservice_flags="--disable-timesync"






Xorg will automatically recognize the vboxvideo driver. It can also
be manually entered in /etc/X11/xorg.conf:


Section "Device"
    ### Available Driver options are:-
    ### Values: <i>: integer, <f>: float, <bool>: "True"/"False",
    ### <string>: "String", <freq>: "<f> Hz/kHz/MHz"
    ### [arg]: arg optional
    Identifier "Card0"
    Driver "vboxvideo"
    VendorName "InnoTek Systemberatung GmbH"
    BoardName "VirtualBox Graphics Adapter"
    BusID "PCI:0:2:0"
EndSection






To use the vboxmouse driver, adjust the mouse section in
/etc/X11/xorg.conf:


Section "InputDevice"
    Identifier "Mouse0"
    Driver "vboxmouse"
EndSection






HAL users should create the following
/usr/local/etc/hal/fdi/policy/90-vboxguest.fdi or copy it from
/usr/local/share/hal/fdi/policy/10osvendor/90-vboxguest.fdi:


<?xml version="1.0" encoding="utf-8"?>
<!--
# Sun VirtualBox
# Hal driver description for the vboxmouse driver
# $Id: chapter.xml,v 1.33 2012-03-17 04:53:52 eadler Exp $

    Copyright (C) 2008-2009 Sun Microsystems, Inc.

    This file is part of VirtualBox Open Source Edition (OSE, as
    available from http://www.virtualbox.org. This file is free software;
    you can redistribute it and/or modify it under the terms of the GNU
    General Public License (GPL) as published by the Free Software
    Foundation, in version 2 as it comes in the "COPYING" file of the
    VirtualBox OSE distribution. VirtualBox OSE is distributed in the
    hope that it will be useful, but WITHOUT ANY WARRANTY of any kind.

    Please contact Sun Microsystems, Inc., 4150 Network Circle, Santa
    Clara, CA 95054 USA or visit http://www.sun.com if you need
    additional information or have any questions.
-->
<deviceinfo version="0.2">
  <device>
    <match key="info.subsystem" string="pci">
      <match key="info.product" string="VirtualBox guest Service">
        <append key="info.capabilities" type="strlist">input</append>
    <append key="info.capabilities" type="strlist">input.mouse</append>
        <merge key="input.x11_driver" type="string">vboxmouse</merge>
    <merge key="input.device" type="string">/dev/vboxguest</merge>
      </match>
    </match>
  </device>
</deviceinfo>











OS as a Host with VirtualBox


VIRTUALBOX is an actively developed, complete virtualization package,
that is available for most operating systems including WINDOWS, MACOS,
LINUX and OS. It is equally capable of running WINDOWS or UNIX-like
guests. It is released as open source software, but with closed-source
components available in a separate extension pack. These components
include support for USB 2.0 devices. More information may be found on
the “Downloads” page of the VIRTUALBOX
wiki [http://www.virtualbox.org/wiki/Downloads]. Currently, these
extensions are not available for OS.



Installing VIRTUALBOX


VIRTUALBOX is available as a OS package or port in
emulators/virtualbox-ose. The port can be installed using these
commands:


PROMPT.ROOT cd /usr/ports/emulators/virtualbox-ose
PROMPT.ROOT make install clean






One useful option in the port’s configuration menu is the
GuestAdditions suite of programs. These provide a number of useful
features in guest operating systems, like mouse pointer integration
(allowing the mouse to be shared between host and guest without the need
to press a special keyboard shortcut to switch) and faster video
rendering, especially in WINDOWS guests. The guest additions are
available in the Devices menu, after the installation of the guest is
finished.


A few configuration changes are needed before VIRTUALBOX is started for
the first time. The port installs a kernel module in /boot/modules
which must be loaded into the running kernel:


PROMPT.ROOT kldload vboxdrv






To ensure the module always gets loaded after a reboot, add the
following line to /boot/loader.conf:


vboxdrv_load="YES"






To use the kernel modules that allow bridged or host-only networking,
add the following to /etc/rc.conf and reboot the computer:


vboxnet_enable="YES"






The vboxusers group is created during installation of VIRTUALBOX. All
users that need access to VIRTUALBOX will have to be added as members of
this group. pw can be used to add new members:


PROMPT.ROOT pw groupmod vboxusers -m yourusername






The default permissions for /dev/vboxnetctl are restrictive and need
to be changed for bridged networking:


PROMPT.ROOT chown root:vboxusers /dev/vboxnetctl
PROMPT.ROOT chmod 0660 /dev/vboxnetctl






To make this permissions change permanent, add these lines to
/etc/devfs.conf:


own     vboxnetctl root:vboxusers
perm    vboxnetctl 0660






To launch VIRTUALBOX, type from a XORG session:


PROMPT.USER VirtualBox






For more information on configuring and using VIRTUALBOX, refer to the
official website [http://www.virtualbox.org]. For OS-specific
information and troubleshooting instructions, refer to the relevant
page in the OS wiki [http://wiki.FreeBSD.org/VirtualBox].





VIRTUALBOX USB Support


In order to be able to read and write to USB devices, users need to be
members of operator:


PROMPT.ROOT pw groupmod operator -m jerry






Then, add the following to /etc/devfs.rules, or create this file if
it does not exist yet:


[system=10]
add path 'usb/*' mode 0660 group operator






To load these new rules, add the following to /etc/rc.conf:


devfs_system_ruleset="system"






Then, restart devfs:


PROMPT.ROOT service devfs restart






USB can now be enabled in the guest operating system. USB devices should
be visible in the VIRTUALBOX preferences.





VIRTUALBOX Host DVD/CD Access


Access to the host DVD/CD drives from guests is achieved through the
sharing of the physical drives. Within VIRTUALBOX, this is set up from
the Storage window in the Settings of the virtual machine. If needed,
create an empty IDE CD/DVD device first. Then choose the Host Drive from
the popup menu for the virtual CD/DVD drive selection. A checkbox
labeled Passthrough will appear. This allows the virtual machine to
use the hardware directly. For example, audio CDs or the burner will
only function if this option is selected.


HAL needs to run for VIRTUALBOX DVD/CD functions to work, so enable it
in /etc/rc.conf and start it if it is not already running:


hald_enable="YES"






PROMPT.ROOT service hald start






In order for users to be able to use VIRTUALBOX DVD/CD functions, they
need access to /dev/xpt0, /dev/cdN, and /dev/passN. This is
usually achieved by making the user a member of operator. Permissions to
these devices have to be corrected by adding these lines to
/etc/devfs.conf:


perm cd* 0660
perm xpt0 0660
perm pass* 0660






PROMPT.ROOT service devfs restart











OS as a Host with bhyve


Starting with OS 10.0-RELEASE, the bhyve BSD-licensed hypervisor is part
of the base system. This hypervisor supports a number of guests,
including OS, OpenBSD, and many LINUX distributions. Currently, bhyve
only supports a serial console and does not emulate a graphical console.
As a legacy-free hypervisor, it relies on the virtualization offload
features of newer CPUs, instead of translating instructions and manually
managing memory mappings.


Due to the design of bhyve, it requires a computer with a newer
processor that supports INTEL Extended Page Tables (EPT) or AMD Rapid
Virtualization Indexing (RVI), also known as Nested Page Tables (NPT).
Most newer processors, specifically the INTEL CORE i3/i5/i7 and
INTEL XEON E3/E5/E7, support this feature. For a complete list of INTEL
processors that support EPT, refer to
http://ark.intel.com/search/advanced?s=t&ExtendedPageTables=true. RVI is
found on the 3rd generation and later of the AMD.OPTERON (Barcelona)
processors. The easiest way to check for support of EPT or RVI is to
look for the POPCNT processor feature flag on the Features2 line
in dmesg or /var/run/dmesg.boot.



Preparing the Host


The first step to creating a virtual machine in bhyve is configuring the
host system. First, load the bhyve kernel module:


PROMPT.ROOT kldload vmm






Then, create a tap interface for the network device in the virtual
machine to attach to. In order for the network device to participate in
the network, also create a bridge interface containing the tap
interface and the physical interface as members. In this example, the
physical interface is igb0:


PROMPT.ROOT ifconfig tap0 create
PROMPT.ROOT sysctl net.link.tap.up_on_open=1
net.link.tap.up_on_open: 0 -> 1
PROMPT.ROOT ifconfig bridge0 create
PROMPT.ROOT ifconfig bridge0 addm igb0 addm tap0
PROMPT.ROOT ifconfig bridge0 up









Creating a FreeBSD Guest


Create a file to use as the virtual disk for the guest machine. Specify
the size and name of the virtual disk:


PROMPT.ROOT truncate -s 16G guest.img






Download an installation image of OS to install:


PROMPT.ROOT fetch ftp://ftp.freebsd.org/pub/FreeBSD/ISO-IMAGES-amd64/10.0/FreeBSD-10.0-RELEASE-amd64-bootonly.iso
FreeBSD-10.0-RELEASE-amd64-bootonly.iso       100% of  209 MB  570 kBps 06m17s






OS comes with an example script for running a virtual machine in bhyve.
The script will start the virtual machine and run it in a loop, so it
will automatically restart if it crashes. The script takes a number of
options to control the configuration of the machine: -c controls the
number of virtual CPUs, -m limits the amount of memory available to
the guest, -t defines which tap device to use, -d indicates
which disk image to use, -i tells bhyve to boot from the CD image
instead of the disk, and -I defines which CD image to use. The last
parameter is the name of the virtual machine, used to track the running
machines. This example starts the virtual machine in installation mode:


PROMPT.ROOT sh /usr/share/examples/bhyve/vmrun.sh -c 4 -m 1024M -t tap0 -d guest.img -i -I FreeBSD-10.0-RELEASE-amd64-bootonly.iso guestname






The virtual machine will boot and start the installer. After installing
a system in the virtual machine, when the system asks about dropping in
to a shell at the end of the installation, choose Yes. A small change
needs to be made to make the system start with a serial console. Edit
/etc/ttys and replace the existing ttyu0 line with:


ttyu0   "/usr/libexec/getty 3wire"   xterm  on secure

**Note**

Beginning with OS 9.3-RELEASE and 10.1-RELEASE the console is
configured automatically.






Reboot the virtual machine. While rebooting the virtual machine causes
bhyve to exit, the vmrun.sh script runs bhyve in a loop and will
automatically restart it. When this happens, choose the reboot option
from the boot loader menu in order to escape the loop. Now the guest can
be started from the virtual disk:


PROMPT.ROOT sh /usr/share/examples/bhyve/vmrun.sh -c 4 -m 1024M -t tap0 -d guest.img guestname









Creating a LINUX Guest


In order to boot operating systems other than OS, the
sysutils/grub2-bhyve port must be first installed.


Next, create a file to use as the virtual disk for the guest machine:


PROMPT.ROOT truncate -s 16G linux.img






Starting a virtual machine with bhyve is a two step process. First a
kernel must be loaded, then the guest can be started. The LINUX kernel
is loaded with sysutils/grub2-bhyve. Create a device.map that grub
will use to map the virtual devices to the files on the host system:


(hd0) ./linux.img
(cd0) ./somelinux.iso






Use sysutils/grub2-bhyve to load the LINUX kernel from the ISO image:


PROMPT.ROOT grub-bhyve -m device.map -r cd0 -M 1024M linuxguest






This will start grub. If the installation CD contains a grub.cfg, a
menu will be displayed. If not, the vmlinuz and initrd files
must be located and loaded manually:


grub> ls
(hd0) (cd0) (cd0,msdos1) (host)
grub> ls (cd0)/isolinux
boot.cat boot.msg grub.conf initrd.img isolinux.bin isolinux.cfg memtest
splash.jpg TRANS.TBL vesamenu.c32 vmlinuz
grub> linux (cd0)/isolinux/vmlinuz
grub> initrd (cd0)/isolinux/initrd.img
grub> boot






Now that the LINUX kernel is loaded, the guest can be started:


PROMPT.ROOT bhyve -AI -H -P -s 0:0,hostbridge -s 1:0,lpc -s 2:0,virtio-net,tap1 -s 3:0,virtio-blk,./linux.img \
-s 4:0,ahci-cd,./somelinux.iso -l com1,stdio -c 4 -m 1024M linuxguest






The system will boot and start the installer. After installing a system
in the virtual machine, reboot the virtual machine. This will cause
bhyve to exit. The instance of the virtual machine needs to be destroyed
before it can be started again:


PROMPT.ROOT bhyvectl --destroy --vm=linuxguest






Now the guest can be started directly from the virtual disk. Load the
kernel:


PROMPT.ROOT grub-bhyve -m device.map -r hd0,msdos1 -M 1024M linuxguest
grub> ls
(hd0) (hd0,msdos2) (hd0,msdos1) (cd0) (cd0,msdos1) (host)
(lvm/VolGroup-lv_swap) (lvm/VolGroup-lv_root)
grub> ls (hd0,msdos1)/
lost+found/ grub/ efi/ System.map-2.6.32-431.el6.x86_64 config-2.6.32-431.el6.x
86_64 symvers-2.6.32-431.el6.x86_64.gz vmlinuz-2.6.32-431.el6.x86_64
initramfs-2.6.32-431.el6.x86_64.img
grub> linux (hd0,msdos1)/vmlinuz-2.6.32-431.el6.x86_64 root=/dev/mapper/VolGroup-lv_root
grub> initrd (hd0,msdos1)/initramfs-2.6.32-431.el6.x86_64.img
grub> boot






Boot the virtual machine:


PROMPT.ROOT bhyve -AI -H -P -s 0:0,hostbridge -s 1:0,lpc -s 2:0,virtio-net,tap1 \
-s 3:0,virtio-blk,./linux.img -l com1,stdio -c 4 -m 1024M linuxguest






LINUX will now boot in the virtual machine and eventually present you
with the login prompt. Login and use the virtual machine. When you are
finished, reboot the virtual machine to exit bhyve. Destroy the virtual
machine instance:


PROMPT.ROOT bhyvectl --destroy --vm=linuxguest









Virtual Machine Consoles


It is advantageous to wrap the bhyve console in a session management
tool such as sysutils/tmux or sysutils/screen in order to detach and
reattach to the console. It is also possible to have the console of
bhyve be a null modem device that can be accessed with cu. To do
this, load the nmdm kernel module and replace -l com1,stdio with
-l com1,/dev/nmdm0A. The /dev/nmdm devices are created
automatically as needed, where each is a pair, corresponding to the two
ends of the null modem cable (/dev/nmdm1A and /dev/nmdm1B). See
MAN.NMDM.4 for more information.


PROMPT.ROOT kldload nmdm
PROMPT.ROOT bhyve -AI -H -P -s 0:0,hostbridge -s 1:0,lpc -s 2:0,virtio-net,tap1 -s 3:0,virtio-blk,./linux.img \
-l com1,/dev/nmdm0A -c 4 -m 1024M linuxguest
PROMPT.ROOT cu -l /dev/nmdm0B -s 9600
Connected

Ubuntu 13.10 handbook ttyS0

handbook login:









Managing Virtual Machines


A device node is created in /dev/vmm for each virtual machine. This
allows the administrator to easily see a list of the running virtual
machines:


PROMPT.ROOT ls -al /dev/vmm
total 1
dr-xr-xr-x   2 root  wheel    512 Mar 17 12:19 ./
dr-xr-xr-x  14 root  wheel    512 Mar 17 06:38 ../
crw-------   1 root  wheel  0x1a2 Mar 17 12:20 guestname
crw-------   1 root  wheel  0x19f Mar 17 12:19 linuxguest
crw-------   1 root  wheel  0x1a1 Mar 17 12:19 otherguest






A specified virtual machine can be destroyed using bhyvectl:


PROMPT.ROOT bhyvectl --destroy --vm=guestname









Persistent Configuration


In order to configure the system to start bhyve guests at boot time, add
the following entries to in the following files:


net.link.tap.up_on_open=1






vmm_load="YES"
nmdm_load="YES"
if_bridge_load="YES"
if_tap_load="YES"






cloned_interfaces="bridge0 tap0"
ifconfig_bridge0="addm igb0 addm tap0"
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Preface


Intended Audience


The OS newcomer will find that the first section of this book guides the
user through the OS installation process and gently introduces the
concepts and conventions that underpin UNIX. Working through this
section requires little more than the desire to explore, and the ability
to take on board new concepts as they are introduced.


Once you have traveled this far, the second, far larger, section of the
Handbook is a comprehensive reference to all manner of topics of
interest to OS system administrators. Some of these chapters may
recommend that you do some prior reading, and this is noted in the
synopsis at the beginning of each chapter.


For a list of additional sources of information, please see ?.


Changes from the Third Edition


The current online version of the Handbook represents the cumulative
effort of many hundreds of contributors over the past 10 years. The
following are some of the significant changes since the two volume third
edition was published in 2004:



		? has been added with information about the powerful DTRACE
performance analysis tool.


		? has been added with information about non-native file systems in
OS, such as ZFS from SUN.


		? has been added to cover the new auditing capabilities in OS and
explain its use.


		? has been added with information about installing OS on
virtualization software.


		? has been added to cover installation of OS using the new
installation utility, bsdinstall.





Changes from the Second Edition (2004)


The third edition was the culmination of over two years of work by the
dedicated members of the OS Documentation Project. The printed edition
grew to such a size that it was necessary to publish as two separate
volumes. The following are the major changes in this new edition:



		? has been expanded with new information about the ACPI power and
resource management, the cron system utility, and more kernel
tuning options.


		? has been expanded with new information about virtual private
networks (VPNs), file system access control lists (ACLs), and
security advisories.


		? is a new chapter with this edition. It explains what MAC is and how
this mechanism can be used to secure a OS system.


		? has been expanded with new information about USB storage devices,
file system snapshots, file system quotas, file and network backed
filesystems, and encrypted disk partitions.


		A troubleshooting section has been added to ?.


		? has been expanded with new information about using alternative
transport agents, SMTP authentication, UUCP, fetchmail, procmail, and
other advanced topics.


		? is all new with this edition. This chapter includes information
about setting up the Apache HTTP Server, ftpd, and setting up a
server for MICROSOFT WINDOWS clients with Samba. Some sections from ?
were moved here to improve the presentation.


		? has been expanded with new information about using BLUETOOTH
devices with OS, setting up wireless networks, and Asynchronous
Transfer Mode (ATM) networking.


		A glossary has been added to provide a central location for the
definitions of technical terms used throughout the book.


		A number of aesthetic improvements have been made to the tables and
figures throughout the book.





Changes from the First Edition (2001)


The second edition was the culmination of over two years of work by the
dedicated members of the OS Documentation Project. The following were
the major changes in this edition:



		A complete Index has been added.


		All ASCII figures have been replaced by graphical diagrams.


		A standard synopsis has been added to each chapter to give a quick
summary of what information the chapter contains, and what the reader
is expected to know.


		The content has been logically reorganized into three parts: “Getting
Started”, “System Administration”, and “Appendices”.


		? was completely rewritten with many screenshots to make it much
easier for new users to grasp the text.


		? has been expanded to contain additional information about
processes, daemons, and signals.


		? has been expanded to contain additional information about binary
package management.


		? has been completely rewritten with an emphasis on using modern
desktop technologies such as KDE and GNOME on XFREE86 4.X.


		? has been expanded.


		? has been written from what used to be two separate chapters on
“Disks” and “Backups”. We feel that the topics are easier to
comprehend when presented as a single chapter. A section on RAID
(both hardware and software) has also been added.


		? has been completely reorganized and updated for OS 4.X/5.X.


		? has been substantially updated.


		Many new sections have been added to ?.


		? has been expanded to include more information about configuring
sendmail.


		? has been expanded to include information about installing ORACLE
and SAP.R3.


		The following new topics are covered in this second edition:
		?.


		?.











Organization of This Book


This book is split into five logically distinct sections. The first
section, Getting Started, covers the installation and basic usage of
OS. It is expected that the reader will follow these chapters in
sequence, possibly skipping chapters covering familiar topics. The
second section, Common Tasks, covers some frequently used features of
OS. This section, and all subsequent sections, can be read out of order.
Each chapter begins with a succinct synopsis that describes what the
chapter covers and what the reader is expected to already know. This is
meant to allow the casual reader to skip around to find chapters of
interest. The third section, System Administration, covers
administration topics. The fourth section, Network Communication,
covers networking and server topics. The fifth section contains
appendices of reference information.



		?


		Introduces OS to a new user. It describes the history of the OS
Project, its goals and development model.


		?


		Walks a user through the entire installation process of OS 9.x and
later using bsdinstall.


		?


		Walks a user through the entire installation process of OS 8.x and
earlier using sysinstall. Some advanced installation topics, such as
installing through a serial console, are also covered.


		?


		Covers the basic commands and functionality of the OS operating
system. If you are familiar with LINUX or another flavor of UNIX
then you can probably skip this chapter.


		?


		Covers the installation of third-party software with both OS’s
innovative “Ports Collection” and standard binary packages.


		?


		Describes the X Window System in general and using X11 on OS in
particular. Also describes common desktop environments such as KDE
and GNOME.


		?


		Lists some common desktop applications, such as web browsers and
productivity suites, and describes how to install them on OS.


		?


		Shows how to set up sound and video playback support for your
system. Also describes some sample audio and video applications.


		?


		Explains why you might need to configure a new kernel and provides
detailed instructions for configuring, building, and installing a
custom kernel.


		?


		Describes managing printers on OS, including information about
banner pages, printer accounting, and initial setup.


		?


		Describes the LINUX compatibility features of OS. Also provides
detailed installation instructions for many popular LINUX
applications such as ORACLE and MATHEMATICA.


		?


		Describes the parameters available for system administrators to tune
a OS system for optimum performance. Also describes the various
configuration files used in OS and where to find them.


		?


		Describes the OS boot process and explains how to control this
process with configuration options.


		?


		Describes many different tools available to help keep your OS system
secure, including Kerberos, IPsec and OpenSSH.


		?


		Describes the jails framework, and the improvements of jails over
the traditional chroot support of OS.


		?


		Explains what Mandatory Access Control (MAC) is and how this
mechanism can be used to secure a OS system.


		?


		Describes what OS Event Auditing is, how it can be installed,
configured, and how audit trails can be inspected or monitored.


		?


		Describes how to manage storage media and filesystems with OS. This
includes physical disks, RAID arrays, optical and tape media,
memory-backed disks, and network filesystems.


		?


		Describes what the GEOM framework in OS is and how to configure
various supported RAID levels.


		?


		Examines support of non-native file systems in OS, like the Z File
System from SUN.


		?


		Describes what virtualization systems offer, and how they can be
used with OS.


		?


		Describes how to use OS in languages other than English. Covers both
system and application level localization.


		?


		Explains the differences between OS-STABLE, OS-CURRENT, and OS
releases. Describes which users would benefit from tracking a
development system and outlines that process. Covers the methods
users may take to update their system to the latest security
release.


		?


		Describes how to configure and use the DTRACE tool from SUN in OS.
Dynamic tracing can help locate performance issues, by performing
real time system analysis.


		?


		Explains how to connect terminals and modems to your OS system for
both dial in and dial out connections.


		?


		Describes how to use PPP to connect to remote systems with OS.


		?


		Explains the different components of an email server and dives into
simple configuration topics for the most popular mail server
software: sendmail.


		?


		Provides detailed instructions and example configuration files to
set up your OS machine as a network filesystem server, domain name
server, network information system server, or time synchronization
server.


		?


		Explains the philosophy behind software-based firewalls and provides
detailed information about the configuration of the different
firewalls available for OS.


		?


		Describes many networking topics, including sharing an Internet
connection with other computers on your LAN, advanced routing
topics, wireless networking, BLUETOOTH, ATM, IPv6, and much more.


		?


		Lists different sources for obtaining OS media on CDROM or DVD as
well as different sites on the Internet that allow you to download
and install OS.


		?


		This book touches on many different subjects that may leave you
hungry for a more detailed explanation. The bibliography lists many
excellent books that are referenced in the text.


		?


		Describes the many forums available for OS users to post questions
and engage in technical conversations about OS.


		?


		Lists the PGP fingerprints of several OS Developers.





Conventions used in this book


To provide a consistent and easy to read text, several conventions are
followed throughout the book.


Typographic Conventions



		Italic


		An italic font is used for filenames, URLs, emphasized text, and
the first usage of technical terms.


		Monospace


		A monospaced font is used for error messages, commands,
environment variables, names of ports, hostnames, user names, group
names, device names, variables, and code fragments.


		Bold


		A bold font is used for applications, commands, and keys.





User Input


Keys are shown in bold to stand out from other text. Key combinations
that are meant to be typed simultaneously are shown with `+‘
between the keys, such as:



+Ctrl+ +Alt+ +Del



Meaning the user should type the Ctrl, Alt, and Del keys at the same
time.


Keys that are meant to be typed in sequence will be separated with
commas, for example:



+Ctrl+ +X+ , +Ctrl+ +S



Would mean that the user is expected to type the Ctrl and X keys
simultaneously and then to type the Ctrl and S keys simultaneously.


Examples


Examples starting with C:\> indicate a MS-DOS command. Unless
otherwise noted, these commands may be executed from a “Command Prompt”
window in a modern MICROSOFT.WINDOWS environment.


E:\> tools\fdimage floppies\kern.flp A:






Examples starting with PROMPT.ROOT indicate a command that must be
invoked as the superuser in OS. You can login as root to type the
command, or login as your normal account and use MAN.SU.1 to gain
superuser privileges.


PROMPT.ROOT dd if=kern.flp of=/dev/fd0






Examples starting with PROMPT.USER indicate a command that should be
invoked from a normal user account. Unless otherwise noted, C-shell
syntax is used for setting environment variables and other shell
commands.


PROMPT.USER top
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]>


The release notes for FreeBSD are customized for different platforms, as
some of the changes made to FreeBSD apply only to specific processor
architectures.


Release notes for FreeBSD 4.6.2-RELEASE are available for the following
platforms:



		i386


		Alpha





A list of all platforms currently under development can be found on the
Supported Platforms page.
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Introduction


Please do not edit this file unless you are on the Release
Engineering Team, or a member of the Release Engineering Team gave you
explicit permission to do so.


This is the release cycle TODO page, outlining items that are
in-progress, issues that must be fixed (release blockers), issues that
need to be fixed but are not blockers, and issues that should be fixed
as an Errata Notice after the release.





Works in Progress









		Pre-Freeze Issues
		Description
		Workaround



		n/a
		n/a
		n/a
















Release Blockers









		Description
		Workaround
		Target Date



		n/a
		n/a
		n/a
















Release Issues









		Description
		Workaround
		Target Date



		n/a
		n/a
		n/a
















Post-Release Errata Items








		Description
		Workaround



		n/a
		n/a
















Additional Information



		FreeBSD Release Engineering website











          

      

      

    


    
        © Copyright 2015, The FreeBSD Project.
      Created using Sphinx 1.3.1.
    

  

_images/unixuser.jpg





htdocs/releases/9.3R/announce.html


    
      Navigation


      
        		
          index


        		FreeBSD 10.1 documentation »

 
      


    


    
      
          
            
  
&title;


]>


The &os; Release Engineering Team is pleased to announce the
availability of &os; &thisrelease;-RELEASE. This is the fourth release
of the stable/&thisbranch; branch, which improves on the stability of
&os; 9.2-RELEASE and introduces some new features.


Some of the highlights:



		The zfs(8) filesystem has been updated to support the bookmarks
feature.


		The uname(1) utility has been updated to include the -U and -K flags,
which print the __FreeBSD_version for the running userland and
kernel, respectively.


		The fetch(3) library has been updated to support SNI (Server Name
Identification), allowing to use virtual hosts on HTTPS.


		Several updates to gcc(1) have been imported from Google.


		The hastctl(8) utility has been updated to output the current queue
sizes.


		The protect(1) command has been added, which allows exempting
processes from being killed when swap is exhausted.


		The etcupdate(8) utility, a tool for managing updates to files in
/etc, has been merged from head/.


		A new shared library directory, /usr/lib/private, has been added for
internal-use shared libraries.


		OpenPAM has been updated to Nummularia (20130907).


		A new flag, “onifconsole” has been added to /etc/ttys. This allows
the system to provide a login prompt via serial console if the device
is an active kernel console, otherwise it is equivalent to off.


		Sendmail has been updated to version 8.14.9.


		BIND has been updated to version 9.9.5.


		The xz(1) utility has been updated to a post-5.0.5 snapshot.


		OpenSSH has been updated to version 6.6p1.


		OpenSSL has been updated to version 0.9.8za.





For a complete list of new features and known problems, please see the
online release notes and errata list, available at:



		https://www.FreeBSD.org/releases/&thisrelease;R/relnotes.html


		https://www.FreeBSD.org/releases/&thisrelease;R/errata.html





For more information about &os; release engineering activities, please
see:



		https://www.FreeBSD.org/releng/






Availability


&os; &thisrelease;-RELEASE is now available for the amd64, i386, ia64,
powerpc, powerpc64, and sparc64 architectures.


&os; &thisrelease;-RELEASE can be installed from bootable ISO images or
over the network. Some architectures also support installing from a USB
memory stick. The required files can be downloaded via FTP as described
in the section below. While some of the smaller FTP mirrors may not
carry all architectures, they will all generally contain the more common
ones such as amd64 and i386.


SHA256 and MD5 hashes for the release ISO and memory stick images are
included at the bottom of this message.


A PGP-signed version of this announcement is available at:



		https://www.FreeBSD.org/releases/&thisrelease;R/announce.asc





The purpose of the images provided as part of the release are as
follows:



		dvd1


		This contains everything necessary to install the base &os;
operating system, the documentation, and a small set of pre-built
packages aimed at getting a graphical workstation up and running. It
also supports booting into a “livefs” based rescue mode. This should
be all you need if you can burn and use DVD-sized media.


		disc1


		This contains the base &os; operating system. It also supports
booting into a “livefs” based rescue mode. There are no pre-built
packages.


		bootonly


		This supports booting a machine using the CDROM drive but does not
contain the installation distribution sets for installing &os; from
the CD itself. You would need to perform a network based install
(e.g. from an FTP server) after booting from the CD.


		memstick


		This can be written to an USB memory stick (flash drive) and used to
do an install on machines capable of booting off USB drives. It also
supports booting into a “livefs” based rescue mode. There are no
pre-built packages.


As one example of how to use the memstick image, assuming the USB
drive appears as /dev/da0 on your machine something like this should
work:


# dd if=FreeBSD-&thisrelease;-RELEASE-amd64-memstick.img of=/dev/da0 bs=10240 conv=sync






Be careful to make sure you get the target (of=) correct.





		mini-memstick


		This can be written to an USB memory stick (flash drive) and used to
boot a machine, but does not contain the installation distribution
sets on the medium itself, similar to the bootonly image. It also
supports booting into a “livefs” based rescue mode. There are no
pre-built packages.


As one example of how to use the mini-memstick image, assuming the
USB drive appears as /dev/da0 on your machine something like this
should work:


# dd if=FreeBSD-&thisrelease;-RELEASE-amd64-mini-memstick.img of=/dev/da0 bs=10240 conv=sync






Be careful to make sure you get the target (of=) correct.








&os; &thisrelease;-RELEASE can also be purchased on CD-ROM or DVD from
several vendors. One of the vendors that will be offering
&os; &thisrelease;-based products is:



		&os; Mall, Inc.https://www.freebsdmall.com








FTP


&os; &thisrelease;-RELEASE may be downloaded via ftp from the following
site:



		ftp://ftp.freebsd.org/pub/FreeBSD/releases/ISO-IMAGES/&thisrelease;/





However before trying this site, please check your regional mirror(s)
first by going to:



		ftp://ftp.<your_country_code>.FreeBSD.org/pub/FreeBSD





Any additional mirror sites will be labeled ftp2, ftp3 and so on.


More information about &os; mirror sites can be found at:



		https://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/mirrors-ftp.html





For instructions on installing &os; or updating an existing machine to
&thisrelease;-RELEASE please see:



		https://www.FreeBSD.org/releases/&thisrelease;R/installation.html








Support


&os; &thisrelease;-RELEASE will be supported until &thiseol;. The
End-of-Life dates can be found at:



		https://www.FreeBSD.org/security/








Other Projects Based on &os;


There are many “third party” Projects based on &os;. The Projects range
from re-packaging &os; into a more “novice friendly” distribution to
making &os; available on Amazon’s EC2 infrastructure. For more
information about these Third Party Projects see:



		https://wiki.FreeBSD.org/3rdPartyProjects
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ISO Image Checksums


amd64 (x86_64):


SHA256 (FreeBSD-9.3-RELEASE-amd64-bootonly.iso) = e6962c2605c6a191a9c238545576eff3a5a2c2c96b5058c26c8c54b6cf701914
SHA256 (FreeBSD-9.3-RELEASE-amd64-bootonly.iso.xz) = bcb5d5c8bbc1aa06baf769a6a57908e6cbf820a02c6f6f57a902db564bff4a1f
SHA256 (FreeBSD-9.3-RELEASE-amd64-disc1.iso) = 5a3c82653d77bba7d7ded8bd7efbedc09d52cf4045d98ce52a82c9e0f8fa9b0e
SHA256 (FreeBSD-9.3-RELEASE-amd64-disc1.iso.xz) = daf255ccb9694f0a82e34e71be1e6d0bbcf332bf74f1c6f92343f00dad579d99
SHA256 (FreeBSD-9.3-RELEASE-amd64-dvd1.iso) = 30c0baa7d51a4b3130108c862bbc9439f60a3a6362b13183c1ae0be959ae9a95
SHA256 (FreeBSD-9.3-RELEASE-amd64-dvd1.iso.xz) = 292cac57dea0ad7723798842a2ddf582661c41c428bc78a951535d69ae92aceb
SHA256 (FreeBSD-9.3-RELEASE-amd64-memstick.img) = 04c2c98c9bcf188bb2df988ebc2c1c02ea7350c77e1711904fc368db62709634
SHA256 (FreeBSD-9.3-RELEASE-amd64-memstick.img.xz) = 56deb31212c19c18852baee6097bebd048658d464e14a14e125840a24c939e63
SHA256 (FreeBSD-9.3-RELEASE-amd64-mini-memstick.img) = d5a0379caa5ebb9f8252a44417d10d2b3ab0ce424d275d546689fcf9c4dd6dbe
SHA256 (FreeBSD-9.3-RELEASE-amd64-mini-memstick.img.xz) = 0e6fe54a2fcd3173f27fafc62f0d67cff44cdf5a9f133adba7aedff804cbb087






MD5 (FreeBSD-9.3-RELEASE-amd64-bootonly.iso) = b53878805ea89633aaa59351d706081f
MD5 (FreeBSD-9.3-RELEASE-amd64-bootonly.iso.xz) = f3b2bfdce28af6ce3fe2fecb0838ae86
MD5 (FreeBSD-9.3-RELEASE-amd64-disc1.iso) = 1fc7f8bace8dc861258af9042c9918d6
MD5 (FreeBSD-9.3-RELEASE-amd64-disc1.iso.xz) = 69701074a505b78c998807e0bb20dae6
MD5 (FreeBSD-9.3-RELEASE-amd64-dvd1.iso) = 14c176c236c27a0fa276ffb554768d38
MD5 (FreeBSD-9.3-RELEASE-amd64-dvd1.iso.xz) = da4f382733c63260877184ef33dbfec6
MD5 (FreeBSD-9.3-RELEASE-amd64-memstick.img) = ebcf069c96aeb59279af0c480b5717ca
MD5 (FreeBSD-9.3-RELEASE-amd64-memstick.img.xz) = d52f0909d7e4ea3c9080f7ac5358edd5
MD5 (FreeBSD-9.3-RELEASE-amd64-mini-memstick.img) = 6077f2f90b09b4926dbf0e59df6528bf
MD5 (FreeBSD-9.3-RELEASE-amd64-mini-memstick.img.xz) = 0c342b43053375a48bea2e7413a3c3e8






i386 (x86):


SHA256 (FreeBSD-9.3-RELEASE-i386-bootonly.iso) = 84a26479e690caaa428b361f2f96c0723a5f1b09a342bd58e5eee345fc5f7406
SHA256 (FreeBSD-9.3-RELEASE-i386-bootonly.iso.xz) = 66bad7f519bb6f504932c3ba701c4d83709699a785258aba6b3ee11c651d868a
SHA256 (FreeBSD-9.3-RELEASE-i386-disc1.iso) = cab6aad9c3d5ea6a3fb4059f808225c67f1edaea730c555a86a9707ac41ba75d
SHA256 (FreeBSD-9.3-RELEASE-i386-disc1.iso.xz) = f248e0c16a2a03a5c8a39ee41b99e0ff656f75035ccf5e720c83587d9733ca39
SHA256 (FreeBSD-9.3-RELEASE-i386-dvd1.iso) = 6c47c17ec1e0e0ccca2c24bec0f880334d5a52847bdc092a3ff4cdd7be7a85f3
SHA256 (FreeBSD-9.3-RELEASE-i386-dvd1.iso.xz) = 76830e50357aec289daeb9eb01416dcb42414bf57126b4875e7352e976a7451b
SHA256 (FreeBSD-9.3-RELEASE-i386-memstick.img) = 3465923d625d07ef40448e2c03bfe5c61bf89ac56cbe34fb358500860e9524aa
SHA256 (FreeBSD-9.3-RELEASE-i386-memstick.img.xz) = 30480eb3ed73e2c8d45ff7928e5edcb7f69704f0c459bbaf943907ec69adcc10
SHA256 (FreeBSD-9.3-RELEASE-i386-mini-memstick.img) = 17c6a518b000bb9ba81229658a71a7d47f71a4e46a3846e82887d43b1d73bf81
SHA256 (FreeBSD-9.3-RELEASE-i386-mini-memstick.img.xz) = 44b4d7d1cf1c6c59d440df84731efb110dd062c2226a25adef168bc24d55dcbe






MD5 (FreeBSD-9.3-RELEASE-i386-bootonly.iso) = c9abbb89fa43eed6efefb2b7926d7fa7
MD5 (FreeBSD-9.3-RELEASE-i386-bootonly.iso.xz) = 9a797ff03c3eade54654120fdbc23ccb
MD5 (FreeBSD-9.3-RELEASE-i386-disc1.iso) = 752fa8cd15f0f1e240042c342a161eb4
MD5 (FreeBSD-9.3-RELEASE-i386-disc1.iso.xz) = f4ace2617eea05e2898d8d0b70249bf4
MD5 (FreeBSD-9.3-RELEASE-i386-dvd1.iso) = fb598013bf363c44e248054106c33829
MD5 (FreeBSD-9.3-RELEASE-i386-dvd1.iso.xz) = 2024f7f2aaa73353e225ef7a1ec5aeea
MD5 (FreeBSD-9.3-RELEASE-i386-memstick.img) = c8a833fffc40a8eee2bb6a9a36595ac4
MD5 (FreeBSD-9.3-RELEASE-i386-memstick.img.xz) = 4189b56c90e7a40e1bb69ff6f26f37e2
MD5 (FreeBSD-9.3-RELEASE-i386-mini-memstick.img) = a2b0c1085db9424ea25b594e32230a3a
MD5 (FreeBSD-9.3-RELEASE-i386-mini-memstick.img.xz) = a95d50f326868c739f06aa1a3a76d636






ia64:


SHA256 (FreeBSD-9.3-RELEASE-ia64-bootonly.iso) = 8d9236f55b1467f4e882a751d5e040ea6538da88f4d319746679874a8dc9caba
SHA256 (FreeBSD-9.3-RELEASE-ia64-bootonly.iso.xz) = eceb7125b8a8711969d7c3997044f9043ec938fc3518dd8a197fd94f4d7076c6
SHA256 (FreeBSD-9.3-RELEASE-ia64-disc1.iso) = 953b7c847f21e6316c22c0741a5de76865b521b594b593d67fe60bf5e348452d
SHA256 (FreeBSD-9.3-RELEASE-ia64-disc1.iso.xz) = 3fef900ad1ef288202701e04ce3c9ef1ab6c870e5e7ec97b9ab6a6a5e5dccf59
SHA256 (FreeBSD-9.3-RELEASE-ia64-memstick.img) = c4d5d921443c993e294fe9e9ca9ae60409c5c663ad895f6e582ba955c9155e86
SHA256 (FreeBSD-9.3-RELEASE-ia64-memstick.img.xz) = ccd354b7571ebd5c3763158b49b1aa51c2bed63d0ce36eb49a6cf1e227bc133e
SHA256 (FreeBSD-9.3-RELEASE-ia64-mini-memstick.img) = 7475bfafd661600de2516d9ce0ed6c5621699d3ebda59f672d1e7cfc8efeb504
SHA256 (FreeBSD-9.3-RELEASE-ia64-mini-memstick.img.xz) = 1ed6d2ea23e320b6708958989aaf90788cd56371a4c25e9145911dc4f890dbfa






MD5 (FreeBSD-9.3-RELEASE-ia64-bootonly.iso) = 6d2210defeb17219a600d02917fa3f79
MD5 (FreeBSD-9.3-RELEASE-ia64-bootonly.iso.xz) = f17b43d7fbec6dab1d05bb0d2f0bfb15
MD5 (FreeBSD-9.3-RELEASE-ia64-disc1.iso) = 1bdf7afa83a7494e9569888cb162752c
MD5 (FreeBSD-9.3-RELEASE-ia64-disc1.iso.xz) = 81c6d02da1645bda86a2c1fec716e622
MD5 (FreeBSD-9.3-RELEASE-ia64-memstick.img) = b5003d7260190a5123ae478a1980b526
MD5 (FreeBSD-9.3-RELEASE-ia64-memstick.img.xz) = d53ba4fc4748ca0953067f3c4c31b4f0
MD5 (FreeBSD-9.3-RELEASE-ia64-mini-memstick.img) = 1946ba71adecc220d66f70d0aee6606e
MD5 (FreeBSD-9.3-RELEASE-ia64-mini-memstick.img.xz) = d891966f184e6264203bf964404a4530






powerpc:


SHA256 (FreeBSD-9.3-RELEASE-powerpc-bootonly.iso) = 6a2d0ac953ead098e7dbee736e4e19b28b8d914baa5947083d494c150d257381
SHA256 (FreeBSD-9.3-RELEASE-powerpc-bootonly.iso.xz) = a68b22d933ef03894da5eee16c8f1fd8bdc05003d2ee40f34f0e0f165eb97715
SHA256 (FreeBSD-9.3-RELEASE-powerpc-disc1.iso) = dd30aa9491b14410dd520f2cb8c231be701debbc36c5b023a427e3e28bcba3c4
SHA256 (FreeBSD-9.3-RELEASE-powerpc-disc1.iso.xz) = a609d8d641d7839707d8caf9796434deee0e3f4218c79d7cadaa7787d3975c33
SHA256 (FreeBSD-9.3-RELEASE-powerpc-memstick.img) = 0e0c449026084f8431bc7852dcdaeaa3101301c2c73151204e9ce4d4ccdbfb38
SHA256 (FreeBSD-9.3-RELEASE-powerpc-memstick.img.xz) = f5d3b880fa1d737b708e96584c52804c33af9e7de4c7e2ee744584c08c8d8b84
SHA256 (FreeBSD-9.3-RELEASE-powerpc-mini-memstick.img) = c8fb345384558215eb7d5126684c827e73104eabe36309a3de275c7ea9512822
SHA256 (FreeBSD-9.3-RELEASE-powerpc-mini-memstick.img.xz) = 931706a17b708c1db6337cf0fbf8bad877a8dfce64c2e5079fe890e5e85339e3






MD5 (FreeBSD-9.3-RELEASE-powerpc-bootonly.iso) = e80fd4c1278db39e3f8740612dff0da9
MD5 (FreeBSD-9.3-RELEASE-powerpc-bootonly.iso.xz) = 7690229bf847dbf377a5086652dfc1aa
MD5 (FreeBSD-9.3-RELEASE-powerpc-disc1.iso) = a308f49d59c6553cfcb625ec3c2a278d
MD5 (FreeBSD-9.3-RELEASE-powerpc-disc1.iso.xz) = 8d5783474fdf5463ab5aa06d7d09509e
MD5 (FreeBSD-9.3-RELEASE-powerpc-memstick.img) = ec112f1085ab363b27931c25c451fb2c
MD5 (FreeBSD-9.3-RELEASE-powerpc-memstick.img.xz) = 1c9d741dd889b1461812fce34fb48e93
MD5 (FreeBSD-9.3-RELEASE-powerpc-mini-memstick.img) = 0b3c655654d8def1eeb96b478a0572f0
MD5 (FreeBSD-9.3-RELEASE-powerpc-mini-memstick.img.xz) = f7913ffa1eebb43e875ba81c5bd8e992






powerpc64:


SHA256 (FreeBSD-9.3-RELEASE-powerpc-powerpc64-bootonly.iso) = c8bb1f3105f2a2d9dd4a76536d8d44d8ae0aa7742230d549ea280f04e41f81b2
SHA256 (FreeBSD-9.3-RELEASE-powerpc-powerpc64-bootonly.iso.xz) = f5327d0c665cf7f286e3daca382e04abb0aee9d125cc70a41a2d96ad13ffe531
SHA256 (FreeBSD-9.3-RELEASE-powerpc-powerpc64-disc1.iso) = f89d13f3c292381549b8c9b70e81cd152491f34e0e889d78e439d63884a346c6
SHA256 (FreeBSD-9.3-RELEASE-powerpc-powerpc64-disc1.iso.xz) = 5047b76a8c4299d3f2a56271a9798a7088717356792c91bea96ca61f871f087a
SHA256 (FreeBSD-9.3-RELEASE-powerpc-powerpc64-memstick.img) = b94b05b0999aae0d197ad45b19d4d2b2678d322109da43bd10b2556b441b207c
SHA256 (FreeBSD-9.3-RELEASE-powerpc-powerpc64-memstick.img.xz) = 9da446da2dfb73f24195b70c873317c4dd7578dc339dd051e082e2351b3bcac3
SHA256 (FreeBSD-9.3-RELEASE-powerpc-powerpc64-mini-memstick.img) = 21874e49e3c7685c098c90100717f28975db2dbc9043e810fef554f08a6bc940
SHA256 (FreeBSD-9.3-RELEASE-powerpc-powerpc64-mini-memstick.img.xz) = a6cc4f340802bd936acb4b7920aa4fced54a2e265b60ffecf0b7b1c2f71fa644






MD5 (FreeBSD-9.3-RELEASE-powerpc-powerpc64-bootonly.iso) = 674ed0a922e0f662c2f8118d8424473f
MD5 (FreeBSD-9.3-RELEASE-powerpc-powerpc64-bootonly.iso.xz) = 5836f439da4dc8372da0e20d1a78ec97
MD5 (FreeBSD-9.3-RELEASE-powerpc-powerpc64-disc1.iso) = 0c5cf50f3bbf1263708ca3f9da0465bb
MD5 (FreeBSD-9.3-RELEASE-powerpc-powerpc64-disc1.iso.xz) = d2788b12c02134da11ba72238081e4cc
MD5 (FreeBSD-9.3-RELEASE-powerpc-powerpc64-memstick.img) = 5e5123677e21a53b463a3cceb2ad324d
MD5 (FreeBSD-9.3-RELEASE-powerpc-powerpc64-memstick.img.xz) = d6fd35a61aed2d529432e9c9df425be5
MD5 (FreeBSD-9.3-RELEASE-powerpc-powerpc64-mini-memstick.img) = a850121bc10455c3b835fd161237e8b2
MD5 (FreeBSD-9.3-RELEASE-powerpc-powerpc64-mini-memstick.img.xz) = 3bcf3571a3815ea78fbed61094745437






sparc64:


SHA256 (FreeBSD-9.3-RELEASE-sparc64-bootonly.iso) = d9f9089c7f992744bb9675206042224bdabcfd924e72d322195acb207fe96294
SHA256 (FreeBSD-9.3-RELEASE-sparc64-bootonly.iso.xz) = 67830e9f64ee617acf2fff79770ea47aa3e98c7e2901068b413d41d2282d4372
SHA256 (FreeBSD-9.3-RELEASE-sparc64-disc1.iso) = 989a2d8181b889ec0c1ee08e3afabfdcaf23c75b4157c9463c9ab7496e82a949
SHA256 (FreeBSD-9.3-RELEASE-sparc64-disc1.iso.xz) = 2f2b94f379ae3df05762e2618e573b19ae83756dfde11d6628236c3c6a0052bc






MD5 (FreeBSD-9.3-RELEASE-sparc64-bootonly.iso) = 8b97d45e204dcfa8515f227189a35b1c
MD5 (FreeBSD-9.3-RELEASE-sparc64-bootonly.iso.xz) = fae6c32e0f9dd2f909b729ba6f4bfeb6
MD5 (FreeBSD-9.3-RELEASE-sparc64-disc1.iso) = 838b0211322dd19f1285b9b94e6ac17e
MD5 (FreeBSD-9.3-RELEASE-sparc64-disc1.iso.xz) = c8a8ab9f3b6eddca77623e5bc3f6718b






Love FreeBSD? Support this and future releases with a
donation [https://www.freebsdfoundation.org/donate/] to The
&os; Foundation!
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		A.ALEXBL.EMAIL (2006 - 2011; RIP 2012)


Alexander [http://www.legacy.com/obituaries/sfgate/obituary.aspx?pid=159801494]
was best known as a major contributor to OS’s Python ports and a
founding member of A.PYTHON as well as his work on XMMS2.





		A.JB.EMAIL (1997 - 2009; RIP 2009)


John [http://hub.opensolaris.org/bin/view/Community+Group+ogb/In+Memoriam]
made major contributions to FreeBSD, the best known of which is the
import of the MAN.DTRACE.1 code. John’s unique sense of humor and
plain-spokenness either ruffled feathers or made him quick friends.
At the end of his life, he had moved to a rural area and was
attempting to live with as minimal impact to the planet as possible,
while at the same time still working in the high-tech area.





		A.JMZ.EMAIL (1994 - 2009; RIP 2009)


Jean-Marc [http://www.obs-besancon.fr/article.php3?id_article=323]
was an astrophysicist who made important contributions to the
modeling of the atmospheres of both planets and comets at
l’Observatoire de Besançon [http://www.obs-besancon.fr/] in
Besançon, France. While there, he participated in the conception and
construction of the Vega tricanal spectrometer that studied Halley’s
Comet. He had also been a long-time contributor to FreeBSD.





		A.ITOJUN.EMAIL (1997 - 2001; RIP 2008)


Known to everyone as
itojun [http://astralblue.livejournal.com/350702.html],
Jun-ichiro Hagino was a core researcher at the KAME
Project [http://www.kame.net/], which aimed to provide IPv6 and
IPsec technology in freely redistributable form. Much of this code
was incorporated into FreeBSD. Without his efforts, the state of IPv6
on the Internet would be much different.





		A.CG.EMAIL (1999 - 2005; RIP 2005)


Cameron [http://www.dbsi.org/cam/] was a unique individual who
contributed to the project despite serious physical disabilities. He
was responsible for a complete rewrite of our sound system during the
late 1990s. Many of those who corresponded with him had no idea of
his limited mobility, due to his cheerful spirit and willingness to
help others.





		A.ALANE.EMAIL (2002 - 2003; RIP 2003)


Alan [http://freebsd.kde.org/memoriam/alane.php] was a major
contributor to the KDE on FreeBSD group. In addition, he maintained
many other difficult and time-consuming ports such as autoconf, CUPS,
and python. Alan’s path was not an easy one but his passion for
FreeBSD, and dedication to programming excellence, won him many
friends.
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FreeBSD
2.1.5-RELEASE [ftp://ftp.FreeBSD.org/pub/FreeBSD/2.1.5-RELEASE] is
now available on ftp.FreeBSD.org and various FTP mirror sites throughout
the world. It can also be ordered on
CD [http://www.cdrom.com/titles/freebsd.html] from Walnut Creek
CDROM [http://www.cdrom.com/].


FreeBSD 2.1.5 represents the culmination of over a year’s worth of work
on the 2.1-STABLE branch of FreeBSD since it
began with FreeBSD 2.0.5. In the 7 months since 2.1 was released, many
bug fixes, updates and careful enhancements have been made, the results
of which you now see here.


The STABLE branch was conceived out of the need to allow FreeBSD to grow
and support long-term development projects (like devfs, NFSv3, IPX,
PCCARD, etc.) while at the same time not jeopardizing the stability of
its existing user base. FreeBSD 2.1.5 marks the finishing point for that
effort and, barring any small “slipstream” releases done to solve
significant problems, no further releases along the 2.1-STABLE branch
are anticipated. The concept of “stable” and “experimental” tracks is
not being abandoned, we’ll simply be doing this somewhat differently in
the future.


For more information on the 2.1.5 release itself, please consult the
Release Notes.


The official sources for FreeBSD are available via anonymous FTP from:
ftp.FreeBSD.org [ftp://ftp.FreeBSD.org/pub/FreeBSD].


Or via the WEB at:
www.FreeBSD.org [http://www.FreeBSD.org/releases/index.html].


And on CD-ROM from Walnut Creek CDROM:


Walnut Creek CDROM
4041 Pike Lane, #D
Concord CA, 94520 USA
Phone: +1 510 674-0783
Fax: +1 510 674-0821
Tech Support: +1 510 603-1234
Email: info@cdrom.com
WWW: http://www.cdrom.com






Additionally, FreeBSD is available via anonymous FTP from the following
mirror sites. If you choose to obtain FreeBSD via anonymous FTP, please
try to use a site near you:



Australia


In case of problems, please contact hostmaster@au.FreeBSD.org.



		ftp://ftp.au.FreeBSD.ORG/pub/FreeBSD


		ftp://ftp2.au.FreeBSD.ORG/pub/FreeBSD


		ftp://ftp3.au.FreeBSD.ORG/pub/FreeBSD


		ftp://ftp4.au.FreeBSD.ORG/pub/FreeBSD








Brazil


In case of problems, please contact hostmaster@br.FreeBSD.org.



		ftp://ftp.br.FreeBSD.ORG/pub/FreeBSD


		ftp://ftp2.br.FreeBSD.ORG/pub/FreeBSD


		ftp://ftp3.br.FreeBSD.ORG/pub/FreeBSD


		ftp://ftp4.br.FreeBSD.ORG/pub/FreeBSD


		ftp://ftp5.br.FreeBSD.ORG/pub/FreeBSD


		ftp://ftp6.br.FreeBSD.ORG/pub/FreeBSD


		ftp://ftp7.br.FreeBSD.ORG/pub/FreeBSD








Canada


In case of problems, please contact hostmaster@ca.FreeBSD.org



		ftp://ftp.ca.FreeBSD.ORG/pub/FreeBSD








Czech Republic



		ftp://sunsite.mff.cuni.cz/OS/FreeBSD


Problem Contact: jj@sunsite.mff.cuni.cz











Estonia


In case of problems, please contact hostmaster@ee.FreeBSD.org.



		ftp://ftp.ee.freebsd.ORG/pub/FreeBSD








Finland


In case of problems, please contact hostmaster@fi.FreeBSD.org.



		ftp://ftp.fi.freebsd.ORG/pub/FreeBSD








France



		ftp://ftp.ibp.fr/pub/FreeBSD


Problem Contact: Remy.Card@ibp.fr.











Germany


In case of problems, please contact hostmaster@de.FreeBSD.org.



		ftp://ftp.de.FreeBSD.ORG/pub/FreeBSD


		ftp://ftp2.de.FreeBSD.ORG/pub/FreeBSD


		ftp://ftp3.de.FreeBSD.ORG/pub/FreeBSD


		ftp://ftp4.de.FreeBSD.ORG/pub/FreeBSD


		ftp://ftp5.de.FreeBSD.ORG/pub/FreeBSD


		ftp://ftp6.de.FreeBSD.ORG/pub/FreeBSD


		ftp://ftp7.de.FreeBSD.ORG/pub/FreeBSD








Hong Kong



		ftp://ftp.hk.super.net/pub/FreeBSD


Problem Contact: ftp-admin@HK.Super.NET.











Ireland


In case of problems, please contact hostmaster@ie.FreeBSD.org.



		ftp://ftp.ie.FreeBSD.ORG/pub/FreeBSD








Israel



		ftp://orgchem.weizmann.ac.il/pub/FreeBSD


Problem Contact: serg@klara.weizmann.ac.il.





		ftp://xray4.weizmann.ac.il/pub/FreeBSD


Problem Contact: serg@klara.weizmann.ac.il.











Japan


In case of problems, please contact hostmaster@jp.FreeBSD.org.



		ftp://ftp.jp.FreeBSD.ORG/pub/FreeBSD


		ftp://ftp2.jp.FreeBSD.ORG/pub/FreeBSD


		ftp://ftp3.jp.FreeBSD.ORG/pub/FreeBSD


		ftp://ftp4.jp.FreeBSD.ORG/pub/FreeBSD


		ftp://ftp5.jp.FreeBSD.ORG/pub/FreeBSD


		ftp://ftp6.jp.FreeBSD.ORG/pub/FreeBSD








Korea


In case of problems, please contact hostmaster@kr.FreeBSD.org.



		ftp://ftp.kr.FreeBSD.ORG/pub/FreeBSD


		ftp://ftp2.kr.FreeBSD.ORG/pub/FreeBSD








Netherlands


In case of problems, please contact hostmaster@nl.FreeBSD.org.



		ftp://ftp.nl.freebsd.ORG/pub/FreeBSD








Poland



		ftp://SunSITE.icm.edu.pl/pub/FreeBSD


Problem Contact: ftp@SunSITE.icm.edu.pl











Portugal



		ftp://ftp.ua.pt/pub/misc/FreeBSD


Problem Contact: archie@ua.pt











Russia


In case of problems, please contact hostmaster@ru.FreeBSD.org.



		ftp://ftp.ru.FreeBSD.org/pub/FreeBSD


		ftp://ftp2.ru.FreeBSD.org/pub/FreeBSD








South Africa


In case of problems, please contact hostmaster@za.FreeBSD.org.



		ftp://ftp.za.FreeBSD.ORG/pub/FreeBSD


		ftp://ftp2.za.FreeBSD.ORG/pub/FreeBSD


		ftp://ftp3.za.FreeBSD.ORG/FreeBSD








Sweden


In case of problems, please contact the hostmaster@se.FreeBSD.org.



		ftp://ftp.se.freebsd.ORG/pub/FreeBSD








Taiwan


In case of problems, please contact hostmaster@tw.FreeBSD.org.



		ftp://ftp.tw.FreeBSD.ORG/pub/FreeBSD


		ftp://ftp2.tw.FreeBSD.ORG/pub/FreeBSD


		ftp://ftp3.tw.FreeBSD.ORG/pub/FreeBSD








Thailand



		ftp://ftp.nectec.or.th/pub/FreeBSD


Problem Contact: ftpadmin@ftp.nectec.or.th











USA


In case of problems, please contact hostmaster@FreeBSD.org.



		ftp://ftp.FreeBSD.ORG/pub/FreeBSD


		ftp://ftp2.FreeBSD.ORG/pub/FreeBSD


		ftp://ftp3.FreeBSD.ORG/pub/FreeBSD


		ftp://ftp4.FreeBSD.ORG/pub/FreeBSD


		ftp://ftp5.FreeBSD.ORG/pub/FreeBSD


		ftp://ftp6.FreeBSD.ORG/pub/FreeBSD








UK


In case of problems, please contact hostmaster@uk.FreeBSD.org.



		ftp://ftp.uk.FreeBSD.ORG/packages/unix/FreeBSD


		ftp://ftp2.uk.FreeBSD.ORG/pub/walnut.creek/FreeBSD


		ftp://ftp3.uk.FreeBSD.ORG/pub/BSD/FreeBSD





The latest versions of export-restricted code for FreeBSD (2.0C or
later) (eBones and secure) are being made available at the following
locations. If you are outside the U.S. or Canada, please get secure
(DES) and eBones (Kerberos) from one of the following foreign
distribution sites:





South Africa



		ftp://ftp.internat.FreeBSD.ORG/pub/FreeBSD


		ftp://ftp2.internat.FreeBSD.ORG/pub/FreeBSD








Brazil



		ftp://ftp.br.FreeBSD.ORG/pub/FreeBSD








Finland



		ftp://nic.funet.fi/pub/unix/FreeBSD/eurocrypt





Release Home
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Introduction


This is the release schedule for FreeBSD &local.rel;. For more
information about the release engineering process, please see the
Release Engineering section of the web
site.


General discussions about the pending release and known issues should be
sent to the public
freebsd-stable mailing list.
MFC
requests should be sent to re@FreeBSD.org.


β.local.where;





Schedule










		Action
		Expected
		Actual
		Description



		Initial release schedule announcement
		
		






		4 March 2014
		Release Engineers send announcement email to developers with a rough schedule.



		Release schedule reminder
		4 April 2014
		11 April 2014
		Release Engineers send reminder announcement e-mail to developers with updated schedule.



		Code slush begins
		9 May 2014
		9 May 2014
		Release Engineers announce that all further commits to the &local.branch.stable; branch will not require explicit approval, however new features should be avoided.



		Code freeze begins
		23 May 2014
		23 May 2014
		Release Engineers announce that all further commits to the &local.branch.stable; branch will require explicit approval. Certain blanket approvals will be granted for narrow areas of development, documentation improvements, etc.



		BETA1 builds begin
		30 May 2014
		30 May 2014
		First beta test snapshot.



		BETA2 builds begin
		6 June 2014
		6 June 2014
		Second beta test snapshot.



		BETA3 builds begin
		13 June 2014
		13 June 2014
		Third beta test snapshot.



		&local.branch.releng; branch
		20 June 2014
		20 June 2014
		Subversion branch created; future release engineering proceeds on this branch.



		RC1 builds begin
		20 June 2014
		20 June 2014
		First release candidate.



		RC2 builds begin
		27 June 2014
		27 June 2014
		Second release candidate.



		RC3 builds begin
		4 July 2014
		4 July 2014
		Third release candidate.



		RELEASE builds begin
		11 July 2014
		11 July 2014
		&local.rel;-RELEASE builds begin.



		RELEASE announcement
		16 July 2014
		16 July 2014
		&local.rel;-RELEASE press release.



		Turn over to the secteam
		
		






		30 July 2014
		&local.branch.releng; branch is handed over to the FreeBSD Security Officer Team in one or two weeks after the announcement.










Status / TODO


&os; Release Engineering TODO
Page





Additional Information



		FreeBSD Release Engineering website
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                                 RELEASE NOTES
                              FreeBSD 3.2-RELEASE

Welcome to 3.2-RELEASE, a full follow-on to the 3.1-RELEASE
released February 1999 and which marked the beginning of the
3.0-STABLE branch.  In the 4 months since 3.1 was released, many
hundreds of bug fixes and general enhancements were made to the
system.  Please see relevant details below.

Any installation failures or crashes should be reported by using the
send-pr command (those preferring a WEB based interface can also see
this page).

For information about FreeBSD and the layout of the 3.2-RELEASE
directory (especially if you're installing from floppies!), see
ABOUT.TXT.  For installation instructions, see the INSTALL.TXT and
HARDWARE.TXT files.
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1. What's new since 3.1-RELEASE
---------------------------------

1.1. KERNEL CHANGES
-------------------

Added driver support for PCI gigabit ethernet adapters based on
the Alteon Networks Tigon 1 and Tigon 2 chipsets, including the
Alteon AceNIC, 3Com 3c985 and Netgear GA620.

Support for USB devices further improved.

Support has been added for direct access to NTFS filesystems.

Support has been added for Joliet extensions on ISO 9660 filesystems.
Only iso8859-1 characters (latin-1) are supported at this time, though.

Support has been added for Adaptec 2930U2 and 3950U2 SCSI cards.

There have been a couple of kernel changes that will break the binary
interface for clients of the CAM passthrough interface or the devstat(9)
statistics interface.  These changes were made to fix some interface
deficiencies.  We regret any inconvenience this will cause, but we
anticipate that this will have minimal impact as there are no known
commercial binary-only applications that use either interface.  This will
require that programs that use those two interfaces be recompiled.  Ports
that use the CAM interface include xmcd, tosha, SANE, cdrecord and cdda2wav.
Ports that use the devstat interface include xsysinfo and xperfmon.


1.2. SECURITY FIXES
-------------------
Descriptor leak bug which was potentially open to a denial of service attack
(by local users) was closed.  REF: KKIS.05051999.003b


1.3. USERLAND CHANGES
---------------------
The Internet Software Consortium's DHCP client has been added to the
base system.

Sendmail upgraded to version 8.9.3.

Tar now supports compressing via bzip2 with the new
-y/--bzip2/--bunzip2 flags.

TCP Wrappers is now part of the base system.  inetd, the port mapper,
and sendmail are now linked agaist libwrap.  The "PROCESS_OPTIONS"
syntax is the default.  Note that you do not need to use tcpd in
/etc/inetd.conf.  See `man 5 hosts_options' and `man 8 inetd` for
more information.

Gdb has been updated to version 4.18 and is now part of the standard
release for FreeBSD/alpha.

Camcontrol now allows users to view the number of tagged openings for
any given device, and allows users to set the number of tagged openings
for any device that supports tagged queueing.

Camcontrol also now allows users to change SCSI negotiation parameters
(e.g. sync rate, offset, bus width, disconnection) for devices on certain
controllers.  Note that this feature is only fully functional for Adaptec
7xxx series controllers, Advansys narrow controllers and NCR/Symbios
controllers.

Systat, vmstat, and iostat now print out statistics in a more "interesting"
order based on "importance" of the device vs. the probe order.

And quite a number of bugs, both in the user and kernel, fixed as
a result of user feedback for 3.1-RELEASE.


2. Supported Configurations
---------------------------
FreeBSD currently runs on a wide variety of ISA, VLB, EISA and PCI bus
based PC's, ranging from 386sx to Pentium class machines (though the
386sx is not recommended).  Support for generic IDE or ESDI drive
configurations, various SCSI controller, network and serial cards is
also provided.

What follows is a list of all peripherals currently known to work with
FreeBSD.  Other configurations may also work, we have simply not as yet
received confirmation of this.


2.1. Disk Controllers
---------------------
WD1003 (any generic MFM/RLL)
WD1007 (any generic IDE/ESDI)
IDE
ATA

Adaptec 1535 ISA SCSI controllers
Adaptec 154x series ISA SCSI controllers
Adaptec 174x series EISA SCSI controller in standard and enhanced mode.
Adaptec 274X/284X/2920C/2930U2/294x/2950/3940/3950 (Narrow/Wide/Twin) series
EISA/VLB/PCI SCSI controllers.
Adaptec AIC7850, AIC7860, AIC7880, AIC789x, on-board SCSI controllers.

AdvanSys SCSI controllers (all models).

BusLogic MultiMaster controllers:

[ Please note that BusLogic/Mylex "Flashpoint" adapters are NOT yet supported ]

BusLogic MultiMaster "W" Series Host Adapters:
    BT-948, BT-958, BT-958D
BusLogic MultiMaster "C" Series Host Adapters:
    BT-946C, BT-956C, BT-956CD, BT-445C, BT-747C, BT-757C, BT-757CD, BT-545C,
    BT-540CF
BusLogic MultiMaster "S" Series Host Adapters:
    BT-445S, BT-747S, BT-747D, BT-757S, BT-757D, BT-545S, BT-542D, BT-742A,
    BT-542B
BusLogic MultiMaster "A" Series Host Adapters:
    BT-742A, BT-542B

AMI FastDisk controllers that are true BusLogic MultiMaster clones are also
supported.

DPT SmartCACHE Plus, SmartCACHE III, SmartRAID III, SmartCACHE IV and
SmartRAID IV SCSI/RAID controllers are supported.  The DPT SmartRAID/CACHE V
is not yet supported.

SymBios (formerly NCR) 53C810, 53C810a, 53C815, 53C820, 53C825a,
53C860, 53C875, 53C875j, 53C885, 53C895 and 53C896 PCI SCSI controllers:
        ASUS SC-200
        Data Technology DTC3130 (all variants)
    Diamond FirePort (all)
        NCR cards (all)
        Symbios cards (all)
        Tekram DC390W, 390U and 390F
        Tyan S1365

QLogic 1020, 1040, 1040B, 1080 and 1240 SCSI Host Adapters.
QLogic 2100 Fibre Channel Adapters (private loop only).

DTC 3290 EISA SCSI controller in 1542 emulation mode.

With all supported SCSI controllers, full support is provided for
SCSI-I & SCSI-II peripherals, including hard disks, optical disks,
tape drives (including DAT and 8mm Exabyte), medium changers, processor
target devices and CDROM drives.  WORM devices that support CDROM commands
are supported for read-only access by the CDROM driver.  WORM/CD-R/CD-RW
writing support is provided by cdrecord, which is in the ports tree.

The following CD-ROM type systems are supported at this time:
(cd)    SCSI interface (also includes ProAudio Spectrum and
        SoundBlaster SCSI)
(matcd) Matsushita/Panasonic (Creative SoundBlaster) proprietary
        interface (562/563 models)
(scd)   Sony proprietary interface (all models)
(wcd)   ATAPI IDE interface

The following drivers were supported under the old SCSI subsystem, but are
NOT YET supported under the new CAM SCSI subsystem:

  Tekram DC390 and DC390T controllers (maybe other cards based on the
  AMD 53c974 as well).

  NCR5380/NCR53400 ("ProAudio Spectrum") SCSI controller.

  UltraStor 14F, 24F and 34F SCSI controllers.

  Seagate ST01/02 SCSI controllers.

  Future Domain 8xx/950 series SCSI controllers.

  WD7000 SCSI controller.

  Adaptec 1510 series ISA SCSI controllers (not for bootable devices)
  Adaptec 152x series ISA SCSI controllers
  Adaptec AIC-6260 and AIC-6360 based boards, which includes the AHA-152x
  and SoundBlaster SCSI cards.

  [ Note:  There is work-in-progress to port the AIC-6260/6360 and
    UltraStor drivers to the new CAM SCSI framework, but no estimates on
    when or if they will be completed. ]

Unmaintained drivers, they might or might not work for your hardware:

  Floppy tape interface (Colorado/Mountain/Insight)

  (mcd)   Mitsumi proprietary CD-ROM interface (all models)

2.2. Ethernet cards
-------------------
Allied-Telesis AT1700 and RE2000 cards

Alteon Networks PCI gigabit ethernet NICs based on the Tigon 1 and Tigon 2
chipsets, including the following:
  Alteon AceNIC (Tigon 1 and 2)
  3Com 3c985-SX (Tigon 1 and 2)
  Netgear GA620 (Tigon 2)
  Silicon Graphics Gigabit Ethernet
  DEC/Compaq EtherWORKS 1000
  NEC Gigabit Ethernet

AMD PCnet/PCI (79c970 & 53c974 or 79c974)

SMC Elite 16 WD8013 ethernet interface, and most other WD8003E,
WD8003EBT, WD8003W, WD8013W, WD8003S, WD8003SBT and WD8013EBT
based clones.  SMC Elite Ultra.  SMC Etherpower II.

RealTek 8129/8139 fast ethernet NICs including the following:
  Allied Telesyn AT2550
  Allied Telesyn AT2500TX
  Genius GF100TXR (RTL8139)
  NDC Communications NE100TX-E
  OvisLink LEF-8129TX
  OvisLink LEF-8139TX
  Netronix Inc. EA-1210 NetEther 10/100
  KTX-9130TX 10/100 Fast Ethernet
  Accton "Cheetah" EN1027D (MPX 5030/5038; RealTek 8139 clone?)
  SMC EZ Card 10/100 PCI 1211-TX

Lite-On 82c168/82c169 PNIC fast ethernet NICs including the following:
  LinkSys EtherFast LNE100TX
  NetGear FA310-TX Rev. D1
  Matrox FastNIC 10/100

Macronix 98713, 98713A, 98715, 98715A and 98725 fast ethernet NICs
  NDC Communications SFA100A (98713A)
  CNet Pro120A (98713 or 98713A)
  CNet Pro120B (98715)
  SVEC PN102TX (98713)

Winbond W89C840F fast ethernet NICs including the following:
  Trendware TE100-PCIE

VIA Technologies VT3043 "Rhine I" and VT86C100A "Rhine II" fast ethernet
NICs including the following:
  Hawking Technologies PN102TX
  D-Link DFE530TX

Texas Instruments ThunderLAN PCI NICs, including the following:
  Compaq Netelligent 10, 10/100, 10/100 Proliant, 10/100 Dual-Port
  Compaq Netelligent 10/100 TX Embedded UTP, 10 T PCI UTP/Coax, 10/100 TX UTP
  Compaq NetFlex 3P, 3P Integrated, 3P w/ BNC
  Olicom OC-2135/2138, OC-2325, OC-2326 10/100 TX UTP
  Racore 8165 10/100baseTX
  Racore 8148 10baseT/100baseTX/100baseFX multi-personality

ASIX Electronics AX88140A PCI NICs, including the following:
  Alfa Inc. GFC2204
  CNet Pro110B

DEC EtherWORKS III NICs (DE203, DE204, and DE205)
DEC EtherWORKS II NICs (DE200, DE201, DE202, and DE422)
DEC DC21040, DC21041, or DC21140 based NICs (SMC Etherpower 8432T, DE245, etc)
DEC FDDI (DEFPA/DEFEA) NICs

Fujitsu MB86960A/MB86965A

HP PC Lan+ cards (model numbers: 27247B and 27252A).

Intel EtherExpress 16
Intel EtherExpress Pro/10
Intel EtherExpress Pro/100B PCI Fast Ethernet

Isolan AT 4141-0 (16 bit)
Isolink 4110     (8 bit)

Novell NE1000, NE2000, and NE2100 ethernet interface.
PCI network cards emulating the NE2000: RealTek 8029, NetVin 5000,
Winbond W89C940, Surecom NE-34, VIA VT86C926.

3Com 3C501 cards

3Com 3C503 Etherlink II

3Com 3c505 Etherlink/+

3Com 3C507 Etherlink 16/TP

3Com 3C509, 3C579, 3C589 (PCMCIA), 3C590/592/595/900/905/905B PCI and EISA
(Fast) Etherlink III / (Fast) Etherlink XL

3Com 3c980 Fast Etherlink XL server adapter

Toshiba ethernet cards

Crystal Semiconductor CS89x0-based NICs, including:
  IBM Etherjet ISA

PCMCIA ethernet cards from IBM and National Semiconductor are also
supported.

Note that NO token ring cards are supported at this time as we're
still waiting for someone to donate a driver for one of them.  Any
takers?

2.3 ATM
-------

   o ATM Host Interfaces
        - FORE Systems, Inc. PCA-200E ATM PCI Adapters
        - Efficient Networks, Inc. ENI-155p ATM PCI Adapters

   o ATM Signalling Protocols
        - The ATM Forum UNI 3.1 signalling protocol
        - The ATM Forum UNI 3.0 signalling protocol
        - The ATM Forum ILMI address registration
        - FORE Systems's proprietary SPANS signalling protocol
        - Permanent Virtual Channels (PVCs)

   o IETF "Classical IP and ARP over ATM" model
        - RFC 1483, "Multiprotocol Encapsulation over ATM Adaptation Layer 5"
        - RFC 1577, "Classical IP and ARP over ATM"
        - RFC 1626, "Default IP MTU for use over ATM AAL5"
        - RFC 1755, "ATM Signaling Support for IP over ATM"
        - RFC 2225, "Classical IP and ARP over ATM"
        - RFC 2334, "Server Cache Synchronization Protocol (SCSP)"
        - Internet Draft draft-ietf-ion-scsp-atmarp-00.txt,
                "A Distributed ATMARP Service Using SCSP"

   o ATM Sockets interface

2.4. Misc
---------

AST 4 port serial card using shared IRQ.

ARNET 8 port serial card using shared IRQ.
ARNET (now Digiboard) Sync 570/i high-speed serial.

Boca BB1004 4-Port serial card (Modems NOT supported)
Boca IOAT66 6-Port serial card (Modems supported)
Boca BB1008 8-Port serial card (Modems NOT supported)
Boca BB2016 16-Port serial card (Modems supported)

Comtrol Rocketport card.

Cyclades Cyclom-y Serial Board.

STB 4 port card using shared IRQ.

SDL Communications Riscom/8 Serial Board.
SDL Communications RISCom/N2 and N2pci high-speed sync serial boards.

Stallion multiport serial boards: EasyIO, EasyConnection 8/32 & 8/64,
ONboard 4/16 and Brumby.

Specialix SI/XIO/SX ISA, EISA and PCI serial expansion cards/modules.

Adlib, SoundBlaster, SoundBlaster Pro, ProAudioSpectrum, Gravis UltraSound
and Roland MPU-401 sound cards. (snd driver)

Most ISA audio codecs manufactured by Crystal Semiconductors, OPTi, Creative
Labs, Avance, Yamaha and ENSONIQ. (pcm driver)

Connectix QuickCam
Matrox Meteor Video frame grabber
Creative Labs Video Spigot frame grabber
Cortex1 frame grabber
Hauppauge Wincast/TV boards (PCI)
STB TV PCI
Intel Smart Video Recorder III
Various Frame grabbers based on Brooktree Bt848 and Bt878 chip.

HP4020, HP6020, Philips CDD2000/CDD2660 and Plasmon CD-R drives.

PS/2 mice

Standard PC Joystick

X-10 power controllers

GPIB and Transputer drivers.

Genius and Mustek hand scanners.

Xilinx XC6200 based reconfigurable hardware cards compatible with
the HOT1 from Virtual Computers (www.vcc.com)

Support for Dave Mills experimental Loran-C receiver.

FreeBSD currently does NOT support IBM's microchannel (MCA) bus.

3. Obtaining FreeBSD
--------------------

You may obtain FreeBSD in a variety of ways:

3.1. FTP/Mail
-------------

You can ftp FreeBSD and any or all of its optional packages from
`ftp.FreeBSD.org' - the official FreeBSD release site.

For other locations that mirror the FreeBSD software see the file
MIRROR.SITES.  Please ftp the distribution from the site closest (in
networking terms) to you.  Additional mirror sites are always welcome!
Contact freebsd-admin@FreeBSD.org for more details if you'd like to
become an official mirror site.

3.2. CDROM
----------

FreeBSD 3.2-RELEASE CDs may be ordered on CDROM from:

        Walnut Creek CDROM
        4041 Pike Lane, Suite F
        Concord CA  94520
        1-800-786-9907, +1-925-674-0783, +1-925-674-0821 (FAX)

Or via the Internet from orders@cdrom.com or http://www.freebsdmall.com.
Their current catalog can be obtained via ftp from:

        ftp://ftp.cdrom.com/cdrom/catalog

Cost per -RELEASE CD is $39.95 or $24.95 with a FreeBSD subscription.
FreeBSD SNAPshot CDs, when available, are $39.95 or $14.95 with a
FreeBSD-SNAP subscription (-RELEASE and -SNAP subscriptions are entirely
separate).  With a subscription, you will automatically receive updates as
they are released.  Your credit card will be billed when each disk is
shipped and you may cancel your subscription at any time without further
obligation.

Shipping (per order not per disc) is $5 in the US, Canada or Mexico
and $9.00 overseas.  They accept Visa, Mastercard, Discover, American
Express or checks in U.S. Dollars and ship COD within the United
States.  California residents please add 8.25% sales tax.

Should you be dissatisfied for any reason, the CD comes with an
unconditional return policy.


4. Upgrading from previous releases of FreeBSD
----------------------------------------------

If you're upgrading from a previous release of FreeBSD, most likely
it's 2.2.x or 2.1.x (in some lesser number of cases) and some of the
following issues may affect you, depending of course on your chosen
method of upgrading.  There are two popular ways of upgrading
FreeBSD distributions:

        o Using sources, via /usr/src
        o Using sysinstall's (binary) upgrade option.

In the case of using sources, there are simply two targets you need to
be aware of: The standard ``upgrade'' target, which will upgrade a 2.x
or 3.0 system to 3.2 and the ``world'' target, which will take an
already upgraded system and keep it in sync with whatever changes have
happened since the initial upgrade.

In the case of using the binary upgrade option, the system will go
straight to 3.2/ELF but also populate the /<basepath>/lib/aout
directories for backwards compatibility with older binaries.

In either case, going to ELF will mean that you'll have somewhat
smaller binaries and access to a lot more compiler goodies which have
been already been ported to other ELF environments (our older and
somewhat crufty a.out format being largely unsupported by most other
software projects).  Those who wish to retain access to the older
a.out dynamic executables should be sure and install the compat22
distribution. Notice that the a.out libraries won't be accessible
until the system is rebooted, which may cause trouble with certain
a.out packages.

Also, do not use install disks or sysinstall from previous versions,
as version 3.1 introduced a new bootstrapping procedure, requiring
new boot blocks to be installed (because of elf kernels), and version
3.2 has further modifications to the bootstrapping procedure.

[ other important upgrading notes should go here]


5. Reporting problems, making suggestions, submitting code.
-----------------------------------------------------------
Your suggestions, bug reports and contributions of code are always
valued - please do not hesitate to report any problems you may find
(preferably with a fix attached, if you can!).

The preferred method to submit bug reports from a machine with
Internet mail connectivity is to use the send-pr command or use the CGI
script at http://www.FreeBSD.org/send-pr.html.  Bug reports
will be dutifully filed by our faithful bugfiler program and you can
be sure that we'll do our best to respond to all reported bugs as soon
as possible.  Bugs filed in this way are also visible on our WEB site
in the support section and are therefore valuable both as bug reports
and as "signposts" for other users concerning potential problems to
watch out for.

If, for some reason, you are unable to use the send-pr command to
submit a bug report, you can try to send it to:

                freebsd-bugs@FreeBSD.org

Note that send-pr itself is a shell script that should be easy to move
even onto a totally different system.  We much prefer if you could use
this interface, since it make it easier to keep track of the problem
reports.  However, before submitting, please try to make sure whether
the problem might have already been fixed since.


Otherwise, for any questions or tech support issues, please send mail to:

                freebsd-questions@FreeBSD.org


Additionally, being a volunteer effort, we are always happy to have
extra hands willing to help - there are already far more desired
enhancements than we'll ever be able to manage by ourselves!  To
contact us on technical matters, or with offers of help, please send
mail to:

                freebsd-hackers@FreeBSD.org


Please note that these mailing lists can experience *significant*
amounts of traffic and if you have slow or expensive mail access and
are only interested in keeping up with significant FreeBSD events, you
may find it preferable to subscribe instead to:

                freebsd-announce@FreeBSD.org


All of the mailing lists can be freely joined by anyone wishing
to do so.  Send mail to MajorDomo@FreeBSD.org and include the keyword
`help' on a line by itself somewhere in the body of the message.  This
will give you more information on joining the various lists, accessing
archives, etc.  There are a number of mailing lists targeted at
special interest groups not mentioned here, so send mail to majordomo
and ask about them!
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The file
ERRATA.TXT contains post-release ERRATA for 3.2 and should always
be considered the definitive place to look *first* before reporting
a problem with this release.  This file will also be periodically
updated as new issues are reported so even if you've checked this
file recently, check it again before filing a bug report.  Any
changes to this file are also automatically emailed to:

    freebsd-stable@FreeBSD.org

For all FreeBSD security advisories, see:

ftp://ftp.FreeBSD.org/pub/FreeBSD/CERT/

For the latest information.

---- Security Advisories:

Current active security advisories for 3.2:     None

---- System Update Information:

o The compat20 and compat21 distributions install themselves into
  /usr/lib/compat.  The compat20/compat21 distributions are a.out libraries,
  thus they should live in /usr/lib/compat/aout to match the
  "ldconfig_paths_aout" configuration in /etc/defaults/rc.conf.

Fix: cd /usr/lib/compat
     mkdir -p aout
     mv lib*.so.*.* aout

o /usr/bin/gdb crashes when debugging core files from static programs

Fix: This was corrected in revision 1.3.2.2 of solib.c. Obtain the fixed
     version via CVSup (see instructions in handbook) or apply the patch
     from our CVSweb service.

o While booting the install floppy, user sees the following message
  and nothing seems to happen, nor can anything be entered from the keyboard:

     Keyboard: no

Fix: Due to a lack of space, full support for old XT/AT (84-key) keyboards
     is no longer available in the bootblocks.  Some notebook computers may
     also have this type of keyboard and if you are still using this kind of
     hardware, you will see the above message about no keyboard being found
     when you boot from an installation CD-ROM or floppy.

     As soon as you see the message, hit the space bar and you will see
     the following prompt:

       >> FreeBSD/i386 BOOT
       Default: x:xx(x,x)/boot/loader
       boot:

     Then enter `-Dh', and things should proceed normally with your keyboard
     type.  This only happens once at initial installation time and will
     not be a problem afterwards.
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Introduction


This is the release schedule for &os; &local.rel;. For more information
about the release engineering process, please see the Release
Engineering section of the web site.


Important: This schedule is tentative, and may be subject to change.


General discussions about the pending release and known issues should be
sent to the public
freebsd-current mailing list.
MFC
requests should be sent to re@FreeBSD.org.


β.local.where; &beta2.local.where;





Schedule


During the &local.branch.head; freeze, the Release Engineering Team may
create ALPHA snapshots to publish for testing purposes. As the frequency
and total number of the ALPHA snapshots will depend on the length of
time the &local.branch.head; branch is frozen, no official schedule is
provided.


Announcements regarding the availability of the ALPHA snapshots will be
sent to the freebsd-current and
freebsd-snapshots mailing
lists.










		Action
		Expected
		Actual
		Description



		Initial release schedule announcement
		
		






		26 February 2015
		Release Engineers send announcement email to developers with a rough schedule.



		Release schedule reminder
		25 March 2016
		
		






		Release Engineers send reminder announcement e-mail to developers with updated schedule.



		Code slush begins
		22 April 2016
		
		






		Release Engineers announce that all further commits to the &local.branch.head; branch will not require explicit approval, however new features should be avoided.



		Code freeze begins
		29 April 2016
		
		






		Release Engineers announce that all further commits to the &local.branch.head; branch will require explicit approval. Certain blanket approvals will be granted for narrow areas of development, documentation improvements, etc.



		KBI freeze begins
		13 May 2016
		
		






		Release Engineers announce that all further commits to the &local.branch.head; branch will require explicit approval. Additionally, there can be no changes to the KBI until &local.branch.head; is branched to &local.branch.stable;.



		&local.branch.stable; branch
		10 June 2016
		
		






		Subversion branch created; release engineering continues on this branch.



		BETA1 builds begin
		10 June 2016
		
		






		First beta test snapshot.



		&local.branch.head; thaw
		11 June 2016
		
		






		The code freeze on the &local.branch.head; branch is lifted.



		BETA2 builds begin
		17 June 2016
		
		






		Second beta test snapshot.



		BETA3 builds begin *
		24 June 2016
		
		






		Third beta test snapshot.



		&local.branch.releng; branch
		1 July 2016
		
		






		Subversion branch created; future release engineering proceeds on this branch.



		RC1 builds begin
		1 July 2016
		
		






		First release candidate.



		&local.branch.stable; thaw
		2 July 2016
		
		






		The code freeze on the &local.branch.stable; branch is lifted.



		RC2 builds begin
		8 July 2016
		
		






		Second release candidate.



		RC3 builds begin *
		15 July 2016
		
		






		Third release candidate.



		RELEASE builds begin
		22 July 2016
		
		






		&local.rel;-RELEASE builds begin.



		RELEASE announcement
		27 July 2016
		
		






		&local.rel;-RELEASE press release.



		Turn over to the secteam
		
		






		
		






		&local.branch.releng; branch is handed over to the &os; Security Officer Team in one or two weeks after the announcement.







“*” indicates “as-needed” items.





Status / TODO


&os; Release Engineering TODO
Page





Additional Information



		&os; Release Engineering website











          

      

      

    


    
        © Copyright 2015, The FreeBSD Project.
      Created using Sphinx 1.3.1.
    

  

articles/contributors/contrib.additional.html


    
      Navigation


      
        		
          index


        		FreeBSD 10.1 documentation »

 
      


    


    
      
          
            
  
		ABURAYA Ryushirou rewsirow@ff.iij4u.or.jp


		AIDA Shinra aida-s@jcom.home.ne.jp


		AMAGAI Yoshiji amagai@nue.org


		Aaron Bornstein aaronb@j51.com


		Aaron Myles Landwehr aaron@snaphat.com


		Aaron Smith aaron@mutex.org


		Aaron Straup Cope ascope@cpan.org


		Aaron Voisine voisine@gmail.com


		Aaron Zauner az_mail@gmx.at


		Aasmund Eikli inter@o12a.com


		Achim Patzner ap@noses.com


		Ada T Lim ada@bsd.org


		Adam Baran badam@mw.mil.pl


		Adam C. Migus adam@migus.org


		Adam Glass glass@postgres.berkeley.edu


		Adam Herzog adam@herzogdesigns.com


		Adam Jette jettea46@yahoo.com


		Adam Kranzel adam@alameda.edu


		Adam McDougall mcdouga9@egr.msu.edu


		Adam McLaurin adam.freebsd@fastmail.fm


		Adam Strohl troll@digitalspark.net


		Adam Wight adamw@tulum.brsys.com


		Adoal Xu adoal@iname.com


		Adrian Colley aecolley@ois.ie


		Adrian Filipi-Martin adrian@ubergeeks.com


		Adrian Hall ahall@mirapoint.com


		Adrian Mariano adrian@cam.cornell.edu


		Adrian Pircalabu apircalabu@bitdefender.com


		Adrian Steinmann ast@marabu.ch


		Adrian T. Filipi-Martin atf3r@agate.cs.virginia.edu


		Aftab Jahan Subedar jahan@bol-online.com


		Ajit Thyagarajan


		Akinori YAMADA yamada-a@nextcom.co.jp


		Akira Ikeuchi a_ikeuchi@mic.mitsumi.co.jp


		Akira SAWADA


		Akira Watanabe akira@myaw.ei.meisei-u.ac.jp


		Akito Fujita fujita@zoo.ncl.omron.co.jp


		Al Hoang hoanga@mac.com


		Alain Kalker A.C.P.M.Kalker@student.utwente.nl


		Alan Amesbury amesbury@indefi.net


		Alan Bawden alan@curry.epilogue.com


		Alan Snelson Alan@Wave2.co.uk


		Alban Maire a.maire@s2mi.fr


		Albert Graef Dr.Graef@t-online.de


		Aldert Nooitgedagt aldert@nooitgedagt.net


		Aldis Berjoza killasmurf86@gmail.com


		Alec Wolman wolman@cs.washington.edu


		Aled Morris aledm@routers.co.uk


		Aleksander Fafula alex@fafula.com


		Aleksandr A Babaylov .@babolo.ru


		Aleksandr S. Goncharov mraleks@bk.ru


		Alex D. Chen dhchen@elearning.nsysu.edu.tw


		Alex Deiter tiamat@komi.mts.ru


		Alex G. Bulushev bag@demos.su


		Alex Kapranoff alex@kapranoff.ru


		Alex Keda admin@lissyara.su


		Alex Kiesel kiesel@schlund.de


		Alex Le Heux alexlh@funk.org


		Alex M alex@myzona.net


		Alex Miller asm@asm.kiev.ua


		Alex Perel veers@disturbed.net


		Alex Pesternikov ap@page2rss.com


		Alex Rodioukov simuran@shaw.ca


		Alex Rousskov rousskov@measurement-factory.com


		Alex Samorukov samm@os2.kiev.ua


		Alex Semenyaka alex@rinet.ru


		Alex Steiner ast@treibsand.com


		Alex Trull alexander@trull.com


		Alex Varju freebsd-ports@varju.ca


		Alex Vasylenko lxv@omut.org


		Alex Wilkinson alex.wilkinson@dsto.defence.gov.au


		Alex Zepeda garbanzo@hooked.net


		Alexander Bechikov goo@t72.ru


		A.ARUNDEL.EMAIL


		Alexander Churanov alexanderchuranov@gmail.com


		Alexander B. Povolotsky tarkhil@mgt.msk.ru


		Alexander Gelfenbain mail@gelf.com


		Alexander Pereira Girald girald@etcom.ufrgs.br


		Alexander Grigoryev alexander.4mail@gmail.com


		Alexander Gromnizki gromnizki@unixdev.net


		Alexander Haderer alexander.haderer@charite.de


		Alexander Koch fbsd@meersau.de


		Alexander Kojevnikov alexander@kojevnikov.com


		Alexander Kovalenko never@nevermind.kiev.ua


		Alexander Novitsky alecn2002@yandex.ru


		Alexander Peresunko alex@freeman.org.ua


		Alexander Pohoyda alexander.pohoyda@gmx.net


		Alexander Pyhalov alp@sfedu.ru


		alexander smishlajev alex@ank-sia.com


		Alexander V. Ribchansky triosoft@triosoft.com.ua


		Alexander Yerenkow yerenkow@gmail.com


		Alexander Zagrebin alexz@visp.ru


		Alexander Zhuravlev zaa@zaa.pp.ru


		Alexandre Peixoto alexandref@tcoip.com.br


		Alexandre Snarskii snar@paranoia.ru


		Alexandros Kosiaris akosiaris+ports@gmail.com


		Alexey Illarionov littlesavage@rambler.ru


		Alexey V. Antipovsky kemm@in-line.ru


		Alexey V. Neyman alex.neyman@auriga.ru


		Alexey Y. Mikhailov karma@ez.pereslavl.ru


		Alexey Shuvaev shuvaev@physik.uni-wuerzburg.de


		Alexey Zaytsev mangoost@inetcomm.ru


		Alexis Yushin alexis@forest.NLnetLabs.nl


		Ali Mashtizadeh mashtizadeh@gmail.com


		Alistair G. Crooks agc@uts.amdahl.com


		Allan Bowhill bowhill@bowhill.vservers.com


		Allan Saddi asaddi@philosophysw.com


		Allen Campbell allenc@verinet.com


		Alphons “Fonz” van Werven freebsd@skysmurf.nl


		Amakawa Shuhei amakawa@hoh.t.u-tokyo.ac.jp


		Amar Takhar verm@drunkmonk.net


		Amir Farah amir@comtrol.com


		Amir Shalem amir@boom.org.il


		Amarendra Godbole amarendra.godbole@gmail.com


		Amy Baron amee@beer.org


		Anthony Garcia agarcia@experts-exchange.com


		Anatoliy Dmytriyev tolid@plab.ku.dk


		Anatoly A. Orehovsky tolik@mpeks.tomsk.su


		Anatoly Borodin anatoly.borodin@gmail.com


		Anatoly Vorobey mellon@pobox.com


		Anatoly Zherdev tolyar@mx.ru


		Anders Andersson anders@codefactory.se


		Anders Nor Berle debolaz@debolaz.com


		Anders Thulin Anders.X.Thulin@telia.se


		Anders Troback freebsd@troback.com


		Anderson S. Ferreira anderson@cnpm.embrapa.br


		Andi Payn andi_payn@speedymail.org


		Andre Albsmeier Andre.Albsmeier@mchp.siemens.de


		Andre Goeree abgoeree@uwnet.nl


		Andre Yelistratov andre@andre.net.ru


		Andrea Venturoli a.ventu@flashnet.it


		Andreas Berg aberg@doomnet.de


		Andreas Fehlner fehlner@gmx.de


		Andreas Fuchs asf@boinkor.net


		Andreas Gustafsson gson@araneus.fi


		Andreas Haakh ah@alman.robin.de


		Andreas Heil ah@linux-hq.de


		Andreas K Foerster akf3@akfoerster.de


		Andreas Kasparz andy@interface-business.de


		Andreas Kohn andreas@syndrom23.de


		Andreas Kohout shanee@rabbit.augusta.de


		Andreas Lohr andreas@marvin.RoBIN.de


		Andreas Möller segfault@gmx.net


		Andreas Riedel rian@hrz.tu-chemnitz.de


		Andreas Wetzel mickey@deadline.snafu.de


		Andreas Wrede andreas@planix.com


		Andrei V. Shetuhin shetuhin@corp.mail.ru


		Andres Vega Garcia


		Andrew Arensburger arensb@ooblick.com


		Andrew Atrens atreand@statcan.ca


		Andrew Boothman andrew@cream.org


		Andrew Gillham gillham@andrews.edu


		Andrew Gordon andrew.gordon@net-tel.co.uk


		Andrew Greenwood greenwood.andy@gmail.com


		Andrew Herbert andrew@werple.apana.org.au


		Andrew J. Caines A.J.Caines@halplant.com


		Andrew J. Korty ajk@iu.edu


		Andrew Khlebutin andrey@hm.perm.ru


		Andrew Kochetkov kochetkov.andrew@gmail.com


		Andrew Kolchoogin andrew@rinet.ru


		Andrew L. Kilpatrick tiger@whitetigersd.com


		Andrew L. Neporada andrew@chg.ru


		Andrew Marks andrew@amrx.net


		Andrew McKay andy@openirc.co.uk


		Andrew McNaughton andrew@scoop.co.nz


		Andrew McRae amcrae@cisco.com


		Andrew Morton drewish@katherinehouse.com


		Andrew P. Lentvorski bsder@allcaps.org


		Andrew Predoehl predoehl@mail.kg


		Andrew Reilly a.reilly@lake.com


		Andrew Romanenko melanhit@gmail.com


		Andrew S. Midthune amidthune@cableone.net


		Andrew Shevtsov nyxo@dnuc.polyn.kiae.su


		Andrew Stevenson andrew@ugh.net.au


		Andrew Timonin tim@pool1.convey.ru


		Andrew V. Stesin stesin@elvisti.kiev.ua


		Andrew V. Stikheev sand@links.ru


		Andrew Webster awebster@dataradio.com


		Andrey Fesenko andrey@bsdnir.info


		Andrey Novikov andrey@novikov.com


		Andrey Simonenko simon@comsys.ntu-kpi.kiev.ua


		Andrey Surkov nsand@sura.ru


		Andrey Sverdlichenko rblaze@users.sourceforge.net


		Andrey Tchoritch andy@venus.sympad.net


		Andy Farkas andyf@speednet.com.au


		Andy Fawcett andy@athame.co.uk


		Andy Gilligan andy@evo6.org


		Andy Kosela andy.kosela@gmail.com


		Andy Miller andy@trit.org


		Andy Newman atrn@zeta.org.au


		Andy Pavlo amp0928@rit.edu


		Andy Sparrow spadger@best.com


		Andy Valencia ajv@csd.mot.com


		Andy Whitcroft andy@sarc.city.ac.uk


		Anes Muhametov anes@anes.su


		Angel Todorov todorov_bg@gmx.net


		Angelo Turetta aturetta@commit.it


		Anish Mistry amistry@am-productions.biz


		Anthony C. Chavez acc@anthonychavez.org


		Anthony Ginepro anthony.ginepro@laposte.net


		Anthony Mawer gnats@mawer.org


		Anthony Yee-Hang Chan yeehang@netcom.com


		Antoine Beaupre anarcat@anarcat.ath.cx


		Antoine Pelisse apelisse@gmail.com


		Anton Hryciuk gnixua@gmail.com


		Anton N. Bruesov antonz@library.ntu-kpi.kiev.ua


		Anton Shterenlikht mexas@bris.ac.uk


		Anton Tornqvist antont@inbox.lv


		Anton Voronin anton@urc.ac.ru


		Antonio Bonifati ant@monitor.deis.unical.it


		Antonio Carlos Venancio Junior antonio@php.net


		Antti Kaipila anttik@iki.fi


		Aragon Gouveia aragon@phat.za.net


		Are Bryne are.bryne@communique.no


		Ari Suutari ari@suutari.iki.fi


		Arindum Mukerji raja@moselle.com


		Arjan de Vet devet@devet.nl


		Arnaud Berthomier oz@cyprio.net


		Arnaud Launay asl@launay.org


		Arne Henrik Juul arnej@Lise.Unit.NO


		Aron Schlesinger as@bsdgroup.de


		Aron Stansvik elvstone@gmail.com


		Artem Kazakov kazakov@gmail.com


		Artem Naluzhnyy tut@nhamon.com.ua


		Artem Nosov chip-set@mail.ru


		Ashley Penney ashp@unloved.org


		Ask Bjoern Hansen ask@valueclick.com


		Atsushi Furuta furuta@sra.co.jp


		Attila Nagy bra@fsn.hu


		Atushi Sakauchi sakauchi@yamame.to


		Autrijus Tang autrijus@autrijus.org


		Axel Gonzalez loox@e-shell.net


		Balázs Nagy js@iksz.hu


		Barry Bierbauch pivrnec@vszbr.cz


		Barry Lustig barry@ictv.com


		Bartosz Fabianowski freebsd@chillt.de


		Bayanzul Lodoysamba baynaa@yahoo.com


		Ben Hutchinson benhutch@xfiles.org.uk


		Ben Jackson


		Ben Walter bwalter@itachi.swcp.com


		Ben Woolley ports@tautology.org


		Benedikt Köhler benedikt@furukama.de


		Beni Keller navigium@grindcore.ch


		Benjamin Lewis bhlewis@gte.net


		Benjamin Lutz benlutz@datacomm.ch


		Benny Kjrgaard benny@catpipe.net


		Benoit Calvez benoit@litchis.org


		Berend de Boer berend@pobox.com


		Bernd Luevelsmeyer bdluevel@heitec.net


		Bernd Rosauer br@schiele-ct.de


		Bill Cadwallader hurbold@yahoo.com


		Bill Kish kish@osf.org


		Bill Lloyd wlloyd@mpd.ca


		Bill Moran wmoran@collaborativefusion.com


		Bill Trost trost@cloud.rain.com


		Björn König bkoenig@cs.tu-berlin.de


		Björn Lindström bkhl@elektrubadur.se


		Blaz Zupan blaz@amis.net


		BluePex Security Solutions freebsd-ports@bluepex.com


		Bob Eager bob@eager.cx


		Bob Frazier bobf@mrp3.com


		Bob Van Valzah Bob@whitebarn.com


		Bob Willcox bob@luke.pmr.com


		Boris Kovalenko boris@tagnet.ru


		Boris Lytochkin lytboris@gmail.com


		Boris Staeblow balu@dva.in-berlin.de


		Boyd R. Faulkner faulkner@asgard.bga.com


		Brad Chapman chapmanb@arches.uga.edu


		Brad Hendrickse bradh@uunet.co.za


		Brad Jones brad@kazrak.com


		Brad Karp karp@eecs.harvard.edu


		Brad Lanam bll@gentoo.com


		Bradley Dunn bradley@dunn.org


		Bram Moolenaar bram@moolenaar.net


		Brandon Fosdick bfoz@glue.umd.edu


		Brandon Gillespie brandon@roguetrader.com


		Brent B. Powers bbp2006@columbia.edu


		Brent J. Nordquist bjn@visi.com


		Brett Lymn blymn@mulga.awadi.com.AU


		Brett Taylor brett@peloton.runet.edu


		Brian Campbell brianc@pobox.com


		Brian Cully shmit@kublai.com


		Brian Gardner brian@getsnappy.com


		Brian Handy handy@lambic.space.lockheed.com


		Brian Litzinger brian@MediaCity.com


		Brian M. Clapper bmc@clapper.com


		Brian McGovern bmcgover@cisco.com


		Brian Moore ziff@houdini.eecs.umich.edu


		Brian R. Gaeke brg@dgate.org


		Brian R. Haug haug@conterra.com


		Brian Skrab brian@quynh-and-brian.org


		Brian Tao taob@risc.org


		Brion Moss brion@queeg.com


		Bruce Albrecht bruce@zuhause.mn.org


		Bruce Gingery bgingery@gtcs.com


		Bruce J. Keeler loodvrij@gridpoint.com


		Bruce Murphy packrat@iinet.net.au


		Bruce Walter walter@fortean.com


		Bruno Schwander bruno@tinkerbox.org


		Byung-Hee HWANG ` bh@izb.knu.ac.kr <mailto: bh@izb.knu.ac.kr>`__


		Camson Huynh chuynh@biolateral.com.au


		Carey Jones mcj@acquiesce.org


		Carl Fongheiser kf0yn@mchsi.com


		Carl Makin carl@stagecraft.cx


		Carl Mascott cmascott@world.std.com


		Carl Schmidt carl@perlpimp.codersluts.net


		Carlos A. M. dos Santos unixmania@gmail.com


		Carlos Eduardo G. Carvalho cartola@openit.com.br


		Casper casper@acc.am


		Castor Fu castor@geocast.com


		Cédric Lamalle cedric@cedric.trix.net


		Cezary Morga cm@therek.net


		Chad Castleberry crcastle@ius.edu


		Chain Lee chain@110.net


		Charles Hannum mycroft@ai.mit.edu


		Charles Henrich henrich@msu.edu


		Charles Mott cmott@scientech.com


		Charles Owens owensc@enc.edu


		Charles Swiger chuck@pkix.net


		Cheng-Tao Lin b89605222@ntu.edu.tw


		ChenGuang LI horus.li@gmail.com


		Chess Griffin chess@chessgriffin.com


		Chet Ramey chet@odin.INS.CWRU.Edu


		Chi-Feng QU chifeng@gmail.com


		Chia-Hsing Yu davidyu@ucsd.edu


		Chia-liang Kao clkao@CirX.ORG


		Chiang Cheng-Hsiung elvis@sslab.cs.ccu.edu.tw


		Chiharu Shibata chi@bd.mbn.or.jp


		Chip Norkus


		Choe, Cheng-Dae whitekid@netian.com


		Chris Burkert chris@chrisburkert.de


		Chris Csanady cc@tarsier.ca.sandia.gov


		Chris Dabrowski chris@vader.org


		Chris Dillon cdillon@wolves.k12.mo.us


		Chris Hutchinson portmaster@BSDforge.com


		Chris Howells howells@kde.org


		Chris Jones chris.jones@ualberta.ca


		Chris Knight chris@e-easy.com.au


		Chris Larsen darth@vader.dk


		Chris Laverdure dashevil@gmail.com


		Chris Pepper pepper@mail.rockefeller.edu


		Chris Pressey chris_pressey@yahoo.ca


		Chris Shenton cshenton@angst.it.hq.nasa.gov


		Chris Stenton jacs@gnome.co.uk


		Chris Torek torek@ee.lbl.gov


		Christian Gusenbauer c47g@gmx.at


		Christian Haury Christian.Haury@sagem.fr


		Christian Heckendorf heckend@bu.edu


		Christian Lackas delta@lackas.net


		Christian Laursen xi@borderworlds.dk


		Christian Schade christian.schade@interface-projects.de


		Christian Zander zander@minion.de


		A.KUKU.EMAIL


		Christoph Robitschko chmr@edvz.tu-graz.ac.at


		Christoph Weber-Fahr wefa@callcenter.systemhaus.net


		Christophe Juniet cjuniet@entreview.com


		Christopher Boumenot boumenot@gmail.com


		Christopher G. Demetriou cgd@postgres.berkeley.edu


		Christopher Illies christopher.illies@ki.se


		Christopher J. Ruwe cjr@cruwe.de


		Christopher K. Davis ckd-freebsd@ckdhr.com


		Christopher Key cjk32@cam.ac.uk


		Christopher Knaust jigboe@gmx.de


		Christopher N. Harrell cnh@ivmg.net


		Christopher Nehren apeiron@comcast.net


		Christopher Preston rbg@gayteenresource.org


		Christopher T. Johnson cjohnson@neunacht.netgsi.com


		Christopher Vance vance@aurema.com


		Chrisy Luke chrisy@flix.net


		Chuck Hein chein@cisco.com


		Clayton Rollins crollins666@hotmail.com


		Clement MOULIN moeti-freebsd@ouestil.com


		Cliff Rowley dozprompt@onsea.com


		clutton clutton@zoho.com


		Clive Crous clive@darkarts.co.za


		Colin Booth colin@heliocat.net


		Colman Reilly careilly@tcd.ie


		Conor McDermottroe ports@mcdermottroe.com


		Conrad Sabatier conrads@cox.net


		Constantin S. Svintsoff kostik@iclub.nsu.ru


		Coranth Gryphon gryphon@healer.com


		Corey Smith corsmith@gmail.com


		Cornelis van der Laan nils@guru.ims.uni-stuttgart.de


		Cosmin Stroe cstroe1@uic.edu


		Cove Schneider cove@brazil.nbn.com


		Craig Boston craig@yekse.gank.org


		Craig Butler craig001@lerwick.hopto.org


		Craig Leres leres@ee.lbl.gov


		Craig Loomis


		Craig Metz cmetz@inner.net


		Craig Spannring cts@internetcds.com


		Craig Struble cstruble@vt.edu


		Cristian Ferretti cfs@riemann.mat.puc.cl


		Cristiano Rolim Pereira cristianorolim@hotmail.com


		Curt Mayer curt@toad.com


		Cyril Guibourg aragorn+ports@teaser.fr


		Cyrille Lefevre clefevre@citeweb.net


		Cyrus Rahman cr@jcmax.com


		Daan Vreeken Danovitsch@Vitsch.net


		Dai Ishijima ishijima@tri.pref.osaka.jp


		Daisuke Aoyama aoyama@peach.ne.jp


		Daisuke Watanabe NU7D-WTNB@asahi-net.or.jp


		Damian Gerow dgerow@afflictions.org


		Damian Hamill damian@cablenet.net


		Damien Tougas damien@tougas.net


		Dan Angelescu mrhsaacdoh@yahoo.com


		Dan Caescu daniel@freebsd.ro


		Dan Cross tenser@spitfire.ecsel.psu.edu


		Dan Lukes dan@obluda.cz


		Dan Nelson dnelson@allantgroup.com


		Dan Papasian bugg@bugg.strangled.net


		Dan Pelleg dpelleg+unison@cs.cmu.edu


		Dan Piponi wmtop@tanelorn.demon.co.uk


		Dan Rench citric@cubicone.tmetic.com


		Dan Smith dan@algenta.com


		Dan Walters hannibal@cyberstation.net


		Daniel B. Hemmerich dan@spot.org


		Daniel Blankensteiner db@TruNet.dk


		Daniel Bretoi daniel@netwalk.org


		Daniel Bryan sisko@bsdmail.com


		Daniel Hagan dhagan@acm.vt.edu


		Daniel Levai leva@ecentrum.hu


		Daniel J. O’Connor darius@dons.net.au


		Daniel O’Connor doconnor@gsoft.com.au


		Daniel Poirot poirot@aio.jsc.nasa.gov


		Daniel Rock rock@cs.uni-sb.de


		Daniel Roethlisberger daniel@roe.ch


		Daniel W. McRobb dwm@caimis.com


		Daniel W. Steinbrook dsteinbr@fas.harvard.edu


		Daniel Wijnands daniel@itxl.nl


		Danny Braniss danny@cs.huji.ac.il


		Danny Egen


		Danny Howard dannyman@toldme.com


		Danny J. Zerkel dzerkel@phofarm.com


		Danny Pansters danny@ricin.com


		Dario Freni saturnero@gufi.org


		Darren Pilgrim ports.maintainer@evilphi.com


		Dave Adkins adkin003@tc.umn.edu


		Dave Andersen angio@aros.net


		Dave Blizzard dblizzar@sprynet.com


		Dave Bodenstab imdave@synet.net


		Dave Burgess burgess@hrd769.brooks.af.mil


		Dave Chapeskie dchapes@ddm.on.ca


		Dave Cornejo dave@dogwood.com


		Dave Edmondson davided@sco.com


		Dave Glowacki dglo@ssec.wisc.edu


		Dave Green dg@fastmail.co.uk


		Dave Marquardt marquard@austin.ibm.com


		A.TWETEN.EMAIL


		David A. Adkins adkin003@tc.umn.edu


		David A. Bader dbader@eece.unm.edu


		David Borman dab@bsdi.com


		David Bremner bremner@unb.ca


		David Bushong david+ports@bushong.net


		David Chaplin-Loebell direct@klatha.com


		David Dawes dawes@XFree86.org


		David Demelier markand@malikania.fr


		David Filo


		David G. Holm harbour@netfang.net


		David Gardner david@pinko.net


		David Gilbert dave@daveg.ca


		David H. Munro munro1@llnl.gov


		David Holland dholland@eecs.harvard.edu


		David Holloway daveh@gwythaint.tamis.com


		David Horwitt dhorwitt@ucsd.edu


		David Hovemeyer daveho@infocom.com


		David Johnson david@usermode.org


		David Jones dej@qpoint.torfree.net


		David Julien david.julien@gmail.com


		David K. Gerry David.K.Gerry@GMail.com


		David Kelly dkelly@tomcat1.tbe.com


		David Kirchner dpk@dpk.net


		David Kulp dkulp@neomorphic.com


		David L. Nugent davidn@blaze.net.au


		David Landgren david@landgren.net


		David Lay dsl@webize.com.au


		David Le Brun david@trucs.org


		David Leonard d@scry.dstc.edu.au


		David Magda dmagda@magda.ca


		David Muir Sharnoff muir@idiom.com


		David Otto ottodavid@gmx.net


		David Quattlebaum drq@drqware.com


		David Romano unobe@cpan.org


		David S. Miller davem@jenolan.rutgers.edu


		David Siebörger drs@rucus.ru.ac.za


		David Sugar dyfet@gnu.org


		David Syphers dsyphers@u.washington.edu


		David Sze dsze@alumni.uwaterloo.ca


		David Terry dterry@digifonica.com


		David Vachulka arch_dvx@users.sourceforge.net


		David Wolfskill david@catwhisker.org


		David Yeske dyeske@yahoo.com


		Dax Labrador semprix@bsdmail.org


		Dean Gaudet dgaudet@arctic.org


		Dean Hollister dean@odyssey.apana.org.au


		Dean Huxley dean@fsa.ca


		Denis Barov dindin@dindin.ru


		Denis Fortin


		Denis Generalov `gd@rambler-co.ru> <mailto:gd@rambler-co.ru>>`__


		Denis Philippov for_spam@mezon.ru


		Denis E. Podolskiy bytestore@yandex.ru


		Denis Pokataev catone@cpan.org


		Denis Shaposhnikov dsh@vlink.ru


		Dennis Cabooter dennis@rootxs.org


		Dennis Glatting dennis.glatting@software-munitions.com


		Dennis S. Davidoff null@cvs.1system.ru


		Denton Gentry denny1@home.com


		Derek Inksetter derek@saidev.com


		Derik van Zuetphen dz@426.ch


		Dermot Tynan dtynan@kalopa.com


		Diego Depaoli trebestie@gmail.com


		Dikshie dikshie@lapi.itb.ac.id


		Dikshie dikshie@sfc.wide.ad.jp


		Dierk Sacher dierk@blaxxtarz.de


		Dirk Gouders gouders@et.bocholt.fh-gelsenkirchen.de


		Dirk Jagdmann doj@cubic.org


		Dirk Keunecke dk@panda.rhein-main.de


		Dirk Nehrling nerle@pdv.de


		Dirk-Willem van Gulik dirkx@webweaving.org


		Dishanker Rajakulendren draj@oceanfree.net


		Ditesh Shashikant Gathani ditesh@gathani.org


		Dmitri Nikulin setagllib@optusnet.com.au


		Dmitriy Limonov earl1k@mail.ru


		Dmitry A. Yanko fm@astral.ntu-kpi.kiev.ua


		Dmitry Afanasiev KOT@MATPOCKuH.Ru


		Dmitry Dyomin old@old.com.ua


		Dmitry Karasik dmitry@karasik.eu.org


		Dmitry Kazarov d.y.kazarov@mail.ru


		Dmitry Khrustalev dima@xyzzy.machaon.ru


		Dmitry Kohmanyuk dk@farm.org


		Dmitry Pryadko d.pryadko@rambler-co.ru


		Dmitry Semkin ds@tic-tac.ru


		Dmitry V. Sukhodoyev raven428@gmail.com


		Dmytro Rud unixoid@yahoo.com


		Dom Mitchell dom@myrddin.demon.co.uk


		Domas Mituzas midom@dammit.lt


		Dominic Marks dominic_marks@btinternet.com


		Dominic Mitchell dom@happygiraffe.net


		Dominik Brettnacher domi@saargate.de


		Dominik Rothert dr@domix.de


		Dominique Goncalves dominique.goncalves@gmail.com


		Don Croyle croyle@gelemna.org


		Don Morrison dmorrisn@u.washington.edu


		Don Owens don@regexguy.com


		A.WHITESIDE.EMAIL


		Don Yuniskis dgy@rtd.com


		Donald Maddox dmaddox099@yahoo.com


		Donn Miller dmmiller@cvzoom.net


		Doug Harple dharple@nycap.rr.com


		Doug Penner darwinsurvivor@gmail.com


		Douglas A. Maske maske@rungepaper.com


		Douglas Carmichael dcarmich@mcs.com


		Douglas Crosher dtc@scrooge.ee.swin.oz.au


		Douglas K. Rand rand@meridian-enviro.com


		Douglas W. Thrift douglas@douglasthrift.net


		Drew Derbyshire ahd@kew.com


		Dustin Sallings dustin@spy.net


		Dylan Carlson absinthe@retrovertigo.com


		Dylan Simon dylan@dylex.net


		ELISA Font Project


		Eckart “Isegrim” Hofmann Isegrim@Wunder-Nett.org


		Ed Gold vegold01@starbase.spd.louisville.edu


		Ed Hudson elh@p5.spnet.com


		Ederson de Moura ederbs@ederbs.org


		Edgardo Garcia Hoeffler edybsd@yahoo.com.ar


		Edmondas Girkantas eg@fbsd.lt


		Eduard Martinescu martines@rochester.rr.com


		Edward Chuang edwardc@firebird.org.tw


		Edward Wang edward@edcom.com


		Edwin Mons e@ik.nu


		Ege Rekk aagero@aage.priv.no


		Eiji-usagi-MATSUmoto usagi@clave.gr.jp


		Eijiro Shibusawa ej-sib@ice.uec.ac.jp


		Eike Bernhardt eike.bernhardt@gmx.de


		Eintisy Chuang eintisy@gmail.com


		Elias Mandouvalos ocean@mail.gr


		Elisey Savateev b3k@mail.ru


		Elmar Bartel bartel@informatik.tu-muenchen.de


		Emily Boyd emily@emilyboyd.com


		Eoin Lawless eoin@maths.tcd.ie


		Eric A. Griff eric@talesfromthereal.com


		Eric Anderson anderson@centtech.com


		Eric Blood eblood@cs.unr.edu


		Eric Cronin ecronin@eecs.umich.edu


		Eric D. Futch efutch@nyct.net


		Eric F. Crist ecrist@secure-computing.net


		Eric Freeman freebsdports@chillibear.com


		Eric J. Haug ejh@slustl.slu.edu


		Eric J. Schwertfeger eric@cybernut.com


		Eric Kjeldergaard kjelderg@gmail.com


		Eric L. Hernes erich@lodgenet.com


		Eric Masson e-masson@kisoft-services.com


		Eric Ogren eogren@stanford.edu


		Eric P. Scott eps@sirius.com


		Eric Schnoebelen eric@cirr.com


		Eric Shao-yu Cheng eric@fractal.csie.org


		Eric Sprinkle eric@ennovatenetworks.com


		Eric W. Bates ericx@vineyard.net


		Eric Yu ericyu@mail2000.com.tw


		Erich Stefan Boleyn erich@uruk.org


		Erich Zigler erich@tacni.net


		Erik E. Rantapaa rantapaa@math.umn.edu


		Erik Greenwald erik@smluc.org


		Erik H. Bakke erikhb@bgnett.no


		Erik H. Moe ehm@cris.com


		Erik L. Chen d9364104@mail.nchu.edu.tw


		Ernie Smallis esmallis@stbernard.com


		Ernst Winter (Deceased [http://berklix.org/ewinter/])


		Espen Skoglund esk@ira.uka.de


		Espen Tagestad espen@tagestad.no


		Eugene Grosbein eugen@grosbein.pp.ru


		Eugene M. Kim astralblue@usa.net


		Eugene Ossintsev eugos@gmx.net


		Eugene Radchenko genie@qsar.chem.msu.su


		Eugene Ray pal@paladin7.net


		Eugeney Ryzhyk rzheka@users.sourceforge.net


		Eugeny Kuzakov CoreDumped@coredumped.null.ru


		Evan Champion evanc@synapse.net


		Evan Sarmiento esarmiento@wayfair.com


		Evgueni V. Gavrilov aquatique@rusunix.org


		Ewgenij Gawrilow gawrilow@math.tu-berlin.de


		FUJIMOTO Kensaku fujimoto@oscar.elec.waseda.ac.jp


		FURUSAWA Kazuhisa furusawa@com.cs.osakafu-u.ac.jp


		Fabian Keil fk@fabiankeil.de


		Fabian M. Borschel fmb@onibox.net


		Fabien Devaux fab@gcu.info


		Fabio Tosques fabio.tosques@rz.hu-berlin.de


		Fanying Jen fanying@fynet.com


		Faried Nawaz fn@Hungry.COM


		Fernan Aguero fernan@iib.unsam.edu.ar


		Fernando Apesteguia fernando.apesteguia@gmail.com


		Ferruccio Vitale vitale@cs.tin.it


		Filipe Rocha filiperocha@gmail.com


		Filippo Natali filippo@widestore.net


		Flemming Jacobsen fj@batmule.dk


		Florian Unglaub usenet04@rootofallevil.net


		Fong-Ching Liaw fong@juniper.net


		Francis M J Hsieh mjshieh@life.nthu.edu.tw


		Francisco Cabrita include@npf.pt.freebsd.org


		Francisco Gomez francisco@gomezmarin.com


		Francisco Reyes fjrm@yahoo.com


		François Tamone tamone@eig.unige.ch


		Frank Bartels knarf@camelot.de


		Frank Behrens frank@pinky.sax.de


		Frank Börner frank-freebsd@online.de


		Frank Chen Hsiung Chan frankch@waru.life.nthu.edu.tw


		Frank Denis j@pureftpd.org


		Frank Gründer elwood@mc5sys.in-berlin.de


		Frank MacLachlan fpm@n2.net


		Frank Mayhar frank@exit.com


		Frank Nobis fn@Radio-do.de


		Frank Ruell stoerte@dreamwarrior.net


		Frank Steinborn steinex@nognu.de


		Frank Volf volf@oasis.IAEhv.nl


		Frank Wall fw@moov.de


		Frank W. Josellis frank@dynamical-systems.org


		Frank ten Wolde franky@pinewood.nl


		Frank van der Linden frank@fwi.uva.nl


		Franz Klammer klammer@webonaut.com


		Fraser Tweedale frase@frase.id.au


		Fred Cawthorne fcawth@jjarray.umn.edu


		Fred Gilham gilham@csl.sri.com


		Fred Templin templin@erg.sri.com


		Freddie Cash fcash@bigfoot.com


		Frederic Dubuy fdubuy@free.fr


		Frédéric Praca frederic.praca@freebsd-fr.org


		Frederick Earl Gray fgray@rice.edu


		Fredrik Lindberg fli@shapeshifter.se


		Frerich Raabe frerich.raabe@gmx.de


		Fumihiko Kimura jfkimura@yahoo.co.jp


		Fuyuhiko Maruyama fuyuhik8@is.titech.ac.jp


		A.STANISLAV.EMAIL


		Gábor Kincses gabor@acm.org


		Gábor Zahemszky zgabor@CoDe.hu


		Gasol Wu gasol.wu@gmail.com


		Gareth McCaughan gjm11@dpmms.cam.ac.uk


		Garrett Rooney rooneg@electricjellyfish.net


		Gary A. Browning gab10@griffcd.amdahl.com


		Gary Hayers gary@hayers.org


		Gary Howland gary@hotlava.com


		Gary J. garyj@rks32.pcs.dec.com


		Gary Kline kline@thought.org


		Gaspar Chilingarov nightmar@lemming.acc.am


		Gautam Mani execve@gmail.com


		Gavin McDonald gavin@16degrees.com.au


		Gavin Mu gavin@FreeBSDChina.org


		Gea-Suan Lin gslin@gslin.org


		Geoff Glasson g_glasson@jimali.dyndns.org


		Geoff Rehmet csgr@alpha.ru.ac.za


		Geoffrey Mainland mainland@apeiron.net


		Geoffroy Rivat grivat@sicfa.net


		Georg Graf georg@graf.priv.at


		Georg Wagner georg.wagner@ubs.com


		George Hartzell hartzell@kestrel.alerce.com


		George Liaskos geo.liaskos@gmail.com


		Gerasimos Dimitriadis gedimitr@auth.gr


		Geraud Continsouzas geraud@gcu.info


		Gerhard Gonter g.gonter@ieee.org


		Gerrit Beine tux@pinguru.net


		Giacomo Mariani giacomomariani@yahoo.it


		Gianlorenzo Masini masini@uniroma3.it


		Gianmarco Giovannelli gmarco@giovannelli.it


		Gil Kloepfer Jr. gil@limbic.ssdl.com


		Gilad Rom rom_glsa@ein-hashofet.co.il


		Giles Lean giles@nemeton.com.au


		Ginga Kawaguti ginga@amalthea.phys.s.u-tokyo.ac.jp


		Gleb Sushko neuroworker@gmail.com


		Glen Foster gfoster@gfoster.com


		Giel van Schijndel me@mortis.eu


		Glenn Johnson gljohns@bellsouth.net


		Godmar Back gback@facility.cs.utah.edu


		Goran Hammarback goran@astro.uu.se


		Gord Matzigkeit gord@enci.ucalgary.ca


		Gordon Greeff gvg@uunet.co.za


		Graham Wheeler gram@cdsec.com


		Greg A. Woods woods@zeus.leitch.com


		Greg Albrecht gregoryba@gmail.com


		Greg Ansley gja@ansley.com


		Greg Becker greg@codeconcepts.com


		Greg J. xcas@cox.net


		Greg Kennedy kennedy.greg@gmail.com


		Greg Robinson greg@rosevale.com.au


		Greg Troxel gdt@ir.bbn.com


		Greg Ungerer gerg@stallion.oz.au


		Gregory Bond gnb@itga.com.au


		Gregory D. Moncreaff moncrg@bt340707.res.ray.com


		Grün Christian-Rolf kiki@bsdro.org


		Guillaume Paquet amyfoub@videotron.ca


		Gurkan Sengun grknsngn@gmail.com


		Gustavo Fukao gustavofukao@gmail.com


		Guy Brand gb@isis.u-strasbg.fr


		Guy Coleman gtchask@mm.st


		Guy Harris guy@netapp.com


		Guy Poizat guy@device.dyndns.org


		
		Wade Minter minter@lunenburg.org








		HAMADA Naoki hamada@astec.co.jp


		HATANOU Tomomi hatanou@infolab.ne.jp


		HIYAMA Takeshi gibbon@cocoa.freemail.ne.jp


		HONDA Yasuhiro honda@kashio.info.mie-u.ac.jp


		HOSOBUCHI Noriyuki hoso@buchi.tama.or.jp


		HOTARU-YA hotaru@tail.net


		Haesu Jeon haesu@towardex.com


		Hakisho Nukama nukama@gmail.com


		Hammurabi Mendes hmendes_br@yahoo.com


		Hannes Frederic Sowa hannes@stressinduktion.org


		Hannu Savolainen hannu@voxware.pp.fi


		Hans Huebner hans@artcom.de


		Hans Petter Bieker zerium@webindex.no


		Hans Petter Selasky hselasky@c2i.net


		Hans Zuidam hans@brandinnovators.com


		Hans-Christian Ebke hans-christian_ebke@gmx.de


		Hansjoerg Pehofer hansjoerg.pehofer@uibk.ac.at


		Harald Schmalzbauer h.schmalzbauer@omnisec.de


		Harald Wille harald.wille@students.jku.at


		Hardy Schumacher hardy.schumacher@gmx.de


		Harlan Stenn Harlan.Stenn@pfcs.com


		Harold Barker hbarker@dsms.com


		Harry Coin harrycoin@qconline.com


		Harry Newton harry_newton@telinco.co.uk


		Havard Eidnes Havard.Eidnes@runit.sintef.no


		Heath Nielson heath@cs.byu.edu


		Heikki Suonsivu hsu@cs.hut.fi


		Heiko W. Rupp


		Heiner Eichmann h.eichmann@gmx.de


		Heiner Strauss heiner@bilch.com


		Helko Glathe glathe.helko@googlemail.com


		Helmut F. Wirth hfwirth@ping.at


		Hendrik Scholz hendrik@scholz.net


		Henri Michelon michelon@e-cml.org


		Henrik Brautaset Aronsen freebsd-ports@henrik.synth.no


		Henrik Friedrichsen hrkfrd@googlemail.com


		Henrik Motakef henrik.motakef@web.de


		Henrik Nymann Jensen henriknj@0xmilk.org


		Henrik Vestergaard Draboel hvd@terry.ping.dk


		Henry Whincup henry@techiebod.com


		Herb Peyerl hpeyerl@NetBSD.org


		Herbert J. Skuhra herbert.skuhra@gmx.at


		Hernan Di Pietro hernan.di.pietro@gmail.com


		Hideaki Machida hido@coreblack.com


		Hideaki Ohmon ohmon@tom.sfc.keio.ac.jp


		Hidekazu Kuroki hidekazu@cs.titech.ac.jp


		Hideki Yamamoto hyama@acm.org


		Hideyuki Suzuki hideyuki@sat.t.u-tokyo.ac.jp


		Hirayama Issei iss@mail.wbs.ne.jp


		Hiroaki Sakai sakai@miya.ee.kagu.sut.ac.jp


		Hiroharu Tamaru tamaru@ap.t.u-tokyo.ac.jp


		Hirohisa Yamaguchi umq@ueo.co.jp


		Hironori Ikura hikura@kaisei.org


		Hiroshi Nishikawa nis@pluto.dti.ne.jp


		Hiroto Kagotani hiroto.kagotani@gmail.com


		Hiroya Tsubakimoto


		Holger Lamm holger@eit.uni-kl.de


		Holger Veit Holger.Veit@gmd.de


		Holm Tiffe holm@geophysik.tu-freiberg.de


		Horance Chou horance@freedom.ie.cycu.edu.tw


		Horia Racoviceanu horia@racoviceanu.com


		Horihiro Kumagai kuma@jp.FreeBSD.org


		Hr.Ladavac lada@ws2301.gud.siemens.co.at


		Hsin-Hsiung Chang sexbear@tmu.edu.tw


		Hubert Feyrer hubertf@NetBSD.ORG


		Hubert Tournier hubert@frbsd.org


		Hugh Mahon h_mahon@fc.hp.com


		Hugo Leisink hugo@leisink.net


		Hung-Chi Chu hcchu@r350.ee.ntu.edu.tw


		Hung-Yi Chen gaod.chen@gmail.com


		Hyogeol Lee hyogeollee@gmail.com


		IMAI Takeshi take-i@ceres.dti.ne.jp


		IMAMURA Tomoaki tomoak-i@is.aist-nara.ac.jp


		IWASHITA Yoji shuna@pop16.odn.ne.jp


		IWATSUKI Hiroyuki don@na.rim.or.jp


		Ian Holland ianh@tortuga.com.au


		Ian Struble ian@broken.net


		Ian Vaudrey i.vaudrey@bigfoot.com


		Igor Artemiev ai@kliksys.ru


		Igor Khasilev igor@jabber.paco.odessa.ua


		Igor Leonenko bananaz@bk.ru


		Igor Ostapenko igor.ostapenko@gmail.com


		Igor Pokrovsky ip@doom.homeunix.org


		Igor Roshchin str@giganda.komkon.org


		Igor Serikov bt@turtle.pangeatech.com


		Igor Sviridov siac@ua.net


		Igor Vinokurov igor@zynaps.ru


		Ikuo Nakagawa ikuo@isl.intec.co.jp


		Ildar Hizbulin hizel@vyborg.ru


		Ilia Chipitsine ilia@rediska.ru


		Ilya Bakulin webmaster@kibab.com


		Ilya Khamushkin ilya@space.rootshell.ru


		Ilya V. Komarov mur@lynx.ru


		Ismail Yenigul ismail@enderunix.org


		Itsuro Saito saito@miv.t.u-tokyo.ac.jp


		Ivan Klymenko fidaj@ukr.net


		Ivan Sharov ivan.sharov@iname.com


		Ivan Sviridov sin@vimcom.net


		J Shoemaker shoemaker@softhome.net


		
		Bryant jbryant@argus.flash.net








		
		David Lowe lowe@saturn5.com








		
		Han hjh@photino.com








		
		Hawk jhawk@MIT.EDU








		
		Randolph snortsms@servangle.net








		J.R. Oldroyd fbsd@opal.com


		J.T. Conklin jtc@cygnus.com


		Jacek Pelka jacek@combit.com.pl


		Jack jack@zeus.xtalwind.net


		Jackson Low xxjack12xx@gmail.com


		Jacob Atzen jatzen@gmail.com


		Jacob Bohn Lorensen jacob@jblhome.ping.mk


		Jacques Marneweck jacques@php.net


		Jagane D Sundar jagane@netcom.com


		Jake Hamby jehamby@anobject.com


		Jake Smith jake@xz.cx


		Jakub Klausa jacke@bofh.pl


		James Bailie jimmy@mammothcheese.ca


		James Clark jjc@jclark.com


		James D. Stewart jds@c4systm.com


		James Jegers jimj@miller.cs.uwm.edu


		James McNaughton bitbucket63-it@yahoo.com


		James O’Gorman james@netinertia.co.uk


		James P. Howard, II jh@jameshoward.us


		James Raftery james@now.ie


		James Raynard fhackers@jraynard.demon.co.uk


		James T. Liu jtliu@phlebas.rockefeller.edu


		James da Silva jds@cs.umd.edu


		Jamie Heckford jamie@jamiesdomain.co.uk


		Jamie Jones jamie@bishopston.net


		Jan Conard charly@fachschaften.tu-muenchen.de


		Jan Henrik Sylvester me@janh.de


		Jan Jungnickel Jan@Jungnickel.com


		A.JKB.EMAIL


		Jan L. Peterson jlp@flipdog.com


		Jan Rochel jan.rochel@epost.de


		Jan Siml jsi@jules.de


		Jan Srzednicki w@wrzask.pl


		Jan Stocker jan.stocker@t-online.de


		Jan-Peter Koopmann j.koopmann@seceidos.de


		Janaka Wickramasinghe janaka@opensource.lk


		Janick Taillandier Janick.Taillandier@ratp.fr


		Janky Jay ek@purplehat.org


		János Mohácsi janos.mohacsi@bsd.hu


		Janusz Kokot janek@gaja.ipan.lublin.pl


		Jarle Greipsland jarle@idt.unit.no


		Jason Bacon jwbacon@tds.net


		Jason Burgess dev@fenux.net


		Jason DiCioccio geniusj@ods.org


		Jason Garman init@risen.org


		Jason Harris jharris@widomaker.com


		Jason R. Mastaler jason-freebsd@mastaler.com


		Jason Stone jason-fbsd-ports@shalott.net


		Jason Thorpe thorpej@NetBSD.org


		Jason Wright jason@OpenBSD.org


		Jason Young doogie@forbidden-donut.anet-stl.com


		Javad Kouhi javad.kouhi@gmail.com


		Javier Martin Rueda jmrueda@diatel.upm.es


		Jay Fenlason hack@datacube.com


		Jay Krell jay.krell@cornell.edu


		Jaye Mathisen mrcpu@cdsnet.net


		Jaap Akkerhuis jaap@NLnetLabs.nl


		Jean-Baptiste Quenot jb.quenot@caraldi.com


		Jean Benoit jean@unistra.fr


		Jean-Sebastien Roy js@jeannot.org


		Jeff Bartig jeffb@doit.wisc.edu


		Jeff Brown jabrown@caida.org


		Jeff Burchell toxic@doobie.com


		Jeff Forys jeff@forys.cranbury.nj.us


		Jeff Kletsky Jeff@Wagsky.com


		Jeff Palmer scorpio@drkshdw.org


		Jeffrey Evans evans@scnc.k12.mi.us


		Jeffrey H. Johnson CPE1704TKS@bellsouth.net


		Jeffrey Leung zenoss@experts-exchange.com


		Jeff Molofee nehe@cruzinternet.com


		Jeffrey Wheat jeff@cetlink.net


		Jens Holmqvist zparta@hispan.se


		Jens K. Loewe bsd@tuxproject.de


		Jens Rehsack rehsack@liwing.de


		Jeremy Allison jallison@whistle.com


		Jeremy C. Reed reed@pugetsoundtechnology.com


		Jeremy Chatfield jdc@xinside.com


		Jeremy Karlson karlj000@unbc.ca


		Jeremy Prior


		Jeremy Shaffner jeremy@external.org


		Jeroen Schot schot@a-askwadraat.nl


		Jerry Eriksson jerry@freebsd.se


		Jesper Dalberg jesper@jdn.dk


		Jesper Noehr jesper@noehr.org


		Jesse Kempf jessekempf@gmail.com


		Jesse McConnell jesse@cylant.com


		Jesse Rosenstock jmr@ugcs.caltech.edu


		Jesse van den Kieboom troplosti@orcaweb.cjb.net


		Jia-Wei Ye leafy7382@gmail.com


		Jian-Da Li jdli@csie.nctu.edu.tw


		Jie Gao gaoj@cpsc.ucalgary.ca


		A.BABB.EMAIL


		Jim Binkley jrb@cs.pdx.edu


		Jim Bloom bloom@acm.org


		Jim Carroll jim@carroll.com


		Jim Flowers jflowers@ezo.net


		Jim Geovedi jim@corebsd.or.id


		Jim Leppek jleppek@harris.com


		Jim Lowe james@cs.uwm.edu


		Jim Mattson jmattson@sonic.net


		Jim Mercer jim@komodo.reptiles.org


		Jim Ohlstein jim@ohlste.in


		Jim Pirzyk pirzyk@uiuc.edu


		Jim Riggs ports@christianserving.org


		Jim Shewmaker jim@bluenotch.com


		Jim Sloan odinn@atlantabiker.net


		Jim Stapleton sjss@var-dev.net


		Jim Wilson wilson@moria.cygnus.com


		Jimbo Bahooli griffin@blackhole.iceworld.org


		Jin Guojun jin@george.lbl.gov


		Jin-Shan Tseng tjs@cdpa.nsysu.edu.tw


		Jin-Sih Lin linpct@gmail.com


		Jo Rhett jrhett@netconsonance.com


		Joachim Kuebart kuebart@mathematik.uni-ulm.de


		Joachim Strombergson Watchman@ludd.luth.se


		Joao Carlos Mendes Luis jonny@jonny.eng.br


		Jochen Pohl jpo.drs@sni.de


		Joe Abley jabley@automagic.org


		Joe Barbish barbish@a1poweruser.com


		Joe Halpin joe.halpin@attbi.com


		Joe Holden joe@joeholden.co.uk


		Joe Horn joehorn@gmail.com


		Joe Jih-Shian Lu jslu@dns.ntu.edu.tw


		Joe Kelsey joek@flyingcroc.net


		Joe Orthoefer j_orthoefer@tia.net


		Joe Smith inwap@best.com


		Joe Traister traister@mojozone.org


		Joel Diaz joeldiaz@bellsouth.net


		Joel Faedi Joel.Faedi@esial.u-nancy.fr


		Joel Ray Holveck joelh@gnu.org


		Joel Sutton jsutton@bbcon.com.au


		Joerg Pulz Joerg.Pulz@frm2.tum.de


		Joerg Schilling schilling@fokus.gmd.de


		Johan Granlund johan@granlund.nu


		Johan Larsson johan@moon.campus.luth.se


		Johan Strom johan@stromnet.org


		Johann Tonsing jtonsing@mikom.csir.co.za


		Johannes 5 Joemann joemann@beefree.free.de


		Johannes Grødem johs@copyleft.no


		Johannes Helander


		Johannes Stille


		John Beckett jbeckett@southern.edu


		John Beukema jbeukema@hk.super.net


		John Brezak


		John Capo jc@irbs.com


		John F. Woods jfw@jfwhome.funhouse.com


		John Ferrel jdferrell3@yahoo.com


		John Goerzen jgoerzen@alexanderwohl.complete.org


		John Heidemann johnh@isi.edu


		John Hood cgull@owl.org


		John Kohl


		John Lind john@starfire.mn.org


		John Mackin john@physiol.su.oz.au


		John McAree john@mcaree.org


		John MacFarlane jgm@berkeley.edu


		John Mehr jcm@visi.com


		John Merryweather Cooper jmcoopr@webmail.bmi.net


		John Nielsen john@jnielsen.net


		John Oxley john@yoafrica.com


		John P johnp@lodgenet.com


		John Perry perry@vishnu.alias.net


		John Prather john.c.prather@gmail.com


		John Preisler john@vapornet.com


		John Reynolds johnjen@reynoldsnet.org


		John Rochester jr@cs.mun.ca


		John Sadler john_sadler@alum.mit.edu


		John Saunders john@pacer.nlc.net.au


		John Von Essen john@essenz.com


		John Wehle john@feith.com


		John Woods jfw@eddie.mit.edu


		Johny Mattsson lonewolf@flame.org


		Jon Amundsen online@jamundsen.dyndns.org


		Jon Morgan morgan@terminus.trailblazer.com


		Jon Nistor nistor@snickers.org


		Jon Passki cykyc@yahoo.com


		Jon Wilson jon@phuq.co.uk


		Jona Joachim walkingshadow@grummel.net


		Jonathan Belson jon@witchspace.com


		Jonathan Bokovza Jonathan@afarsec.com


		Jonathan Chen jonc@chen.org.nz


		Jonathan Drews j.e.drews@att.net


		Jonathan H N Chin jc254@newton.cam.ac.uk


		Jonathan Hanna jhanna@shaw.ca


		Jonathan Lennox lennox@cs.columbia.edu


		Jonathan Liu Net147@hotmail.com


		Jonathan McDowell noodles@earth.li


		Jonathan Pennington john@coastalgeology.org


		Jonathan Price freebsd@jonathanprice.org


		Jordan DeLong fracture@allusion.net


		Jordi Haarman
jhaarman-keyword-tinyerpPort.fd583c@projects.synantics.net


		Jorge Goncalves j@bug.fe.up.pt


		Jorge M. Goncalves ee96199@tom.fe.up.pt


		Joris Vandalon joris@vandalon.nl


		Jos Backus jos@catnook.com


		Jose Abelardo Martinez jamartinez@altern.org


		Jose Liang jose@jose.idv.tw


		Jose Marques jose@nobody.org


		Jose Rodriguez king@v2project.com


		José García Juanino jjuanino@gmail.com


		Josef Grosch jgrosch@superior.mooseriver.com


		Joseph Haga tuximus@tcsn.net


		Joseph Mingrone jrm@ftfl.ca


		Joseph Scott joseph@randomnetworks.com


		Joseph Stein joes@wstein.com


		Josh Carroll josh.carroll@gmail.com


		Josh Elsasser jre@vineyard.net


		Josh Gilliam josh@quick.net


		Josh Tiefenbach josh@ican.net


		Josh Tolbert hemi@puresimplicity.net


		Joshua D. Abraham jabra@ccs.neu.edu


		Joshua Goodall joshua@roughtrade.net


		Jostein Trondal jostein.trondal@sikkerhet.no


		Juan Salaverria rael@vectorstar.net


		Juha Inkari inkari@cc.hut.fi


		Juha Nygard juha.nygard1@netikka.fi


		Juha Ylitalo juha.ylitalo@iki.fi


		Jui-Nan Lin jnlin@csie.nctu.edu.tw


		Jukka A. Ukkonen jau@iki.fi


		Julian Assange proff@suburbia.net


		Julian C. Dunn jdunn@aquezada.com


		Julian Coleman j.d.coleman@ncl.ac.uk


		A.JHS.EMAIL


		Julian Jenkins kaveman@magna.com.au


		Julian Stecklina der_julian@web.de


		Jun Mukai mukai@jmuk.org


		Junichi Satoh junichi@jp.FreeBSD.org


		Junji NAKANISHI jun-g@daemonfreaks.com


		Junji SAKAI sakai@jp.FreeBSD.org


		Junya WATANABE junya-w@remus.dti.ne.jp


		Justas justas@mbank.lv


		Justin Stanford jus@security.za.net


		Jyun-Yan You jyyou@cs.nctu.edu.tw


		Gergely CZUCZY gergely.czuczy@harmless.hu


		K.Higashino a00303@cc.hc.keio.ac.jp


		KANOU Hiroki kanou@khdd.net


		KATO Tsuguru tkato@prontomail.ne.jp


		KIMURA Shigekazu zau50357@lion.zero.ad.jp


		KIMURA Yasuhiro yasu@utahime.org


		KUNISHIMA Takeo kunishi@c.oka-pu.ac.jp


		Kai Vorma vode@snakemail.hut.fi


		Kai Wang kaiwang27@gmail.com


		Kaleb S. Keithley kaleb@ics.com


		Kalle R. Møller freebsb_contrib@k-moeller.dk


		Kaneda Hiloshi vanitas@ma3.seikyou.ne.jp


		Kang Liu liukang@bjut.edu.cn


		Kang-ming Liu gugod@gugod.org


		Kapil Chowksey kchowksey@hss.hns.com


		Karel Miklav karel@lovetemple.net


		Karl Denninger karl@mcs.com


		Karl Dietz Karl.Dietz@triplan.com


		Karl Lehenbauer karl@NeoSoft.com


		Karsten W. Rohrbach karsten@rohrbach.de


		Katalin Konkoly katalin.konkoly@gmail.com


		Katsura Matsumoto katsura@cc.osaka-kyoiku.ac.jp


		Kawanobe Koh kawanobe@st.rim.or.jp


		Kay Abendroth kay.abendroth@raxion.net


		Kay Lehmann kay_lehmann@web.de


		Kazami kazami@angels.vg


		Kazuhito HONDA kazuhito@ph.noda.tus.ac.jp


		Kees Jan Koster kjkoster@kjkoster.org


		Keith Bostic bostic@bostic.com


		Keith E. Walker kew@icehouse.net


		Keith Moore


		Keith Sklower


		Kelley Reynolds kelley@insidesystems.net


		Ken Hornstein


		Ken Key key@cs.utk.edu


		Ken Mayer kmayer@freegate.com


		Ken McGlothlen mcglk@artlogix.com


		Ken Menzel kenm@icarz.com


		Ken Tom subd@mui.net


		Kenji Saito marukun@mx2.nisiq.net


		Kenji Takefu takefu@airport.fm


		Kenji Tomita tommyk@da2.so-net.or.jp


		Kenneth Furge kenneth.furge@us.endress.com


		Kenneth Monville desmo@bandwidth.org


		Kenneth R. Westerback krw@tcn.net


		Kenneth Stailey kstailey@yahoo.com


		Kenneth Vestergaard Schmidt kvs@pil.dk


		Kent Talarico kent@shipwreck.tsoft.net


		Kent Vander Velden graphix@iastate.edu


		Kentaro Inagaki JBD01226@niftyserve.ne.jp


		Kevin Bracey kbracey@art.acorn.co.uk


		Kevin Brunelle kruptos@mlinux.org


		Kevin Day toasty@dragondata.com


		Kevin Golding kevin@caomhin.demon.co.uk


		Kevin Lahey kml@nas.nasa.gov


		Kevin Meltzer perlguy@perlguy.com


		Kevin Oberman oberman@es.net


		Kevin Street street@iname.com


		Kevin Van Maren vanmaren@fast.cs.utah.edu


		Kevin Zheng kevinz5000@gmail.com


		Key-Teck SIN ktsin@acm.org


		Khairil Yusof kaeru@inigo-tech.com


		Killer killer@prosalg.no


		Kim Scarborough sluggo@unknown.nu


		Kimura Fuyuki fuyuki@hadaly.org


		Kiril Mitev kiril@ideaglobal.com


		Kirill Bezzubets kirill@solaris.ru


		Kirill A. Korinskiy catap@catap.ru


		Kirk Strauser kirk@strauser.com


		Kiroh HARADA kiroh@kh.rim.or.jp


		Klaus Goger klaus.goger@reflex.at


		Klaus Herrmann klaus.herrmann@gmx.net


		Klaus Klein kleink@layla.inka.de


		Klaus Michael Indlekofer M.Indlekofer@gmx.de


		Klaus-J. Wolf Yanestra@t-online.de


		Koichi Sato copan@ppp.fastnet.or.jp


		Koichiro IWAO meta@vmeta.jp


		Konrad Heuer kheuer@gwdu60.gwdg.de


		Konrad Lapsz konrad.lapsz@gmail.com


		Konstantin Chuguev Konstantin.Chuguev@dante.org.uk


		Konstantin Reznichenko kot@premierbank.dp.ua


		Konstantinos Mplekos mplekos@physics.upatras.gr


		Kostya Lukin lukin@okbmei.msk.su


		Kouichi Hirabayashi kh@mogami-wire.co.jp


		Kris Dow kris@vilnya.demon.co.uk


		Krzysztof Kowalewski pyzmen@kam.pl


		Krzysztof Pawlowski msciciel@darkzone.ma.cx


		Kuan-Chung Chiu buganini@gmail.com


		Kuang-che Wu kcwu@csie.org


		Kuo-Feng Tseng kftseng@iyard.org


		Kurt D. Zeilenga Kurt@Boolean.NET


		Kurt Olsen kurto@tiny.mcs.usu.edu


		Kyle Martin mkm@ieee.org


		
		Jonas Olsson ljo@ljo-slip.DIALIN.CWRU.Edu








		Landon Fuller landonf@opendarwin.org


		Lapo Luchini lapo@lapo.it


		Larry Altneu larry@ALR.COM


		Larry P. Maloney larry@kiputers.com


		Larry Rosenman ler@lerctr.org


		Lars Bernhardsson lab@fnurt.net


		Lars Eggert lars.eggert@gmx.net


		Lars Erik Gullerud lerik@nolink.net


		Lasse L. Johnsen lasse@freebsdcluster.org


		Laurence Lopez lopez@mv.mv.com


		Laurent Courty lrntct@gmail.com


		Laurent Levier llevier@argosnet.com


		Lauri Watts lauri@kde.org


		Laust S. Jespersen L@ust.dk


		Lee Cremeans lcremean@tidalwave.net


		Lefteris Chatzibarbas lefcha@hellug.gr


		Leif Pedersen pedersen@meridian-enviro.com


		Len Sassaman rabbi@abditum.com


		Leo Kim leo@florida.sarang.net


		Leo Vandewoestijne freebsd@dns-lab.com


		Leonardo Silveira de A. Martins lmartins@nepe.eee.ufg.br


		Leonhard Wimmer leo@mediatomb.cc


		Leonid Zolotarev leoz.2005@gmail.com


		Lev Walkin vlm@lionet.info


		Levent Kayan levent@corehack.org


		Lewis Thompson purple@lewiz.net


		Li-lun Wang llwang@infor.org


		Liam Foy liamfoy@sepulcrum.org


		Linh Pham question+freebsdpr@closedsrc.org


		Loganaden Velvindron logan@elandsys.com


		Lon Willett
lon%softt.uucp@math.utah.edu


		Loren J. Rittle ljrittle@acm.org


		Loren M. Lang lorenl@alzatex.com


		Louis A. Mamakos loiue@TransSys.com


		Lowell Gilbert lowell@world.std.com


		Lubomir Metodiev Marinov lubomir.marinov@gmail.com


		Lucas James Lucas.James@ldjpc.apana.org.au


		Lucio Costa lucio@zetasolucoes.com.br


		Luiz Eduardo Roncato Cordeiro cordeiro@nic.br


		Lukasz Stelmach lukasz.stelmach@iem.pw.edu.pl


		Lupe Christoph lupe@lupe-christoph.de


		Lutz Boehne lboehne@damogran.de


		Lyndon Nerenberg lyndon@orthanc.ab.ca


		M Rothwell freebsd-ports@coreland.ath.cx


		
		
		Dodson bdodson@scms.utmb.EDU














		M.C. Wong


		MOROHOSHI Akihiko moro@remus.dti.ne.jp


		Machiel Mastenbroek machiel_mastenbroek@hotmail.com


		Magnus Enbom dot@tinto.campus.luth.se


		Mahesh Neelakanta mahesh@gcomm.com


		Mahlon E. Smith mahlon@martini.nu


		Makoto WATANABE watanabe@zlab.phys.nagoya-u.ac.jp


		Makoto YAMAKURA makoto@pinpott.spnet.ne.jp


		Malte Lance malte.lance@gmx.net


		Mantas Kaulakys stone@tainet.lt


		Manu Iyengar iyengar@grunthos.pscwa.psca.com


		Manuel Creach manuel.creach@me.com


		Manuel Rabade Garcia mig@mig-29.net


		Marc Blanchet marc.blanchet@viagenie.qc.ca


		Marc Frajola marc@dev.com


		Marc Olzheim marcolz@stack.nl


		Marc Ramirez mrami@mramirez.sy.yale.edu


		Marc Recht marc@informatik.uni-bremen.de


		Marc Silver marcs@draenor.org


		Marc Slemko marcs@znep.com


		Marc van Kempen wmbfmk@urc.tue.nl


		Marc van Woerkom marc.vanwoerkom@fernuni-hagen.de


		Marcello Silva Coutinho marcellocoutinho@gmail.com


		Marcelo/Porks Rossi marcelorossi@gmail.com


		Marcin Cieslak saper@system.pl


		Marcin Gondek drixter@e-utp.net


		Marcin Jessa yazzy@yazzy.org


		Marcin Wisnicki mwisnicki@gmail.com


		Marco Molteni molter@tin.it


		Marco van de Voort marcov@stack.nl


		Marin Atanasov dnaeon@gmail.com


		Marius Nünnerich marius@nuenneri.ch


		Mark A. Wicks mwicks@kettering.edu


		Mark Andrews


		Mark Blackman freebsd-ports@blackmans.org


		Mark Cammidge mark@gmtunx.ee.uct.ac.za


		Mark Daniel Reidel ports@mark.reidel.info


		Mark Diekhans markd@grizzly.com


		Mark Foster mark@foster.cc


		Mark Hannon markhannon@optusnet.com.au


		Mark Huizer xaa+freebsd@timewasters.nl


		Mark J. Miller joup@bigfoot.com


		Mark J. Taylor mtaylor@cybernet.com


		Mark Johnston mjohnston@skyweb.ca


		Mark Kane mark@mkproductions.org


		Mark Knight markk@knigma.org


		Mark Krentel krentel@rice.edu


		Mark Mayo markm@vmunix.com


		Mark Starovoytov mark_sf@kikg.ifmo.ru


		Mark Stosberg mark@summersault.com


		Mark Thompson thompson@tgsoft.com


		Mark Tinguely tinguely@plains.nodak.edu


		Mark Treacy


		Mark Valentine mark@thuvia.org


		Mark Walker ziggimon@raindogs.dk


		Markus Holmberg saska@acc.umu.se


		Markus Niemistö markus.niemisto@gmx.net


		Martijn Lina martijn@pacno.net


		Martin Dieringer martin.dieringer@gmx.de


		Martin Hinner mhi@linux.gyarab.cz


		Martin Ibert mib@ppe.bb-data.de


		Martin Jackson mhjacks@swbell.net


		Martin Kammerhofer mkamm@gmx.net


		Martin Karlsson martin.karlsson@visit.se


		Martin Klaffenboeck martin.klaffenboeck@gmx.at


		Martin Kraft martin.kraft@fal.de


		Martin Kropfinger
`freebsd@rakor-net.de> <mailto:freebsd@rakor-net.de>>`__


		Martin Mersberger gremlin@portal-to-web.de


		Martin Minkus diskiller@cnbinc.com


		Martin Neubauer m.ne@gmx.net


		Martin Otto gamato@users.sf.net


		Martin Preuss martin@libchipcard.de


		Martin Sugioarto martin.sugioarto@udo.edu


		Martin Tournoij carpetsmoker@gmail.com


		Martti Kuparinen martti.kuparinen@ericsson.com


		Marwan Burelle marwan.burelle@lri.fr


		Masachika ISHIZUKA ishizuka@isis.min.ntt.jp


		Masafumi Otsune info@otsune.com


		Masahiro Sekiguchi seki@sysrap.cs.fujitsu.co.jp


		Masahiro TAKEMURA mastake@msel.t.u-tokyo.ac.jp


		Masahiro Teramoto markun@onohara.to


		Masakazu HIGAKI higamasa@dream.com


		Masaki TAGAWA masaki@club.kyutech.ac.jp


		Masanobu Saitoh msaitoh@spa.is.uec.ac.jp


		Masanori Kanaoka kana@saijo.mke.mei.co.jp


		Masanori Kiriake seiken@ARGV.AC


		Masanori OZAWA ozawa@ongs.co.jp


		Masashi CHIBA chiba.masashi@gmail.com


		Masatoshi TAMURA tamrin@shinzan.kuee.kyoto-u.ac.jp


		Mathias Monnerville mathias@monnerville.com


		Mats Lofkvist mal@algonet.se


		Matt Bartley mbartley@lear35.cytex.com


		Matt Dawson matt@mattsnetwork.co.uk


		Matt Douhan matt@athame.co.uk


		Matt Emmerton matt@gsicomp.on.ca


		Matt Heckaman matt@LUCIDA.QC.CA


		Matt Jibson dolmant@dolmant.net


		Matt Lancereau matt@bsdfly.org


		Matt Loschert loschert@servint.com


		Matt Mills matt_mills@btopenworld.com


		Matt Peterson matt@peterson.org


		Matt Smith matt@xtaz.net


		Matt Stofko matt@mjslabs.com


		Matt Thomas matt@3am-software.com


		Matt Tosto datahead4@gmail.com


		Matt White mwhite+@CMU.EDU


		Matteo Cypriani mcy@lm7.fr


		Matthew Braithwaite mab@red-bean.com


		Matthew C. Mead mmead@Glock.COM


		Matthew Cashdollar mattc@rfcnet.com


		Matthew Donovan kitchetech@gmail.com


		Matthew Emmerton root@gabby.gsicomp.on.ca


		Matthew Flatt mflatt@cs.rice.edu


		Matthew Fuller fullermd@over-yonder.net


		Matthew George mdg@secureworks.net


		Matthew Gibson mdg583@hotmail.com


		Matthew Grooms mgrooms@shrew.net


		Matthew Holder sixxgate@hotmail.com


		Matthew Luckie mjl@luckie.org.nz


		Matthew Stein matt@bdd.net


		Matthew West mwest@uct.ac.za


		Matthew Will mwill@spingen.com


		Matthew X. Economou xenophon+fbsdports@irtnog.org


		Matthias Fechner idefix@fechner.net


		Matthias Petermann matthias@d2ux.net


		Matthias Pfaller leo@dachau.marco.de


		Matthias Scheler tron@netbsd.org


		Matthias Schmidt schmidtm@mathematik.uni-marburg.de


		Matthias Sund m.sund@arcor.de


		Matthias Schündehütte msch@snafu.de


		Matthias Teege mteege.de


		Matthieu Guegan matt.guegan@free.fr


		Matthias Teege mteege.de


		Mattias Gronlund Mattias.Gronlund@sa.erisoft.se


		Mattias Pantzare pantzer@ludd.luth.se


		Matus Uhlar uhlar@fantomas.sk


		Maurice Castro maurice@planet.serc.rmit.edu.au


		Mauricio Herrera Cuadra mauricio@arareko.net


		Max Campos mcampos@bpsw.biz


		Max E. Kuznecov mek@mek.uz.ua


		Max Euston meuston@jmrodgers.com


		Max N. Boyarov m.boyarov@bsd.by


		Max V. Kostikov max@kostikov.co


		Maxim Bolotin max@rsu.ru


		Maxim Dounin mdounin@mdounin.ru


		Maxim Ignatenko gelraen.ua@gmail.com


		Maxim Loginov zeliboba@mail.ru


		Maxim Samsonov xors@sendmail.ru


		Maxim Tuliuk mt@primats.org.ua


		Maxime Romano verbophobe@hotmail.com


		Meikel Brandmeyer Brandels_Mikesh@web.de


		Mel Flynn rflynn@acsalaska.net


		Meno Abels meno.abels@adviser.com


		Meyer Wolfsheim wolf@priori.net


		Micha Class michael_class@hpbbse.bbn.hp.com


		Michael A. Kohn naken@naken.cc


		Michael Alyn Miller malyn@strangeGizmo.com


		Michael Butler imb@scgt.oz.au


		Michael Butschky butsch@computi.erols.com


		Michael C. Shultz ringworm@inbox.lv


		Michael Clay mclay@weareb.org


		Michael Collette metrol@metrol.net


		Michael Ebert ebert@informatik.unibw-muenchen.de


		Michael Edenfield kutulu@kutulu.org


		Michael Galassi nerd@percival.rain.com


		Michael Hancock michaelh@cet.co.jp


		Michael Handler handler@grendel.net


		Michael Hohmuth hohmuth@inf.tu-dresden.de


		Michael Iatrou m_iatrou@freemail.gr


		Michael Lyngbøl michael@lyngbol.dk


		Michael Neumann mneumann@ntecs.de


		Michael O. Boev mike@tric.tomsk.gov.ru


		Michael Perlman canuck@caam.rice.edu


		Michael Petry petry@netwolf.NetMasters.com


		Michael Ranner mranner@inode.at


		Michael Sanders mike@topcat.hypermart.net


		Michael Sardo jaeger16@yahoo.com


		Michael Schout mschout@gkg.net


		Michael Searle searle@longacre.demon.co.uk


		Michael Seyfert michaels@sdf.lonestar.org


		Michael Urban murban@tznet.com


		Michael Vasilenko acid@stu.cn.ua


		Michal Listos mcl@Amnesiac.123.org


		Michal Pasternak dotz@irc.pl


		Michel Lavondés fox@vader.aacc.cc.md.us


		Michele Possamai possamai@xs4all.nl


		Michelle Sullivan michelle@sorbs.net


		Michio Karl Jinbo karl@marcer.nagaokaut.ac.jp


		Micho Durdevich micho@math.unam.mx


		Mickael Maillot mickael.maillot@gmail.com


		Miguel Angel Sagreras msagre@cactus.fi.uba.ar


		Miguel Mendez flynn@energyhq.es.eu.org


		Mihoko Tanaka m_tonaka@pa.yokogawa.co.jp


		Mij mij@bitchx.it


		Mika Nystrom mika@cs.caltech.edu


		Mikael Hybsch micke@dynas.se


		Mikael Karpberg karpen@ocean.campus.luth.se


		Mike Andrews mandrews@bit0.com


		Mike Bowie mbowie@buzmo.com


		Mike Bristow mike@urgle.com


		Mike Del repenting@hotmail.com


		Mike Durian durian@boogie.com


		Mike Durkin mdurkin@tsoft.sf-bay.org


		Mike E. Matsnev mike@azog.cs.msu.su


		Mike Edenfield kutulu@kutulu.org


		Mike Erickson mee@quidquam.com


		Mike Evans mevans@candle.com


		Mike Futerko mike@LITech.lviv.ua


		Mike Grupenhoff kashmir@umiacs.umd.edu


		Mike Harding mvh@ix.netcom.com


		Mike Hibler mike@marker.cs.utah.edu


		Mike Karels


		Mike Krutov neko@takino.org


		Mike Lockwood mike@mikelockwood.com


		Mike McGaughey mmcg@cs.monash.edu.au


		Mike Meyer mwm@mired.org


		Mike Mitchell mitchell@ref.tfs.com


		Mike Murphy mrm@alpharel.com


		Mike Patterson mike.patterson@unb.ca


		Mike Peck mike@binghamton.edu


		Mike Sherwood mike@fate.com


		Mike Spengler mks@msc.edu


		Mike Tancsa mike@sentex.net


		Mikhail A. Sokolov mishania@demos.su


		Mikhail T. michael@fun-box.ru


		Mikhail Zakharov zmey20000@yahoo.com


		Mikolaj Rydzewski miki@ceti.pl


		Mikolaj Golub to.my.trociny@gmail.com


		Miks Mikelsons miks@cubesystems.lv


		Milan Obuch bsd@dino.sk


		Milosz Galazka milosz.galazka@gmail.com


		Ming-I Hseh PA@FreeBSD.ee.Ntu.edu.TW


		Mitsuru Yoshida mitsuru@riken.go.jp


		Monte Mitzelfelt monte@gonefishing.org


		Mooneer Salem mooneer@translator.cx


		Morgan Davis root@io.cts.com


		Morten Slot Kristensen ontherenth@gmail.com


		Mostyn Lewis mostyn@mrl.com


		Motomichi Matsuzaki mzaki@e-mail.ne.jp


		Motoyuki Kasahara m-kasahr@sra.co.jp


		Munish Chopra munish@engmail.uwaterloo.ca


		Murilo Opsfelder mopsfelder@gmail.com


		Mustafa Arif ma499@doc.ic.ac.uk


		Mykola Dzham i@levsha.me


		Mykola Khotyaintsev ko@irfu.se


		Mykola Marzhan delgod@portaone.com


		N.G.Smith ngs@sesame.hensa.ac.uk


		NAGAO Tadaaki nagao@cs.titech.ac.jp


		NAKAJI Hiroyuki nakaji@jp.freebsd.org


		NAKAMURA Kazushi kaz@kobe1995.net


		NAKAMURA Motonori motonori@econ.kyoto-u.ac.jp


		NIIMI Satoshi sa2c@and.or.jp


		NOKUBI Hirotaka h-nokubi@yyy.or.jp


		Nadav Eiron nadav@barcode.co.il


		Nanbor Wang nw1@cs.wustl.edu


		Naofumi Honda honda@Kururu.math.sci.hokudai.ac.jp


		Naoki Hamada nao@tom-yam.or.jp


		Naram Qashat cyberbotx@cyberbotx.com


		Narayan Namdev Newton narayannewton@gmail.com


		Narvi narvi@haldjas.folklore.ee


		Nate Eldredge neldredge@math.ucsd.edu


		Nathan Dorfman nathan@rtfm.net


		Nathaniel Roark robb_force@holybuffalo.net


		Natsagdorj Shagdar natsag2000@yahoo.com


		Neal Fachan kneel@ishiboo.com


		Necati Ersen Siseci siseci@enderunix.org


		Ned Wolpert wolpert@codeheadsystems.com


		Neel Chauhan neel@neelc.org


		Neil Booth kyuupichan@gmail.com


		Nguyen Tam Chinh chinhngt@sectorb.msk.ru


		Niall Smart rotel@indigo.ie


		Nicholas Esborn nick@netdot.net


		Nick Barnes Nick.Barnes@pobox.com


		Nick Dewing nickdewing@gmail.com


		Nick Handel nhandel@NeoSoft.com


		Nick Hilliard nick@foobar.org


		Nick Johnson freebsd@spatula.net


		Nicole Reid root@cooltrainer.org


		Nikolai Lifanov lifanov@mail.lifanov.com


		Nikos Kokkalis nickkokkalis@gmail.com


		Nick Leuta skynick@mail.sc.ru


		Nick Rogness nick@rogness.net


		Nick Williams njw@cs.city.ac.uk


		Nick Withers nick@nickwithers.com


		Nicko Dehaine nicko@stbernard.com


		Nickolay N. Dudorov nnd@itfs.nsk.su


		Nicolas Jombart ecu@ipv42.net


		Niklas Hallqvist niklas@filippa.appli.se


		Nikola Lecic nikola.lecic@anthesphoria.net


		Nikola Kolev koue@chaosophia.net


		Nikos Ntarmos ntarmos@ceid.upatras.gr


		Nils M. Holm nmh@t3x.org


		Nisha Talagala nisha@cs.berkeley.edu


		No Name ZW6T-KND@j.asahi-net.or.jp


		No Name adrian@virginia.edu


		No Name alex@elvisti.kiev.ua


		No Name anto@netscape.net


		No Name bobson@egg.ics.nitch.ac.jp


		No Name bovynf@awe.be


		No Name burg@is.ge.com


		No Name chris@gnome.co.uk


		No Name colsen@usa.net


		No Name coredump@nervosa.com


		No Name dannyman@arh0300.urh.uiuc.edu


		No Name davids@SECNET.COM


		No Name derek@free.org


		No Name dvv@sprint.net


		No Name enami@ba2.so-net.or.jp


		No Name flash@eru.tubank.msk.su


		No Name flash@hway.ru


		No Name fn@pain.csrv.uidaho.edu


		No Name frf@xocolatl.com


		No Name gclarkii@netport.neosoft.com


		No Name gordon@sheaky.lonestar.org


		No Name graaf@iae.nl


		No Name greg@greg.rim.or.jp


		No Name grossman@cygnus.com


		No Name gusw@fub46.zedat.fu-berlin.de


		No Name hfir@math.rochester.edu


		No Name hnokubi@yyy.or.jp


		No Name iaint@css.tuu.utas.edu.au


		No Name invis@visi.com


		No Name ishisone@sra.co.jp


		No Name iverson@lionheart.com


		No Name jpt@magic.net


		No Name junker@jazz.snu.ac.kr


		No Name k-sugyou@ccs.mt.nec.co.jp


		No Name kenji@reseau.toyonaka.osaka.jp


		No Name kfurge@worldnet.att.net


		No Name lh@aus.org


		No Name lhecking@nmrc.ucc.ie


		No Name mrgreen@mame.mu.oz.au


		No Name nakagawa@jp.FreeBSD.org


		No Name ohki@gssm.otsuka.tsukuba.ac.jp


		No Name owaki@st.rim.or.jp


		No Name pechter@shell.monmouth.com


		No Name pete@pelican.pelican.com


		No Name pritc003@maroon.tc.umn.edu


		No Name risner@stdio.com


		No Name root@ns2.redline.ru


		No Name root@uglabgw.ug.cs.sunysb.edu


		No Name stephen.ma@jtec.com.au


		No Name sumii@is.s.u-tokyo.ac.jp


		No Name takas-su@is.aist-nara.ac.jp


		No Name tjevans@raleigh.ibm.com


		No Name
tony-o@iij.ad.jp amurai@spec.co.jp


		No Name torii@tcd.hitachi.co.jp


		No Name uenami@imasy.or.jp


		No Name vode@hut.fi


		No Name wlloyd@mpd.ca


		No Name wlr@furball.wellsfargo.com


		No Name wmbfmk@urc.tue.nl


		No Name yamagata@nwgpc.kek.jp


		No Name ziggy@ryan.org


		No Name salexanov@gmail.com


		Nobuhiro Yasutomi nobu@psrc.isac.co.jp


		Nobuyuki Koganemaru kogane@koganemaru.co.jp


		Norberto Lopes nlopes.ml@gmail.com


		Norio Suzuki nosuzuki@e-mail.ne.jp


		Noritaka Ishizumi graphite@jp.FreeBSD.org


		Noritoshi Demizu demizu@dd.iij4u.or.jp


		Noriyuki Soda soda@sra.co.jp


		Oddbjorn Steffensen oddbjorn@tricknology.org


		Oh Junseon hollywar@mail.holywar.net


		Olaf Wagner wagner@luthien.in-berlin.de


		Olafur Osvaldsson oli@isnic.is


		Oleg Alexeenkov proler@gmail.com


		Oleg Ginzburg olevole@olevole.ru


		Oleg Kiselyov oleg@pobox.com


		Oleg A. Mamontov oleg@mamontov.net


		Oleg M. Golovanov olmi@rentech.ru


		Oleg Moskalenko mom040267@gmail.com


		Oleg R. Muhutdinov mor@whiteluna.com


		Oleg Semyonov os@altavista.net


		Oleg Sharoiko os@rsu.ru


		Oleg Ukraincev oleg@ht-systems.ru


		Oleg V. Volkov rover@lglobus.ru


		Oleksandr Lystopad laa@laa.zp.ua


		Olexander Kunytsa kunia@wolf.istc.kiev.ua


		Oliver Breuninger ob@seicom.NET


		Oliver Dunkl odunkl@gmx.net


		Oliver Fischer plexus@snafu.de


		Oliver Friedrichs oliver@secnet.com


		Oliver Hartmann ohartman@zedat.fu-berlin.de


		Oliver Heesakkers dev2@heesakkers.info


		Oliver Helmling oliver.helmling@stud.uni-bayreuth.de


		Oliver Laumann net@informatik.uni-bremen.de


		Oliver Oberdorf oly@world.std.com


		Oliver Peter hoschi@mouhaha.de


		Olivier Beyssac obld@r14.freenix.org


		Olivier Cochard-Labbé olivier@cochard.me


		Olivier Tharan olive@oban.frmug.org


		Olof Johansson offe@ludd.luth.se


		Omer Faruk Sen ofsen@enderunix.org


		Oscar Bonilla obonilla@galileo.edu


		Otacílio de Araújo Ramos Neto otacilio.neto@ee.ufcg.edu.br


		Otávio Fernandes otaviof@gmail.com


		Ozkan KIRIK ozkan@enderunix.org


		Pace Willisson pace@blitz.com


		Paco Rosich rosich@modico.eleinf.uv.es


		Panagiotis Astithas past@noc.ntua.gr


		Panagiotis Kritikakos panoskrt@googlemail.com


		Parag Patel parag@cgt.com


		Pascal Pederiva pascal@zuo.dec.com


		Pascal Vizeli pvizeli@yahoo.de


		Pasi Hirvonen psh@iki.fi


		Pasvorn Boonmark boonmark@juniper.net


		Patrick Alken cosine@ellipse.mcs.drexel.edu


		Patrick Atamaniuk atamaniuk-ports@frobs.net


		Patrick Bihan-Faou patrick@mindstep.com


		Patrick Dung patrick_dkt@yahoo.com.hk


		Patrick Hausen


		Patrick MARIE mycroft@virgaria.org


		Patrick Powell papowell@astart.com


		Patrick Rinke patrick@rinke-bochum.de


		Patrick Seal patseal@hyperhost.net


		Patrick Tracanelli eksffa@freebsdbrasil.com.br


		Paul onemda@gmail.com


		Paul A. Hoadley paulh@logicsquad.net


		Paul Antonov apg@demos.su


		Paul Chvostek paul@it.ca


		Paul Dlug paul@aps.org


		Paul F. Werkowski


		Paul Fox pgf@foxharp.boston.ma.us


		Paul Koch koch@thehub.com.au


		Paul Kranenburg pk@NetBSD.org


		Paul M. Lambert plambert@plambert.net


		Paul Mackerras paulus@cs.anu.edu.au


		Paul Popelka paulp@uts.amdahl.com


		Paul S. LaFollette, Jr.


		Paul Sandys myj@nyct.net


		Paul Schmehl pauls@utdallas.edu


		Paul T. Root proot@horton.iaces.com


		Paul Vixie paul@vix.com


		Paulo Fragoso paulo@nlink.com.br


		Paulo Menezes paulo@isr.uc.pt


		Paulo Menezes pm@dee.uc.pt


		Pavel Janik Pavel@Janik.cz


		Pavel Novikov pavel@ext.by


		Pavel Pankov pankov_p@mail.ru


		Pavel Veretennikov vermut@kid.lv


		Pavel I Volkov pavelivolkov@googlemail.com


		Pawel Worach pawel.worach@gmail.com


		Pedro A M Vazquez vazquez@IQM.Unicamp.BR


		Pengfei JU jupengfei@gmail.com


		Per Wigren wigren@home.se


		Pete Bentley pete@demon.net


		Peter Ankerstål peter@pean.org


		Peter Avalos pavalos@theshell.com


		Peter Childs pjchilds@imforei.apana.org.au


		Peter Cornelius pc@inr.fzk.de


		Pete French pete@twisted.org.uk


		Peter Haight peterh@prognet.com


		Peter Holub hopet@ics.muni.cz


		Peter Klatt glocke@bsdstammtisch.at


		Peter Kolmisoppi growspd@brokep.com


		Peter M. Chen pmchen@eecs.umich.edu


		Peter Much peter@citylink.dinoex.sub.org


		Peter Olsson


		Peter Philipp pjp@bsd-daemon.net


		Peter S. Housel housel@acm.org


		Peter Schuller peter.schuller@infidyne.com


		Peter Stubbs PETERS@staidan.qld.edu.au


		Péter Terbe sncdev@gmail.com


		Peter Thoenen peter.thoenen@yahoo.com


		Peter Vereshagin peter@vereshagin.org


		Peter W. Schmiedeskamp pschmied@qwest.net


		Peter van Dijk peter@dataloss.nl


		Peter van Heusden pvh@wfeet.za.net


		Petr Macek pm@kostax.cz


		Petr Rehor prehor@gmail.com


		Phil Budne phil@ultimate.com


		Phil Maker pjm@gnu.org


		Phil Oleson oz@nixil.net


		Phil Phillips pphillips@experts-exchange.com


		Phil Sutherland philsuth@mycroft.dialix.oz.au


		Phil Taylor phil@zipmail.co.uk


		Philip Musumeci p.musumeci@ieee.org


		Philip Reynolds philip.reynolds@rfc-networks.ie


		Philip Schulz phs@deadc0.de


		Philippe Lefebvre nemesis@balistik.net


		Philippe Pepiot phil@philpep.org


		Philippe Rocques phil@teaser.fr


		Pierre David pdagog@gmail.com


		Pierre Y. Dampure pierre.dampure@k2c.co.uk


		Pierre-Paul Lavoie ppl@nbnet.nb.ca


		Pieter Danhieux opr@bsdaemon.be


		Piotr Florczyk p.florczyk@adminworkshop.pl


		Piotr Rybicki meritus@innervision.pl


		Piotr Smyrak piotr.smyrak@heron.pl


		Pius Fischer pius@ienet.com


		Pomegranate daver@flag.blackened.net


		Pontus Stenetorp ninjin@kth.se


		Powerdog Industries kevin.ruddy@powerdog.com


		Priit Järv priit@cc.ttu.ee


		Prudhvi Krishna prudhvikrishna@gmail.com


		Qing Feng qingfeng@me.com


		Quentin Stievenart acieroid@awesom.eu


		Quinton Dolan q@onthenet.com.au


		R Joseph Wright rjoseph@mammalia.org


		
		Kym Horsell








		R Skinner port_maintainer@herveybayaustralia.com.au


		Radek Kozlowski radek@raadradd.com


		Radim Kolar hsn@netmag.cz


		Radoslav Vasilev rvasilev@uni-svishtov.bg


		Rafal Lesniak fbsd@grid.einherjar.de


		Raffaele De Lorenzo raffaele.delorenzo@libero.it


		Rainer Duffer rainer@ultra-secure.de


		Rainer Hurling rhurlin@gwdg.de


		Ralf Friedl friedl@informatik.uni-kl.de


		Ralf Gebhart gebhart@secnetix.de


		Ralf van Dooren r.vdooren@snow.nl


		Randal S. Masutani randal@comtest.com


		Randall Hopper rhh@ct.picker.com


		Randall W. Dean rwd@osf.org


		Randy Bush rbush@bainbridge.verio.net


		Rashid N. Achilov shelton@sentry.granch.ru


		Rasmus Kaj rasmus@kaj.se


		Raul Pollicino email-ports@def-defying.com


		Razi Khaja razi@genet.sickkids.on.ca


		Reed A. Cartwright cartwright@asu.edu


		Reinier Bezuidenhout rbezuide@mikom.csir.co.za


		Remington Lang MrL0L@charter.net


		Remy Card Remy.Card@masi.ibp.fr


		Revis Zinkov rzinkov@gmail.com


		Ricardas Cepas rch@richard.eu.org


		Ricardo A. Reis ricardo.areis@gmail.com


		Riccardo Veraldi veraldi@cs.unibo.it


		Rich Morin rdm@cfcl.com


		Rich Wood rich@FreeBSD.org.uk


		Richard Arends richard@unixguru.nl


		Richard Henderson richard@atheist.tamu.edu


		Richard Hwang rhwang@bigpanda.com


		Richard J Kuhns rjk@watson.grauel.com


		Richard Kiss richard@homemail.com


		Richard M. Neswold rneswold@enteract.com


		Richard Stallman rms@gnu.ai.mit.edu


		Richard Straka straka@user1.inficad.com


		Richard Tobin richard@cogsci.ed.ac.uk


		Richard Wackerbarth rkw@Dataplex.NET


		Richard Winkel rich@math.missouri.edu


		Richard Wiwatowski rjwiwat@adelaide.on.net


		Rick Fournier rick@help-desk.ca


		Rick Macklin


		Rick van der Zwet rick@wzoeterwoude.net


		Roar Pettersen roar.pettersen@it.uib.no


		Rob Austein sra@epilogue.com


		Rob Evers rob@debank.tv


		Rob Mallory rmallory@qualcomm.com


		Rob Snow rsnow@txdirect.net


		Robert Crossfield robcrossfield@gmail.com


		Robert Crowe bob@speakez.com


		Robert D. Thrush rd@phoenix.aii.com


		Robert Eckardt roberte@MEP.Ruhr-Uni-Bochum.de


		Robert Felber robtone@ek-muc.de


		Robert P Ricci ricci@cs.utah.edu


		Robert Sanders rsanders@mindspring.com


		Robert Schlotterbeck robert@rs.tarrant.tx.us


		Robert Sexton robert@kudra.com


		Robert Shady rls@id.net


		Robert Simmons rsimmons0@gmail.com


		Robert Swindells swindellsr@genrad.co.uk


		Robert Withrow witr@rwwa.com


		Robert Yoder


		Robin Carey robin@mailgate.dtc.rankxerox.co.uk


		Robin Elfrink elfrink@introweb.nl


		Robin Schilham co9@xs4all.nl


		Robin Schoonover robin.schoonover@gmail.google.com


		Rod Taylor ports@rbt.ca


		Rodrigo Graeff delphus@gmail.com


		Roger Hardiman roger@cs.strath.ac.uk


		Roland Jesse jesse@cs.uni-magdeburg.de


		Roland Smith rsmith@xs4all.nl


		Dr. Rolf Jansen cyclaero@gmail.com


		Roman Neuhauser neuhauser@chello.cz


		Roman Shterenzon roman@xpert.com


		Roman Synyuk roman@univ.kiev.ua


		Roman V. Palagin romanp@unshadow.net


		Roman Y. Bogdanov sam@brj.pp.ru


		Ron Bickers rbickers@intercenter.net


		Ron Lenk rlenk@widget.xmission.com


		Ron van Daal ronvdaal@n1x.nl


		Ronald F. Guilmette rfg@monkeys.com


		Ronald Klop ronald@echteman.nl


		Ronald Kuehn kuehn@rz.tu-clausthal.de


		Roselyn Lee rosel@verniernetworks.com


		Ross West freebsd@linepoint.com


		Rostislav Krasny rosti.bsd@gmail.com


		Roy Maples roy@marples.name


		Ruben chromium@hybridsource.org


		Rudolf Cejka cejkar@fit.vutbr.cz


		Rui Lopes rui@ruilopes.com


		Ruslan Belkin rus@home2.UA.net


		Ruslan Shevchenko rssh@cam.grad.kiev.ua


		Russell Jackson rjackson@cserv62.csub.edu


		Russell L. Carter rcarter@pinyon.org


		Russell Vincent rv@groa.uct.ac.za


		Rusty Nejdl rnejdl@ringofsaturn.com


		Ryan Frederick ryanrfrederick@gmail.com


		Ryan Grove ryan@wonko.com


		Ryan Moe ryan@transaeris.com


		Ryan T. Dean rtdean@cytherianage.net


		Ryan Thompson ryan@sasknow.com


		Ryan Younce ryany@pobox.com


		Ryo MIYAMOTO rmiya@cc.hirosaki-u.ac.jp


		Ryo Okamoto ryo@aquahill.net


		RyoTa SimaMoto
`liangtai.s4@gmail.com  <mailto:liangtai.s4@gmail.com >`__


		Ryuichiro IMURA imura@af.airnet.ne.jp


		SANETO Takanori sanewo@strg.sony.co.jp


		SASAKI Shunsuke ele@pop17.odn.ne.jp


		SAWADA Mizuki miz@qb3.so-net.ne.jp


		SPF spf@xslt.cs.nccu.edu.tw


		SUGIMURA Takashi sugimura@jp.FreeBSD.org


		SURANYI Peter suranyip@jks.is.tsukuba.ac.jp


		Sakai Hiroaki sakai@miya.ee.kagu.sut.ac.jp


		Sakari Jalovaara sja@tekla.fi


		Sam Hartman hartmans@mit.edu


		Samuel Lam skl@ScalableNetwork.com


		Samuel Tardieu sam@rfc1149.net


		Samuele Zannoli zannoli@cs.unibo.it


		Samy Al Bahra samy@kerneled.com


		Sander Janssen janssen@rendo.dekooi.nl


		Sander Vesik sander@haldjas.folklore.ee


		Sandro Sigala ssigala@globalnet.it


		Sarod Yatawatta sarod@users.sf.net


		Sascha Blank blank@fox.uni-trier.de


		Sascha Holzleiter sascha@root-login.org


		Sascha Klauder sklauder@trimind.de


		Sascha Wildner swildner@channelz.GUN.de


		Satoh Junichi junichi@astec.co.jp


		Saulius Menkevicius bob@nulis.lt


		Scot Elliott scot@poptart.org


		Scot W. Hetzel hetzels@westbend.net


		Scott A. Kenney saken@rmta.ml.org


		Scott A. Moberly smoberly@xavier.dyndns.org


		Scott Blachowicz scott.blachowicz@seaslug.org


		Scott Burris scott@pita.cns.ucla.edu


		Scott Flatman sf@slappy.org


		Scott Hazen Mueller scott@zorch.sf-bay.org


		Scott Kleihege scott-ports@tummy.com


		Scott Lambert lambert@lambertfam.org


		Scott Michel scottm@cs.ucla.edu


		Scott Reynolds scott@clmqt.marquette.mi.us


		Scott Ullrich sullrich@gmail.com


		SeaD sead@mail.ru


		Sean McLaughlin sigma.zx@gmail.com


		Seamus Venasse svenasse@polaris.ca


		Sébastian Santoro dereckson@gmail.com


		Sebastian Strollo seb@erix.ericsson.se


		Sebastian Yepes esn@x123.info


		Seiya Yanagita s_yanagita@ybb.ne.jp


		Serge Gagnon gagnon_s@sympatico.ca


		Serge Negodyuck petr@petrovich.kiev.ua


		Serge V. Vakulenko vak@zebub.msk.su


		Sergei Chechetkin csl@whale.sunbay.crimea.ua


		Sergei S. Laskavy laskavy@pc759.cs.msu.su


		Sergei Vyshenski svysh.fbsd@gmail.com


		Sergey Akifyev asa@gascom.ru


		Sergey V. Dyatko sergey.dyatko@gmail.com


		Sergey Gershtein sg@mplik.ru


		Sergey Glushchenko deen@smz.com.ua


		Sergey Kosyakov ks@itp.ac.ru


		Sergey Lyubka valenok@gmail.com


		Sergey N. Vorokov serg@tmn.ru


		Sergey Potapov sp@alkor.ru


		Sergey Samoyloff gonza@techline.ru


		Sergey Shkonda serg@bcs.zp.ua


		Sergey V. Dorokhov svd@kbtelecom.nalnet.ru


		Sergey Velichkevych serg@cad.kiev.ua


		Sergio Lenzi lenzi@bsi.com.br


		Serguei Okladnikov oklaspec@gmail.com


		Sevan Janiyan venture37@geeklan.co.uk


		Shane Ambler freebsd@shaneware.biz


		Shane Kinney mod6@freebsdhackers.net


		Shaun Courtney shaun@emma.eng.uct.ac.za


		Shawn M. Carey smcarey@mailbox.syr.edu


		Shell Hung shell@shellhung.org


		Shen Chuan-Hsing statue@freebsd.sinica.edu.tw


		Shigeru Yamamoto shigeru@iij.ad.jp


		Shigio Yamaguchi shigio@tamacom.com


		Shin’ya Murakami murakami@ahs.scitec.kobe-u.ac.jp


		Shinichiro Komatsu koma2@ms.u-tokyo.ac.jp


		Shinsuke Matsui smatsui@karashi.org


		Shinya Esu esu@yk.rim.or.jp


		Shinya FUJIE fujie@tk.elec.waseda.ac.jp


		Shuichi Tanaka stanaka@bb.mbn.or.jp


		Siebrand Mazeland s.mazeland@xs4all.nl


		Simon simon@masi.ibp.fr


		Simon Burge simonb@telstra.com.au


		Simon Cornelius P. Umacob simoncpu@infoweapons.com


		Simon Dick simond@irrelevant.org


		Simon Lang simon@lang-clan.de


		Simon Marlow simonmar@microsoft.com


		Simon Olofsson simon@olofsson.de


		Simon Schubert corecode@corecode.ath.cx


		Simon Shapiro shimon@simon-shapiro.org


		Simun Mikecin sime@logos.hr


		Sin’ichiro MIYATANI siu@phaseone.co.jp


		Slaven Rezic slaven@rezic.de


		Snow Chyld snowchyld+freebsdports@gmail.com


		Soochon Radee slr@mitre.org


		Soren Dayton csdayton@midway.uchicago.edu


		Soren Debois debois@diku.dk


		Soren Dossing sauber@netcom.com


		Soren S. Jorvang soren@wheel.dk


		Stan Barber sob@academ.com


		Stanislav A. Svirid count@riss-telecom.ru


		Stanislav Grozev tacho@daemonz.org


		Stanislaw Halik sthalik@tehran.lain.pl


		Stanislav Shalunov shalunov@internet2.edu


		Stas Timokhin devel@stasyan.com


		Stefan A. Deutscher sad@mailaps.org


		Stefan Eggers seggers@semyam.dinoco.de


		Stefan Ehmann shoesoft@gmx.net


		Stefan Grundmann sg-sendpr@waset.de


		Stefan Jahn stefan.jahn@nemesis-sektor.de


		Stefan Lambrev cheffo@freebsd-bg.org


		Stefan Moeding s.moeding@ndh.net


		Stefan Petri


		Stefan Rumetshofer sterum@overrider.at


		Stefan Schmidt stefan.schmidt@twest.de


		Stefan Schwarzer sschwarzer@sschwarzer.net


		Stefan Tell stefan.tell@crashmail.de


		Stefan `Sec` Zehl sec@42.org


		Steffen Mazanek steffen.mazanek@unibw-muenchen.de


		Steffen Vogelreuter Steffen@Vogelreuter.De


		Steinar Haug sthaug@nethelp.no


		Sten Poldma exile@chamber.ee


		Sten Spans sten@blinkenlights.nl


		Stepan Zastupov redchrom@gmail.com


		Stephane Lapie stephane.lapie@darkbsd.org


		Stephen Clawson sclawson@marker.cs.utah.edu


		Stephen F. Combs combssf@salem.ge.com


		Stephen Farrell stephen@farrell.org


		Stephen Fisher stephentfisher@yahoo.com


		Stephen Gunn csg@fedex.com


		Stephen Hocking sysseh@devetir.qld.gov.au


		Stephen J. Roznowski sjr@home.net


		Stephen McKay syssgm@devetir.qld.gov.au


		Stephen Melvin melvin@zytek.com


		Stephen Weeks sweeks@sweeks.com


		Stephon Chen stephon@gmail.com


		Steve Ames steve@energistic.com


		Steve Bauer sbauer@rock.sdsmt.edu


		Steve Coltrin spcoltri@unm.edu


		Steve Deering


		Steve Franks bahamasfranks@gmail.com


		Steve Gerakines steve2@genesis.tiac.net


		Steve Gericke steveg@comtrol.com


		Steve O’Hara-Smith steve@sohara.org


		Steve Piette steve@simon.chi.il.US


		Steve Roome steve@pepcross.com


		Steve Schwarz schwarz@alpharel.com


		Steven Enderle panic@subphase.de


		Steven H. Samorodin samorodi@NUXI.com


		Steven Hartland steven.hartland@multiplay.co.uk


		Steven Honson steven@honson.org


		Steven McCanne mccanne@cs.berkeley.edu


		Steven Plite splite@purdue.edu


		Steven Wallace


		Stig Inge Lea Bjørnsen stiginge@pvv.org


		Stijn Hoop stijn@win.tue.nl


		Stuart Henderson stuart@internationalschool.co.uk


		Stylianos Sideridis siderste@yahoo.gr


		Sue Blake sue@welearn.com.au


		Sugimoto Sadahiro ixtl@komaba.utmc.or.jp


		Sugiura Shiro ssugiura@duo.co.jp


		Sujal Patel smpatel@wam.umd.edu


		Sulev-Madis Silber madis555@hot.ee


		Sune Stjerneby sst@vmunix.dk


		Sungman Cho smcho@tsp.korea.ac.kr


		Sutra Zhou zhoushuqun@gmail.com


		Suzuki Yoshiaki zensyo@ann.tama.kawasaki.jp


		Svein Skogen tds@dmnstech.net


		Sven Klose pixel@hugbox.org


		Sven Mohr svmohr@rm6.net


		Svyatoslav Lempert svyatoslav.lempert@gmail.com


		Sybolt de Boer bolt@xs4all.nl


		TAKAHASHI Kaoru kaoru@kaisei.org


		TERAMOTO Masahiro markun@onohara.to


		Tadashi Kumano kumano@strl.nhk.or.jp


		Taguchi Takeshi taguchi@tohoku.iij.ad.jp


		Takahiro Yugawa yugawa@orleans.rim.or.jp


		Takashi Mega mega@minz.org


		Takashi Uozu j1594016@ed.kagu.sut.ac.jp


		Takayuki Ariga a00821@cc.hc.keio.ac.jp


		Takayuki Nakao t@nakao.org


		Takeru NAIKI naiki@bfd.es.hokudai.ac.jp


		Takeshi Amaike amaike@iri.co.jp


		Takeshi MUTOH mutoh@info.nara-k.ac.jp


		Takeshi Ohashi ohashi@mickey.ai.kyutech.ac.jp


		Takeshi WATANABE watanabe@crayon.earth.s.kobe-u.ac.jp


		Takuya SHIOZAKI tshiozak@makino.ise.chuo-u.ac.jp


		Tanja Wittke tawi@gruft.de


		Tarasov Alexey master@preved.cn


		Tassilo Philipp tphilipp@potion-studios.com


		Tatoku Ogaito tacha@tera.fukui-med.ac.jp


		Tatsuki Makino tatsuki_makino@hotmail.com


		Tatsuya Kudoh cdr@cosmonet.org


		Tatsuya Ueda ml+freebsd@tatsuya.info


		Taylor Dondich tdondich@majiknetworks.com


		Ted Buswell tbuswell@mediaone.net


		Ted Faber faber@isi.edu


		Ted Lemon mellon@isc.org


		Ted Stodgell trs137@psu.edu


		Terry Lambert terry@lambert.org


		Terry Lee terry@uivlsi.csl.uiuc.edu


		Terry Sposato terry@sucked-in.com


		Teruaki Ata PFA03027@nifty.ne.jp


		Tetsuro Yabu yabu@uopmu.ees.osakafu-u.ac.jp


		Tetsuya Furukawa tetsuya@secom-sis.co.jp


		Thaddeus Covert tcovert+ports@sahuagin.net


		Theo de Raadt deraadt@OpenBSD.org


		Thierry Dussuet thierry@dussuet.lugs.ch


		Thomas thomas@mathematik.uni-Bremen.de


		Thomas A. Stephens tas@stephens.org


		Thomas Bartelmess thomas@bartelmess.io


		Thomas BRETON tom@h-inventory.com


		Thomas Cort linuxgeek@gmail.com


		Thomas D. Dean tomdean@ix.netcom.com


		Thomas David Rivers rivers@dignus.com


		Thomas Dreibholz dreibh@iem.uni-due.de


		Thomas G. McWilliams tgm@netcom.com


		Thomas Hurst tom@hur.st


		Thomas Kempka t.kempka@web.de


		Thomas König Thomas.Koenig@ciw.uni-karlsruhe.de


		Thomas M. Hermann Thomas.Hermann@cox.net


		Thomas Melzer tmelzer@tomesoft.de


		Thomas Ptacek


		Thomas Spreng spreng@socket.ch


		Thomas Stromberg tstrombe@rtci.com


		Thomas Valentino Crimi tcrimi+@andrew.cmu.edu


		Thomas Vogt thomas.vogt@bsdunix.ch


		Thorsten Greiner thorsten@tgreiner.net


		Þórður Ívarsson totii@est.is


		Tillman Hodgson tillman@seekingfire.com


		Tim Daneliuk tundra@tundraware.com


		Tim Hemel tim@n2it.net


		Tim Little tim@wallago.co.uk


		Tim Niemueller tim@niemueller.de


		Tim Pozar pozar@lns.com


		Tim Singletary tsingle@sunland.gsfc.nasa.gov


		Tim Welch ports@thepentagon.org


		Tim Wilkinson tim@sarc.city.ac.uk


		Timo J. Rinne tri@iki.fi


		Timofeev Vladimir vovkasm@gmail.com


		Timothy Beyer beyert@cs.ucr.edu


		Timothy Bourke timbob@bigpond.com


		Timothy Jensen toast@blackened.com


		Timothy Redaelli drizzt@drizzt.ath.cx


		Tobias Begalke tobega@spyz.org


		Tobias Reifenberger treif@mayn.de


		Tobias Roth ports@fsck.ch


		Toby Allsopp toby@mi6.gen.nz


		Todd Miller millert@openbsd.org


		Todd Mortensen todd@thisisa.com


		Tofig Suleymanov tofig@freebsd.az


		Tom root@majestix.cmr.no


		Tom Carrick knyghtmare@knyghtmare.com


		Tom Gray - DCA dcasba@rain.org


		Tom Jobbins tom@tom.tj


		Tom Mortensen tom@tavrasm.org


		Tom Mueller-Kortkamp tmueko@kommunity.net


		Tom Pusateri pusateri@juniper.net


		Tom Rush tarush@mindspring.com


		Tom Samplonius tom@misery.sdf.com


		Tomas Verbaitis tomasv@megalogika.lt


		Tomasz Walaszek tmwalaszek@gmail.com


		Tomaz Muraus kami@k5-storitve.net


		Tomek Cedro tomek.cedro@gmail.com


		Tomohiko Kurahashi kura@melchior.q.t.u-tokyo.ac.jp


		Tomoyuki Sakurai cherry@trombik.org


		Toni Andjelkovic toni@soth.at


		Toni Gundogdu legatvs@gmail.com


		Toni Viemero toni.viemero@iki.fi


		Tony Kimball alk@Think.COM


		Tony Li tli@jnx.com


		Tony Lynn wing@cc.nsysu.edu.tw


		Tony Maher tonym@biolateral.com.au


		Tony Shadwick numbski@hksilver.net


		Tor Halvard “Squat” Furulund squat@squat.no


		Torbjorn Granlund tege@matematik.su.se


		Toshihiko SHIMOKAWA toshi@tea.forus.or.jp


		Toshihiro Kanda candy@kgc.co.jp


		Toshiomi Moriki Toshiomi.Moriki@ma1.seikyou.ne.jp


		Toshiya SAITOH toshiya@saitoh.nu


		Travis Campbell hcoyote@ghostar.org


		Travis Poppe tlp@liquidx.org


		Trefor S. trefor@flevel.co.uk


		Trenton Schulz twschulz@cord.edu


		Trevor Blackwell tlb@viaweb.com


		Trevor Cornpropst tcornpropst@cox.net


		Troels Kofoed Jacobsen tkjacobsen@gmail.com


		Tsung-Han Yeh snowfly@yuntech.edu.tw


		Tz-Huan Huang tzhuan@gmail.com


		Tzanetos Balitsaris tzabal@it.teithe.gr


		UMENO Takashi umeno@rr.iij4u.or.jp


		URATA Shuichiro s-urata@nmit.tmg.nec.co.jp


		Udo Schweigert udo.schweigert@siemens.com


		Uffe Jakobsen uffe@uffe.org


		Ugo Paternostro paterno@dsi.unifi.it


		Ulf Kieber kieber@sax.de


		Ulli Linzen ulli@perceval.camelot.de


		Ullrich Franke trash.esiac@googlemail.com


		Uwe Arndt arndt@mailhost.uni-koblenz.de


		Uwe Pierau uwe.pierau@tu-clausthal.de


		Vaggelis Typaldos frances@mylannet.gr


		Vadim Belman voland@catpipe.net


		Vadim Chekan vadim@gc.lviv.ua


		Vadim Goncharov vadim_nuclight@mail.ru


		Vadim Kolontsov vadim@tversu.ac.ru


		Vadim Kurland vadim@fwbuilder.org


		Vadim Mikhailov mvp@braz.ru


		Vaida Bogdan vaida.bogdan@gmail.com


		Vaidas Zlotkus r2@music.lt


		Valentin Nechayev netch@lucky.net


		Valentin Zahariev curly@e-card.bg


		Valery Komarov komarov@valerka.net


		Van Jacobson van@ee.lbl.gov


		Vany Serezhkin ivan@serezhkin.com


		Vaclav Haisman v.haisman@sh.cvut.cz


		Vasek Balcar vasek@ti.cz


		Vasily V. Grechishnikov bazilio@ns1.ied-vorstu.ac.ru


		Vasim Valejev vasim@uddias.diaspro.com


		Vassili Tchersky vt@bsd-fr.org


		Vernon J. Schryver vjs@mica.denver.sgi.com


		Veselin Slavov vess@btc.net


		Vic Abell abe@cc.purdue.edu


		Victor Cruceru victor.cruceru@gmail.com


		Victor Popov v.a.popov@gmail.com


		Victor Semionov semionov@mail.bg


		Viktor Fomichev vfom@narod.ru


		Ville Eerola ve@sci.fi


		Vince Valenti vince@blue-box.net


		Vincent Poy vince@DNALOGIC.NET


		Vincent Tantardini vinc@freebsd-fr.org


		Vincenzo Capuano VCAPUANO@vmprofs.esoc.esa.de


		Virgil Champlin champlin@pa.dec.com


		Vitaly Magerya vmagerya@gmail.com


		Vivek Khera vivek@khera.org


		Vlad GALU dudu@dudu.ro


		Vlad V. Teterya vlad@vlad.uz.ua


		Vladimir A. Jakovenko vovik@ntu-kpi.kiev.ua


		Vladimir Gorelov virtual.lark@gmail.com


		Vladimir Kondratiev wulf@mail.mipt.ru


		Vladimir Kurtikov vk@vk.pp.ru


		Vladimir Kushnir kushn@mail.kar.net


		Vladimir Osintsev oc@nm.ru


		Vladimir Savichev vlad@ariel.phys.wesleyan.edu


		Volker Theile votdev@gmx.de


		Volker Quetschke quetschke@scytek.de


		Volodymyr Kostyrko c.kworr@gmail.com


		Vsevolod Lobko seva@ip.net.ua


		Vyacheslav Anikin ghos@mail.ru


		Vyacheslav Ivanchenko ivi@dhs.net.ru


		
		Gerald Hicks wghicks@bellsouth.net








		
		Richard Stevens rstevens@noao.edu








		Waitman Gobble waitman@waitman.net


		Walt Howard howard@ee.utah.edu


		Walt M. Shandruk walt@erudition.net


		Walter Hop walter@binity.com


		Walter Venable weaseal@hotmail.com


		Warren Toomey wkt@csadfa.cs.adfa.oz.au


		Watanabe Kazuhiro CQG00620@nifty.ne.jp


		Wayne Scott wscott@ichips.intel.com


		Wei-Hao Syu whsyu@arbor.ee.ntu.edu.tw


		Wei-Yu Chen weiyu.csie@gmail.com


		Wei Guo darcsis@gmail.com


		Werner Griessl werner@btp1da.phy.uni-bayreuth.de


		Wes Santee wsantee@wsantee.oz.net


		Wietse Venema wietse@wzv.win.tue.nl


		Wiljo Heinen wiljo@freeside.ki.open.de


		Willem Jan Withagen wjw@withagen.nl


		Willem van Engen wvengen@stack.nl


		William Jolitz withheld


		William Josephson wkj-freebsd@honk.eecs.harvard.edu


		William Liao william@tale.net


		Wojtek Pilorz wpilorz@celebris.bdk.lublin.pl


		Wolfgang Helbig helbig@ba-stuttgart.de


		Wolfgang Solfrank ws@tools.de


		A.WOLF.EMAIL


		Woodchuck Dave djv@bedford.net


		Woody Carey woodycarey@hotmail.com


		Wouter Van Hemel wouter@pair.com


		Wu Ching-hong woju@FreeBSD.ee.Ntu.edu.TW


		A.WYLIE.EMAIL


		Xavier Beaudouin kiwi@oav.net


		Xiaoding Liu xiaoding+freebsd@xiaoding.org


		Yamagi Burmeister yamagi@yamagi.org


		Yanhui Shen shen.elf@gmail.com


		Yann Berthier yb@bachibouzouk.org


		Yannis Kotsinos zookie@med.auth.gr


		Yarema yds@ingress.com


		Yaroslav Terletsky ts@polynet.lviv.ua


		Yasuhiro Fukama yasuf@big.or.jp


		Yasuhito FUTATSUKI futatuki@fureai.or.jp


		Yen-Shuo Su yssu@CCCA.NCTU.edu.tw


		Yi-Feng Tzeng yftzeng@gmail.com


		Yi-Hsuan Hsin mhsin@mhsin.org


		Ying-Chieh Chen yinjieh@csie.nctu.edu.tw


		Yinghong Liu relaxbsd@gmail.com


		Yixin Jin yjin@rain.cs.ucla.edu


		Yoichi Asai yatt@msc.biglobe.ne.jp


		Yoshiaki Uchikawa yoshiaki@kt.rim.or.jp


		Yoshihiko SARUMRU mistral@imasy.or.jp


		Yoshihisa NAKAGAWA y-nakaga@ccs.mt.nec.co.jp


		Yoshikazu Goto gotoh@ae.anritsu.co.jp


		Yoshimasa Ohnishi ohnishi@isc.kyutech.ac.jp


		Yoshishige Arai ryo2@on.rim.or.jp


		Yu-Shun Wang yushunwa@isi.edu


		Yuan-Chung Hsiao ychsiao@ychsiao.idv.tw


		Yuan Jue yuanjue@yuanjue.net


		Yuichi MATSUTAKA matutaka@osa.att.ne.jp


		Yuichiro AIZAWA yaizawa@mdbl.sfc.keio.ac.jp


		Yujiro MIYATA miyata@bioele.nuee.nagoya-u.ac.jp


		Yuki SHIMAZU y.shimazu@nifty.com


		Yuri Kurenkov y.kurenkov@init.ru


		Yuri Victorovich yuri@rawbw.com


		Yuriy N. Shkandybin jura@netams.com


		Yuriy Tsibizov Yuriy.Tsibizov@gfk.ru


		Yusuke Nawano azuki@azkey.org


		Yu-Xi Lim yuxi@gmx.net


		Yuu Yashiki s974123@cc.matsuyama-u.ac.jp


		Yuuichi Narahara aconitum@po.teleway.ne.jp


		Yuuki SAWADA mami@whale.cc.muroran-it.ac.jp


		Yuukis Ys@PixyGarden.net


		Yuval Yarom yval@cs.huji.ac.il


		Yves Fonk yves@cpcoup5.tn.tudelft.nl


		Yves Fonk yves@dutncp8.tn.tudelft.nl


		Zach Garner zach@neurosoft.org


		Zach Heilig zach@gaffaneys.com


		Zach Thompson hideo@lastamericanempire.com


		Zach Zurflu zach@pabst.bendnet.com


		Zachariah Thompson lin-chi@lastamericanempire.com


		Zak Johnson zakj@nox.cx


		Zane C. Bowers vvelox@vvelox.net


		Zhen REN bg1tpt@gmail.com


		Zhihao Yuan lichray@gmail.com


		Zhixiang JIANG luckrill@yahoo.com.cn


		Zhong Ming-Xun zmx@mail.CDPA.nsysu.edu.tw


		appleboy appleboy.tw@gmail.com


		arci vega@sophia.inria.fr


		ayunyan ayunyan@gmail.com


		Bartoletti coder@tuxfamily.org


		der Mouse mouse@Collatz.McRCIM.McGill.EDU


		lightside lightside@gmx.com


		Piotr Szerman pmsz@tlen.pl


		rossiya rossiya@gmail.com







          

      

      

    


    
        © Copyright 2015, The FreeBSD Project.
      Created using Sphinx 1.3.1.
    

  

htdocs/releases/11.0R/todo.html


    
      Navigation


      
        		
          index


        		FreeBSD 10.1 documentation »

 
      


    


    
      
          
            
  
&title;


]>



Introduction


Please do not edit this file unless you are on the Release
Engineering Team, or a member of the Release Engineering Team gave you
explicit permission to do so.


This is the release cycle TODO page, outlining items that are
in-progress, issues that must be fixed (release blockers), issues that
need to be fixed but are not blockers, and issues that should be fixed
as an Errata Notice after the release.





Works in Progress









		Pre-Freeze Issues
		Description
		Workaround



		n/a
		n/a
		n/a
















Release Blockers









		Description
		Workaround
		Target Date



		n/a
		n/a
		n/a
















Release Issues









		Description
		Workaround
		Target Date



		n/a
		n/a
		n/a
















Post-Release Errata Items








		Description
		Workaround



		n/a
		n/a
















Additional Information



		&os; Release Engineering website











          

      

      

    


    
        © Copyright 2015, The FreeBSD Project.
      Created using Sphinx 1.3.1.
    

  

articles/contributors/article.html


    
      Navigation


      
        		
          index


        		FreeBSD 10.1 documentation »

 
      


    


    
      
          
            
  
Contributors to FreeBSD



Donors Gallery



Note


As of 2010, the following section is several years out-of-date.
Donations from the past several years appear
here.






The FreeBSD Project is indebted to the following donors and would like
to publicly thank them here!



		Contributors to the central server project:


The following individuals and businesses made it possible for the
FreeBSD Project to build a new central server machine, which has
replaced freefall.FreeBSD.org at one point, by donating the following
items:



		A.MBARKAH.EMAIL and his employer, Hemisphere
Online [http://www.hemi.com/], donated a Pentium Pro (P6)
200MHz CPU


		ASA Computers [http://www.asacomputers.com/] donated a Tyan
1662 motherboard.


		Joe McGuckin joe@via.net of ViaNet
Communications [http://www.via.net/] donated a Kingston
ethernet controller.


		Jack O’Neill jack@diamond.xtalwind.net donated an NCR 53C875 SCSI
controller card.


		Ulf Zimmermann ulf@Alameda.net of Alameda
Networks [http://www.Alameda.net/] donated 128MB of memory, a
4 Gb disk drive and the case.








		Direct funding:


The following individuals and businesses have generously contributed
direct funding to the project:



		Annelise Anderson ANDRSN@HOOVER.STANFORD.EDU


		A.DILLON.EMAIL


		Blue Mountain Arts [http://www.bluemountain.com/]


		Epilogue Technology Corporation [http://www.epilogue.com/]


		A.SEF.EMAIL


		Global Technology Associates, Inc [http://www.gta.com/]


		Don Scott Wilde


		Gianmarco Giovannelli gmarco@masternet.it


		Josef C. Grosch joeg@truenorth.org


		Robert T. Morris


		A.CHUCKR.EMAIL


		Kenneth P. Stox ken@stox.sa.enteract.com of Imaginary Landscape,
LLC. [http://www.imagescape.com/]


		Dmitry S. Kohmanyuk dk@dog.farm.org


		Laser5 [http://www.cdrom.co.jp/] of Japan (a portion of the
profits from sales of their various FreeBSD CDROMs).


		Fuki Shuppan Publishing Co. [http://www.mmjp.or.jp/fuki/]
donated a portion of their profits from Hajimete no FreeBSD
(FreeBSD, Getting started) to the FreeBSD and XFree86 projects.


		ASCII Corp. [http://www.ascii.co.jp/] donated a portion of
their profits from several FreeBSD-related books to the FreeBSD
project.


		Yokogawa Electric Corp [http://www.yokogawa.co.jp/] has
generously donated significant funding to the FreeBSD project.


		BuffNET [http://www.buffnet.net/]


		Pacific Solutions [http://www.pacificsolutions.com/]


		Siemens AG [http://www.siemens.de/] via Andre Albsmeier
andre.albsmeier@mchp.siemens.de


		Chris Silva ras@interaccess.com








		Hardware contributors:


The following individuals and businesses have generously contributed
hardware for testing and device driver development/support:



		BSDi for providing the Pentium P5-90 and 486/DX2-66 EISA/VL
systems that are being used for our development work, to say
nothing of the network access and other donations of hardware
resources.


		Compaq [http://www.compaq.com] has donated a variety of Alpha
systems to the FreeBSD Project. Among the many generous donations
are 4 AlphaStation DS10s, an AlphaServer DS20, AlphaServer 2100s,
an AlphaServer 4100, 8 500Mhz Personal Workstations, 4 433Mhz
Personal Workstations, and more! These machines are used for
release engineering, package building, SMP development, and
general development on the Alpha architecture.


		TRW Financial Systems, Inc. provided 130 PCs, three 68 GB file
servers, twelve Ethernets, two routers and an ATM switch for
debugging the diskless code.


		Dermot McDonnell donated the Toshiba XM3401B CDROM drive currently
used in freefall.


		Chuck Robey chuckr@glue.umd.edu contributed his floppy tape
streamer for experimental work.


		Larry Altneu larry@ALR.COM, and A.WILKO.EMAIL, provided Wangtek
and Archive QIC-02 tape drives in order to improve the wt
driver.


		Ernst Winter (Deceased [http://berklix.org/ewinter/])
contributed a 2.88 MB floppy drive to the project. This will
hopefully increase the pressure for rewriting the floppy disk
driver.


		Tekram Technologies [http://www.tekram.com/] sent one each of
their DC-390, DC-390U and DC-390F FAST and ULTRA SCSI host adapter
cards for regression testing of the NCR and AMD drivers with their
cards. They are also to be applauded for making driver sources for
free operating systems available from their FTP server
ftp://ftp.tekram.com/scsi/FreeBSD/.


		Larry M. Augustin contributed not only a Symbios Sym8751S SCSI
card, but also a set of data books, including one about the
forthcoming Sym53c895 chip with Ultra-2 and LVD support, and the
latest programming manual with information on how to safely use
the advanced features of the latest Symbios SCSI chips. Thanks a
lot!


		A.KUKU.EMAIL donated an FX120 12 speed Mitsumi CDROM drive for IDE
CDROM driver development.


		Mike Tancsa mike@sentex.ca donated four various ATM PCI cards in
order to help increase support of these cards as well as help
support the development effort of the netatm ATM stack.








		Special contributors:



		BSDi [http://www.osd.bsdi.com/] (formerly Walnut Creek CDROM)
has donated almost more than we can say (see the ‘About the
FreeBSD Project’ section of the FreeBSD
Handbook for more details).
In particular, we would like to thank them for the original
hardware used for freefall.FreeBSD.org, our primary development
machine, and for thud.FreeBSD.org, a testing and build box. We are
also indebted to them for funding various contributors over the
years and providing us with unrestricted use of their T1
connection to the Internet.


		The interface business GmbH,
Dresden [http://www.interface-business.de/] has been patiently
supporting A.JOERG.EMAIL who has often preferred FreeBSD work over
paid work, and used to fall back to their (quite expensive) EUnet
Internet connection whenever his private connection became too
slow or flaky to work with it...


		Berkeley Software Design, Inc. [http://www.bsdi.com/] has
contributed their DOS emulator code to the remaining BSD world,
which is used in the doscmd command.














The FreeBSD Developers


These are the people who have commit privileges and do the engineering
work on the FreeBSD source tree. All core team members are also
developers.


(in alphabetical order by last name):


CONTRIB.COMMITTERS
Core Team Alumni
================


core team
The following people were members of the FreeBSD core team during the
periods indicated. We thank them for their past efforts in the service
of the FreeBSD project.


In rough reverse chronological order:


CONTRIB.COREALUMNI
Development Team Alumni
=======================


development team
The following people were members of the FreeBSD development team during
the periods indicated. We thank them for their past efforts in the
service of the FreeBSD project.


In rough reverse chronological order:


CONTRIB.DEVELALUMNI
Ports Management Team Alumni
============================


portmgr team
The following people were members of the FreeBSD portmgr team during the
periods indicated. We thank them for their past efforts in the service
of the FreeBSD project.


In rough reverse chronological order:


CONTRIB.PORTMGRALUMNI
Development Team: In Memoriam
=============================


development team
During the many years that the FreeBSD Project has been in existence,
sadly, some of our developers have passed away. Here are some
remembrances.


In rough reverse chronological order of their passing:


CONTRIB.DEVELINMEMORIAM
Derived Software Contributors
=============================


This software was originally derived from William F. Jolitz’s 386BSD
release 0.1, though almost none of the original 386BSD specific code
remains. This software has been essentially re-implemented from the
4.4BSD-Lite release provided by the Computer Science Research Group
(CSRG) at the University of California, Berkeley and associated academic
contributors.


There are also portions of NetBSD and OpenBSD that have been integrated
into FreeBSD as well, and we would therefore like to thank all the
contributors to NetBSD and OpenBSD for their work.





Additional FreeBSD Contributors


(in alphabetical order by first name):


CONTRIB.ADDITIONAL
386BSD Patch Kit Patch Contributors
===================================


(in alphabetical order by first name):


CONTRIB.386BSD
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The hardware notes for FreeBSD are customized for different platforms,
as some of the changes made to FreeBSD apply only to specific processor
architectures.


Hardware notes for FreeBSD 4.6.2-RELEASE are available for the following
platforms:



		i386


		Alpha





A list of all platforms currently under development can be found on the
Supported Platforms page.
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Date: Thu, 15 Aug 2002 14:08:02 -0700


From: “Murray Stokely” <murray@FreeBSD.org>

To: freebsd-announce@FreeBSD.org

Subject: FreeBSD 4.6.2-RELEASE is now available





I am happy to announce the availability of FreeBSD 4.6.2-RELEASE, a
maintenance release of the FreeBSD 4.6-STABLE branch. Since FreeBSD
4.6-RELEASE in June 2002, we have resolved several ATA-related problems,
updated the system OpenSSL and OpenSSH components, and addressed several
security issues.


For a list of new features and known problems, please see the release
notes and errata list, available here:



		http://www.FreeBSD.org/releases/4.6.2R/relnotes.html


		http://www.FreeBSD.org/releases/4.6.2R/errata.html





For more information about FreeBSD release engineering activities
(including information about the upcoming FreeBSD 4.7), please see:



		http://www.FreeBSD.org/releng/






Availability


FreeBSD 4.6.2-RELEASE supports the i386 and alpha architectures and can
be installed directly over the net using the boot floppies or copied to
a local NFS/FTP server. Distributions for the i386 are available now. As
of this writing, the final builds for the alpha architecture are in
progress and will be made available shortly.


We can’t promise that all the mirror sites will carry the larger ISO
images, but they will at least be available from:



		ftp://ftp.FreeBSD.org


		ftp://ftp.dk.FreeBSD.org


		ftp://ftp2.FreeBSD.org


		ftp://ftp.tw.FreeBSD.org


		ftp://ftp10.tw.FreeBSD.org





If you can’t afford FreeBSD on media, are impatient, or just want to use
it for evangelism purposes, then by all means download the ISO images,
otherwise please continue to support the FreeBSD Project by purchasing
media from one of our supporting vendors. The following companies will
be offering FreeBSD 4.6.2 based products:








		Daemon News
		http://www.bsdmall.com/freebsd1.html



		FreeBSD Mall, Inc.
		http://www.freebsdmall.com/



		FreeBSD Services Ltd.
		http://www.freebsd-services.com/







FreeBSD is also available via anonymous FTP from mirror sites in the
following countries: Argentina, Australia, Brazil, Bulgaria, Canada,
China, Czech Republic, Denmark, Estonia, Finland, France, Germany, Hong
Kong, Hungary, Iceland, Ireland, Israel, Japan, Korea, Lithuania, the
Netherlands, New Zealand, Poland, Portugal, Romania, Russia, Saudi
Arabia, South Africa, Slovak Republic, Slovenia, Spain, Sweden, Taiwan,
Thailand, Ukraine, and the United Kingdom.


Before trying the central FTP site, please check your regional mirror(s)
first by going to:


ftp://ftp.<yourdomain>.FreeBSD.org/pub/FreeBSD


Any additional mirror sites will be labeled ftp2, ftp3 and so on.


More information about FreeBSD mirror sites can be found at:


http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/mirrors-ftp.html


For instructions on installing FreeBSD, please see Chapter 2 of The
FreeBSD Handbook. It provides a complete installation walk-through for
users new to FreeBSD, and can be found online at:


http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/install.html





Acknowledgments


Many companies donated equipment, network access, or man-hours to
finance the release engineering activities for FreeBSD 4.6.2, including
Compaq, Yahoo!, Sentex Communications, NTT/Verio, and The FreeBSD Mall.


In addition to myself, the release engineering team for 4.6.2-RELEASE
includes:








		Bruce A. Mah<bmah@FreeBSD.org>
		Release Engineering, Documentation



		Robert Watson <rwatson@FreeBSD.org>
		Release Engineering, Security



		John Baldwin <jhb@FreeBSD.org>
		Release Engineering



		Brian Somers <brian@FreeBSD.org>
		Release Engineering



		Steve Price <steve@FreeBSD.org>
		Package Splits



		Will Andrews <will@FreeBSD.org>
		Package Splits



		Kris Kennaway <kris@FreeBSD.org>
		Package Building



		Jacques A. Vidrine <nectar@FreeBSD.org>
		Security Officer







Please join me in thanking them for all the hard work which went into
making this release. Many thanks are also due to the FreeBSD committers
(committers@FreeBSD.org), without whom there would be nothing to
release, and thousands of FreeBSD users world-wide who have contributed
bug fixes, features, and suggestions.


Enjoy!



Murray Stokely


(For the FreeBSD Release Engineering Team)
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Introduction


Please do not edit this file unless you are on the Release
Engineering Team, or a member of the Release Engineering Team gave you
explicit permission to do so.


This is the release cycle TODO page, outlining items that are
in-progress, issues that must be fixed (release blockers), issues that
need to be fixed but are not blockers, and issues that should be fixed
as an Errata Notice after the release.





Works in Progress









		Pre-Freeze Issues
		Description
		Workaround



		n/a
		n/a
		n/a
















Release Blockers









		Description
		Workaround
		Target Date



		n/a
		n/a
		n/a
















Release Issues









		Description
		Workaround
		Target Date



		n/a
		n/a
		n/a
















Post-Release Errata Items








		Description
		Workaround



		n/a
		n/a
















Additional Information



		&os; Release Engineering website
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Release Highlights


The highlights in the 8.0-RELEASE are the following:



		A new virtualization container named “vimage” has been implemented.
This is a jail with a virtualized instance of the FreeBSD network
stack and can be created by using
jail(8) [http://www.FreeBSD.org/cgi/man.cgi?query=jail&sektion=8&manpath=FreeBSD+8.0-RELEASE]
command.


		The FreeBSD netisr framework has been reimplemented for parallel
threading support. This is a kernel network dispatch interface which
allows device drivers (and other packet sources) to direct packets to
protocols for directly dispatched or deferred processing. The new
implementation supports up to one netisr thread per CPU, and several
benchmarks on SMP machines show substantial performance improvement
over the previous version.


		The FreeBSD TTY layer has been replaced with a new one which has
better support for SMP and robust resource handling. A tty now has
own mutex and it is expected to improve scalability when compared to
the old implementation based on the Giant lock.


		[amd64, i386] The FreeBSD Linux emulation layer has been updated to
version 2.6.16 and the default Linux infrastructure port is now
emulators/linux_base-f10 (Fedora 10).


		The FreeBSD GENERIC kernel now includes Trusted BSD MAC
(Mandatory Access Control) support. No MAC policy module is loaded by
default.


		The FreeBSD USB subsystem has been reimplemented to support modern
devices and better SMP scalability. The new implementation includes
Giant-lock-free device drivers, a Linux compatibility layer,
usbconfig(8) [http://www.FreeBSD.org/cgi/man.cgi?query=usbconfig&sektion=8&manpath=FreeBSD+8.0-RELEASE]
utility, full support for split transaction and isochronous
transaction, and so on.


		The FreeBSD CAM SCSI subsystem
(cam(4) [http://www.FreeBSD.org/cgi/man.cgi?query=cam&sektion=4&manpath=FreeBSD+8.0-RELEASE])
now includes experimental support for ATA/SATA/AHCI-compliant
devices.


		The shared vnode locking for pathname lookups in the
VFS(9) [http://www.FreeBSD.org/cgi/man.cgi?query=VFS&sektion=9&manpath=FreeBSD+8.0-RELEASE]
subsystem has been improved.


		The ZFS file system has been updated to version 13. The changes
include ZFS operations by a regular user, L2ARC, ZFS Intent Log on
separated disks (slog), sparse volumes, and so on.


		The FreeBSD NFS subsystem now supports RPCSEC_GSS authentication
on both the client and server.


		The FreeBSD NFS subsystem now includes a new, experimental
implementation with support for NFSv2, NFSv3, and NFSv4.


		The wireless network support layer (net80211) now supports multiple
BSS instances on the supported network devices.


		The FreeBSD L2 address translation table has been reimplemented to
reduce lock contention on parallel processing and simplify the
routing logic.


		The IGMPv3 and SSM (Source-Specific Multicast) including IPv6 SSM and
MLDv2 have been added.


		The
ipsec(4) [http://www.FreeBSD.org/cgi/man.cgi?query=ipsec&sektion=4&manpath=FreeBSD+8.0-RELEASE]
subsystem now supports NAT-Traversal (RFC 3948).


		The GCC stack protection (also known as ProPolice) has been enabled
in the FreeBSD base system.


		The supported version of the GNOME desktop environment
(`x11/gnome2 <http://www.FreeBSD.org/cgi/url.cgi?ports/x11/gnome2/pkg-descr>`__)
has been updated to 2.26.3.


		The supported version of the KDE desktop environment
(`x11/kde4 <http://www.FreeBSD.org/cgi/url.cgi?ports/x11/kde4/pkg-descr>`__)
has been updated to 4.3.1.





For more details, please see the Detailed Release
Notes.


A list of all platforms currently under development can be found on the
Supported Platforms page.
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Date: Mon May 17 19:28:17 PDT 1999


From: “Jordan K. Hubbard” <jkh@freebsd.org>

Subject:FreeBSD 3.2 is released!





It is my usual pleasure to announce the availability of 3.2-RELEASE, our
follow-on to release to FreeBSD 3.1 (released February, 1999). Many bug
fixes and general enhancements have been made to the system and a number
of new features added, so please see the release notes
for more information.


FreeBSD 3.2-RELEASE is available at
ftp.freebsd.org [ftp://ftp.freebsd.org/pub/FreeBSD] and various FTP
mirror sites throughout the world. It
can also be ordered on CD from The FreeBSD
Mall [http://www.freebsdmall.com/], from where it will be shipping
soon on a 4 CD set containing installation bits for both the x86 and
Alpha architectures as well a lot of other material of general interest
to programmers and end-users alike.


NOTE: All of the profits from the sales of this CD set go to support
the FreeBSD Project!


The official FTP distribution site for FreeBSD is:



ftp://ftp.FreeBSD.org/pub/FreeBSD



Or via the WEB page at:



http://www.freebsdmall.com



and



http://www.cdrom.com



And directly from Walnut Creek CDROM:




Walnut Creek CDROM


4041 Pike Lane, #F

Concord CA, 94520 USA

Phone: +1 925 674-0783

Fax: +1 925 674-0821

Tech Support: +1 925 603-1234

Email: info@cdrom.com

WWW: http://www.cdrom.com/









Additionally, FreeBSD is available via anonymous FTP from mirror
sites in the following countries:
Argentina, Australia, Brazil, Bulgaria, Canada, the Czech Republic,
Denmark, Estonia, Finland, France, Germany, Hong Kong, Hungary, Iceland,
Ireland, Israel, Japan, Korea, Latvia, Malaysia, the Netherlands,
Poland, Portugal, Romania, Russia, Slovenia, South Africa, Spain,
Sweden, Taiwan, Thailand, the Ukraine and the United Kingdom (and quite
possibly several others which I’ve never even heard of :).


Before trying the central FTP site, please check your regional mirror(s)
first by going to:



ftp://ftp.<yourdomain>.freebsd.org/pub/FreeBSD



Any additional mirror sites will be labeled ftp2, ftp3 and so on.


The latest versions of export-restricted code for FreeBSD (2.0C or
later) (eBones and secure) are also being made available at the
following locations. If you are outside the U.S. or Canada, please get
secure (DES) and eBones (Kerberos) from one of the following foreign
distribution sites:



		South Africa


		
ftp://ftp.internat.FreeBSD.ORG/pub/FreeBSD


ftp://ftp2.internat.FreeBSD.ORG/pub/FreeBSD








		Brazil


		ftp://ftp.br.FreeBSD.ORG/pub/FreeBSD


		Finland


		ftp://nic.funet.fi/pub/unix/FreeBSD/eurocrypt





Release Home
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Introduction


This is the release schedule for &os; &local.rel;. For more information
about the release engineering process, please see the Release
Engineering section of the web site.


General discussions about the pending release and known issues should be
sent to the public
freebsd-stable mailing list.
MFC
requests should be sent to re@FreeBSD.org.


β.local.where; &beta2.local.where;





Schedule










		Action
		Expected
		Actual
		Description



		Initial release schedule announcement
		
		






		26 February 2015
		Release Engineers send announcement email to developers with a rough schedule.



		Release schedule reminder
		20 May 2015
		21 May 2015
		Release Engineers send reminder announcement e-mail to developers with updated schedule.



		Code slush begins
		19 June 2015
		19 June 2015
		Release Engineers announce that all further commits to the &local.branch.stable; branch will not require explicit approval, however new features should be avoided.



		Code freeze begins
		3 July 2015
		3 July 2015
		Release Engineers announce that all further commits to the &local.branch.stable; branch will require explicit approval. Certain blanket approvals will be granted for narrow areas of development, documentation improvements, etc.



		BETA1 builds begin
		10 July 2015
		10 July 2015
		First beta test snapshot.



		BETA2 builds begin
		17 July 2015
		
		






		Second beta test snapshot.



		BETA3 builds begin *
		24 July 2015
		
		






		Third beta test snapshot.



		&local.branch.releng; branch
		31 July 2015
		
		






		Subversion branch created; future release engineering proceeds on this branch.



		RC1 builds begin
		31 July 2015
		
		






		First release candidate.



		&local.branch.stable; thaw
		1 August 2015
		
		






		The code freeze on the &local.branch.stable; branch is lifted.



		RC2 builds begin
		7 August 2015
		
		






		Second release candidate.



		RC3 builds begin *
		14 August 2015
		
		






		Third release candidate.



		RELEASE builds begin
		21 August 2015
		
		






		&local.rel;-RELEASE builds begin.



		RELEASE announcement
		31 August 2015
		
		






		&local.rel;-RELEASE press release.



		Turn over to the secteam
		
		






		
		






		&local.branch.releng; branch is handed over to the &os;  Security Officer Team in one or two weeks after the announcement.







“*” indicates “as-needed” items.





Status / TODO


&os; Release Engineering TODO
Page





Additional Information



		&os; Release Engineering website
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Introduction


This is a specific schedule for the release of FreeBSD 4.7. For more
general information about the release engineering process, please see
the Release Engineering section of the
web site.


General discussions about the release engineering process or quality
assurance issues should be sent to the public
freebsd-qa mailing list.
MFC
requests should be sent to re@FreeBSD.org.





Schedule










		Action
		Expected
		Actual
		Description



		Reminder
announcement
		06 Aug 2002
		06 Aug 2002
		Release Engineers
send announcement
email to
developers@FreeBSD
.org
with a rough
schedule for the
FreeBSD 4.7
release.



		4.7-PRERELEASE
Testing Guide
published
		Ongoing
		02 Sep 2002
		A `testing
guide <&base;/rele
ases/4.7R/qa.html>
`__
should be
published with
information about
recent changes and
areas of the
system that should
be thoroughly
tested during the
pre-release/RC
period.



		4.7-PRERELEASE
		01 Sep 2002
		02 Sep 2002
		newvers.sh,
and
release.ent
updated.



		FTP site updated
		01 Sep 2002
		02 Sep 2002
		pkg_add -r
works for
4.7-PRERELEASE
machines.



		Code freeze begins
		01 Sep 2002
		01 Sep 2002
		After this date,
all commits to the
RELENG_4
branch must be
approved by
re@FreeBSD.org.
Certain highly
active
documentation
committers are
exempt from this
rule for routine
man page / release
note updates.
Heads-up emails
should be sent to
the developers@,
stable@, and qa@
lists.



		Commercial
software demos
updated.
		–
		–
		The second disc
contains
commercial
software demos,
these demos should
be updated to
contain the latest
versions.



		4.7-RC
		15 Sep 2002
		16 Sep 2002
		newvers.sh and
release.ent
updated.



		Announce the Ports
Freeze
		15 Sep 2002
		16 Sep 2002
		Someone from
portmgr should
email
freebsd-ports@
and BCC:
developers@ to
set a date for the
week long ports
freeze and tagging
of the ports tree.



		First release
candidate
		15 Sep 2002
		18 Sep 2002
		The first release
candidate for the
x86 and Alpha
architecture is
released. ISO
images should be
uploaded to
ftp-master.FreeB
SD.org
and
releng4.FreeBSD.
org.
A network install
directory should
be uploaded to
ftp-master.FreeB
SD.org.
The packages
directory should
be a relative
symlink, as
described in the
releng article.



		Heads up to
-stable
		17 Sep 2002
		18 Sep 2002
		A message should
be sent to
qa@FreeBSD.org
and
stable@FreeBSD.o
rg
after the snapshot
is uploaded.



		Package split
posted
		17 Sep 2002
		–
		The proposed
package split
(which packages go
on which disc of
the 4 CD set)
should be posted
to
qa@FreeBSD.org
,
ports@FreeBSD.or
g,
and
stable@FreeBSD.o
rg.



		Second release
candidate
		–
		27 Sep 2002
		Note: the release
date of this
candidate depends
on the user
experience with
RC1.



		Third release
candidate
		–
		07 Oct 2002
		 



		Ports tree frozen
		20 Sep 2002
		21 Sep 2002
		Only approved
commits will be
permitted to the
ports/ tree
during the freeze.



		Ports tree tagged
		24 Sep 2002
		01 Oct 2002
		RELEASE_4_7_0
tag for
ports/.



		Ports tree
unfrozen
		24 Sep 2002
		05 Oct 2002
		After the
ports tree is
tagged, the
ports/ tree
will be re-opened
for commits, but
commits made after
tagging will not
go in 4.7-RELEASE.



		Final package
build starts
		25 Sep 2002
		05 Oct 2002
		The ports cluster
and
bento [http://bento.FreeBSD.org]
build final
packages.



		Package split
		26 Sep 2002
		08 Oct 2002
		The packages must
be split so that
packages with
similar
dependencies
appear on each of
the four discs,
with the most
popular packages
appearing on the
first disc.



		doc tree tagged.
		27 Sep 2002
		01 Oct 2002
		RELEASE_4_7_0
tag for docs.



		RELENG_4_7
branch
		28 Sep 2002
		06 Oct 2002
		The release branch
is created.



		Note to
freebsd-stable@
		28 Sep 2002
		06 Oct 2002
		A note should be
sent to the
freebsd-stable@
list to let
over-anxious users
know that the tags
have been created
but the release
still isn’t ready.
Tags may be slid
before the
announcement goes
out. Point users
to freebsd-qa@ for
details.



		Version numbers
bumped.
		29 Sep 2002
		07 Oct 2002
		The files listed
here
are updated to
reflect the fact
that this is
FreeBSD 4.7.



		Update man.cgi on
the website.
		29 Sep 2002
		06 Oct 2002
		Make sure the 4.7
manual pages are
being displayed by
default for the
man->web gateway.
Also make sure
these man pages
are pointed to by
docs.xml.



		src tree tagged.
		29 Sep 2002
		06 Oct 2002
		RELENG_4_7_0_REL
EASE
tag for src.



		Final builds.
		08 Oct 2002
		08 Oct 2002
		Final builds for
x86 and Alpha in a
pristine
environment.



		Warn
``hubs@FreeBSD.org
``
		30 Sep 2002
		09 Oct 2002
		Heads up email to
hubs@FreeBSD.org
to give admins
time to prepare
for the load spike
to come. The site
administrators
have frequently
requested advance
notice for new
ISOs.



		Upload to
ftp-master.
		08 Oct 2002
		09 Oct 2002
		release and
packages uploaded
to
ftp-master.FreeB
SD.org



		Announcement
		08 Oct 2002
		10 Oct 2002
		Announcement sent
out after a
majority of the
mirrors have
received the bits.



		Unfreeze the tree
		08 Oct 2002
		10 Oct 2002
		Announcement to
developers@
explaining that
the release is
out, and commits
to RELENG_4 no
longer require
approval. Also
note the policy
for commits to the
RELENG_4_7
branch.
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Mandatory Access Control





Synopsis


MAC
Mandatory Access Control
MAC
OS supports security extensions based on the POSIX.1e draft. These
security mechanisms include file system Access Control Lists (?) and
Mandatory Access Control (MAC). MAC allows access control modules to be
loaded in order to implement security policies. Some modules provide
protections for a narrow subset of the system, hardening a particular
service. Others provide comprehensive labeled security across all
subjects and objects. The mandatory part of the definition indicates
that enforcement of controls is performed by administrators and the
operating system. This is in contrast to the default security mechanism
of Discretionary Access Control (DAC) where enforcement is left to the
discretion of users.


This chapter focuses on the MAC framework and the set of pluggable
security policy modules OS provides for enabling various security
mechanisms.


After reading this chapter, you will know:



		The terminology associated with the MAC framework.


		The capabilities of MAC security policy modules as well as the
difference between a labeled and non-labeled policy.


		The considerations to take into account before configuring a system
to use the MAC framework.


		Which MAC security policy modules are included in OS and how to
configure them.


		How to implement a more secure environment using the MAC framework.


		How to test the MAC configuration to ensure the framework has been
properly implemented.





Before reading this chapter, you should:



		Understand UNIX and OS basics (?).





		Have some familiarity with security and how it pertains to OS (?).



Warning


Improper MAC configuration may cause loss of system access,
aggravation of users, or inability to access the features provided
by Xorg. More importantly, MAC should not be relied upon to
completely secure a system. The MAC framework only augments an
existing security policy. Without sound security practices and
regular security checks, the system will never be completely secure.


The examples contained within this chapter are for demonstration
purposes and the example settings should not be implemented on a
production system. Implementing any security policy takes a good
deal of understanding, proper design, and thorough testing.












While this chapter covers a broad range of security issues relating to
the MAC framework, the development of new MAC security policy modules
will not be covered. A number of security policy modules included with
the MAC framework have specific characteristics which are provided for
both testing and new module development. Refer to MAN.MAC.TEST.4,
MAN.MAC.STUB.4 and MAN.MAC.NONE.4 for more information on these security
policy modules and the various mechanisms they provide.





Key Terms


The following key terms are used when referring to the MAC framework:



		compartment: a set of programs and data to be partitioned or
separated, where users are given explicit access to specific
component of a system. A compartment represents a grouping, such as a
work group, department, project, or topic. Compartments make it
possible to implement a need-to-know-basis security policy.


		integrity: the level of trust which can be placed on data. As the
integrity of the data is elevated, so does the ability to trust that
data.


		level: the increased or decreased setting of a security attribute.
As the level increases, its security is considered to elevate as
well.


		label: a security attribute which can be applied to files,
directories, or other items in the system. It could be considered a
confidentiality stamp. When a label is placed on a file, it describes
the security properties of that file and will only permit access by
files, users, and resources with a similar security setting. The
meaning and interpretation of label values depends on the policy
configuration. Some policies treat a label as representing the
integrity or secrecy of an object while other policies might use
labels to hold rules for access.


		multilabel: this property is a file system option which can be set
in single-user mode using MAN.TUNEFS.8, during boot using
MAN.FSTAB.5, or during the creation of a new file system. This option
permits an administrator to apply different MAC labels on different
objects. This option only applies to security policy modules which
support labeling.


		single label: a policy where the entire file system uses one label
to enforce access control over the flow of data. Whenever
multilabel is not set, all files will conform to the same label
setting.


		object: an entity through which information flows under the
direction of a subject. This includes directories, files, fields,
screens, keyboards, memory, magnetic storage, printers or any other
data storage or moving device. An object is a data container or a
system resource. Access to an object effectively means access to its
data.


		subject: any active entity that causes information to flow between
objects such as a user, user process, or system process. On OS,
this is almost always a thread acting in a process on behalf of a
user.


		policy: a collection of rules which defines how objectives are to
be achieved. A policy usually documents how certain items are to be
handled. This chapter considers a policy to be a collection of rules
which controls the flow of data and information and defines who has
access to that data and information.


		high-watermark: this type of policy permits the raising of security
levels for the purpose of accessing higher level information. In most
cases, the original level is restored after the process is complete.
Currently, the OS MAC framework does not include this type of policy.


		low-watermark: this type of policy permits lowering security levels
for the purpose of accessing information which is less secure. In
most cases, the original security level of the user is restored after
the process is complete. The only security policy module in OS to use
this is MAN.MAC.LOMAC.4.


		sensitivity: usually used when discussing Multilevel Security
(MLS). A sensitivity level describes how important or secret the data
should be. As the sensitivity level increases, so does the importance
of the secrecy, or confidentiality, of the data.








Understanding MAC Labels


A MAC label is a security attribute which may be applied to subjects and
objects throughout the system. When setting a label, the administrator
must understand its implications in order to prevent unexpected or
undesired behavior of the system. The attributes available on an object
depend on the loaded policy module, as policy modules interpret their
attributes in different ways.


The security label on an object is used as a part of a security access
control decision by a policy. With some policies, the label contains all
of the information necessary to make a decision. In other policies, the
labels may be processed as part of a larger rule set.


There are two types of label policies: single label and multi label. By
default, the system will use single label. The administrator should be
aware of the pros and cons of each in order to implement policies which
meet the requirements of the system’s security model.


A single label security policy only permits one label to be used for
every subject or object. Since a single label policy enforces one set of
access permissions across the entire system, it provides lower
administration overhead, but decreases the flexibility of policies which
support labeling. However, in many environments, a single label policy
may be all that is required.


A single label policy is somewhat similar to DAC as root configures the
policies so that users are placed in the appropriate categories and
access levels. A notable difference is that many policy modules can also
restrict root. Basic control over objects will then be released to the
group, but root may revoke or modify the settings at any time.


When appropriate, a multi label policy can be set on a UFS file system
by passing multilabel to MAN.TUNEFS.8. A multi label policy permits
each subject or object to have its own independent MAC label. The
decision to use a multi label or single label policy is only required
for policies which implement the labeling feature, such as biba,
lomac, and mls. Some policies, such as seeotheruids,
portacl and partition, do not use labels at all.


Using a multi label policy on a partition and establishing a multi label
security model can increase administrative overhead as everything in
that file system has a label. This includes directories, files, and even
device nodes.


The following command will set multilabel on the specified UFS file
system. This may only be done in single-user mode and is not a
requirement for the swap file system:


PROMPT.ROOT tunefs -l enable /

**Note**

Some users have experienced problems with setting the ``multilabel``
flag on the root partition. If this is the case, please review ?.






Since the multi label policy is set on a per-file system basis, a multi
label policy may not be needed if the file system layout is well
designed. Consider an example security MAC model for a OS web server.
This machine uses the single label, biba/high, for everything in the
default file systems. If the web server needs to run at biba/low to
prevent write up capabilities, it could be installed to a separate UFS
/usr/local file system set at biba/low.



Label Configuration


Virtually all aspects of label policy module configuration will be
performed using the base system utilities. These commands provide a
simple interface for object or subject configuration or the manipulation
and verification of the configuration.


All configuration may be done using setfmac, which is used to set
MAC labels on system objects, and setpmac, which is used to set the
labels on system subjects. For example, to set the biba MAC label to
high on test:


PROMPT.ROOT setfmac biba/high test






If the configuration is successful, the prompt will be returned without
error. A common error is Permission denied which usually occurs when the
label is being set or modified on a restricted object. Other conditions
may produce different failures. For instance, the file may not be owned
by the user attempting to relabel the object, the object may not exist,
or the object may be read-only. A mandatory policy will not allow the
process to relabel the file, maybe because of a property of the file, a
property of the process, or a property of the proposed new label value.
For example, if a user running at low integrity tries to change the
label of a high integrity file, or a user running at low integrity tries
to change the label of a low integrity file to a high integrity label,
these operations will fail.


The system administrator may use setpmac to override the policy
module’s settings by assigning a different label to the invoked process:


PROMPT.ROOT setfmac biba/high test
Permission denied
PROMPT.ROOT setpmac biba/low setfmac biba/high test
PROMPT.ROOT getfmac test
test: biba/high






For currently running processes, such as sendmail, getpmac is
usually used instead. This command takes a process ID (PID) in place of
a command name. If users attempt to manipulate a file not in their
access, subject to the rules of the loaded policy modules, the Operation
not permitted error will be displayed.





Predefined Labels


A few OS policy modules which support the labeling feature offer three
predefined labels: low, equal, and high, where:



		low is considered the lowest label setting an object or subject
may have. Setting this on objects or subjects blocks their access to
objects or subjects marked high.


		equal sets the subject or object to be disabled or unaffected and
should only be placed on objects considered to be exempt from the
policy.


		high grants an object or subject the highest setting available in
the Biba and MLS policy modules.





Such policy modules include MAN.MAC.BIBA.4, MAN.MAC.MLS.4 and
MAN.MAC.LOMAC.4. Each of the predefined labels establishes a different
information flow directive. Refer to the manual page of the module to
determine the traits of the generic label configurations.





Numeric Labels


The Biba and MLS policy modules support a numeric label which may be set
to indicate the precise level of hierarchical control. This numeric
level is used to partition or sort information into different groups of
classification, only permitting access to that group or a higher group
level. For example:


biba/10:2+3+6(5:2+3-20:2+3+4+5+6)






may be interpreted as “Biba Policy Label/Grade 10:Compartments 2, 3 and
6: (grade 5 ...”)


In this example, the first grade would be considered the effective grade
with effective compartments, the second grade is the low grade, and the
last one is the high grade. In most configurations, such fine-grained
settings are not needed as they are considered to be advanced
configurations.


System objects only have a current grade and compartment. System
subjects reflect the range of available rights in the system, and
network interfaces, where they are used for access control.


The grade and compartments in a subject and object pair are used to
construct a relationship known as dominance, in which a subject
dominates an object, the object dominates the subject, neither dominates
the other, or both dominate each other. The “both dominate” case occurs
when the two labels are equal. Due to the information flow nature of
Biba, a user has rights to a set of compartments that might correspond
to projects, but objects also have a set of compartments. Users may have
to subset their rights using su or setpmac in order to access
objects in a compartment from which they are not restricted.





User Labels


Users are required to have labels so that their files and processes
properly interact with the security policy defined on the system. This
is configured in /etc/login.conf using login classes. Every policy
module that uses labels will implement the user class setting.


To set the user class default label which will be enforced by MAC, add a
label entry. An example label entry containing every policy
module is displayed below. Note that in a real configuration, the
administrator would never enable every policy module. It is recommended
that the rest of this chapter be reviewed before any configuration is
implemented.


default:\
    :copyright=/etc/COPYRIGHT:\
    :welcome=/etc/motd:\
    :setenv=MAIL=/var/mail/$,BLOCKSIZE=K:\
    :path=~/bin:/sbin:/bin:/usr/sbin:/usr/bin:/usr/local/sbin:/usr/local/bin:\
    :manpath=/usr/share/man /usr/local/man:\
    :nologin=/usr/sbin/nologin:\
    :cputime=1h30m:\
    :datasize=8M:\
    :vmemoryuse=100M:\
    :stacksize=2M:\
    :memorylocked=4M:\
    :memoryuse=8M:\
    :filesize=8M:\
    :coredumpsize=8M:\
    :openfiles=24:\
    :maxproc=32:\
    :priority=0:\
    :requirehome:\
    :passwordtime=91d:\
    :umask=022:\
    :ignoretime@:\
    :label=partition/13,mls/5,biba/10(5-15),lomac/10[2]:






While users can not modify the default value, they may change their
label after they login, subject to the constraints of the policy. The
example above tells the Biba policy that a process’s minimum integrity
is 5, its maximum is 15, and the default effective label is
10. The process will run at 10 until it chooses to change label,
perhaps due to the user using setpmac, which will be constrained by
Biba to the configured range.


After any change to login.conf, the login class capability database
must be rebuilt using cap_mkdb.


Many sites have a large number of users requiring several different user
classes. In depth planning is required as this can become difficult to
manage.





Network Interface Labels


Labels may be set on network interfaces to help control the flow of data
across the network. Policies using network interface labels function in
the same way that policies function with respect to objects. Users at
high settings in Biba, for example, will not be permitted to access
network interfaces with a label of low.


When setting the MAC label on network interfaces, maclabel may be
passed to ifconfig:


PROMPT.ROOT ifconfig bge0 maclabel biba/equal






This example will set the MAC label of biba/equal on the bge0
interface. When using a setting similar to biba/high(low-high), the
entire label should be quoted to prevent an error from being returned.


Each policy module which supports labeling has a tunable which may be
used to disable the MAC label on network interfaces. Setting the label
to equal will have a similar effect. Review the output of
sysctl, the policy manual pages, and the information in the rest of
this chapter for more information on those tunables.







Planning the Security Configuration


Before implementing any MAC policies, a planning phase is recommended.
During the planning stages, an administrator should consider the
implementation requirements and goals, such as:



		How to classify information and resources available on the target
systems.


		Which information or resources to restrict access to along with the
type of restrictions that should be applied.


		Which MAC modules will be required to achieve this goal.





A trial run of the trusted system and its configuration should occur
before a MAC implementation is used on production systems. Since
different environments have different needs and requirements,
establishing a complete security profile will decrease the need of
changes once the system goes live.


Consider how the MAC framework augments the security of the system as a
whole. The various security policy modules provided by the MAC framework
could be used to protect the network and file systems or to block users
from accessing certain ports and sockets. Perhaps the best use of the
policy modules is to load several security policy modules at a time in
order to provide a MLS environment. This approach differs from a
hardening policy, which typically hardens elements of a system which are
used only for specific purposes. The downside to MLS is increased
administrative overhead.


The overhead is minimal when compared to the lasting effect of a
framework which provides the ability to pick and choose which policies
are required for a specific configuration and which keeps performance
overhead down. The reduction of support for unneeded policies can
increase the overall performance of the system as well as offer
flexibility of choice. A good implementation would consider the overall
security requirements and effectively implement the various security
policy modules offered by the framework.


A system utilizing MAC guarantees that a user will not be permitted to
change security attributes at will. All user utilities, programs, and
scripts must work within the constraints of the access rules provided by
the selected security policy modules and control of the MAC access rules
is in the hands of the system administrator.


It is the duty of the system administrator to carefully select the
correct security policy modules. For an environment that needs to limit
access control over the network, the MAN.MAC.PORTACL.4, MAN.MAC.IFOFF.4,
and MAN.MAC.BIBA.4 policy modules make good starting points. For an
environment where strict confidentiality of file system objects is
required, consider the MAN.MAC.BSDEXTENDED.4 and MAN.MAC.MLS.4 policy
modules.


Policy decisions could be made based on network configuration. If only
certain users should be permitted access to MAN.SSH.1, the
MAN.MAC.PORTACL.4 policy module is a good choice. In the case of file
systems, access to objects might be considered confidential to some
users, but not to others. As an example, a large development team might
be broken off into smaller projects where developers in project A might
not be permitted to access objects written by developers in project B.
Yet both projects might need to access objects created by developers in
project C. Using the different security policy modules provided by the
MAC framework, users could be divided into these groups and then given
access to the appropriate objects.


Each security policy module has a unique way of dealing with the overall
security of a system. Module selection should be based on a well thought
out security policy which may require revision and reimplementation.
Understanding the different security policy modules offered by the MAC
framework will help administrators choose the best policies for their
situations.


The rest of this chapter covers the available modules, describes their
use and configuration, and in some cases, provides insight on applicable
situations.



Caution


Implementing MAC is much like implementing a firewall since care
must be taken to prevent being completely locked out of the system.
The ability to revert back to a previous configuration should be
considered and the implementation of MAC over a remote connection
should be done with extreme caution.









Available MAC Policies


Beginning with OS 8.0, the default OS kernel includes options MAC.
This means that every module included with the MAC framework can be
loaded with kldload as a run-time kernel module. After testing the
module, add the module name to /boot/loader.conf so that it will
load during boot. Each module also provides a kernel option for those
administrators who choose to compile their own custom kernel.


OS includes a group of policies that will cover most security
requirements. Each policy is summarized below. The last three policies
support integer settings in place of the three default labels.



The MAC See Other UIDs Policy


MAC See Other UIDs Policy
Module name: mac_seeotheruids.ko


Kernel configuration line: options MAC_SEEOTHERUIDS


Boot option: mac_seeotheruids_load="YES"


The MAN.MAC.SEEOTHERUIDS.4 module extends the
security.bsd.see_other_uids and security.bsd.see_other_gids
sysctl tunables. This option does not require any labels to be set
before configuration and can operate transparently with other modules.


After loading the module, the following sysctl tunables may be used
to control its features:



		security.mac.seeotheruids.enabled enables the module and
implements the default settings which deny users the ability to view
processes and sockets owned by other users.


		security.mac.seeotheruids.specificgid_enabled allows specified
groups to be exempt from this policy. To exempt specific groups, use
the security.mac.seeotheruids.specificgid=XXX sysctl tunable,
replacing XXX with the numeric group ID to be exempted.


		security.mac.seeotheruids.primarygroup_enabled is used to exempt
specific primary groups from this policy. When using this tunable,
security.mac.seeotheruids.specificgid_enabled may not be set.








The MAC BSD Extended Policy


MAC
File System Firewall Policy
Module name: mac_bsdextended.ko


Kernel configuration line: options MAC_BSDEXTENDED


Boot option: mac_bsdextended_load="YES"


The MAN.MAC.BSDEXTENDED.4 module enforces a file system firewall. It
provides an extension to the standard file system permissions model,
permitting an administrator to create a firewall-like ruleset to protect
files, utilities, and directories in the file system hierarchy. When
access to a file system object is attempted, the list of rules is
iterated until either a matching rule is located or the end is reached.
This behavior may be changed using
security.mac.bsdextended.firstmatch_enabled. Similar to other
firewall modules in OS, a file containing the access control rules can
be created and read by the system at boot time using an MAN.RC.CONF.5
variable.


The rule list may be entered using MAN.UGIDFW.8 which has a syntax
similar to MAN.IPFW.8. More tools can be written by using the functions
in the MAN.LIBUGIDFW.3 library.


After the MAN.MAC.BSDEXTENDED.4 module has been loaded, the following
command may be used to list the current rule configuration:


PROMPT.ROOT ugidfw list
0 slots, 0 rules






By default, no rules are defined and everything is completely
accessible. To create a rule which blocks all access by users but leaves
root unaffected:


PROMPT.ROOT ugidfw add subject not uid root new object not uid root mode n






While this rule is simple to implement, it is a very bad idea as it
blocks all users from issuing any commands. A more realistic example
blocks user1 all access, including directory listings, to user2’s home
directory:


PROMPT.ROOT ugidfw set 2 subject uid user1 object uid user2 mode n
PROMPT.ROOT ugidfw set 3 subject uid user1 object gid user2 mode n







		Instead of user1, ``not


		uid user2`` could be used in order to enforce the same access





restrictions for all users. However, the root user is unaffected by
these rules.



Note


Extreme caution should be taken when working with this module as
incorrect use could block access to certain parts of the file
system.









The MAC Interface Silencing Policy


MAC Interface Silencing Policy
Module name: mac_ifoff.ko



		Kernel configuration line: ``options


		MAC_IFOFF``





Boot option: mac_ifoff_load="YES"


The MAN.MAC.IFOFF.4 module is used to disable network interfaces on the
fly and to keep network interfaces from being brought up during system
boot. It does not use labels and does not depend on any other MAC
modules.


Most of this module’s control is performed through these sysctl
tunables:



		security.mac.ifoff.lo_enabled enables or disables all traffic on
the loopback, MAN.LO.4, interface.


		security.mac.ifoff.bpfrecv_enabled enables or disables all
traffic on the Berkeley Packet Filter interface, MAN.BPF.4.


		security.mac.ifoff.other_enabled enables or disables traffic on
all other interfaces.





One of the most common uses of MAN.MAC.IFOFF.4 is network monitoring in
an environment where network traffic should not be permitted during the
boot sequence. Another use would be to write a script which uses an
application such as security/aide to automatically block network traffic
if it finds new or altered files in protected directories.





The MAC Port Access Control List Policy


MAC Port Access Control List Policy
Module name: mac_portacl.ko


Kernel configuration line: MAC_PORTACL


Boot option: mac_portacl_load="YES"


The MAN.MAC.PORTACL.4 module is used to limit binding to local TCP and
UDP ports, making it possible to allow non-root users to bind to
specified privileged ports below 1024.


Once loaded, this module enables the MAC policy on all sockets. The
following tunables are available:



		security.mac.portacl.enabled enables or disables the policy
completely.


		security.mac.portacl.port_high sets the highest port number that
MAN.MAC.PORTACL.4 protects.


		security.mac.portacl.suser_exempt, when set to a non-zero value,
exempts the root user from this policy.


		security.mac.portacl.rules specifies the policy as a text string
of the form rule[,rule,...], with as many rules as needed, and
where each rule is of the form idtype:id:protocol:port. The
idtype is either uid or gid. The protocol parameter
can be tcp or udp. The port parameter is the port number
to allow the specified user or group to bind to. Only numeric values
can be used for the user ID, group ID, and port parameters.





By default, ports below 1024 can only be used by privileged processes
which run as root. For MAN.MAC.PORTACL.4 to allow non-privileged
processes to bind to ports below 1024, set the following tunables as
follows:


PROMPT.ROOT sysctl security.mac.portacl.port_high=1023
PROMPT.ROOT sysctl net.inet.ip.portrange.reservedlow=0
PROMPT.ROOT sysctl net.inet.ip.portrange.reservedhigh=0






To prevent the root user from being affected by this policy, set
security.mac.portacl.suser_exempt to a non-zero value.


PROMPT.ROOT sysctl security.mac.portacl.suser_exempt=1






To allow the www user with UID 80 to bind to port 80 without ever
needing root privilege:


PROMPT.ROOT sysctl security.mac.portacl.rules=uid:80:tcp:80






This next example permits the user with the UID of 1001 to bind to TCP
ports 110 (POP3) and 995 (POP3s):


PROMPT.ROOT sysctl security.mac.portacl.rules=uid:1001:tcp:110,uid:1001:tcp:995









The MAC Partition Policy


MAC Process Partition Policy
Module name: mac_partition.ko


Kernel configuration line: options MAC_PARTITION


Boot option: mac_partition_load="YES"


The MAN.MAC.PARTITION.4 policy drops processes into specific
“partitions” based on their MAC label. Most configuration for this
policy is done using MAN.SETPMAC.8. One sysctl tunable is available
for this policy:



		security.mac.partition.enabled enables the enforcement of MAC
process partitions.





When this policy is enabled, users will only be permitted to see their
processes, and any others within their partition, but will not be
permitted to work with utilities outside the scope of this partition.
For instance, a user in the insecure class will not be permitted to
access top as well as many other commands that must spawn a process.


This example adds top to the label set on users in the insecure
class. All processes spawned by users in the insecure class will
stay in the partition/13 label.


PROMPT.ROOT setpmac partition/13 top






This command displays the partition label and the process list:


PROMPT.ROOT ps Zax






This command displays another user’s process partition label and that
user’s currently running processes:


PROMPT.ROOT ps -ZU trhodes

**Note**

Users can see processes in root's label unless the
MAN.MAC.SEEOTHERUIDS.4 policy is loaded.









The MAC Multi-Level Security Module


MAC Multi-Level Security Policy
Module name: mac_mls.ko


Kernel configuration line: options MAC_MLS


Boot option: mac_mls_load="YES"


The MAN.MAC.MLS.4 policy controls access between subjects and objects in
the system by enforcing a strict information flow policy.


In MLS environments, a “clearance” level is set in the label of each
subject or object, along with compartments. Since these clearance levels
can reach numbers greater than several thousand, it would be a daunting
task to thoroughly configure every subject or object. To ease this
administrative overhead, three labels are included in this policy:
mls/low, mls/equal, and mls/high, where:



		Anything labeled with mls/low will have a low clearance level and
not be permitted to access information of a higher level. This label
also prevents objects of a higher clearance level from writing or
passing information to a lower level.


		mls/equal should be placed on objects which should be exempt from
the policy.


		mls/high is the highest level of clearance possible. Objects
assigned this label will hold dominance over all other objects in the
system; however, they will not permit the leaking of information to
objects of a lower class.





MLS provides:



		A hierarchical security level with a set of non-hierarchical
categories.





		
		Fixed rules of ``no read up, no write


		down``. This means that a subject can have read access to








objects on its own level or below, but not above. Similarly, a
subject can have write access to objects on its own level or above,
but not beneath.





		Secrecy, or the prevention of inappropriate disclosure of data.





		A basis for the design of systems that concurrently handle data at
multiple sensitivity levels without leaking information between
secret and confidential.








The following sysctl tunables are available:



		security.mac.mls.enabled is used to enable or disable the MLS
policy.


		security.mac.mls.ptys_equal labels all MAN.PTY.4 devices as
mls/equal during creation.


		security.mac.mls.revocation_enabled revokes access to objects
after their label changes to a label of a lower grade.


		security.mac.mls.max_compartments sets the maximum number of
compartment levels allowed on a system.





To manipulate MLS labels, use MAN.SETFMAC.8. To assign a label to an
object:


PROMPT.ROOT setfmac mls/5 test






To get the MLS label for the file test:


PROMPT.ROOT getfmac test






Another approach is to create a master policy file in /etc/ which
specifies the MLS policy information and to feed that file to
setfmac.


When using the MLS policy module, an administrator plans to control the
flow of sensitive information. The default ``block read up block write



down`` sets everything to a low state. Everything is accessible



and an administrator slowly augments the confidentiality of the
information.


Beyond the three basic label options, an administrator may group users
and groups as required to block the information flow between them. It
might be easier to look at the information in clearance levels using
descriptive words, such as classifications of Confidential,
Secret, and Top Secret. Some administrators instead create
different groups based on project levels. Regardless of the
classification method, a well thought out plan must exist before
implementing a restrictive policy.


Some example situations for the MLS policy module include an e-commerce
web server, a file server holding critical company information, and
financial institution environments.





The MAC Biba Module


MAC Biba Integrity Policy
Module name: mac_biba.ko



		Kernel configuration line: ``options


		MAC_BIBA``





Boot option: mac_biba_load="YES"


The MAN.MAC.BIBA.4 module loads the MAC Biba policy. This policy is
similar to the MLS policy with the exception that the rules for
information flow are slightly reversed. This is to prevent the downward
flow of sensitive information whereas the MLS policy prevents the upward
flow of sensitive information.


In Biba environments, an “integrity” label is set on each subject or
object. These labels are made up of hierarchical grades and
non-hierarchical components. As a grade ascends, so does its integrity.


Supported labels are biba/low, biba/equal, and biba/high,
where:



		biba/low is considered the lowest integrity an object or subject
may have. Setting this on objects or subjects blocks their write
access to objects or subjects marked as biba/high, but will not
prevent read access.


		biba/equal should only be placed on objects considered to be
exempt from the policy.


		biba/high permits writing to objects set at a lower label, but
does not permit reading that object. It is recommended that this
label be placed on objects that affect the integrity of the entire
system.





Biba provides:



		Hierarchical integrity levels with a set of non-hierarchical
integrity categories.





		
		Fixed rules are ``no write up, no read


		down``, the opposite of MLS. A subject can have write








access to objects on its own level or below, but not above.
Similarly, a subject can have read access to objects on its own level
or above, but not below.





		Integrity by preventing inappropriate modification of data.





		Integrity levels instead of MLS sensitivity levels.








The following tunables can be used to manipulate the Biba policy:



		security.mac.biba.enabled is used to enable or disable
enforcement of the Biba policy on the target machine.


		security.mac.biba.ptys_equal is used to disable the Biba policy
on MAN.PTY.4 devices.


		security.mac.biba.revocation_enabled forces the revocation of
access to objects if the label is changed to dominate the subject.





To access the Biba policy setting on system objects, use setfmac and
getfmac:


PROMPT.ROOT setfmac biba/low test
PROMPT.ROOT getfmac test
test: biba/low






Integrity, which is different from sensitivity, is used to guarantee
that information is not manipulated by untrusted parties. This includes
information passed between subjects and objects. It ensures that users
will only be able to modify or access information they have been given
explicit access to. The MAN.MAC.BIBA.4 security policy module permits an
administrator to configure which files and programs a user may see and
invoke while assuring that the programs and files are trusted by the
system for that user.


During the initial planning phase, an administrator must be prepared to
partition users into grades, levels, and areas. The system will default
to a high label once this policy module is enabled, and it is up to the
administrator to configure the different grades and levels for users.
Instead of using clearance levels, a good planning method could include
topics. For instance, only allow developers modification access to the
source code repository, source code compiler, and other development
utilities. Other users would be grouped into other categories such as
testers, designers, or end users and would only be permitted read
access.


A lower integrity subject is unable to write to a higher integrity
subject and a higher integrity subject cannot list or read a lower
integrity object. Setting a label at the lowest possible grade could
make it inaccessible to subjects. Some prospective environments for this
security policy module would include a constrained web server, a
development and test machine, and a source code repository. A less
useful implementation would be a personal workstation, a machine used as
a router, or a network firewall.





The MAC Low-watermark Module


MAC LOMAC
Module name: mac_lomac.ko



		Kernel configuration line: ``options


		MAC_LOMAC``





Boot option: mac_lomac_load="YES"


Unlike the MAC Biba policy, the MAN.MAC.LOMAC.4 policy permits access to
lower integrity objects only after decreasing the integrity level to not
disrupt any integrity rules.


The Low-watermark integrity policy works almost identically to Biba,
with the exception of using floating labels to support subject demotion
via an auxiliary grade compartment. This secondary compartment takes the
form [auxgrade]. When assigning a policy with an auxiliary grade,
use the syntax lomac/10[2], where 2 is the auxiliary grade.


This policy relies on the ubiquitous labeling of all system objects with
integrity labels, permitting subjects to read from low integrity objects
and then downgrading the label on the subject to prevent future writes
to high integrity objects using [auxgrade]. The policy may provide
greater compatibility and require less initial configuration than Biba.


Like the Biba and MLS policies, setfmac and setpmac are used to
place labels on system objects:


PROMPT.ROOT setfmac /usr/home/trhodes lomac/high[low]
PROMPT.ROOT getfmac /usr/home/trhodes lomac/high[low]






The auxiliary grade low is a feature provided only by the MAC LOMAC
policy.







User Lock Down


This example considers a relatively small storage system with fewer than
fifty users. Users will have login capabilities and are permitted to
store data and access resources.


For this scenario, the MAN.MAC.BSDEXTENDED.4 and MAN.MAC.SEEOTHERUIDS.4
policy modules could co-exist and block access to system objects while
hiding user processes.


Begin by adding the following line to /boot/loader.conf:


mac_seeotheruids_load="YES"






The MAN.MAC.BSDEXTENDED.4 security policy module may be activated by
adding this line to /etc/rc.conf:


ugidfw_enable="YES"






Default rules stored in /etc/rc.bsdextended will be loaded at system
initialization. However, the default entries may need modification.
Since this machine is expected only to service users, everything may be
left commented out except the last two lines in order to force the
loading of user owned system objects by default.


Add the required users to this machine and reboot. For testing purposes,
try logging in as a different user across two consoles. Run ps aux
to see if processes of other users are visible. Verify that running
MAN.LS.1 on another user’s home directory fails.


Do not try to test with the root user unless the specific sysctls
have been modified to block super user access.



Note


When a new user is added, their MAN.MAC.BSDEXTENDED.4 rule will not
be in the ruleset list. To update the ruleset quickly, unload the
security policy module and reload it again using MAN.KLDUNLOAD.8 and
MAN.KLDLOAD.8.









Nagios in a MAC Jail


Nagios in a MAC Jail
This section demonstrates the steps that are needed to implement the
Nagios network monitoring system in a MAC environment. This is meant as
an example which still requires the administrator to test that the
implemented policy meets the security requirements of the network before
using in a production environment.


This example requires multilabel to be set on each file system. It
also assumes that net-mgmt/nagios-plugins, net-mgmt/nagios, and
www/apache22 are all installed, configured, and working correctly before
attempting the integration into the MAC framework.



Create an Insecure User Class


Begin the procedure by adding the following user class to
/etc/login.conf:


insecure:\
:copyright=/etc/COPYRIGHT:\
:welcome=/etc/motd:\
:setenv=MAIL=/var/mail/$,BLOCKSIZE=K:\
:path=~/bin:/sbin:/bin:/usr/sbin:/usr/bin:/usr/local/sbin:/usr/local/bin
:manpath=/usr/share/man /usr/local/man:\
:nologin=/usr/sbin/nologin:\
:cputime=1h30m:\
:datasize=8M:\
:vmemoryuse=100M:\
:stacksize=2M:\
:memorylocked=4M:\
:memoryuse=8M:\
:filesize=8M:\
:coredumpsize=8M:\
:openfiles=24:\
:maxproc=32:\
:priority=0:\
:requirehome:\
:passwordtime=91d:\
:umask=022:\
:ignoretime@:\
:label=biba/10(10-10):






Then, add the following line to the default user class section:


:label=biba/high:






Save the edits and issue the following command to rebuild the database:


PROMPT.ROOT cap_mkdb /etc/login.conf









Configure Users


Set the root user to the default class using:


PROMPT.ROOT pw usermod root -L default






All user accounts that are not root will now require a login class. The
login class is required, otherwise users will be refused access to
common commands. The following sh script should do the trick:


PROMPT.ROOT for x in `awk -F: '($3 >= 1001) && ($3 != 65534) { print $1 }' \
    /etc/passwd`; do pw usermod $x -L default; done;






Next, drop the nagios and www accounts into the insecure class:


PROMPT.ROOT pw usermod nagios -L insecure
PROMPT.ROOT pw usermod www -L insecure









Create the Contexts File


A contexts file should now be created as /etc/policy.contexts:


# This is the default BIBA policy for this system.

# System:
/var/run(/.*)?          biba/equal

/dev/(/.*)?         biba/equal

/var                biba/equal
/var/spool(/.*)?        biba/equal

/var/log(/.*)?          biba/equal

/tmp(/.*)?          biba/equal
/var/tmp(/.*)?          biba/equal

/var/spool/mqueue       biba/equal
/var/spool/clientmqueue     biba/equal

# For Nagios:
/usr/local/etc/nagios(/.*)? biba/10

/var/spool/nagios(/.*)?     biba/10

# For apache
/usr/local/etc/apache(/.*)? biba/10






This policy enforces security by setting restrictions on the flow of
information. In this specific configuration, users, including root,
should never be allowed to access Nagios. Configuration files and
processes that are a part of Nagios will be completely self contained or
jailed.


This file will be read after running setfsmac on every file system.
This example sets the policy on the root file system:


PROMPT.ROOT setfsmac -ef /etc/policy.contexts /






Next, add these edits to the main section of /etc/mac.conf:


default_labels file ?biba
default_labels ifnet ?biba
default_labels process ?biba
default_labels socket ?biba









Loader Configuration


To finish the configuration, add the following lines to
/boot/loader.conf:


mac_biba_load="YES"
mac_seeotheruids_load="YES"
security.mac.biba.trust_all_interfaces=1






And the following line to the network card configuration stored in
/etc/rc.conf. If the primary network configuration is done via DHCP,
this may need to be configured manually after every system boot:


maclabel biba/equal









Testing the Configuration


MAC Configuration Testing
First, ensure that the web server and Nagios will not be started on
system initialization and reboot. Ensure that root cannot access any of
the files in the Nagios configuration directory. If root can list the
contents of /var/spool/nagios, something is wrong. Instead, a
“permission denied” error should be returned.


If all seems well, Nagios, Apache, and Sendmail can now be started:


PROMPT.ROOT cd /etc/mail && make stop && \
setpmac biba/equal make start && setpmac biba/10\(10-10\) apachectl start && \
setpmac biba/10\(10-10\) /usr/local/etc/rc.d/nagios.sh forcestart






Double check to ensure that everything is working properly. If not,
check the log files for error messages. If needed, use MAN.SYSCTL.8 to
disable the MAN.MAC.BIBA.4 security policy module and try starting
everything again as usual.



Note


The root user can still change the security enforcement and edit its
configuration files. The following command will permit the
degradation of the security policy to a lower grade for a newly
spawned shell:


PROMPT.ROOT setpmac biba/10 csh






To block this from happening, force the user into a range using
MAN.LOGIN.CONF.5. If MAN.SETPMAC.8 attempts to run a command outside
of the compartment’s range, an error will be returned and the
command will not be executed. In this case, set root to
biba/high(high-high).











Troubleshooting the MAC Framework


MAC Troubleshooting
This section discusses common configuration errors and how to resolve
them.


The multilabel flag does not stay enabled on the root (/)
partition:



The following steps may resolve this transient error:


Edit /etc/fstab and set the root partition to ro for
read-only.


Reboot into single user mode.



		Run tunefs ``-l


		enable`` on /.





Reboot the system.


Run mount -urw / and change the ro back to rw in
/etc/fstab and reboot the system again.


Double-check the output from mount to ensure that multilabel
has been properly set on the root file system.







		After establishing a secure environment with MAC, Xorg no longer starts:


		This could be caused by the MAC partition policy or by a
mislabeling in one of the MAC labeling policies. To debug, try the
following:


Check the error message. If the user is in the insecure class,
the partition policy may be the culprit. Try setting the user’s
class back to the default class and rebuild the database with
cap_mkdb. If this does not alleviate the problem, go to step
two.


Double-check that the label policies are set correctly for the user,
Xorg, and the /dev entries.


If neither of these resolve the problem, send the error message and
a description of the environment to the A.QUESTIONS.





		The _secure_path: unable to stat .login_conf error appears:


		This error can appear when a user attempts to switch from the root
user to another user in the system. This message usually occurs when
the user has a higher label setting than that of the user they are
attempting to become. For instance, if joe has a default label of
biba/low and root has a label of biba/high, root cannot view
joe’s home directory. This will happen whether or not root has used
su to become joe as the Biba integrity model will not permit
root to view objects set at a lower integrity level.


		The system no longer recognizes root:


		When this occurs, whoami returns 0 and su returns who
are you?.


This can happen if a labeling policy has been disabled by
MAN.SYSCTL.8 or the policy module was unloaded. If the policy is
disabled, the login capabilities database needs to be reconfigured.
Double check /etc/login.conf to ensure that all label
options have been removed and rebuild the database with
cap_mkdb.


This may also happen if a policy restricts access to
master.passwd. This is usually caused by an administrator
altering the file under a label which conflicts with the general
policy being used by the system. In these cases, the user
information would be read by the system and access would be blocked
as the file has inherited the new label. Disable the policy using
MAN.SYSCTL.8 and everything should return to normal.
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The installation notes for FreeBSD are customized for different
platforms, as the procedures for installing FreeBSD are highly dependent
on the hardware platform.


Installation notes for FreeBSD 4.7-RELEASE are available for the
following platforms:



		alpha


		i386





A list of all platforms currently under development can be found on the
Supported Platforms page.
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GEOM: Modular Disk Transformation Framework





Synopsis


GEOM
GEOM
Disk Framework
GEOM
In OS, the GEOM framework permits access and control to classes, such as
Master Boot Records and BSD labels, through the use of providers, or the
disk devices in /dev. By supporting various software RAID
configurations, GEOM transparently provides access to the operating
system and operating system utilities.


This chapter covers the use of disks under the GEOM framework in OS.
This includes the major RAID control utilities which use the framework
for configuration. This chapter is not a definitive guide to RAID
configurations and only GEOM-supported RAID classifications are
discussed.


After reading this chapter, you will know:



		What type of RAID support is available through GEOM.


		How to use the base utilities to configure, maintain, and manipulate
the various RAID levels.


		How to mirror, stripe, encrypt, and remotely connect disk devices
through GEOM.


		How to troubleshoot disks attached to the GEOM framework.





Before reading this chapter, you should:



		Understand how OS treats disk devices (?).


		Know how to configure and install a new kernel (?.








RAID0 - Striping


GEOM
Striping
Striping combines several disk drives into a single volume. Striping can
be performed through the use of hardware RAID controllers. The GEOM disk
subsystem provides software support for disk striping, also known as
RAID0, without the need for a RAID disk controller.


In RAID0, data is split into blocks that are written across all the
drives in the array. As seen in the following illustration, instead of
having to wait on the system to write 256k to one disk, RAID0 can
simultaneously write 64k to each of the four disks in the array,
offering superior I/O performance. This performance can be enhanced
further by using multiple disk controllers.



Disk Striping Illustration |



Each disk in a RAID0 stripe must be of the same size, since I/O requests
are interleaved to read or write to multiple disks in parallel.



Note


RAID0 does not provide any redundancy. This means that if one disk
in the array fails, all of the data on the disks is lost. If the
data is important, implement a backup strategy that regularly saves
backups to a remote system or device.






The process for creating a software, GEOM-based RAID0 on a OS system
using commodity disks is as follows. Once the stripe is created, refer
to MAN.GSTRIPE.8 for more information on how to control an existing
stripe.


Load the geom_stripe.ko module:


PROMPT.ROOT kldload geom_stripe






Ensure that a suitable mount point exists. If this volume will become a
root partition, then temporarily use another mount point such as
/mnt.


Determine the device names for the disks which will be striped, and
create the new stripe device. For example, to stripe two unused and
unpartitioned ATA disks with device names of /dev/ad2 and
/dev/ad3:


PROMPT.ROOT gstripe label -v st0 /dev/ad2 /dev/ad3
Metadata value stored on /dev/ad2.
Metadata value stored on /dev/ad3.
Done.






Write a standard label, also known as a partition table, on the new
volume and install the default bootstrap code:


PROMPT.ROOT bsdlabel -wB /dev/stripe/st0






This process should create two other devices in /dev/stripe in
addition to st0. Those include st0a and st0c. At this point,
a UFS file system can be created on st0a using newfs:


PROMPT.ROOT newfs -U /dev/stripe/st0a






Many numbers will glide across the screen, and after a few seconds, the
process will be complete. The volume has been created and is ready to be
mounted.


To manually mount the created disk stripe:


PROMPT.ROOT mount /dev/stripe/st0a /mnt






To mount this striped file system automatically during the boot process,
place the volume information in /etc/fstab. In this example, a
permanent mount point, named stripe, is created:


PROMPT.ROOT mkdir /stripe
PROMPT.ROOT echo "/dev/stripe/st0a /stripe ufs rw 2 2" \
>> /etc/fstab






The geom_stripe.ko module must also be automatically loaded during
system initialization, by adding a line to /boot/loader.conf:


PROMPT.ROOT echo 'geom_stripe_load="YES"' >> /boot/loader.conf









RAID1 - Mirroring


GEOM
Disk Mirroring
RAID1
RAID1, or mirroring, is the technique of writing the same data to more
than one disk drive. Mirrors are usually used to guard against data loss
due to drive failure. Each drive in a mirror contains an identical copy
of the data. When an individual drive fails, the mirror continues to
work, providing data from the drives that are still functioning. The
computer keeps running, and the administrator has time to replace the
failed drive without user interruption.


Two common situations are illustrated in these examples. The first
creates a mirror out of two new drives and uses it as a replacement for
an existing single drive. The second example creates a mirror on a
single new drive, copies the old drive’s data to it, then inserts the
old drive into the mirror. While this procedure is slightly more
complicated, it only requires one new drive.


Traditionally, the two drives in a mirror are identical in model and
capacity, but MAN.GMIRROR.8 does not require that. Mirrors created with
dissimilar drives will have a capacity equal to that of the smallest
drive in the mirror. Extra space on larger drives will be unused. Drives
inserted into the mirror later must have at least as much capacity as
the smallest drive already in the mirror.



Warning


The mirroring procedures shown here are non-destructive, but as with
any major disk operation, make a full backup first.


Warning


While MAN.DUMP.8 is used in these procedures to copy file systems,
it does not work on file systems with soft updates journaling. See
MAN.TUNEFS.8 for information on detecting and disabling soft updates
journaling.







Metadata Issues


Many disk systems store metadata at the end of each disk. Old metadata
should be erased before reusing the disk for a mirror. Most problems are
caused by two particular types of leftover metadata: GPT partition
tables and old metadata from a previous mirror.


GPT metadata can be erased with MAN.GPART.8. This example erases both
primary and backup GPT partition tables from disk ada8:


PROMPT.ROOT gpart destroy -F ada8






A disk can be removed from an active mirror and the metadata erased in
one step using MAN.GMIRROR.8. Here, the example disk ada8 is removed
from the active mirror gm4:


PROMPT.ROOT gmirror remove gm4 ada8






If the mirror is not running, but old mirror metadata is still on the
disk, use gmirror clear to remove it:


PROMPT.ROOT gmirror clear ada8






MAN.GMIRROR.8 stores one block of metadata at the end of the disk.
Because GPT partition schemes also store metadata at the end of the
disk, mirroring entire GPT disks with MAN.GMIRROR.8 is not recommended.
MBR partitioning is used here because it only stores a partition table
at the start of the disk and does not conflict with the mirror metadata.





Creating a Mirror with Two New Disks


In this example, OS has already been installed on a single disk,
ada0. Two new disks, ada1 and ada2, have been connected to
the system. A new mirror will be created on these two disks and used to
replace the old single disk.


The geom_mirror.ko kernel module must either be built into the
kernel or loaded at boot- or run-time. Manually load the kernel module
now:


PROMPT.ROOT gmirror load






Create the mirror with the two new drives:


PROMPT.ROOT gmirror label -v gm0 /dev/ada1 /dev/ada2






gm0 is a user-chosen device name assigned to the new mirror. After
the mirror has been started, this device name appears in
/dev/mirror/.


MBR and bsdlabel partition tables can now be created on the mirror with
MAN.GPART.8. This example uses a traditional file system layout, with
partitions for /, swap, /var, /tmp, and /usr. A single
/ and a swap partition will also work.


Partitions on the mirror do not have to be the same size as those on the
existing disk, but they must be large enough to hold all the data
already present on ada0.


PROMPT.ROOT gpart create -s MBR mirror/gm0
PROMPT.ROOT gpart add -t freebsd -a 4k mirror/gm0
PROMPT.ROOT gpart show mirror/gm0
=>       63  156301423  mirror/gm0  MBR  (74G)
         63         63                    - free -  (31k)
        126  156301299                 1  freebsd  (74G)
  156301425         61                    - free -  (30k)






PROMPT.ROOT gpart create -s BSD mirror/gm0s1
PROMPT.ROOT gpart add -t freebsd-ufs  -a 4k -s 2g mirror/gm0s1
PROMPT.ROOT gpart add -t freebsd-swap -a 4k -s 4g mirror/gm0s1
PROMPT.ROOT gpart add -t freebsd-ufs  -a 4k -s 2g mirror/gm0s1
PROMPT.ROOT gpart add -t freebsd-ufs  -a 4k -s 1g mirror/gm0s1
PROMPT.ROOT gpart add -t freebsd-ufs  -a 4k       mirror/gm0s1
PROMPT.ROOT gpart show mirror/gm0s1
=>        0  156301299  mirror/gm0s1  BSD  (74G)
          0          2                      - free -  (1.0k)
          2    4194304                   1  freebsd-ufs  (2.0G)
    4194306    8388608                   2  freebsd-swap  (4.0G)
   12582914    4194304                   4  freebsd-ufs  (2.0G)
   16777218    2097152                   5  freebsd-ufs  (1.0G)
   18874370  137426928                   6  freebsd-ufs  (65G)
  156301298          1                      - free -  (512B)






Make the mirror bootable by installing bootcode in the MBR and bsdlabel
and setting the active slice:


PROMPT.ROOT gpart bootcode -b /boot/mbr mirror/gm0
PROMPT.ROOT gpart set -a active -i 1 mirror/gm0
PROMPT.ROOT gpart bootcode -b /boot/boot mirror/gm0s1






Format the file systems on the new mirror, enabling soft-updates.


PROMPT.ROOT newfs -U /dev/mirror/gm0s1a
PROMPT.ROOT newfs -U /dev/mirror/gm0s1d
PROMPT.ROOT newfs -U /dev/mirror/gm0s1e
PROMPT.ROOT newfs -U /dev/mirror/gm0s1f






File systems from the original ada0 disk can now be copied onto the
mirror with MAN.DUMP.8 and MAN.RESTORE.8.


PROMPT.ROOT mount /dev/mirror/gm0s1a /mnt
PROMPT.ROOT dump -C16 -b64 -0aL -f - / | (cd /mnt && restore -rf -)
PROMPT.ROOT mount /dev/mirror/gm0s1d /mnt/var
PROMPT.ROOT mount /dev/mirror/gm0s1e /mnt/tmp
PROMPT.ROOT mount /dev/mirror/gm0s1f /mnt/usr
PROMPT.ROOT dump -C16 -b64 -0aL -f - /var | (cd /mnt/var && restore -rf -)
PROMPT.ROOT dump -C16 -b64 -0aL -f - /tmp | (cd /mnt/tmp && restore -rf -)
PROMPT.ROOT dump -C16 -b64 -0aL -f - /usr | (cd /mnt/usr && restore -rf -)






Edit /mnt/etc/fstab to point to the new mirror file systems:


# Device      Mountpoint  FStype  Options Dump    Pass#
/dev/mirror/gm0s1a  /       ufs rw  1   1
/dev/mirror/gm0s1b  none        swap    sw  0   0
/dev/mirror/gm0s1d  /var        ufs rw  2   2
/dev/mirror/gm0s1e  /tmp        ufs rw  2   2
/dev/mirror/gm0s1f  /usr        ufs rw  2   2






If the geom_mirror.ko kernel module has not been built into the
kernel, /mnt/boot/loader.conf is edited to load the module at boot:


geom_mirror_load="YES"






Reboot the system to test the new mirror and verify that all data has
been copied. The BIOS will see the mirror as two individual drives
rather than a mirror. Because the drives are identical, it does not
matter which is selected to boot.


See ? if there are problems booting. Powering down and disconnecting the
original ada0 disk will allow it to be kept as an offline backup.


In use, the mirror will behave just like the original single drive.





Creating a Mirror with an Existing Drive


In this example, OS has already been installed on a single disk,
ada0. A new disk, ada1, has been connected to the system. A
one-disk mirror will be created on the new disk, the existing system
copied onto it, and then the old disk will be inserted into the mirror.
This slightly complex procedure is required because gmirror needs to
put a 512-byte block of metadata at the end of each disk, and the
existing ada0 has usually had all of its space already allocated.


Load the geom_mirror.ko kernel module:


PROMPT.ROOT gmirror load






Check the media size of the original disk with diskinfo:


PROMPT.ROOT diskinfo -v ada0 | head -n3
/dev/ada0
    512             # sectorsize
    1000204821504   # mediasize in bytes (931G)






Create a mirror on the new disk. To make certain that the mirror
capacity is not any larger than the original ada0 drive, MAN.GNOP.8
is used to create a fake drive of the exact same size. This drive does
not store any data, but is used only to limit the size of the mirror.
When MAN.GMIRROR.8 creates the mirror, it will restrict the capacity to
the size of gzero.nop, even if the new ada1 drive has more
space. Note that the 1000204821504 in the second line is equal to
ada0‘s media size as shown by diskinfo above.


PROMPT.ROOT geom zero load
PROMPT.ROOT gnop create -s 1000204821504 gzero
PROMPT.ROOT gmirror label -v gm0 gzero.nop ada1
PROMPT.ROOT gmirror forget gm0






Since gzero.nop does not store any data, the mirror does not see it
as connected. The mirror is told to “forget” unconnected components,
removing references to gzero.nop. The result is a mirror device
containing only a single disk, ada1.


After creating gm0, view the partition table on ada0. This
output is from a 1 TB drive. If there is some unallocated space at the
end of the drive, the contents may be copied directly from ada0 to
the new mirror.


However, if the output shows that all of the space on the disk is
allocated, as in the following listing, there is no space available for
the 512-byte mirror metadata at the end of the disk.


PROMPT.ROOT gpart show ada0
=>        63  1953525105        ada0  MBR  (931G)
          63  1953525105           1  freebsd  [active]  (931G)






In this case, the partition table must be edited to reduce the capacity
by one sector on mirror/gm0. The procedure will be explained later.


In either case, partition tables on the primary disk should be first
copied using gpart backup and gpart restore.


PROMPT.ROOT gpart backup ada0 > table.ada0
PROMPT.ROOT gpart backup ada0s1 > table.ada0s1






These commands create two files, table.ada0 and table.ada0s1.
This example is from a 1 TB drive:


PROMPT.ROOT cat table.ada0
MBR 4
1 freebsd         63 1953525105   [active]






PROMPT.ROOT cat table.ada0s1
BSD 8
1  freebsd-ufs          0    4194304
2 freebsd-swap    4194304   33554432
4  freebsd-ufs   37748736   50331648
5  freebsd-ufs   88080384   41943040
6  freebsd-ufs  130023424  838860800
7  freebsd-ufs  968884224  984640881






If no free space is shown at the end of the disk, the size of both the
slice and the last partition must be reduced by one sector. Edit the two
files, reducing the size of both the slice and last partition by one.
These are the last numbers in each listing.


PROMPT.ROOT cat table.ada0
MBR 4
1 freebsd         63 1953525104   [active]






PROMPT.ROOT cat table.ada0s1
BSD 8
1  freebsd-ufs          0    4194304
2 freebsd-swap    4194304   33554432
4  freebsd-ufs   37748736   50331648
5  freebsd-ufs   88080384   41943040
6  freebsd-ufs  130023424  838860800
7  freebsd-ufs  968884224  984640880






If at least one sector was unallocated at the end of the disk, these two
files can be used without modification.


Now restore the partition table into mirror/gm0:


PROMPT.ROOT gpart restore mirror/gm0 < table.ada0
PROMPT.ROOT gpart restore mirror/gm0s1 < table.ada0s1






Check the partition table with gpart show. This example has
gm0s1a for /, gm0s1d for /var, gm0s1e for /usr,
gm0s1f for /data1, and gm0s1g for /data2.


PROMPT.ROOT gpart show mirror/gm0
=>        63  1953525104  mirror/gm0  MBR  (931G)
          63  1953525042           1  freebsd  [active]  (931G)
  1953525105          62              - free -  (31k)

PROMPT.ROOT gpart show mirror/gm0s1
=>         0  1953525042  mirror/gm0s1  BSD  (931G)
           0     2097152             1  freebsd-ufs  (1.0G)
     2097152    16777216             2  freebsd-swap  (8.0G)
    18874368    41943040             4  freebsd-ufs  (20G)
    60817408    20971520             5  freebsd-ufs  (10G)
    81788928   629145600             6  freebsd-ufs  (300G)
   710934528  1242590514             7  freebsd-ufs  (592G)
  1953525042          63                - free -  (31k)






Both the slice and the last partition must have at least one free block
at the end of the disk.


Create file systems on these new partitions. The number of partitions
will vary to match the original disk, ada0.


PROMPT.ROOT newfs -U /dev/mirror/gm0s1a
PROMPT.ROOT newfs -U /dev/mirror/gm0s1d
PROMPT.ROOT newfs -U /dev/mirror/gm0s1e
PROMPT.ROOT newfs -U /dev/mirror/gm0s1f
PROMPT.ROOT newfs -U /dev/mirror/gm0s1g






Make the mirror bootable by installing bootcode in the MBR and bsdlabel
and setting the active slice:


PROMPT.ROOT gpart bootcode -b /boot/mbr mirror/gm0
PROMPT.ROOT gpart set -a active -i 1 mirror/gm0
PROMPT.ROOT gpart bootcode -b /boot/boot mirror/gm0s1






Adjust /etc/fstab to use the new partitions on the mirror. Back up
this file first by copying it to /etc/fstab.orig.


PROMPT.ROOT cp /etc/fstab /etc/fstab.orig






Edit /etc/fstab, replacing /dev/ada0 with mirror/gm0.


# Device      Mountpoint  FStype  Options Dump    Pass#
/dev/mirror/gm0s1a  /       ufs rw  1   1
/dev/mirror/gm0s1b  none        swap    sw  0   0
/dev/mirror/gm0s1d  /var        ufs rw  2   2
/dev/mirror/gm0s1e  /usr        ufs rw  2   2
/dev/mirror/gm0s1f  /data1      ufs rw  2   2
/dev/mirror/gm0s1g  /data2      ufs rw  2   2






If the geom_mirror.ko kernel module has not been built into the
kernel, edit /boot/loader.conf to load it at boot:


geom_mirror_load="YES"






File systems from the original disk can now be copied onto the mirror
with MAN.DUMP.8 and MAN.RESTORE.8. Each file system dumped with
dump -L will create a snapshot first, which can take some time.


PROMPT.ROOT mount /dev/mirror/gm0s1a /mnt
PROMPT.ROOT dump -C16 -b64 -0aL -f - /    | (cd /mnt && restore -rf -)
PROMPT.ROOT mount /dev/mirror/gm0s1d /mnt/var
PROMPT.ROOT mount /dev/mirror/gm0s1e /mnt/usr
PROMPT.ROOT mount /dev/mirror/gm0s1f /mnt/data1
PROMPT.ROOT mount /dev/mirror/gm0s1g /mnt/data2
PROMPT.ROOT dump -C16 -b64 -0aL -f - /usr | (cd /mnt/usr && restore -rf -)
PROMPT.ROOT dump -C16 -b64 -0aL -f - /var | (cd /mnt/var && restore -rf -)
PROMPT.ROOT dump -C16 -b64 -0aL -f - /data1 | (cd /mnt/data1 && restore -rf -)
PROMPT.ROOT dump -C16 -b64 -0aL -f - /data2 | (cd /mnt/data2 && restore -rf -)






Restart the system, booting from ada1. If everything is working, the
system will boot from mirror/gm0, which now contains the same data
as ada0 had previously. See ? if there are problems booting.


At this point, the mirror still consists of only the single ada1
disk.


After booting from mirror/gm0 successfully, the final step is
inserting ada0 into the mirror.



Important


When ada0 is inserted into the mirror, its former contents will
be overwritten by data from the mirror. Make certain that
mirror/gm0 has the same contents as ada0 before adding
ada0 to the mirror. If the contents previously copied by
MAN.DUMP.8 and MAN.RESTORE.8 are not identical to what was on
ada0, revert /etc/fstab to mount the file systems on
ada0, reboot, and start the whole procedure again.






PROMPT.ROOT gmirror insert gm0 ada0
GEOM_MIRROR: Device gm0: rebuilding provider ada0






Synchronization between the two disks will start immediately. Use
gmirror status to view the progress.


PROMPT.ROOT gmirror status
      Name    Status  Components
mirror/gm0  DEGRADED  ada1 (ACTIVE)
                      ada0 (SYNCHRONIZING, 64%)






After a while, synchronization will finish.


GEOM_MIRROR: Device gm0: rebuilding provider ada0 finished.
PROMPT.ROOT gmirror status
      Name    Status  Components
mirror/gm0  COMPLETE  ada1 (ACTIVE)
                      ada0 (ACTIVE)






mirror/gm0 now consists of the two disks ada0 and ada1, and
the contents are automatically synchronized with each other. In use,
mirror/gm0 will behave just like the original single drive.





Troubleshooting


If the system no longer boots, BIOS settings may have to be changed to
boot from one of the new mirrored drives. Either mirror drive can be
used for booting, as they contain identical data.


If the boot stops with this message, something is wrong with the mirror
device:


Mounting from ufs:/dev/mirror/gm0s1a failed with error 19.

Loader variables:
  vfs.root.mountfrom=ufs:/dev/mirror/gm0s1a
  vfs.root.mountfrom.options=rw

Manual root filesystem specification:
  <fstype>:<device> [options]
      Mount <device> using filesystem <fstype>
      and with the specified (optional) option list.

    eg. ufs:/dev/da0s1a
        zfs:tank
        cd9660:/dev/acd0 ro
          (which is equivalent to: mount -t cd9660 -o ro /dev/acd0 /)

  ?               List valid disk boot devices
  .               Yield 1 second (for background tasks)
  <empty line>    Abort manual input

mountroot>






Forgetting to load the geom_mirror.ko module in
/boot/loader.conf can cause this problem. To fix it, boot from a
OS 9.0 or later installation media and choose Shell at the first
prompt. Then load the mirror module and mount the mirror device:


PROMPT.ROOT gmirror load
PROMPT.ROOT mount /dev/mirror/gm0s1a /mnt






Edit /mnt/boot/loader.conf, adding a line to load the mirror module:


geom_mirror_load="YES"






Save the file and reboot.


Other problems that cause error 19 require more effort to fix. Although
the system should boot from ada0, another prompt to select a shell
will appear if /etc/fstab is incorrect. Enter ufs:/dev/ada0s1a
at the boot loader prompt and press Enter. Undo the edits in
/etc/fstab then mount the file systems from the original disk
(ada0) instead of the mirror. Reboot the system and try the
procedure again.


Enter full pathname of shell or RETURN for /bin/sh:
PROMPT.ROOT cp /etc/fstab.orig /etc/fstab
PROMPT.ROOT reboot









Recovering from Disk Failure


The benefit of disk mirroring is that an individual disk can fail
without causing the mirror to lose any data. In the above example, if
ada0 fails, the mirror will continue to work, providing data from
the remaining working drive, ada1.


To replace the failed drive, shut down the system and physically replace
the failed drive with a new drive of equal or greater capacity.
Manufacturers use somewhat arbitrary values when rating drives in
gigabytes, and the only way to really be sure is to compare the total
count of sectors shown by diskinfo -v. A drive with larger capacity
than the mirror will work, although the extra space on the new drive
will not be used.


After the computer is powered back up, the mirror will be running in a
“degraded” mode with only one drive. The mirror is told to forget drives
that are not currently connected:


PROMPT.ROOT gmirror forget gm0






Any old metadata should be cleared from the replacement disk using the
instructions in ?. Then the replacement disk, ada4 for this example,
is inserted into the mirror:


PROMPT.ROOT gmirror insert gm0 /dev/ada4






Resynchronization begins when the new drive is inserted into the mirror.
This process of copying mirror data to a new drive can take a while.
Performance of the mirror will be greatly reduced during the copy, so
inserting new drives is best done when there is low demand on the
computer.



		Progress can be monitored with ``gmirror


		status``, which shows drives that are being synchronized and the





percentage of completion. During resynchronization, the status will be
DEGRADED, changing to COMPLETE when the process is finished.







RAID3 - Byte-level Striping with Dedicated Parity


GEOM
RAID3
RAID3 is a method used to combine several disk drives into a single
volume with a dedicated parity disk. In a RAID3 system, data is split up
into a number of bytes that are written across all the drives in the
array except for one disk which acts as a dedicated parity disk. This
means that disk reads from a RAID3 implementation access all disks in
the array. Performance can be enhanced by using multiple disk
controllers. The RAID3 array provides a fault tolerance of 1 drive,
while providing a capacity of 1 - 1/n times the total capacity of all
drives in the array, where n is the number of hard drives in the array.
Such a configuration is mostly suitable for storing data of larger sizes
such as multimedia files.


At least 3 physical hard drives are required to build a RAID3 array.
Each disk must be of the same size, since I/O requests are interleaved
to read or write to multiple disks in parallel. Also, due to the nature
of RAID3, the number of drives must be equal to 3, 5, 9, 17, and so on,
or 2^n + 1.


This section demonstrates how to create a software RAID3 on a OS system.



Note


While it is theoretically possible to boot from a RAID3 array on OS,
that configuration is uncommon and is not advised.







Creating a Dedicated RAID3 Array


In OS, support for RAID3 is implemented by the MAN.GRAID3.8 GEOM class.
Creating a dedicated RAID3 array on OS requires the following steps.


First, load the geom_raid3.ko kernel module by issuing one of the
following commands:


PROMPT.ROOT graid3 load






or:


PROMPT.ROOT kldload geom_raid3






Ensure that a suitable mount point exists. This command creates a new
directory to use as the mount point:


PROMPT.ROOT mkdir /multimedia






Determine the device names for the disks which will be added to the
array, and create the new RAID3 device. The final device listed will act
as the dedicated parity disk. This example uses three unpartitioned ATA
drives: ada1 and ada2 for data, and ada3 for parity.


PROMPT.ROOT graid3 label -v gr0 /dev/ada1 /dev/ada2 /dev/ada3
Metadata value stored on /dev/ada1.
Metadata value stored on /dev/ada2.
Metadata value stored on /dev/ada3.
Done.






Partition the newly created gr0 device and put a UFS file system on
it:


PROMPT.ROOT gpart create -s GPT /dev/raid3/gr0
PROMPT.ROOT gpart add -t freebsd-ufs /dev/raid3/gr0
PROMPT.ROOT newfs -j /dev/raid3/gr0p1






Many numbers will glide across the screen, and after a bit of time, the
process will be complete. The volume has been created and is ready to be
mounted:


PROMPT.ROOT mount /dev/raid3/gr0p1 /multimedia/






The RAID3 array is now ready to use.


Additional configuration is needed to retain this setup across system
reboots.


The geom_raid3.ko module must be loaded before the array can be
mounted. To automatically load the kernel module during system
initialization, add the following line to /boot/loader.conf:


geom_raid3_load="YES"






The following volume information must be added to /etc/fstab in
order to automatically mount the array’s file system during the system
boot process:


/dev/raid3/gr0p1  /multimedia ufs rw  2   2











Software RAID Devices


GEOM
Software RAID Devices
Hardware-assisted RAID
Some motherboards and expansion cards add some simple hardware, usually
just a ROM, that allows the computer to boot from a RAID array. After
booting, access to the RAID array is handled by software running on the
computer’s main processor. This “hardware-assisted software RAID” gives
RAID arrays that are not dependent on any particular operating system,
and which are functional even before an operating system is loaded.


Several levels of RAID are supported, depending on the hardware in use.
See MAN.GRAID.8 for a complete list.


MAN.GRAID.8 requires the geom_raid.ko kernel module, which is
included in the GENERIC kernel starting with OS 9.1. If needed, it
can be loaded manually with graid load.



Creating an Array


Software RAID devices often have a menu that can be entered by pressing
special keys when the computer is booting. The menu can be used to
create and delete RAID arrays. MAN.GRAID.8 can also create arrays
directly from the command line.


graid label is used to create a new array. The motherboard used for
this example has an Intel software RAID chipset, so the Intel metadata
format is specified. The new array is given a label of gm0, it is a
mirror (RAID1), and uses drives ada0 and ada1.



Caution


Some space on the drives will be overwritten when they are made into
a new array. Back up existing data first!






PROMPT.ROOT graid label Intel gm0 RAID1 ada0 ada1
GEOM_RAID: Intel-a29ea104: Array Intel-a29ea104 created.
GEOM_RAID: Intel-a29ea104: Disk ada0 state changed from NONE to ACTIVE.
GEOM_RAID: Intel-a29ea104: Subdisk gm0:0-ada0 state changed from NONE to ACTIVE.
GEOM_RAID: Intel-a29ea104: Disk ada1 state changed from NONE to ACTIVE.
GEOM_RAID: Intel-a29ea104: Subdisk gm0:1-ada1 state changed from NONE to ACTIVE.
GEOM_RAID: Intel-a29ea104: Array started.
GEOM_RAID: Intel-a29ea104: Volume gm0 state changed from STARTING to OPTIMAL.
Intel-a29ea104 created
GEOM_RAID: Intel-a29ea104: Provider raid/r0 for volume gm0 created.






A status check shows the new mirror is ready for use:


PROMPT.ROOT graid status
   Name   Status  Components
raid/r0  OPTIMAL  ada0 (ACTIVE (ACTIVE))
                  ada1 (ACTIVE (ACTIVE))






The array device appears in /dev/raid/. The first array is called
r0. Additional arrays, if present, will be r1, r2, and so
on.


The BIOS menu on some of these devices can create arrays with special
characters in their names. To avoid problems with those special
characters, arrays are given simple numbered names like r0. To show
the actual labels, like gm0 in the example above, use MAN.SYSCTL.8:


PROMPT.ROOT sysctl kern.geom.raid.name_format=1









Multiple Volumes


Some software RAID devices support more than one volume on an array.
Volumes work like partitions, allowing space on the physical drives to
be split and used in different ways. For example, Intel software RAID
devices support two volumes. This example creates a 40 G mirror for
safely storing the operating system, followed by a 20 G RAID0 (stripe)
volume for fast temporary storage:


PROMPT.ROOT graid label -S 40G Intel gm0 RAID1 ada0 ada1
PROMPT.ROOT graid add -S 20G gm0 RAID0






Volumes appear as additional rX entries in /dev/raid/. An array
with two volumes will show r0 and r1.


See MAN.GRAID.8 for the number of volumes supported by different
software RAID devices.





Converting a Single Drive to a Mirror


Under certain specific conditions, it is possible to convert an existing
single drive to a MAN.GRAID.8 array without reformatting. To avoid data
loss during the conversion, the existing drive must meet these minimum
requirements:



		The drive must be partitioned with the MBR partitioning scheme. GPT
or other partitioning schemes with metadata at the end of the drive
will be overwritten and corrupted by the MAN.GRAID.8 metadata.


		There must be enough unpartitioned and unused space at the end of the
drive to hold the MAN.GRAID.8 metadata. This metadata varies in size,
but the largest occupies 64 M, so at least that much free space is
recommended.





If the drive meets these requirements, start by making a full backup.
Then create a single-drive mirror with that drive:


PROMPT.ROOT graid label Intel gm0 RAID1 ada0 NONE






MAN.GRAID.8 metadata was written to the end of the drive in the unused
space. A second drive can now be inserted into the mirror:


PROMPT.ROOT graid insert raid/r0 ada1






Data from the original drive will immediately begin to be copied to the
second drive. The mirror will operate in degraded status until the copy
is complete.





Inserting New Drives into the Array


Drives can be inserted into an array as replacements for drives that
have failed or are missing. If there are no failed or missing drives,
the new drive becomes a spare. For example, inserting a new drive into a
working two-drive mirror results in a two-drive mirror with one spare
drive, not a three-drive mirror.


In the example mirror array, data immediately begins to be copied to the
newly-inserted drive. Any existing information on the new drive will be
overwritten.


PROMPT.ROOT graid insert raid/r0 ada1
GEOM_RAID: Intel-a29ea104: Disk ada1 state changed from NONE to ACTIVE.
GEOM_RAID: Intel-a29ea104: Subdisk gm0:1-ada1 state changed from NONE to NEW.
GEOM_RAID: Intel-a29ea104: Subdisk gm0:1-ada1 state changed from NEW to REBUILD.
GEOM_RAID: Intel-a29ea104: Subdisk gm0:1-ada1 rebuild start at 0.









Removing Drives from the Array


Individual drives can be permanently removed from a from an array and
their metadata erased:


PROMPT.ROOT graid remove raid/r0 ada1
GEOM_RAID: Intel-a29ea104: Disk ada1 state changed from ACTIVE to OFFLINE.
GEOM_RAID: Intel-a29ea104: Subdisk gm0:1-[unknown] state changed from ACTIVE to NONE.
GEOM_RAID: Intel-a29ea104: Volume gm0 state changed from OPTIMAL to DEGRADED.









Stopping the Array


An array can be stopped without removing metadata from the drives. The
array will be restarted when the system is booted.


PROMPT.ROOT graid stop raid/r0









Checking Array Status


Array status can be checked at any time. After a drive was added to the
mirror in the example above, data is being copied from the original
drive to the new drive:


PROMPT.ROOT graid status
   Name    Status  Components
raid/r0  DEGRADED  ada0 (ACTIVE (ACTIVE))
                   ada1 (ACTIVE (REBUILD 28%))






Some types of arrays, like RAID0 or CONCAT, may not be shown in
the status report if disks have failed. To see these partially-failed
arrays, add -ga:


PROMPT.ROOT graid status -ga
          Name  Status  Components
Intel-e2d07d9a  BROKEN  ada6 (ACTIVE (ACTIVE))









Deleting Arrays


Arrays are destroyed by deleting all of the volumes from them. When the
last volume present is deleted, the array is stopped and metadata is
removed from the drives:


PROMPT.ROOT graid delete raid/r0









Deleting Unexpected Arrays


Drives may unexpectedly contain MAN.GRAID.8 metadata, either from
previous use or manufacturer testing. MAN.GRAID.8 will detect these
drives and create an array, interfering with access to the individual
drive. To remove the unwanted metadata:


Boot the system. At the boot menu, select 2 for the loader prompt.
Enter:


OK set kern.geom.raid.enable=0
OK boot






The system will boot with MAN.GRAID.8 disabled.


Back up all data on the affected drive.


As a workaround, MAN.GRAID.8 array detection can be disabled by adding


kern.geom.raid.enable=0






to /boot/loader.conf.


To permanently remove the MAN.GRAID.8 metadata from the affected drive,
boot a OS installation CD-ROM or memory stick, and select Shell. Use
status to find the name of the array, typically raid/r0:


PROMPT.ROOT graid status
   Name   Status  Components
raid/r0  OPTIMAL  ada0 (ACTIVE (ACTIVE))
                  ada1 (ACTIVE (ACTIVE))






Delete the volume by name:


PROMPT.ROOT graid delete raid/r0






If there is more than one volume shown, repeat the process for each
volume. After the last array has been deleted, the volume will be
destroyed.


Reboot and verify data, restoring from backup if necessary. After the
metadata has been removed, the kern.geom.raid.enable=0 entry in
/boot/loader.conf can also be removed.







GEOM Gate Network


GEOM provides a simple mechanism for providing remote access to devices
such as disks, CDs, and file systems through the use of the GEOM Gate
network daemon, ggated. The system with the device runs the server
daemon which handles requests made by clients using ggatec. The devices
should not contain any sensitive data as the connection between the
client and the server is not encrypted.


Similar to NFS, which is discussed in ?, ggated is configured using an
exports file. This file specifies which systems are permitted to access
the exported resources and what level of access they are offered. For
example, to give the client 192.168.1.5 read and write access to the
fourth slice on the first SCSI disk, create /etc/gg.exports with
this line:


192.168.1.5 RW /dev/da0s4d






Before exporting the device, ensure it is not currently mounted. Then,
start ggated:


PROMPT.ROOT ggated






Several options are available for specifying an alternate listening port
or changing the default location of the exports file. Refer to
MAN.GGATED.8 for details.


To access the exported device on the client machine, first use
ggatec to specify the IP address of the server and the device name
of the exported device. If successful, this command will display a
ggate device name to mount. Mount that specified device name on a
free mount point. This example connects to the /dev/da0s4d partition
on 192.168.1.1, then mounts /dev/ggate0 on /mnt:


PROMPT.ROOT ggatec create -o rw 192.168.1.1 /dev/da0s4d
ggate0
PROMPT.ROOT mount /dev/ggate0 /mnt






The device on the server may now be accessed through /mnt on the
client. For more details about ggatec and a few usage examples,
refer to MAN.GGATEC.8.



Note


The mount will fail if the device is currently mounted on either the
server or any other client on the network. If simultaneous access is
needed to network resources, use NFS instead.






When the device is no longer needed, unmount it with umount so that
the resource is available to other clients.





Labeling Disk Devices


GEOM
Disk Labels
During system initialization, the OS kernel creates device nodes as
devices are found. This method of probing for devices raises some
issues. For instance, what if a new disk device is added via USB? It is
likely that a flash device may be handed the device name of da0 and
the original da0 shifted to da1. This will cause issues mounting
file systems if they are listed in /etc/fstab which may also prevent
the system from booting.


One solution is to chain SCSI devices in order so a new device added to
the SCSI card will be issued unused device numbers. But what about USB
devices which may replace the primary SCSI disk? This happens because
USB devices are usually probed before the SCSI card. One solution is to
only insert these devices after the system has been booted. Another
method is to use only a single ATA drive and never list the SCSI devices
in /etc/fstab.


A better solution is to use glabel to label the disk devices and use
the labels in /etc/fstab. Because glabel stores the label in the
last sector of a given provider, the label will remain persistent across
reboots. By using this label as a device, the file system may always be
mounted regardless of what device node it is accessed through.



Note


glabel can create both transient and permanent labels. Only
permanent labels are consistent across reboots. Refer to
MAN.GLABEL.8 for more information on the differences between labels.







Label Types and Examples


Permanent labels can be a generic or a file system label. Permanent file
system labels can be created with MAN.TUNEFS.8 or MAN.NEWFS.8. These
types of labels are created in a sub-directory of /dev, and will be
named according to the file system type. For example, UFS2 file system
labels will be created in /dev/ufs. Generic permanent labels can be
created with glabel label. These are not file system specific and
will be created in /dev/label.


Temporary labels are destroyed at the next reboot. These labels are
created in /dev/label and are suited to experimentation. A temporary
label can be created using glabel create.


To create a permanent label for a UFS2 file system without destroying
any data, issue the following command:


PROMPT.ROOT tunefs -L home /dev/da3

**Warning**

If the file system is full, this may cause data corruption.






A label should now exist in /dev/ufs which may be added to
/etc/fstab:


/dev/ufs/home     /home            ufs     rw              2      2

**Note**

The file system must not be mounted while attempting to run
``tunefs``.






Now the file system may be mounted:


PROMPT.ROOT mount /home






From this point on, so long as the geom_label.ko kernel module is
loaded at boot with /boot/loader.conf or the GEOM_LABEL kernel
option is present, the device node may change without any ill effect on
the system.


File systems may also be created with a default label by using the
-L flag with newfs. Refer to MAN.NEWFS.8 for more information.


The following command can be used to destroy the label:


PROMPT.ROOT glabel destroy home






The following example shows how to label the partitions of a boot disk.


By permanently labeling the partitions on the boot disk, the system
should be able to continue to boot normally, even if the disk is moved
to another controller or transferred to a different system. For this
example, it is assumed that a single ATA disk is used, which is
currently recognized by the system as ad0. It is also assumed that
the standard OS partition scheme is used, with /, /var, /usr
and /tmp, as well as a swap partition.


Reboot the system, and at the MAN.LOADER.8 prompt, press 4 to boot into
single user mode. Then enter the following commands:


PROMPT.ROOT glabel label rootfs /dev/ad0s1a
GEOM_LABEL: Label for provider /dev/ad0s1a is label/rootfs
PROMPT.ROOT glabel label var /dev/ad0s1d
GEOM_LABEL: Label for provider /dev/ad0s1d is label/var
PROMPT.ROOT glabel label usr /dev/ad0s1f
GEOM_LABEL: Label for provider /dev/ad0s1f is label/usr
PROMPT.ROOT glabel label tmp /dev/ad0s1e
GEOM_LABEL: Label for provider /dev/ad0s1e is label/tmp
PROMPT.ROOT glabel label swap /dev/ad0s1b
GEOM_LABEL: Label for provider /dev/ad0s1b is label/swap
PROMPT.ROOT exit






The system will continue with multi-user boot. After the boot completes,
edit /etc/fstab and replace the conventional device names, with
their respective labels. The final /etc/fstab will look like this:


# Device                Mountpoint      FStype  Options         Dump    Pass#
/dev/label/swap         none            swap    sw              0       0
/dev/label/rootfs       /               ufs     rw              1       1
/dev/label/tmp          /tmp            ufs     rw              2       2
/dev/label/usr          /usr            ufs     rw              2       2
/dev/label/var          /var            ufs     rw              2       2






The system can now be rebooted. If everything went well, it will come up
normally and mount will show:


PROMPT.ROOT mount
/dev/label/rootfs on / (ufs, local)
devfs on /dev (devfs, local)
/dev/label/tmp on /tmp (ufs, local, soft-updates)
/dev/label/usr on /usr (ufs, local, soft-updates)
/dev/label/var on /var (ufs, local, soft-updates)






Starting with OS 7.2, the MAN.GLABEL.8 class supports a new label type
for UFS file systems, based on the unique file system id, ufsid.
These labels may be found in /dev/ufsid and are created
automatically during system startup. It is possible to use ufsid
labels to mount partitions using /etc/fstab. Use ``glabel



status`` to receive a list of file systems and their corresponding



ufsid labels:


PROMPT.USER glabel status
                  Name  Status  Components
ufsid/486b6fc38d330916     N/A  ad4s1d
ufsid/486b6fc16926168e     N/A  ad4s1f






In the above example, ad4s1d represents /var, while ad4s1f
represents /usr. Using the ufsid values shown, these partitions
may now be mounted with the following entries in /etc/fstab:


/dev/ufsid/486b6fc38d330916        /var        ufs        rw        2      2
/dev/ufsid/486b6fc16926168e        /usr        ufs        rw        2      2






Any partitions with ufsid labels can be mounted in this way,
eliminating the need to manually create permanent labels, while still
enjoying the benefits of device name independent mounting.







UFS Journaling Through GEOM


GEOM
Journaling
Beginning with OS 7.0, support for journals on UFS file systems is
available. The implementation is provided through the GEOM subsystem and
is configured using gjournal. Unlike other file system journaling
implementations, the gjournal method is block based and not
implemented as part of the file system. It is a GEOM extension.


Journaling stores a log of file system transactions, such as changes
that make up a complete disk write operation, before meta-data and file
writes are committed to the disk. This transaction log can later be
replayed to redo file system transactions, preventing file system
inconsistencies.


This method provides another mechanism to protect against data loss and
inconsistencies of the file system. Unlike Soft Updates, which tracks
and enforces meta-data updates, and snapshots, which create an image of
the file system, a log is stored in disk space specifically for this
task. For better performance, the journal may be stored on another disk.
In this configuration, the journal provider or storage device should be
listed after the device to enable journaling on.


The GENERIC kernel provides support for gjournal. To
automatically load the geom_journal.ko kernel module at boot time,
add the following line to /boot/loader.conf:


geom_journal_load="YES"






If a custom kernel is used, ensure the following line is in the kernel
configuration file:


options GEOM_JOURNAL






Once the module is loaded, a journal can be created on a new file system
using the following steps. In this example, da4 is a new SCSI disk:


PROMPT.ROOT gjournal load
PROMPT.ROOT gjournal label /dev/da4






This will load the module and create a /dev/da4.journal device node
on /dev/da4.


A UFS file system may now be created on the journaled device, then
mounted on an existing mount point:


PROMPT.ROOT newfs -O 2 -J /dev/da4.journal
PROMPT.ROOT mount /dev/da4.journal /mnt

**Note**

In the case of several slices, a journal will be created for each
individual slice. For instance, if ``ad4s1`` and ``ad4s2`` are both
slices, then ``gjournal`` will create ``ad4s1.journal`` and
``ad4s2.journal``.






Journaling may also be enabled on current file systems by using
tunefs. However, always make a backup before attempting to alter
an existing file system. In most cases, gjournal will fail if it is
unable to create the journal, but this does not protect against data
loss incurred as a result of misusing tunefs. Refer to
MAN.GJOURNAL.8 and MAN.TUNEFS.8 for more information about these
commands.


It is possible to journal the boot disk of a OS system. Refer to the
article Implementing UFS Journaling on a Desktop
PC for detailed instructions.
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The release notes for FreeBSD are customized for different platforms, as
some of the changes made to FreeBSD apply only to specific processor
architectures.


Release notes for FreeBSD 4.7-RELEASE are available for the following
platforms:



		i386


		Alpha





A list of all platforms currently under development can be found on the
Supported Platforms page.
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Goals


As part of our on-going effort to improve the release engineering
process, we have identified several areas that need significant quality
assurance testing during the release candidate phase. Below, we’ve
listed the changes in &rel; that we feel merit the most attention due to
their involving substantial changes to the system, or having arrived
late in the development cycle leading up to the release. In general, our
goal in the QA process is to attempt to check a number of things:



		The system has not regressed with respects to stability, correctness,
interoperability, or performance of features present in prior
releases.


		New features result in the desired improvement in stability,
correctness, interoperability, or performance.





To effectively determine this, it’s desirable to test the system in a
diverse set of environments, applying a wide set of workloads, forcing
the system to operate both within and outside its normal specification.
Particular focus should often be placed on the continuing (or new)
capability of the system to perform correctly when used in concert with
systems from other vendors.





Features to explore carefully:



		PPP. A number of significant PPP changes were merged to -STABLE
before the code freeze. In particular, the following changes were
made:
		IPv6 support


		Better RADIUS support (including MS-CHAP)


		Improved handling of bad negotiation options


		Improved negotiation diagnostics


		Improved sockaddr (RTAX) parsing


		More consistent compile time options (NOXXX to compile something
out)


		More available macros


		Firewall punching


		Improved ``proxy’’ and ``proxyall’’ handling


		Handle connected UDP sockets on descriptor 0 in -direct mode


		Fix a load of typos


		Update to internal version 3.1








		IPFilter has recently been updated to version 3.4.29 and has not yet
been thoroughly tested in -STABLE.


		ahc and ahd Adaptec SCSI drivers: There has been a major
update to the ahc and ahd device drivers. These drivers have
not yet been thoroughly tested in -STABLE.


		ATA. There were some problems with tagged queuing and some CDROM read
operations with the ATA stack in FreeBSD 4.6. These problems were
fixed in 4.6.2, but more testing on different hardware is still
needed.


		Sendmail has been updated to 8.12.6. This should be a very stable
bugfix release, but sendmail users are encouraged to help test this
before 4.7 is released.


		XFree86 has been updated to 4.2.1. This release fixes some security
issues and other bugs in 4.2.0, but should have almost identical
functionality.


		Heimdal (Kerberos 5 support) has been updated. Kerberos 5 users are
encouraged to test this before 4.7 is released.





The release notes will always be a good place
to look for things to test.





Known Issues



		The 4.7-RC1 snapshots were built without packages due to some
problems (which only recently came to light) in the bzip2 package
support. Resolution: The RE team decided to return to gzip packages
for 4.7-RC2 (as well as any subsequent RC snapshots and the final
release), thus allowing this snapshot to have its normal package set.


		Partially as a result of the above package problems, the ports tree
on the 4.7-RC1/i386 ISO image is not exactly the same as the
4.7-RC1/i386 FTP directory. Both will be eventually updated for
subsequent RC snapshots and the final release. Resolution: Not a
factor for subsequent snapshots.


		Loading kernel modules on 4.7-RC1/alpha is broken. Resolution: A
fix has been committed and will be present in 4.7-RC2/alpha.


		When booting from the install media (e.g. a CDROM), sysinstall tries
to load a set of modules from the mfsroot image. For some reason,
sysinstall cannot load the module containing the aac driver; this
results in an error dialog when starting sysinstall. Access to aac
devices from within sysinstall is, understandably, broken by this
error. This appears to be due to a dependency on the linux module.
Resolution: The aac driver was brought back into the install
kernels, and other modules were moved to modules.
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UNIX Basics





Synopsis


This chapter covers the basic commands and functionality of the OS
operating system. Much of this material is relevant for any UNIX-like
operating system. New OS users are encouraged to read through this
chapter carefully.


After reading this chapter, you will know:



		How to use and configure virtual consoles.


		How to create and manage users and groups on OS.


		How UNIX file permissions and OS file flags work.


		The default OS file system layout.


		The OS disk organization.


		How to mount and unmount file systems.


		What processes, daemons, and signals are.


		What a shell is, and how to change the default login environment.


		How to use basic text editors.


		What devices and device nodes are.


		How to read manual pages for more information.








Virtual Consoles and Terminals


virtual consoles
terminals
console
Unless OS has been configured to automatically start a graphical
environment during startup, the system will boot into a command line
login prompt, as seen in this example:


FreeBSD/amd64 (pc3.example.org) (ttyv0)

login:






The first line contains some information about the system. The amd64
indicates that the system in this example is running a 64-bit version of
OS. The hostname is pc3.example.org, and ttyv0 indicates that this
is the “system console”. The second line is the login prompt.


Since OS is a multiuser system, it needs some way to distinguish between
different users. This is accomplished by requiring every user to log
into the system before gaining access to the programs on the system.
Every user has a unique name “username” and a personal “password”.


To log into the system console, type the username that was configured
during system installation, as described in ?, and press Enter. Then
enter the password associated with the username and press Enter. The
password is not echoed for security reasons.


Once the correct password is input, the message of the day (MOTD) will
be displayed followed by a command prompt. Depending upon the shell that
was selected when the user was created, this prompt will be a #,
$, or % character. The prompt indicates that the user is now
logged into the OS system console and ready to try the available
commands.



Virtual Consoles


While the system console can be used to interact with the system, a user
working from the command line at the keyboard of a OS system will
typically instead log into a virtual console. This is because system
messages are configured by default to display on the system console.
These messages will appear over the command or file that the user is
working on, making it difficult to concentrate on the work at hand.


By default, OS is configured to provide several virtual consoles for
inputting commands. Each virtual console has its own login prompt and
shell and it is easy to switch between virtual consoles. This
essentially provides the command line equivalent of having several
windows open at the same time in a graphical environment.


The key combinations Alt+F1 through Alt+F8 have been reserved by OS for
switching between virtual consoles. Use Alt+F1 to switch to the system
console (ttyv0), Alt+F2 to access the first virtual console
(ttyv1), Alt+F3 to access the second virtual console (ttyv2),
and so on.


When switching from one console to the next, OS manages the screen
output. The result is an illusion of having multiple virtual screens and
keyboards that can be used to type commands for OS to run. The programs
that are launched in one virtual console do not stop running when the
user switches to a different virtual console.


Refer to MAN.SYSCONS.4, MAN.ATKBD.4, MAN.VIDCONTROL.1 and
MAN.KBDCONTROL.1 for a more technical description of the OS console and
its keyboard drivers.


In OS, the number of available virtual consoles is configured in this
section of /etc/ttys:


# name    getty                         type  status comments
#
ttyv0   "/usr/libexec/getty Pc"         xterm   on  secure
# Virtual terminals
ttyv1   "/usr/libexec/getty Pc"         xterm   on  secure
ttyv2   "/usr/libexec/getty Pc"         xterm   on  secure
ttyv3   "/usr/libexec/getty Pc"         xterm   on  secure
ttyv4   "/usr/libexec/getty Pc"         xterm   on  secure
ttyv5   "/usr/libexec/getty Pc"         xterm   on  secure
ttyv6   "/usr/libexec/getty Pc"         xterm   on  secure
ttyv7   "/usr/libexec/getty Pc"         xterm   on  secure
ttyv8   "/usr/X11R6/bin/xdm -nodaemon"  xterm   off secure






To disable a virtual console, put a comment symbol (#) at the
beginning of the line representing that virtual console. For example, to
reduce the number of available virtual consoles from eight to four, put
a # in front of the last four lines representing virtual consoles
ttyv5 through ttyv8. Do not comment out the line for the
system console ttyv0. Note that the last virtual console (ttyv8)
is used to access the graphical environment if XORG has been installed
and configured as described in ?.


For a detailed description of every column in this file and the
available options for the virtual consoles, refer to MAN.TTYS.5.





Single User Mode


The OS boot menu provides an option labelled as “Boot Single User”. If
this option is selected, the system will boot into a special mode known
as “single user mode”. This mode is typically used to repair a system
that will not boot or to reset the root password when it is not known.
While in single user mode, networking and other virtual consoles are not
available. However, full root access to the system is available, and by
default, the root password is not needed. For these reasons, physical
access to the keyboard is needed to boot into this mode and determining
who has physical access to the keyboard is something to consider when
securing a OS system.


The settings which control single user mode are found in this section of
/etc/ttys:


# name  getty                           type  status  comments
#
# If console is marked "insecure", then init will ask for the root password
# when going to single-user mode.
console none                            unknown  off  secure






By default, the status is set to secure. This assumes that who has
physical access to the keyboard is either not important or it is
controlled by a physical security policy. If this setting is changed to
insecure, the assumption is that the environment itself is insecure
because anyone can access the keyboard. When this line is changed to
insecure, OS will prompt for the root password when a user selects
to boot into single user mode.



Note


Be careful when changing this setting to ``insecure``! If the root
password is forgotten, booting into single user mode is still
possible, but may be difficult for someone who is not familiar with
the OS booting process.









Changing Console Video Modes


The OS console default video mode may be adjusted to 1024x768,
1280x1024, or any other size supported by the graphics chip and monitor.
To use a different video mode load the VESA module:


PROMPT.ROOT kldload vesa






To determine which video modes are supported by the hardware, use
MAN.VIDCONTROL.1. To get a list of supported video modes issue the
following:


PROMPT.ROOT vidcontrol -i mode






The output of this command lists the video modes that are supported by
the hardware. To select a new video mode, specify the mode using
MAN.VIDCONTROL.1 as the root user:


PROMPT.ROOT vidcontrol MODE_279






If the new video mode is acceptable, it can be permanently set on boot
by adding it to /etc/rc.conf:


allscreens_flags="MODE_279"











Users and Basic Account Management


OS allows multiple users to use the computer at the same time. While
only one user can sit in front of the screen and use the keyboard at any
one time, any number of users can log in to the system through the
network. To use the system, each user should have their own user
account.


This chapter describes:



		The different types of user accounts on a OS system.


		How to add, remove, and modify user accounts.


		How to set limits to control the resources that users and groups are
allowed to access.


		How to create groups and add users as members of a group.






Account Types


Since all access to the OS system is achieved using accounts and all
processes are run by users, user and account management is important.


There are three main types of accounts: system accounts, user accounts,
and the superuser account.



System Accounts


accounts
system
System accounts are used to run services such as DNS, mail, and web
servers. The reason for this is security; if all services ran as the
superuser, they could act without restriction.


accounts
daemon
accounts
operator
Examples of system accounts are daemon, operator, bind, news, and www.


accounts
nobody
nobody is the generic unprivileged system account. However, the more
services that use nobody, the more files and processes that user will
become associated with, and hence the more privileged that user becomes.





User Accounts


accounts
user
User accounts are assigned to real people and are used to log in and use
the system. Every person accessing the system should have a unique user
account. This allows the administrator to find out who is doing what and
prevents users from clobbering the settings of other users.


Each user can set up their own environment to accommodate their use of
the system, by configuring their default shell, editor, key bindings,
and language settings.


Every user account on a OS system has certain information associated
with it:



		User name


		The user name is typed at the login: prompt. Each user must have
a unique user name. There are a number of rules for creating valid
user names which are documented in MAN.PASSWD.5. It is recommended
to use user names that consist of eight or fewer, all lower case
characters in order to maintain backwards compatibility with
applications.


		Password


		Each account has an associated password.


		User ID (UID)


		The User ID (UID) is a number used to uniquely identify the user to
the OS system. Commands that allow a user name to be specified will
first convert it to the UID. It is recommended to use a UID less
than 65535, since higher values may cause compatibility issues with
some software.


		Group ID (GID)


		The Group ID (GID) is a number used to uniquely identify the primary
group that the user belongs to. Groups are a mechanism for
controlling access to resources based on a user’s GID rather than
their UID. This can significantly reduce the size of some
configuration files and allows users to be members of more than one
group. It is recommended to use a GID of 65535 or lower as higher
GIDs may break some software.


		Login class


		Login classes are an extension to the group mechanism that provide
additional flexibility when tailoring the system to different users.
Login classes are discussed further in ?.


		Password change time


		By default, passwords do not expire. However, password expiration
can be enabled on a per-user basis, forcing some or all users to
change their passwords after a certain amount of time has elapsed.


		Account expiry time


		By default, OS does not expire accounts. When creating accounts that
need a limited lifespan, such as student accounts in a school,
specify the account expiry date using MAN.PW.8. After the expiry
time has elapsed, the account cannot be used to log in to the
system, although the account’s directories and files will remain.


		User’s full name


		The user name uniquely identifies the account to OS, but does not
necessarily reflect the user’s real name. Similar to a comment, this
information can contain spaces, uppercase characters, and be more
than 8 characters long.


		Home directory


		The home directory is the full path to a directory on the system.
This is the user’s starting directory when the user logs in. A
common convention is to put all user home directories under
/home/username or /usr/home/username. Each user stores their
personal files and subdirectories in their own home directory.


		User shell


		The shell provides the user’s default environment for interacting
with the system. There are many different kinds of shells and
experienced users will have their own preferences, which can be
reflected in their account settings.








The Superuser Account


accounts
superuser (root)
The superuser account, usually called root, is used to manage the system
with no limitations on privileges. For this reason, it should not be
used for day-to-day tasks like sending and receiving mail, general
exploration of the system, or programming.


The superuser, unlike other user accounts, can operate without limits,
and misuse of the superuser account may result in spectacular disasters.
User accounts are unable to destroy the operating system by mistake, so
it is recommended to login as a user account and to only become the
superuser when a command requires extra privilege.


Always double and triple-check any commands issued as the superuser,
since an extra space or missing character can mean irreparable data
loss.


There are several ways to gain superuser privilege. While one can log in
as root, this is highly discouraged.


Instead, use MAN.SU.1 to become the superuser. If - is specified
when running this command, the user will also inherit the root user’s
environment. The user running this command must be in the wheel group or
else the command will fail. The user must also know the password for the
root user account.


In this example, the user only becomes superuser in order to run
make install as this step requires superuser privilege. Once the
command completes, the user types exit to leave the superuser
account and return to the privilege of their user account.


PROMPT.USER configure
PROMPT.USER make
PROMPT.USER su -
Password:
PROMPT.ROOT make install
PROMPT.ROOT exit
PROMPT.USER






The built-in MAN.SU.1 framework works well for single systems or small
networks with just one system administrator. An alternative is to
install the security/sudo package or port. This software provides
activity logging and allows the administrator to configure which users
can run which commands as the superuser.







Managing Accounts


accounts
modifying
OS provides a variety of different commands to manage user accounts. The
most common commands are summarized in ?, followed by some examples of
their usage. See the manual page for each utility for more details and
usage examples.








		Command
		Summary





		MAN.ADDUSER.8
		The recommended command-line application for
adding new users.



		MAN.RMUSER.8
		The recommended command-line application for
removing users.



		MAN.CHPASS.1
		A flexible tool for changing user database
information.



		MAN.PASSWD.1
		The command-line tool to change user passwords.



		MAN.PW.8
		A powerful and flexible tool for modifying all
aspects of user accounts.







Table: Utilities for Managing User Accounts



adduser


accounts
adding
adduser
/usr/share/skel
skeleton directory
The recommended program for adding new users is MAN.ADDUSER.8. When a
new user is added, this program automatically updates /etc/passwd
and /etc/group. It also creates a home directory for the new user,
copies in the default configuration files from /usr/share/skel, and
can optionally mail the new user a welcome message. This utility must be
run as the superuser.


The MAN.ADDUSER.8 utility is interactive and walks through the steps for
creating a new user account. As seen in ?, either input the required
information or press Return to accept the default value shown in square
brackets. In this example, the user has been invited into the wheel
group, allowing them to become the superuser with MAN.SU.1. When
finished, the utility will prompt to either create another user or to
exit.


PROMPT.ROOT adduser
Username: jru
Full name: J. Random User
Uid (Leave empty for default):
Login group [jru]:
Login group is jru. Invite jru into other groups? []: wheel
Login class [default]:
Shell (sh csh tcsh zsh nologin) [sh]: zsh
Home directory [/home/jru]:
Home directory permissions (Leave empty for default):
Use password-based authentication? [yes]:
Use an empty password? (yes/no) [no]:
Use a random password? (yes/no) [no]:
Enter password:
Enter password again:
Lock out the account after creation? [no]:
Username   : jru
Password   : ****
Full Name  : J. Random User
Uid        : 1001
Class      :
Groups     : jru wheel
Home       : /home/jru
Shell      : /usr/local/bin/zsh
Locked     : no
OK? (yes/no): yes
adduser: INFO: Successfully added (jru) to the user database.
Add another user? (yes/no): no
Goodbye!
PROMPT.ROOT

**Note**

Since the password is not echoed when typed, be careful to not
mistype the password when creating the user account.









rmuser


rmuser
accounts
removing
To completely remove a user from the system, run MAN.RMUSER.8 as the
superuser. This command performs the following steps:


Removes the user’s MAN.CRONTAB.1 entry, if one exists.


Removes any MAN.AT.1 jobs belonging to the user.


Kills all processes owned by the user.


Removes the user from the system’s local password file.


Optionally removes the user’s home directory, if it is owned by the
user.


Removes the incoming mail files belonging to the user from
/var/mail.


Removes all files owned by the user from temporary file storage areas
such as /tmp.


Finally, removes the username from all groups to which it belongs in
/etc/group. If a group becomes empty and the group name is the same
as the username, the group is removed. This complements the per-user
unique groups created by MAN.ADDUSER.8.


MAN.RMUSER.8 cannot be used to remove superuser accounts since that is
almost always an indication of massive destruction.


By default, an interactive mode is used, as shown in the following
example.


PROMPT.ROOT rmuser jru
Matching password entry:
jru:*:1001:1001::0:0:J. Random User:/home/jru:/usr/local/bin/zsh
Is this the entry you wish to remove? y
Remove user's home directory (/home/jru)? y
Removing user (jru): mailspool home passwd.
PROMPT.ROOT









chpass


chpass
Any user can use MAN.CHPASS.1 to change their default shell and personal
information associated with their user account. The superuser can use
this utility to change additional account information for any user.


When passed no options, aside from an optional username, MAN.CHPASS.1
displays an editor containing user information. When the user exits from
the editor, the user database is updated with the new information.



Note


This utility will prompt for the user’s password when exiting the
editor, unless the utility is run as the superuser.






In ?, the superuser has typed chpass jru and is now viewing the
fields that can be changed for this user. If jru runs this command
instead, only the last six fields will be displayed and available for
editing. This is shown in ?.


#Changing user database information for jru.
Login: jru
Password: *
Uid [#]: 1001
Gid [# or name]: 1001
Change [month day year]:
Expire [month day year]:
Class:
Home directory: /home/jru
Shell: /usr/local/bin/zsh
Full Name: J. Random User
Office Location:
Office Phone:
Home Phone:
Other information:






#Changing user database information for jru.
Shell: /usr/local/bin/zsh
Full Name: J. Random User
Office Location:
Office Phone:
Home Phone:
Other information:

**Note**

The commands MAN.CHFN.1 and MAN.CHSH.1 are links to MAN.CHPASS.1, as
are MAN.YPCHPASS.1, MAN.YPCHFN.1, and MAN.YPCHSH.1. Since NIS
support is automatic, specifying the ``yp`` before the command is
not necessary. How to configure NIS is covered in ?.









passwd


passwd
accounts
changing password
Any user can easily change their password using MAN.PASSWD.1. To prevent
accidental or unauthorized changes, this command will prompt for the
user’s original password before a new password can be set:


PROMPT.USER passwd
Changing local password for jru.
Old password:
New password:
Retype new password:
passwd: updating the database...
passwd: done






The superuser can change any user’s password by specifying the username
when running MAN.PASSWD.1. When this utility is run as the superuser, it
will not prompt for the user’s current password. This allows the
password to be changed when a user cannot remember the original
password.


PROMPT.ROOT passwd jru
Changing local password for jru.
New password:
Retype new password:
passwd: updating the database...
passwd: done

**Note**

As with MAN.CHPASS.1, MAN.YPPASSWD.1 is a link to MAN.PASSWD.1, so
NIS works with either command.









pw


pw
The MAN.PW.8 utility can create, remove, modify, and display users and
groups. It functions as a front end to the system user and group files.
MAN.PW.8 has a very powerful set of command line options that make it
suitable for use in shell scripts, but new users may find it more
complicated than the other commands presented in this section.







Managing Groups


groups
/etc/groups
accounts
groups
A group is a list of users. A group is identified by its group name and
GID. In OS, the kernel uses the UID of a process, and the list of groups
it belongs to, to determine what the process is allowed to do. Most of
the time, the GID of a user or process usually means the first group in
the list.


The group name to GID mapping is listed in /etc/group. This is a
plain text file with four colon-delimited fields. The first field is the
group name, the second is the encrypted password, the third the GID, and
the fourth the comma-delimited list of members. For a more complete
description of the syntax, refer to MAN.GROUP.5.


The superuser can modify /etc/group using a text editor.
Alternatively, MAN.PW.8 can be used to add and edit groups. For example,
to add a group called teamtwo and then confirm that it exists:


PROMPT.ROOT pw groupadd teamtwo
PROMPT.ROOT pw groupshow teamtwo
teamtwo:*:1100:






In this example, 1100 is the GID of teamtwo. Right now, teamtwo has
no members. This command will add jru as a member of teamtwo.


PROMPT.ROOT pw groupmod teamtwo -M jru
PROMPT.ROOT pw groupshow teamtwo
teamtwo:*:1100:jru






The argument to -M is a comma-delimited list of users to be added to
a new (empty) group or to replace the members of an existing group. To
the user, this group membership is different from (and in addition to)
the user’s primary group listed in the password file. This means that
the user will not show up as a member when using groupshow with
MAN.PW.8, but will show up when the information is queried via MAN.ID.1
or a similar tool. When MAN.PW.8 is used to add a user to a group, it
only manipulates /etc/group and does not attempt to read additional
data from /etc/passwd.


PROMPT.ROOT pw groupmod teamtwo -m db
PROMPT.ROOT pw groupshow teamtwo
teamtwo:*:1100:jru,db






In this example, the argument to -m is a comma-delimited list of
users who are to be added to the group. Unlike the previous example,
these users are appended to the group and do not replace existing users
in the group.


PROMPT.USER id jru
uid=1001(jru) gid=1001(jru) groups=1001(jru), 1100(teamtwo)






In this example, jru is a member of the groups jru and teamtwo.


For more information about this command and the format of
/etc/group, refer to MAN.PW.8 and MAN.GROUP.5.







Permissions


UNIX
In OS, every file and directory has an associated set of permissions and
several utilities are available for viewing and modifying these
permissions. Understanding how permissions work is necessary to make
sure that users are able to access the files that they need and are
unable to improperly access the files used by the operating system or
owned by other users.


This section discusses the traditional UNIX permissions used in OS. For
finer grained file system access control, refer to ?.


In UNIX, basic permissions are assigned using three types of access:
read, write, and execute. These access types are used to determine file
access to the file’s owner, group, and others (everyone else). The read,
write, and execute permissions can be represented as the letters r,
w, and x. They can also be represented as binary numbers as each
permission is either on or off (0). When represented as a number,
the order is always read as rwx, where r has an on value of
4, w has an on value of 2 and x has an on value of
1.


Table 4.1 summarizes the possible numeric and alphabetic possibilities.
When reading the “Directory Listing” column, a - is used to
represent a permission that is set to off.


permissions
file permissions
+———+———————————+———————+
| Value   | Permission                      | Directory Listing   |
+=========+=================================+=====================+
| 0       | No read, no write, no execute   | ---             |
+———+———————————+———————+
| 1       | No read, no write, execute      | --x             |
+———+———————————+———————+
| 2       | No read, write, no execute      | -w-             |
+———+———————————+———————+
| 3       | No read, write, execute         | -wx             |
+———+———————————+———————+
| 4       | Read, no write, no execute      | r--             |
+———+———————————+———————+
| 5       | Read, no write, execute         | r-x             |
+———+———————————+———————+
| 6       | Read, write, no execute         | rw-             |
+———+———————————+———————+
| 7       | Read, write, execute            | rwx             |
+———+———————————+———————+


Table: UNIX Permissions


MAN.LS.1
directories
Use the -l argument to MAN.LS.1 to view a long directory listing
that includes a column of information about a file’s permissions for the
owner, group, and everyone else. For example, a ls -l in an
arbitrary directory may show:


PROMPT.USER ls -l
total 530
-rw-r--r--  1 root  wheel     512 Sep  5 12:31 myfile
-rw-r--r--  1 root  wheel     512 Sep  5 12:31 otherfile
-rw-r--r--  1 root  wheel    7680 Sep  5 12:31 email.txt






The first (leftmost) character in the first column indicates whether
this file is a regular file, a directory, a special character device, a
socket, or any other special pseudo-file device. In this example, the
- indicates a regular file. The next three characters, rw- in
this example, give the permissions for the owner of the file. The next
three characters, r--, give the permissions for the group that the
file belongs to. The final three characters, r--, give the
permissions for the rest of the world. A dash means that the permission
is turned off. In this example, the permissions are set so the owner can
read and write to the file, the group can read the file, and the rest of
the world can only read the file. According to the table above, the
permissions for this file would be 644, where each digit represents
the three parts of the file’s permission.


How does the system control permissions on devices? OS treats most
hardware devices as a file that programs can open, read, and write data
to. These special device files are stored in /dev/.


Directories are also treated as files. They have read, write, and
execute permissions. The executable bit for a directory has a slightly
different meaning than that of files. When a directory is marked
executable, it means it is possible to change into that directory using
MAN.CD.1. This also means that it is possible to access the files within
that directory, subject to the permissions on the files themselves.


In order to perform a directory listing, the read permission must be set
on the directory. In order to delete a file that one knows the name of,
it is necessary to have write and execute permissions to the directory
containing the file.


There are more permission bits, but they are primarily used in special
circumstances such as setuid binaries and sticky directories. For more
information on file permissions and how to set them, refer to
MAN.CHMOD.1.



Symbolic Permissions


permissions
symbolic
Symbolic permissions use characters instead of octal values to assign
permissions to files or directories. Symbolic permissions use the syntax
of (who) (action) (permissions), where the following values are
available:









		Option
		Letter
		Represents





		(who)
		u
		User



		(who)
		g
		Group owner



		(who)
		o
		Other



		(who)
		a
		All (“world”)



		(action)
		
		






		Adding permissions



		(action)
		
		






		Removing permissions



		(action)
		=
		Explicitly set permissions



		(permissions)
		r
		Read



		(permissions)
		w
		Write



		(permissions)
		x
		Execute



		(permissions)
		t
		Sticky bit



		(permissions)
		s
		Set UID or GID







These values are used with MAN.CHMOD.1, but with letters instead of
numbers. For example, the following command would block other users from
accessing FILE:


PROMPT.USER chmod go= FILE






A comma separated list can be provided when more than one set of changes
to a file must be made. For example, the following command removes the
group and “world” write permission on FILE, and adds the execute
permissions for everyone:


PROMPT.USER chmod go-w,a+x FILE









OS File Flags


In addition to file permissions, OS supports the use of “file flags”.
These flags add an additional level of security and control over files,
but not directories. With file flags, even root can be prevented from
removing or altering files.


File flags are modified using MAN.CHFLAGS.1. For example, to enable the
system undeletable flag on the file file1, issue the following
command:


PROMPT.ROOT chflags sunlink file1






To disable the system undeletable flag, put a “no” in front of the
sunlink:


PROMPT.ROOT chflags nosunlink file1






To view the flags of a file, use -lo with MAN.LS.1:


PROMPT.ROOT ls -lo file1






-rw-r--r--  1 trhodes  trhodes  sunlnk 0 Mar  1 05:54 file1






Several file flags may only be added or removed by the root user. In
other cases, the file owner may set its file flags. Refer to
MAN.CHFLAGS.1 and MAN.CHFLAGS.2 for more information.





The setuid, setgid, and sticky Permissions


Other than the permissions already discussed, there are three other
specific settings that all administrators should know about. They are
the setuid, setgid, and sticky permissions.


These settings are important for some UNIX operations as they provide
functionality not normally granted to normal users. To understand them,
the difference between the real user ID and effective user ID must be
noted.


The real user ID is the UID who owns or starts the process. The
effective UID is the user ID the process runs as. As an example,
MAN.PASSWD.1 runs with the real user ID when a user changes their
password. However, in order to update the password database, the command
runs as the effective ID of the root user. This allows users to change
their passwords without seeing a Permission Denied error.


The setuid permission may be set by prefixing a permission set with the
number four (4) as shown in the following example:


PROMPT.ROOT chmod 4755 suidexample.sh






The permissions on suidexample.sh now look like the following:


-rwsr-xr-x   1 trhodes  trhodes    63 Aug 29 06:36 suidexample.sh






Note that a s is now part of the permission set designated for the
file owner, replacing the executable bit. This allows utilities which
need elevated permissions, such as MAN.PASSWD.1.



Note


The nosuid MAN.MOUNT.8 option will cause such binaries to
silently fail without alerting the user. That option is not
completely reliable as a nosuid wrapper may be able to
circumvent it.






To view this in real time, open two terminals. On one, type passwd
as a normal user. While it waits for a new password, check the process
table and look at the user information for MAN.PASSWD.1:


In terminal A:


Changing local password for trhodes
Old Password:






In terminal B:


PROMPT.ROOT ps aux | grep passwd






trhodes  5232  0.0  0.2  3420  1608   0  R+    2:10AM   0:00.00 grep passwd
root     5211  0.0  0.2  3620  1724   2  I+    2:09AM   0:00.01 passwd






Although MAN.PASSWD.1 is run as a normal user, it is using the effective
UID of root.


The setgid permission performs the same function as the setuid
permission; except that it alters the group settings. When an
application or utility executes with this setting, it will be granted
the permissions based on the group that owns the file, not the user who
started the process.


To set the setgid permission on a file, provide MAN.CHMOD.1 with a
leading two (2):


PROMPT.ROOT chmod 2755 sgidexample.sh






In the following listing, notice that the s is now in the field
designated for the group permission settings:


-rwxr-sr-x   1 trhodes  trhodes    44 Aug 31 01:49 sgidexample.sh

**Note**

In these examples, even though the shell script in question is an
executable file, it will not run with a different EUID or effective
user ID. This is because shell scripts may not access the
MAN.SETUID.2 system calls.






The setuid and setgid permission bits may lower system security,
by allowing for elevated permissions. The third special permission, the
sticky bit, can strengthen the security of a system.


When the sticky bit is set on a directory, it allows file deletion
only by the file owner. This is useful to prevent file deletion in
public directories, such as /tmp, by users who do not own the file.
To utilize this permission, prefix the permission set with a one (1):


PROMPT.ROOT chmod 1777 /tmp






The sticky bit permission will display as a t at the very end of
the permission set:


PROMPT.ROOT ls -al / | grep tmp






drwxrwxrwt  10 root  wheel         512 Aug 31 01:49 tmp











Directory Structure


directory hierarchy
The OS directory hierarchy is fundamental to obtaining an overall
understanding of the system. The most important directory is root or,
“/”. This directory is the first one mounted at boot time and it
contains the base system necessary to prepare the operating system for
multi-user operation. The root directory also contains mount points for
other file systems that are mounted during the transition to multi-user
operation.


A mount point is a directory where additional file systems can be
grafted onto a parent file system (usually the root file system). This
is further described in ?. Standard mount points include /usr/,
/var/, /tmp/, /mnt/, and /cdrom/. These directories are
usually referenced to entries in /etc/fstab. This file is a table of
various file systems and mount points and is read by the system. Most of
the file systems in /etc/fstab are mounted automatically at boot
time from the script MAN.RC.8 unless their entry includes noauto.
Details can be found in ?.


A complete description of the file system hierarchy is available in
MAN.HIER.7. The following table provides a brief overview of the most
common directories.








		Directory
		Description





		/
		Root directory of the file system.



		/bin/
		User utilities fundamental to both single-user and multi-user environments.



		/boot/
		Programs and configuration files used during operating system bootstrap.



		/boot/defaults/
		Default boot configuration files. Refer to MAN.LOADER.CONF.5 for details.



		/dev/
		Device nodes. Refer to MAN.INTRO.4 for details.



		/etc/
		System configuration files and scripts.



		/etc/defaults/
		Default system configuration files. Refer to MAN.RC.8 for details.



		/etc/mail/
		Configuration files for mail transport agents such as MAN.SENDMAIL.8.



		/etc/namedb/
		MAN.NAMED.8 configuration files.



		/etc/periodic/
		Scripts that run daily, weekly, and monthly, via MAN.CRON.8. Refer to MAN.PERIODIC.8 for details.



		/etc/ppp/
		MAN.PPP.8 configuration files.



		/mnt/
		Empty directory commonly used by system administrators as a temporary mount point.



		/proc/
		Process file system. Refer to MAN.PROCFS.5, MAN.MOUNT.PROCFS.8 for details.



		/rescue/
		Statically linked programs for emergency recovery as described in MAN.RESCUE.8.



		/root/
		Home directory for the root account.



		/sbin/
		System programs and administration utilities fundamental to both single-user and multi-user environments.



		/tmp/
		Temporary files which are usually not preserved across a system reboot. A memory-based file system is often mounted at /tmp. This can be automated using the tmpmfs-related variables of MAN.RC.CONF.5 or with an entry in /etc/fstab; refer to MAN.MDMFS.8 for details.



		/usr/
		The majority of user utilities and applications.



		/usr/bin/
		Common utilities, programming tools, and applications.



		/usr/include/
		Standard C include files.



		/usr/lib/
		Archive libraries.



		/usr/libdata/
		Miscellaneous utility data files.



		/usr/libexec/
		System daemons and system utilities executed by other programs.



		/usr/local/
		Local executables and libraries. Also used as the default destination for the OS ports framework. Within /usr/local, the general layout sketched out by MAN.HIER.7 for /usr should be used. Exceptions are the man directory, which is directly under /usr/local rather than under /usr/local/share, and the ports documentation is in share/doc/port.



		/usr/obj/
		Architecture-specific target tree produced by building the /usr/src tree.



		/usr/ports/
		The OS Ports Collection (optional).



		/usr/sbin/
		System daemons and system utilities executed by users.



		/usr/share/
		Architecture-independent files.



		/usr/src/
		BSD and/or local source files.



		/var/
		Multi-purpose log, temporary, transient, and spool files. A memory-based file system is sometimes mounted at /var. This can be automated using the varmfs-related variables in MAN.RC.CONF.5 or with an entry in /etc/fstab; refer to MAN.MDMFS.8 for details.



		/var/log/
		Miscellaneous system log files.



		/var/mail/
		User mailbox files.



		/var/spool/
		Miscellaneous printer and mail system spooling directories.



		/var/tmp/
		Temporary files which are usually preserved across a system reboot, unless /var is a memory-based file system.



		/var/yp/
		NIS maps.










Disk Organization


The smallest unit of organization that OS uses to find files is the
filename. Filenames are case-sensitive, which means that readme.txt
and README.TXT are two separate files. OS does not use the extension
of a file to determine whether the file is a program, document, or some
other form of data.


Files are stored in directories. A directory may contain no files, or it
may contain many hundreds of files. A directory can also contain other
directories, allowing a hierarchy of directories within one another in
order to organize data.


Files and directories are referenced by giving the file or directory
name, followed by a forward slash, /, followed by any other
directory names that are necessary. For example, if the directory
foo contains a directory bar which contains the file
readme.txt, the full name, or path, to the file is
foo/bar/readme.txt. Note that this is different from WINDOWS which
uses \ to separate file and directory names. OS does not use drive
letters, or other drive names in the path. For example, one would not
type c:\foo\bar\readme.txt on OS.


Directories and files are stored in a file system. Each file system
contains exactly one directory at the very top level, called the root
directory for that file system. This root directory can contain other
directories. One file system is designated the root file system or
/. Every other file system is mounted under the root file system. No
matter how many disks are on the OS system, every directory appears to
be part of the same disk.


Consider three file systems, called A, B, and C. Each file
system has one root directory, which contains two other directories,
called A1, A2 (and likewise B1, B2 and C1, C2).


Call A the root file system. If MAN.LS.1 is used to view the
contents of this directory, it will show two subdirectories, A1 and
A2. The directory tree looks like this:



/ | +— A1 | `— A2 |



A file system must be mounted on to a directory in another file system.
When mounting file system B on to the directory A1, the root
directory of B replaces A1, and the directories in B appear
accordingly:



/ | +— A1 | | | +— B1 | | | `— B2 | `— A2 |



Any files that are in the B1 or B2 directories can be reached
with the path /A1/B1 or /A1/B2 as necessary. Any files that were
in /A1 have been temporarily hidden. They will reappear if B is
unmounted from A.


If B had been mounted on A2 then the diagram would look like
this:



/ | +— A1 | `— A2 | +— B1 | `— B2 |



and the paths would be /A2/B1 and /A2/B2 respectively.


File systems can be mounted on top of one another. Continuing the last
example, the C file system could be mounted on top of the B1
directory in the B file system, leading to this arrangement:



/ | +— A1 | `— A2 | +— B1 | | | +— C1 | | | `— C2



| `— B2 |


Or C could be mounted directly on to the A file system, under
the A1 directory:



/ | +— A1 | | | +— C1 | | | `— C2 | `— A2 | +— B1



| `— B2 |


It is entirely possible to have one large root file system, and not need
to create any others. There are some drawbacks to this approach, and one
advantage.



		Different file systems can have different mount options. For example,
the root file system can be mounted read-only, making it impossible
for users to inadvertently delete or edit a critical file. Separating
user-writable file systems, such as /home, from other file
systems allows them to be mounted nosuid. This option prevents the
suid/guid bits on executables stored on the file system from taking
effect, possibly improving security.





		OS automatically optimizes the layout of files on a file system,
depending on how the file system is being used. So a file system that
contains many small files that are written frequently will have a
different optimization to one that contains fewer, larger files. By
having one big file system this optimization breaks down.





		OS’s file systems are robust if power is lost. However, a power loss
at a critical point could still damage the structure of the file
system. By splitting data over multiple file systems it is more
likely that the system will still come up, making it easier to
restore from backup as necessary.





		File systems are a fixed size. If you create a file system when you
install OS and give it a specific size, you may later discover that
you need to make the partition bigger. This is not easily
accomplished without backing up, recreating the file system with the
new size, and then restoring the backed up data.



Important


OS features the MAN.GROWFS.8 command, which makes it possible to
increase the size of file system on the fly, removing this
limitation.












File systems are contained in partitions. This does not have the same
meaning as the common usage of the term partition (for example, MS-DOS
partition), because of OS’s UNIX heritage. Each partition is identified
by a letter from a through to h. Each partition can contain only
one file system, which means that file systems are often described by
either their typical mount point in the file system hierarchy, or the
letter of the partition they are contained in.


OS also uses disk space for swap space to provide virtual memory. This
allows your computer to behave as though it has much more memory than it
actually does. When OS runs out of memory, it moves some of the data
that is not currently being used to the swap space, and moves it back in
(moving something else out) when it needs it.


Some partitions have certain conventions associated with them.








		Partition
		Convention





		a
		Normally contains the root file system.



		b
		Normally contains swap space.



		c
		Normally the same size as the enclosing slice. This allows
utilities that need to work on the entire slice, such as a
bad block scanner, to work on the c partition. A file
system would not normally be created on this partition.



		d
		Partition d used to have a special meaning associated
with it, although that is now gone and d may work as any
normal partition.







Disks in OS are divided into slices, referred to in WINDOWS as
partitions, which are numbered from 1 to 4. These are then divided into
partitions, which contain file systems, and are labeled using letters.


slices
partitions
dangerously dedicated
Slice numbers follow the device name, prefixed with an s, starting
at 1. So “da0s1” is the first slice on the first SCSI drive. There
can only be four physical slices on a disk, but there can be logical
slices inside physical slices of the appropriate type. These extended
slices are numbered starting at 5, so “ada0s5” is the first extended
slice on the first SATA disk. These devices are used by file systems
that expect to occupy a slice.


Slices, “dangerously dedicated” physical drives, and other drives
contain partitions, which are represented as letters from a to
h. This letter is appended to the device name, so “da0a” is the
a partition on the first da drive, which is “dangerously
dedicated”. “ada1s3e” is the fifth partition in the third slice of
the second SATA disk drive.


Finally, each disk on the system is identified. A disk name starts with
a code that indicates the type of disk, and then a number, indicating
which disk it is. Unlike slices, disk numbering starts at 0. Common
codes are listed in ?.


When referring to a partition, include the disk name, s, the slice
number, and then the partition letter. Examples are shown in ?.


? shows a conceptual model of a disk layout.


When installing OS, configure the disk slices, create partitions within
the slice to be used for OS, create a file system or swap space in each
partition, and decide where each file system will be mounted.








		Drive Type
		Drive Device Name





		SATA and IDE
hard drives
		ada or ad



		SCSI hard
drives and
USB storage
devices
		da



		SATA and IDE
CD-ROM
drives
		cd or acd



		SCSI CD-ROM
drives
		cd



		Floppy
drives
		fd



		Assorted
non-standard
CD-ROM
drives
		mcd for Mitsumi CD-ROM and scd for Sony CD-ROM
devices



		SCSI tape
drives
		sa



		IDE tape
drives
		ast



		RAID drives
		Examples include aacd for ADAPTEC AdvancedRAID, mlxd
and mlyd for MYLEX, amrd for AMI MEGARAID, idad
for Compaq Smart RAID, twed for TM.3WARE RAID.







Table: Disk Device Names








		Name
		Meaning





		ada0s1a
		The first partition (a) on the first slice (s1) on
the first IDE disk (ada0).



		da1s2e
		The fifth partition (e) on the second slice (s2) on
the second SCSI disk (da1).







This diagram shows OS’s view of the first IDE disk attached to the
system. Assume that the disk is 4 GB in size, and contains two 2 GB
slices (MS-DOS partitions). The first slice contains a MS-DOS disk,
C:, and the second slice contains a OS installation. This example OS
installation has three data partitions, and a swap partition.


The three partitions will each hold a file system. Partition a will
be used for the root file system, e for the /var/ directory
hierarchy, and f for the /usr/ directory hierarchy.



.—————–. –. | | | | DOS / Windows | | : : > First



slice, ad0s1 : : | | | | :=================: ==: –. | | |
Partition a, mounted as / | | | > referred to as ad0s2a | | | |
| :—————–: ==: | | | | Partition b, used as swap | |
| > referred to as ad0s2b | | | | | :—————–: ==: |
Partition c, no | | | Partition e, used as /var > file system, all |
| > referred to as ad0s2e | of FreeBSD slice, | | | | ad0s2c
:—————–: ==: | | | | | : : | Partition f, used as /usr
| : : > referred to as ad0s2f | : : | | | | | | | | –’ |
`—————–’ –’ |





Mounting and Unmounting File Systems


The file system is best visualized as a tree, rooted, as it were, at
/. /dev, /usr, and the other directories in the root
directory are branches, which may have their own branches, such as
/usr/local, and so on.


root file system
There are various reasons to house some of these directories on separate
file systems. /var contains the directories log/, spool/,
and various types of temporary files, and as such, may get filled up.
Filling up the root file system is not a good idea, so splitting
/var from / is often favorable.


Another common reason to contain certain directory trees on other file
systems is if they are to be housed on separate physical disks, or are
separate virtual disks, such as Network File System mounts, described in
?, or CDROM drives.



The fstab File


file systems
mounted with fstab
During the boot process (?), file systems listed in /etc/fstab are
automatically mounted except for the entries containing noauto. This
file contains entries in the following format:


device       /mount-point fstype     options      dumpfreq     passno







		device


		An existing device name as explained in ?.


		mount-point


		An existing directory on which to mount the file system.


		fstype


		The file system type to pass to MAN.MOUNT.8. The default OS file
system is ufs.


		options


		Either rw for read-write file systems, or ro for read-only
file systems, followed by any other options that may be needed. A
common option is noauto for file systems not normally mounted
during the boot sequence. Other options are listed in MAN.MOUNT.8.


		dumpfreq


		Used by MAN.DUMP.8 to determine which file systems require dumping.
If the field is missing, a value of zero is assumed.


		passno


		Determines the order in which file systems should be checked. File
systems that should be skipped should have their passno set to
zero. The root file system needs to be checked before everything
else and should have its passno set to one. The other file
systems should be set to values greater than one. If more than one
file system has the same passno, MAN.FSCK.8 will attempt to
check file systems in parallel if possible.





Refer to MAN.FSTAB.5 for more information on the format of
/etc/fstab and its options.





Using MAN.MOUNT.8


file systems
mounting
File systems are mounted using MAN.MOUNT.8. The most basic syntax is as
follows:


PROMPT.ROOT mount device mountpoint






This command provides many options which are described in MAN.MOUNT.8,
The most commonly used options include:



		-a


		Mount all the file systems listed in /etc/fstab, except those
marked as “noauto”, excluded by the -t flag, or those that are
already mounted.


		-d


		Do everything except for the actual mount system call. This option
is useful in conjunction with the -v flag to determine what
MAN.MOUNT.8 is actually trying to do.


		-f


		Force the mount of an unclean file system (dangerous), or the
revocation of write access when downgrading a file system’s mount
status from read-write to read-only.


		-r


		Mount the file system read-only. This is identical to using
-o ro.


		-t fstype


		Mount the specified file system type or mount only file systems of
the given type, if -a is included. “ufs” is the default file
system type.


		-u


		Update mount options on the file system.


		-v


		Be verbose.


		-w


		Mount the file system read-write.





The following options can be passed to -o as a comma-separated list:



		nosuid


		Do not interpret setuid or setgid flags on the file system. This is
also a useful security option.








Using MAN.UMOUNT.8


file systems
unmounting
To unmount a file system use MAN.UMOUNT.8. This command takes one
parameter which can be a mountpoint, device name, -a or -A.


All forms take -f to force unmounting, and -v for verbosity. Be
warned that -f is not generally a good idea as it might crash the
computer or damage data on the file system.


To unmount all mounted file systems, or just the file system types
listed after -t, use -a or -A. Note that -A does not
attempt to unmount the root file system.







Processes and Daemons


OS is a multi-tasking operating system. Each program running at any one
time is called a process. Every running command starts at least one new
process and there are a number of system processes that are run by OS.


Each process is uniquely identified by a number called a process ID
(PID). Similar to files, each process has one owner and group, and the
owner and group permissions are used to determine which files and
devices the process can open. Most processes also have a parent process
that started them. For example, the shell is a process, and any command
started in the shell is a process which has the shell as its parent
process. The exception is a special process called MAN.INIT.8 which is
always the first process to start at boot time and which always has a
PID of 1.


Some programs are not designed to be run with continuous user input and
disconnect from the terminal at the first opportunity. For example, a
web server responds to web requests, rather than user input. Mail
servers are another example of this type of application. These types of
programs are known as daemons. The term daemon comes from Greek
mythology and represents an entity that is neither good nor evil, and
which invisibly performs useful tasks. This is why the BSD mascot is the
cheerful-looking daemon with sneakers and a pitchfork.


There is a convention to name programs that normally run as daemons with
a trailing “d”. For example, BIND is the Berkeley Internet Name Domain,
but the actual program that executes is named. The Apache web server
program is httpd and the line printer spooling daemon is lpd.
This is only a naming convention. For example, the main mail daemon for
the Sendmail application is sendmail, and not maild.



Viewing Processes


To see the processes running on the system, use MAN.PS.1 or MAN.TOP.1.
To display a static list of the currently running processes, their PIDs,
how much memory they are using, and the command they were started with,
use MAN.PS.1. To display all the running processes and update the
display every few seconds in order to interactively see what the
computer is doing, use MAN.TOP.1.


By default, MAN.PS.1 only shows the commands that are running and owned
by the user. For example:


PROMPT.USER ps
 PID TT  STAT    TIME COMMAND
8203  0  Ss   0:00.59 /bin/csh
8895  0  R+   0:00.00 ps






The output from MAN.PS.1 is organized into a number of columns. The
PID column displays the process ID. PIDs are assigned starting at 1,
go up to 99999, then wrap around back to the beginning. However, a PID
is not reassigned if it is already in use. The TT column shows the
tty the program is running on and STAT shows the program’s state.
TIME is the amount of time the program has been running on the CPU.
This is usually not the elapsed time since the program was started, as
most programs spend a lot of time waiting for things to happen before
they need to spend time on the CPU. Finally, COMMAND is the command
that was used to start the program.


A number of different options are available to change the information
that is displayed. One of the most useful sets is auxww, where a
displays information about all the running processes of all users, u
displays the username and memory usage of the process’ owner, x
displays information about daemon processes, and ww causes MAN.PS.1
to display the full command line for each process, rather than
truncating it once it gets too long to fit on the screen.


The output from MAN.TOP.1 is similar:


PROMPT.USER top
last pid:  9609;  load averages:  0.56,  0.45,  0.36              up 0+00:20:03  10:21:46
107 processes: 2 running, 104 sleeping, 1 zombie
CPU:  6.2% user,  0.1% nice,  8.2% system,  0.4% interrupt, 85.1% idle
Mem: 541M Active, 450M Inact, 1333M Wired, 4064K Cache, 1498M Free
ARC: 992M Total, 377M MFU, 589M MRU, 250K Anon, 5280K Header, 21M Other
Swap: 2048M Total, 2048M Free

  PID USERNAME    THR PRI NICE   SIZE    RES STATE   C   TIME   WCPU COMMAND
  557 root          1 -21  r31   136M 42296K select  0   2:20  9.96% Xorg
 8198 dru           2  52    0   449M 82736K select  3   0:08  5.96% kdeinit4
 8311 dru          27  30    0  1150M   187M uwait   1   1:37  0.98% firefox
  431 root          1  20    0 14268K  1728K select  0   0:06  0.98% moused
 9551 dru           1  21    0 16600K  2660K CPU3    3   0:01  0.98% top
 2357 dru           4  37    0   718M   141M select  0   0:21  0.00% kdeinit4
 8705 dru           4  35    0   480M    98M select  2   0:20  0.00% kdeinit4
 8076 dru           6  20    0   552M   113M uwait   0   0:12  0.00% soffice.bin
 2623 root          1  30   10 12088K  1636K select  3   0:09  0.00% powerd
 2338 dru           1  20    0   440M 84532K select  1   0:06  0.00% kwin
 1427 dru           5  22    0   605M 86412K select  1   0:05  0.00% kdeinit4






The output is split into two sections. The header (the first five or six
lines) shows the PID of the last process to run, the system load
averages (which are a measure of how busy the system is), the system
uptime (time since the last reboot) and the current time. The other
figures in the header relate to how many processes are running, how much
memory and swap space has been used, and how much time the system is
spending in different CPU states. If the ZFS file system module has been
loaded, an ARC line indicates how much data was read from the memory
cache instead of from disk.


Below the header is a series of columns containing similar information
to the output from MAN.PS.1, such as the PID, username, amount of CPU
time, and the command that started the process. By default, MAN.TOP.1
also displays the amount of memory space taken by the process. This is
split into two columns: one for total size and one for resident size.
Total size is how much memory the application has needed and the
resident size is how much it is actually using now.


MAN.TOP.1 automatically updates the display every two seconds. A
different interval can be specified with -s.





Killing Processes


One way to communicate with any running process or daemon is to send a
signal using MAN.KILL.1. There are a number of different signals; some
have a specific meaning while others are described in the application’s
documentation. A user can only send a signal to a process they own and
sending a signal to someone else’s process will result in a permission
denied error. The exception is the root user, who can send signals to
anyone’s processes.


The operating system can also send a signal to a process. If an
application is badly written and tries to access memory that it is not
supposed to, OS will send the process the “Segmentation Violation”
signal (SIGSEGV). If an application has been written to use the
MAN.ALARM.3 system call to be alerted after a period of time has
elapsed, it will be sent the “Alarm” signal (SIGALRM).


Two signals can be used to stop a process: SIGTERM and SIGKILL.
SIGTERM is the polite way to kill a process as the process can read
the signal, close any log files it may have open, and attempt to finish
what it is doing before shutting down. In some cases, a process may
ignore SIGTERM if it is in the middle of some task that can not be
interrupted.


SIGKILL can not be ignored by a process. Sending a SIGKILL to a
process will usually stop that process there and then.  [1].


Other commonly used signals are SIGHUP, SIGUSR1, and
SIGUSR2. Since these are general purpose signals, different
applications will respond differently.


For example, after changing a web server’s configuration file, the web
server needs to be told to re-read its configuration. Restarting
httpd would result in a brief outage period on the web server.
Instead, send the daemon the SIGHUP signal. Be aware that different
daemons will have different behavior, so refer to the documentation for
the daemon to determine if SIGHUP will achieve the desired results.


This example shows how to send a signal to MAN.INETD.8. The MAN.INETD.8
configuration file is /etc/inetd.conf, and MAN.INETD.8 will re-read
this configuration file when it is sent a SIGHUP.


Find the PID of the process to send the signal to using MAN.PGREP.1. In
this example, the PID for MAN.INETD.8 is 198:


PROMPT.USER pgrep -l inetd
198  inetd -wW






Use MAN.KILL.1 to send the signal. Because MAN.INETD.8 is owned by root,
use MAN.SU.1 to become root first.


PROMPT.USER su
Password:
PROMPT.ROOT /bin/kill -s HUP 198






Like most UNIX commands, MAN.KILL.1 will not print any output if it is
successful. If a signal is sent to a process not owned by that user, the
message kill: PID: Operation not permitted will be displayed. Mistyping
the PID will either send the signal to the wrong process, which could
have negative results, or will send the signal to a PID that is not
currently in use, resulting in the error kill: PID: No such process.



Note


Many shells provide kill as a built in command, meaning that the
shell will send the signal directly, rather than running
/bin/kill. Be aware that different shells have a different
syntax for specifying the name of the signal to send. Rather than
try to learn all of them, it can be simpler to specify
/bin/kill.






When sending other signals, substitute TERM or KILL with the
name of the signal.



Important


Killing a random process on the system is a bad idea. In particular,
MAN.INIT.8, PID 1, is special. Running /bin/kill -s KILL 1 is a
quick, and unrecommended, way to shutdown the system. Always
double check the arguments to MAN.KILL.1 before pressing Return.











Shells


shells
command line
A shell provides a command line interface for interacting with the
operating system. A shell receives commands from the input channel and
executes them. Many shells provide built in functions to help with
everyday tasks such as file management, file globbing, command line
editing, command macros, and environment variables. OS comes with
several shells, including the Bourne shell (MAN.SH.1) and the extended C
shell (MAN.TCSH.1). Other shells are available from the OS Ports
Collection, such as zsh and bash.


The shell that is used is really a matter of taste. A C programmer might
feel more comfortable with a C-like shell such as MAN.TCSH.1. A LINUX
user might prefer bash. Each shell has unique properties that may or
may not work with a user’s preferred working environment, which is why
there is a choice of which shell to use.


One common shell feature is filename completion. After a user types the
first few letters of a command or filename and presses Tab, the shell
completes the rest of the command or filename. Consider two files called
foobar and football. To delete foobar, the user might type
rm foo and press Tab to complete the filename.


But the shell only shows rm foo. It was unable to complete the
filename because both foobar and football start with foo.
Some shells sound a beep or show all the choices if more than one name
matches. The user must then type more characters to identify the desired
filename. Typing a t and pressing Tab again is enough to let the
shell determine which filename is desired and fill in the rest.


environment variables
Another feature of the shell is the use of environment variables.
Environment variables are a variable/key pair stored in the shell’s
environment. This environment can be read by any program invoked by the
shell, and thus contains a lot of program configuration. ? provides a
list of common environment variables and their meanings. Note that the
names of environment variables are always in uppercase.








		Variable
		Description





		USER
		Current logged in user’s name.



		PATH
		Colon-separated list of directories to search for binaries.



		DISPLAY
		Network name of the XORG display to connect to, if available.



		SHELL
		The current shell.



		TERM
		The name of the user’s type of terminal. Used to determine the capabilities of the terminal.



		TERMCAP
		Database entry of the terminal escape codes to perform various terminal functions.



		OSTYPE
		Type of operating system.



		MACHTYPE
		The system’s CPU architecture.



		EDITOR
		The user’s preferred text editor.



		PAGER
		The user’s preferred utility for viewing text one page at a time.



		MANPATH
		Colon-separated list of directories to search for manual pages.







Table: Common Environment Variables


Bourne shells
How to set an environment variable differs between shells. In MAN.TCSH.1
and MAN.CSH.1, use setenv to set environment variables. In MAN.SH.1
and bash, use export to set the current environment variables.
This example sets the default EDITOR to /usr/local/bin/emacs for the
MAN.TCSH.1 shell:


PROMPT.USER setenv EDITOR /usr/local/bin/emacs






The equivalent command for bash would be:


PROMPT.USER export EDITOR="/usr/local/bin/emacs"






To expand an environment variable in order to see its current setting,
type a $ character in front of its name on the command line. For
example, echo $TERM displays the current $TERM setting.


Shells treat special characters, known as meta-characters, as special
representations of data. The most common meta-character is *, which
represents any number of characters in a filename. Meta-characters can
be used to perform filename globbing. For example, ``echo



*`` is equivalent to ls because the shell takes all the files



that match * and echo lists them on the command line.


To prevent the shell from interpreting a special character, escape it
from the shell by starting it with a backslash (\). For example,
``echo



$TERM`` prints the terminal setting whereas echo \$TERM



literally prints the string $TERM.



Changing the Shell


The easiest way to permanently change the default shell is to use
chsh. Running this command will open the editor that is configured
in the EDITOR environment variable, which by default is set to MAN.VI.1.
Change the Shell: line to the full path of the new shell.


Alternately, use chsh -s which will set the specified shell without
opening an editor. For example, to change the shell to bash:


PROMPT.USER chsh -s /usr/local/bin/bash

**Note**

The new shell *must* be present in ``/etc/shells``. If the shell was
installed from the OS Ports Collection as described in ?, it should
be automatically added to this file. If it is missing, add it using
this command, replacing the path with the path of the shell:

::

    PROMPT.ROOT echo /usr/local/bin/bash >> /etc/shells

Then, rerun MAN.CHSH.1.









Advanced Shell Techniques


The UNIX shell is not just a command interpreter, it acts as a powerful
tool which allows users to execute commands, redirect their output,
redirect their input and chain commands together to improve the final
command output. When this functionality is mixed with built in commands,
the user is provided with an environment that can maximize efficiency.


Shell redirection is the action of sending the output or the input of a
command into another command or into a file. To capture the output of
the MAN.LS.1 command, for example, into a file, simply redirect the
output:


PROMPT.USER ls > directory_listing.txt






The directory_listing.txt file will now contain the directory
contents. Some commands allow you to read input in a similar one, such
as MAN.SORT.1. To sort this listing, redirect the input:


PROMPT.USER sort < directory_listing.txt






The input will be sorted and placed on the screen. To redirect that
input into another file, one could redirect the output of MAN.SORT.1 by
mixing the direction:


PROMPT.USER sort < directory_listing.txt > sorted.txt






In all of the previous examples, the commands are performing redirection
using file descriptors. Every unix system has file descriptors; however,
here we will focus on three, so named as Standard Input, Standard
Output, and Standard Error. Each one has a purpose, where input could be
a keyboard or a mouse, something that provides input. Output could be a
screen or paper in a printer for example. And error would be anything
that is used for diagnostic or error messages. All three are considered
I/O based file descriptors and sometimes considered streams.


Through the use of these descriptors, short named stdin, stdout, and
stderr, the shell allows output and input to be passed around through
various commands and redirected to or from a file. Another method of
redirection is the pipe operator.


The UNIX pipe operator, “|” allows the output of one command to be
directly passed, or directed to another program. Basically a pipe will
allow the standard output of a command to be passed as standard input to
another command, for example:


PROMPT.USER cat directory_listing.txt | sort | less






In that example, the contents of directory_listing.txt will be
sorted and the output passed to MAN.LESS.1. This allows the user to
scroll through the output at their own pace and prevent it from
scrolling off the screen.







Text Editors


text editors
editors
Most OS configuration is done by editing text files. Because of this, it
is a good idea to become familiar with a text editor. OS comes with a
few as part of the base system, and many more are available in the Ports
Collection.


ee
editors
MAN.EE.1
A simple editor to learn is MAN.EE.1, which stands for easy editor. To
start this editor, type ``ee



filename`` where filename is the name of the file to be edited. Once



inside the editor, all of the commands for manipulating the editor’s
functions are listed at the top of the display. The caret (^)
represents Ctrl, so ^e expands to +Ctrl+ +e+ . To leave MAN.EE.1,
press Esc, then choose the “leave editor” option from the main menu. The
editor will prompt to save any changes if the file has been modified.


vi
editors
emacs
OS also comes with more powerful text editors, such as MAN.VI.1, as part
of the base system. Other editors, like editors/emacs and editors/vim,
are part of the OS Ports Collection. These editors offer more
functionality at the expense of being more complicated to learn.
Learning a more powerful editor such as vim or Emacs can save more time
in the long run.


Many applications which modify files or require typed input will
automatically open a text editor. To change the default editor, set the
EDITOR environment variable as described in ?.





Devices and Device Nodes


A device is a term used mostly for hardware-related activities in a
system, including disks, printers, graphics cards, and keyboards. When
OS boots, the majority of the boot messages refer to devices being
detected. A copy of the boot messages are saved to
/var/run/dmesg.boot.


Each device has a device name and number. For example, ada0 is the
first SATA hard drive, while kbd0 represents the keyboard.


Most devices in a OS must be accessed through special files called
device nodes, which are located in /dev.





Manual Pages


manual pages
The most comprehensive documentation on OS is in the form of manual
pages. Nearly every program on the system comes with a short reference
manual explaining the basic operation and available arguments. These
manuals can be viewed using man:


PROMPT.USER man command






where command is the name of the command to learn about. For example, to
learn more about MAN.LS.1, type:


PROMPT.USER man ls






Manual pages are divided into sections which represent the type of
topic. In OS, the following sections are available:



		User commands.


		System calls and error numbers.


		Functions in the C libraries.


		Device drivers.


		File formats.


		Games and other diversions.


		Miscellaneous information.


		System maintenance and operation commands.


		System kernel interfaces.





In some cases, the same topic may appear in more than one section of the
online manual. For example, there is a chmod user command and a
chmod() system call. To tell MAN.MAN.1 which section to display,
specify the section number:


PROMPT.USER man 1 chmod






This will display the manual page for the user command MAN.CHMOD.1.
References to a particular section of the online manual are
traditionally placed in parenthesis in written documentation, so
MAN.CHMOD.1 refers to the user command and MAN.CHMOD.2 refers to the
system call.



		If the name of the manual page is unknown, use ``man


		-k`` to search for keywords in the manual page descriptions:





PROMPT.USER man -k mail






This command displays a list of commands that have the keyword “mail” in
their descriptions. This is equivalent to using MAN.APROPOS.1.


To read the descriptions for all of the commands in /usr/bin, type:


PROMPT.USER cd /usr/bin
PROMPT.USER man -f * | more






or


PROMPT.USER cd /usr/bin
PROMPT.USER whatis * |more







GNU Info Files


Free Software Foundation
OS includes several applications and utilities produced by the Free
Software Foundation (FSF). In addition to manual pages, these programs
may include hypertext documents called info files. These can be
viewed using MAN.INFO.1 or, if editors/emacs is installed, the info mode
of emacs.


To use MAN.INFO.1, type:


PROMPT.USER info






For a brief introduction, type h. For a quick command reference,
type ?.





		[1]		There are a few tasks that can not be interrupted. For example, if
the process is trying to read from a file that is on another computer
on the network, and the other computer is unavailable, the process is
said to be “uninterruptible”. Eventually the process will time out,
typically after two minutes. As soon as this time out occurs the
process will be killed.
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FreeBSD Project Announces Release of FreeBSD Version 8.0



Release includes enhanced virtualization support, NFSv4, and 802.11s D3.03 wireless mesh networking


San Jose, CA (PRWEB) November 25, 2009 – The FreeBSD Project has
announced the release of FreeBSD Version 8.0. This next major release
branch of FreeBSD delivers a large number of new technologies into the
hands of an ever-increasing number of users. Key release focuses include
wireless networking, virtualization, and storage technology.


802.11 wireless networking has been overhauled to add Virtual Access
Points (VAP) support, which allows multiple wireless networks to be
hosted from a single access point. Draft 802.11 mesh networking support
allows FreeBSD-based devices to dynamically link together to create a
larger wireless network. Also added are TDMA extensions to 802.11,
targeted at long-haul WiFi networks.


FreeBSD 8.0’s network stack also offers multiprocessing optimizations: a
revised link layer subsystem, per-CPU flow cache, multiqueue transmit
support, and significant UDP and TCP protocol scalability improvements.
Zero-copy buffer extensions to BPF improve high volume packet capture
performance.


In FreeBSD 8.0, virtual machine administrators in FreeBSD’s
ground-breaking lightweight “Jails” can now create their own nested
jails. FreeBSD now supports host and guest modes in VirtualBox, and can
run as a 32-bit Xen DomU guest.


The Network File System (NFS) implementation has been enhanced with
GSSAPI encryption, and also experimental NFSv4 client and server
support. In addition to ZFS moving from experimental to production
status, FreeBSD 8.0 introduces GPT boot support.


Other notable updates in FreeBSD Version 8.0 include:



		Experimental MIPS support based on a contribution from Juniper
Networks.


		Countless SMP scalability improvements significantly aid performance
on 16-core systems.


		File system scalability improvements as a result of reimplemented VFS
locking.


		Improved exploit mitigation for buffer overflows and kernel NULL
pointer vulnerabilities.


		The extensible kernel security framework (MAC Framework) is now
available out-of-the-box.


		A ground-up rewrite of the USB stack improving performance, device
support, and adding USB target mode.





“FreeBSD 8.0’s wireless network stack is the industry leader, and makes
FreeBSD the platform of choice for a future generation of networking
products,” said FreeBSD Core Team member Robert Watson. “Enterprise
consumers will appreciate 8.0’s improved virtualization, storage, and
multiprocessor scalability.”





About The FreeBSD Project:


FreeBSD is an advanced operating system for modern server, desktop, and
embedded computer platforms. FreeBSD’s code base has undergone over
thirty years of continuous development, improvement, and optimization.
It is developed and maintained by a large team of individuals. FreeBSD
provides advanced networking, impressive security features, and world
class performance and is used by some of the world’s busiest web sites
and most pervasive embedded networking and storage devices. The FreeBSD
Project’s web site is at
http://www.FreeBSD.org [http://www.FreeBSD.org/]





About The FreeBSD Foundation


The FreeBSD Foundation is a 501(c)(3) non-profit organization dedicated
to supporting the FreeBSD Project. The Foundation gratefully accepts
donations from individuals and businesses, using them to fund projects,
which further the development of the FreeBSD operating system. In
addition, the Foundation represents the FreeBSD Project in executing
contracts, license agreements, and other legal arrangements that require
a recognized legal entity. The FreeBSD Foundation is entirely supported
by donations. More information about the FreeBSD Foundation is available
on the web at http://www.FreeBSDFoundation.org/.
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The FreeBSD Release Engineering Team is pleased to announce the
availability of FreeBSD 8.0-RELEASE. This release starts off the new
8-STABLE branch which improves on the functionality of FreeBSD 7.X and
introduces many new features. Some of the highlights:



		Xen Dom-U, VirtualBox guest and host, hierarchical jails.


		NFSv3 GSSAPI support, experimental NFSv4 client and server.


		802.11s D3.03 wireless mesh networking and Virtual Access Point
support.


		ZFS is no longer in experimental status.


		Ground-up rewrite of USB, including USB target support.


		Continued SMP scalability improvements in many areas, especially VFS.


		Revised network link layer subsystem.


		Experimental MIPS architecture support.





The press release contains more information on
this release.


For a complete list of new features and known problems, please see the
online release notes and errata list available at:



		http://www.FreeBSD.org/releases/8.0R/relnotes.html


		http://www.FreeBSD.org/releases/8.0R/errata.html





For more information about FreeBSD release engineering activities please
see:



		http://www.FreeBSD.org/releng/






Dedication


The FreeBSD Project dedicates this release to the memories of Jean-Marc
Zucconi (jmz@) and John Birrell (jb@) who passed away in May and
November of 2009 respectively. Jean-Marc and John were both FreeBSD
committers since the mid-1990s and made extensive contributions to the
operating system. They will be missed.





Availability


FreeBSD 8.0-RELEASE is now available for the amd64, i386, ia64, pc98,
powerpc, and sparc64 architectures.


FreeBSD 8.0 can be installed from bootable ISO images or over the
network. Some architectures (currently amd64 and i386) also support
installing from a USB memory stick. The required files can be downloaded
via FTP or BitTorrent as described in the sections below. While some of
the smaller FTP mirrors may not carry all architectures, they will all
generally contain the more common ones such as amd64 and i386.


MD5 and SHA256 hashes for the release ISO and memory stick images are
included at the bottom of this message.


The purpose of the images provided as part of the release are as
follows:



		dvd1


		This contains everything necessary to install the base FreeBSD
operating system, a collection of pre-built packages, and the
documentation. It also supports booting into a “livefs” based rescue
mode. This should be all you need if you can burn and use DVD-sized
media.


		disc1


		This contains the base FreeBSD operating system and the
documentation packages for CDROM-sized media. There are no other
packages.


		livefs


		This contains support for booting into a “livefs” based rescue mode
but does not support doing an install from the CD itself. It is
meant to help rescue an existing system but could be used to do a
network based install if necessary.


		bootonly


		This supports booting a machine using the CDROM drive but does not
contain the support for installing FreeBSD from the CD itself. You
would need to perform a network based install (e.g. from an FTP
server) after booting from the CD.


		memstick


		This can be written to an USB memory stick (flash drive) and used to
do an install on machines capable of booting off USB drives. It also
supports booting into a “livefs” based rescue mode. The
documentation packages are provided but no other packages.


As one example of how to use the memstick image, assuming the USB
drive appears as /dev/da0 on your machine something like this
should work:


Be careful to make sure you get the target (of=) correct.








FreeBSD 8.0-RELEASE can also be purchased on CD-ROM or DVD from several
vendors. One of the vendors that will be offering FreeBSD 8.0-based
products is:



		FreeBSD Mall, Inc. http://www.freebsdmall.com/








BitTorrent


8.0-RELEASE ISOs are available via BitTorrent. A collection of torrent
files to download the images is available at:



		http://torrents.FreeBSD.org:8080/








FTP


At the time of this announcement the following FTP sites have FreeBSD
8.0-RELEASE available.



		ftp://ftp.freebsd.org/pub/FreeBSD/


		ftp://ftp1.freebsd.org/pub/FreeBSD/


		ftp://ftp5.freebsd.org/pub/FreeBSD/


		ftp://ftp10.freebsd.org/pub/FreeBSD/


		ftp://ftp13.freebsd.org/pub/FreeBSD/


		ftp://ftp14.freebsd.org/pub/FreeBSD/


		ftp://ftp.br.freebsd.org/pub/FreeBSD/


		ftp://ftp.cz.freebsd.org/pub/FreeBSD/


		ftp://ftp.dk.freebsd.org/pub/FreeBSD/


		ftp://ftp.fr.freebsd.org/pub/FreeBSD/


		ftp://ftp.jp.freebsd.org/pub/FreeBSD/


		ftp://ftp.ru.freebsd.org/pub/FreeBSD/


		ftp://ftp1.ru.freebsd.org/pub/FreeBSD/


		ftp://ftp.tw.freebsd.org/pub/FreeBSD/


		ftp://ftp4.tw.freebsd.org/pub/FreeBSD/


		ftp://ftp.uk.freebsd.org/pub/FreeBSD/


		ftp://ftp1.us.freebsd.org/pub/FreeBSD/


		ftp://ftp5.us.freebsd.org/pub/FreeBSD/


		ftp://ftp10.us.freebsd.org/pub/FreeBSD/





However before trying these sites please check your regional mirror(s)
first by going to:



		ftp://ftp.<yourdomain>.FreeBSD.org/pub/FreeBSD





Any additional mirror sites will be labeled ftp2, ftp3 and so
on.


More information about FreeBSD mirror sites can be found at:



		http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/mirrors-ftp.html





For instructions on installing FreeBSD, please see Chapter 2 of The
FreeBSD Handbook. It provides a complete installation walk-through for
users new to FreeBSD, and can be found online at:



		http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/install.html








Updates from Source


The procedure for doing a source code based update is described in the
FreeBSD Handbook:



		http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/synching.html


		http://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/makeworld.html





The branch tag to use for updating the source is RELENG_8_0.





FreeBSD Update


The freebsd-update(8) utility supports binary upgrades of i386 and amd64
systems running earlier FreeBSD releases. Systems running
7.[012]-RELEASE, 8.0-BETA[1234], or 8.0-RC[123] can upgrade as follows:


# freebsd-update upgrade -r 8.0-RELEASE






During this process, FreeBSD Update may ask the user to help by merging
some configuration files or by confirming that the automatically
performed merging was done correctly.


# freebsd-update install






The system must be rebooted with the newly installed kernel before
continuing.


# shutdown -r now






After rebooting, freebsd-update needs to be run again to install the new
userland components:


# freebsd-update install






At this point, users of systems being upgraded from FreeBSD 8.0-BETA2 or
earlier will be prompted by freebsd-update to rebuild all third-party
applications (e.g., ports installed from the ports tree) due to updates
in system libraries. See:



		http://www.daemonology.net/blog/2009-07-11-freebsd-update-to-8.0-beta1.html





for more details. After updating installed third-party applications (and
again, only if freebsd-update printed a message indicating that this was
necessary), run freebsd-update again so that it can delete the old (no
longer used) system libraries:


# freebsd-update install






Finally, reboot into 8.0-RELEASE:


# shutdown -r now









Support


The FreeBSD Security Team currently plans to support FreeBSD 8.0 until
November 30th, 2010. For more information on the Security Team and their
support of the various FreeBSD branches see:



		http://www.FreeBSD.org/security/
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ISO Image Checksums


MD5 (8.0-RELEASE-amd64-bootonly.iso) = 49ccdac2e01b33c943ae89233c465ef1
MD5 (8.0-RELEASE-amd64-disc1.iso) = eba84fbd08133cbc8c9ed67be27ee0c8
MD5 (8.0-RELEASE-amd64-dvd1.iso) = 44c016ae8812a266f710d1845722366d
MD5 (8.0-RELEASE-amd64-livefs.iso) = 8db54cfc97b2afa97fb13dbccace4bfa
MD5 (8.0-RELEASE-amd64-memstick.img) = b4558fa30d13776988d86477e9631887






MD5 (8.0-RELEASE-i386-bootonly.iso) = aede8888c250b648bf799d508bc9bf9d
MD5 (8.0-RELEASE-i386-disc1.iso) = ace0afedfa7c6e0ad12c77b6652b02ab
MD5 (8.0-RELEASE-i386-dvd1.iso) = 5336cd827991e4d4cff6d73c4a5ca105
MD5 (8.0-RELEASE-i386-livefs.iso) = 7f4f0ab014f853c8a99c053c2dc12641
MD5 (8.0-RELEASE-i386-memstick.img) = 0a769af739a92f5f495d1a6842e8150b






MD5 (8.0-RELEASE-ia64-bootonly.iso) = be9dcfc2f638d5f86e21b0b344bec91b
MD5 (8.0-RELEASE-ia64-disc1.iso) = e982547f376432d09be603b117f4da54
MD5 (8.0-RELEASE-ia64-disc2.iso) = 5bc7616212e6977c4f054a84ef538615
MD5 (8.0-RELEASE-ia64-disc3.iso) = cefe2fd4694f5065e55778f879dc5852
MD5 (8.0-RELEASE-ia64-dvd1.iso) = 6b8df7fb34d5960ecf91a291926a1e6f
MD5 (8.0-RELEASE-ia64-livefs.iso) = fe7933f2c1ddc2f4a90d5dfc48c38995






MD5 (8.0-RELEASE-pc98-bootonly.iso) = 16a29c2e31025c02997de21aac5041bb
MD5 (8.0-RELEASE-pc98-disc1.iso) = 58e423d5a0a69a72016ebbecde265abd
MD5 (8.0-RELEASE-pc98-livefs.iso) = 6ad13607eb305338edd9501310e6699c






MD5 (8.0-RELEASE-powerpc-bootonly.iso) = f60f73d55100f664c635c6848f00c6d8
MD5 (8.0-RELEASE-powerpc-disc1.iso) = 1323203ffeb317f47219ed8927449980
MD5 (8.0-RELEASE-powerpc-disc2.iso) = 5967750bf681428d59070a133b272bfd
MD5 (8.0-RELEASE-powerpc-disc3.iso) = 43e4846683ce43fa8d6158c703767635






MD5 (8.0-RELEASE-sparc64-bootonly.iso) = 75b2f04c29e6b81058944e42055fe604
MD5 (8.0-RELEASE-sparc64-disc1.iso) = f4aa61db620c97089641a0c63531225a
MD5 (8.0-RELEASE-sparc64-dvd1.iso) = 85307705213a86a383e21941ee34d8e2
MD5 (8.0-RELEASE-sparc64-livefs.iso) = 1ff6d6a449975dcc829f328b866f8128






SHA256 (8.0-RELEASE-amd64-bootonly.iso) = b0e07e8f92303b61220cba18691e86ab50d67c7df974bb62a6f1d4ffb94a1ee6
SHA256 (8.0-RELEASE-amd64-disc1.iso) = 7d4583c20c651093b208170a7fd4ed5f38ee5af0cbe19fb742f67175a9fee10f
SHA256 (8.0-RELEASE-amd64-dvd1.iso) = 408f7fdf3226d72564f2476fff365e4fd071bd48ddae26cd34755d808ad54b8b
SHA256 (8.0-RELEASE-amd64-livefs.iso) = ae939a96b3b3691df84227a33de5d5f4a76d469379dca27114c3557ed443a8f3
SHA256 (8.0-RELEASE-amd64-memstick.img) = b6cd7b0644f636f2099820ad1250940975fa3bfc19f74a0a94f69e75cc2be4c2






SHA256 (8.0-RELEASE-i386-bootonly.iso) = 12e32cea29b2f7bf873df43321a1a93d45b48a6fbb37c8e1c7f3003d5ce82e5d
SHA256 (8.0-RELEASE-i386-disc1.iso) = d7ef47a76a20a716c006a635b476ed3515830b8442ded2702ed015f0bde32bcf
SHA256 (8.0-RELEASE-i386-dvd1.iso) = 8b7bc67599fffc443ebc08efae8a49dd4a0fed7512cfb02b963b9a218e7c286c
SHA256 (8.0-RELEASE-i386-livefs.iso) = feb8998bf2b9dbd6ae86f24feb9ab3c25983dc62c9f4a27f6a5314c3a4a7b59a
SHA256 (8.0-RELEASE-i386-memstick.img) = 7e9b9cd2fd7af0fa0715b826a034b83b0f732a544a51cac7539ead5522a08806






SHA256 (8.0-RELEASE-ia64-bootonly.iso) = c594debd1cb629bf4c906da79c4a6d47b24cf4836d7690f18bc42ee9e31b6b92
SHA256 (8.0-RELEASE-ia64-disc1.iso) = c7f4bd197ff9996ead66f4c77d077e115d18a2822e006bdfdc86a5824dcef37e
SHA256 (8.0-RELEASE-ia64-disc2.iso) = bfcd99680bc15e1b66329a0e71eaf6b38b44d1909a3fb43ba5485238e6807dfd
SHA256 (8.0-RELEASE-ia64-disc3.iso) = 8e8edea7117239af60c07c7e724567ea276fa32d8634f04dd30312e72b35df9a
SHA256 (8.0-RELEASE-ia64-dvd1.iso) = bd1c9a3e8a6a287ee7bef62b3e15646d76a97dec3108177a7c606706a7ee9952
SHA256 (8.0-RELEASE-ia64-livefs.iso) = 60a9a7738ad94765cad45dbc4f62913dd728b335d22bb4e5b065c0cae40a99db






SHA256 (8.0-RELEASE-pc98-bootonly.iso) = 7df38839c8da226bca8ef18b00f0b680074267b8333a393c3431f9b620f0ab9f
SHA256 (8.0-RELEASE-pc98-disc1.iso) = b41fb185b1e057ee36ae6e080021f309a379c3fdf5d45a0a40461092d31e052a
SHA256 (8.0-RELEASE-pc98-livefs.iso) = 1313ec3d5a28af8a85c181cd702b2adb91c783db7e2ad2021d311686ce5e0c2d






SHA256 (8.0-RELEASE-powerpc-bootonly.iso) = 78e18d76c24c9636b87f1946f2020a0a58fc70b80bcb925c27fa497b3c9e5bb4
SHA256 (8.0-RELEASE-powerpc-disc1.iso) = 80f5c024b61629b77a73fd396917c68b4d0215019a5e5aaf5882cf14144764a2
SHA256 (8.0-RELEASE-powerpc-disc2.iso) = 28c8e62c10b42fe5fb1e7a2235a6decbddbbfece0535ea42174c7ac937735068
SHA256 (8.0-RELEASE-powerpc-disc3.iso) = e36db6e05b434a0256e977cab9e3eedb5984b2c45c400a14d7c69bbf4dda9065






SHA256 (8.0-RELEASE-sparc64-bootonly.iso) = 941b5e76a67960045040c268894b8666f5b7a8cbd2e9f98186f2618abb5bf431
SHA256 (8.0-RELEASE-sparc64-disc1.iso) = 2d0a74cf867fa34c5a073777cf2d8e2469906425c9a54068892bd2d58ac9c3c5
SHA256 (8.0-RELEASE-sparc64-dvd1.iso) = 482447b382fa50ffdc80e02a0cfd774e0eecf7d009e5b06864e8a4f828536876
SHA256 (8.0-RELEASE-sparc64-livefs.iso) = 7499ca1af16de7b3d431741b1551a4b59f277fda997d57cf2615155992beaef7
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Introduction


This is the release schedule for FreeBSD &local.rel;. For more
information about the release engineering process, please see the
Release Engineering section of the web
site.


General discussions about the pending release and known issues should be
sent to the public
freebsd-current mailing list.
MFC
requests should be sent to re@FreeBSD.org.





Schedule










		Action
		Expected
		Actual
		Description



		Initial release schedule announcement
		
		






		29 March 2009
		Release Engineers send announcement email to developers with a rough schedule.



		Release schedule reminder
		
		






		5 May 2009
		Release Engineers send reminder announcement e-mail to developers with updated schedule.



		Code slush
		1 June 2009
		1 June 2009
		Release Engineers announce a slowdown in feature development for the release – developers are requested to coordinate any non-refinement changes or late-arriving features with the release engineering team.



		Code freeze begins
		25 June 2009
		27 June 2009
		Release Engineers announce that all further commits to the head (and forthcoming RELENG_8 branch) will require explicit approval. Certain blanket approvals will be granted for narrow areas of development, documentation improvmeents, etc.



		BETA1
		29 June 2009
		6 July 2009
		First beta test snapshot.



		BETA2
		6 July 2009
		17 July 2009
		Second beta test snapshot.



		RELENG_8 branch
		
		






		3 August 2009 - in progress
		Subversion branch created, propagated to CVS and Perforce; future release engineering proceeds on this branch although code freeze/ slush continue for some time on head.



		BETA3
		13 July 2009
		24 August 2009
		Third beta test snapshot.



		BETA4
		5 September 2009
		7 September 2009
		Begin BETA4 builds.



		RC1
		14 September 2009
		21 September 2009
		First release candidate.



		RC2
		21 September 2009
		28 October 2009
		Second release candidate.



		RC3
		
		






		12 November 2009
		Third release candidate.



		RELEASE build
		28 September 2009
		22 November 2009
		8.0-RELEASE built.



		RELEASE announcement
		TBD
		25 November 2009
		8.0-RELEASE press release.



		Turn over to the secteam
		TBD
		01 December 2009
		RELENG_&local.rel.tag; branch is handed over to the FreeBSD Security Officer Team in one or two weeks after the announcement.










Status / TODO


http://wiki.freebsd.org/8.0TODO





Additional Information



		FreeBSD 8.0 release engineering wiki
page [http://wiki.freebsd.org/8.0TODO/], which includes todo
lists, scheduling information, binary compatibility information, and
more.


		FreeBSD Release Engineering website
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The Jail Subsystem


security
Jail
root
On most UNIX systems, root has omnipotent power. This promotes
insecurity. If an attacker gained root on a system, he would have
every function at his fingertips. In FreeBSD there are sysctls which
dilute the power of root, in order to minimize the damage caused by
an attacker. Specifically, one of these functions is called
secure levels. Similarly, another function which is present from
FreeBSD 4.0 and onward, is a utility called MAN.JAIL.8. Jail chroots an
environment and sets certain restrictions on processes which are forked
within the jail. For example, a jailed process cannot affect processes
outside the jail, utilize certain system calls, or inflict any damage on
the host environment.


Jail is becoming the new security model. People are running potentially
vulnerable servers such as Apache, BIND, and sendmail within jails, so
that if an attacker gains root within the jail, it is only an
annoyance, and not a devastation. This article mainly focuses on the
internals (source code) of jail. For information on how to set up a jail
see the handbook entry on jails.





Architecture


Jail consists of two realms: the userland program, MAN.JAIL.8, and the
code implemented within the kernel: the MAN.JAIL.2 system call and
associated restrictions. I will be discussing the userland program and
then how jail is implemented within the kernel.



Userland Code


Jail
Userland Program
The source for the userland jail is located in
/usr/src/usr.sbin/jail, consisting of one file, jail.c. The
program takes these arguments: the path of the jail, hostname, IP
address, and the command to be executed.



Data Structures


In jail.c, the first thing I would note is the declaration of an
important structure struct jail j; which was included from
/usr/include/sys/jail.h.


The definition of the jail structure is:


/usr/include/sys/jail.h:

struct jail {
        u_int32_t       version;
        char            *path;
        char            *hostname;
        u_int32_t       ip_number;
};






As you can see, there is an entry for each of the arguments passed to
the MAN.JAIL.8 program, and indeed, they are set during its execution.


/usr/src/usr.sbin/jail/jail.c
char path[PATH_MAX];
...
if (realpath(argv[0], path) == NULL)
    err(1, "realpath: %s", argv[0]);
if (chdir(path) != 0)
    err(1, "chdir: %s", path);
memset(&j, 0, sizeof(j));
j.version = 0;
j.path = path;
j.hostname = argv[1];









Networking


One of the arguments passed to the MAN.JAIL.8 program is an IP address
with which the jail can be accessed over the network. MAN.JAIL.8
translates the IP address given into host byte order and then stores it
in j (the jail structure).


/usr/src/usr.sbin/jail/jail.c:
struct in_addr in;
...
if (inet_aton(argv[2], &in) == 0)
    errx(1, "Could not make sense of ip-number: %s", argv[2]);
j.ip_number = ntohl(in.s_addr);






The MAN.INET.ATON.3 function “interprets the specified character string
as an Internet address, placing the address into the structure
provided.” The ip_number member in the jail structure is set
only when the IP address placed onto the in structure by
MAN.INET.ATON.3 is translated into host byte order by MAN.NTOHL.3.





Jailing the Process


Finally, the userland program jails the process. Jail now becomes an
imprisoned process itself and then executes the command given using
MAN.EXECV.3.


/usr/src/usr.sbin/jail/jail.c
i = jail(&j);
...
if (execv(argv[3], argv + 3) != 0)
    err(1, "execv: %s", argv[3]);






As you can see, the jail() function is called, and its argument is
the jail structure which has been filled with the arguments given to
the program. Finally, the program you specify is executed. I will now
discuss how jail is implemented within the kernel.







Kernel Space


Jail
Kernel Architecture
We will now be looking at the file /usr/src/sys/kern/kern_jail.c.
This is the file where the MAN.JAIL.2 system call, appropriate sysctls,
and networking functions are defined.



sysctls


sysctl
In kern_jail.c, the following sysctls are defined:


/usr/src/sys/kern/kern_jail.c:

int     jail_set_hostname_allowed = 1;
SYSCTL_INT(_security_jail, OID_AUTO, set_hostname_allowed, CTLFLAG_RW,
    &jail_set_hostname_allowed, 0,
    "Processes in jail can set their hostnames");

int     jail_socket_unixiproute_only = 1;
SYSCTL_INT(_security_jail, OID_AUTO, socket_unixiproute_only, CTLFLAG_RW,
    &jail_socket_unixiproute_only, 0,
    "Processes in jail are limited to creating UNIX/IPv4/route sockets only");

int     jail_sysvipc_allowed = 0;
SYSCTL_INT(_security_jail, OID_AUTO, sysvipc_allowed, CTLFLAG_RW,
    &jail_sysvipc_allowed, 0,
    "Processes in jail can use System V IPC primitives");

static int jail_enforce_statfs = 2;
SYSCTL_INT(_security_jail, OID_AUTO, enforce_statfs, CTLFLAG_RW,
    &jail_enforce_statfs, 0,
    "Processes in jail cannot see all mounted file systems");

int    jail_allow_raw_sockets = 0;
SYSCTL_INT(_security_jail, OID_AUTO, allow_raw_sockets, CTLFLAG_RW,
    &jail_allow_raw_sockets, 0,
    "Prison root can create raw sockets");

int    jail_chflags_allowed = 0;
SYSCTL_INT(_security_jail, OID_AUTO, chflags_allowed, CTLFLAG_RW,
    &jail_chflags_allowed, 0,
    "Processes in jail can alter system file flags");

int     jail_mount_allowed = 0;
SYSCTL_INT(_security_jail, OID_AUTO, mount_allowed, CTLFLAG_RW,
    &jail_mount_allowed, 0,
    "Processes in jail can mount/unmount jail-friendly file systems");






Each of these sysctls can be accessed by the user through the
MAN.SYSCTL.8 program. Throughout the kernel, these specific sysctls are
recognized by their name. For example, the name of the first sysctl is
security.jail.set_hostname_allowed.





MAN.JAIL.2 System Call


Like all system calls, the MAN.JAIL.2 system call takes two arguments,
struct thread *td and struct jail_args *uap. td is a pointer
to the thread structure which describes the calling thread. In this
context, uap is a pointer to the structure in which a pointer to the
jail structure passed by the userland jail.c is contained. When
I described the userland program before, you saw that the MAN.JAIL.2
system call was given a jail structure as its own argument.


/usr/src/sys/kern/kern_jail.c:
/*
 * struct jail_args {
 *  struct jail *jail;
 * };
 */
int
jail(struct thread *td, struct jail_args *uap)






Therefore, uap->jail can be used to access the jail structure
which was passed to the system call. Next, the system call copies the
jail structure into kernel space using the MAN.COPYIN.9 function.
MAN.COPYIN.9 takes three arguments: the address of the data which is to
be copied into kernel space, uap->jail, where to store it, j and
the size of the storage. The jail structure pointed by uap->jail
is copied into kernel space and is stored in another jail structure,
j.


/usr/src/sys/kern/kern_jail.c:
error = copyin(uap->jail, &j, sizeof(j));






There is another important structure defined in jail.h. It is the
prison structure. The prison structure is used exclusively
within kernel space. Here is the definition of the prison structure.


/usr/include/sys/jail.h:
struct prison {
        LIST_ENTRY(prison) pr_list;                     /* (a) all prisons */
        int              pr_id;                         /* (c) prison id */
        int              pr_ref;                        /* (p) refcount */
        char             pr_path[MAXPATHLEN];           /* (c) chroot path */
        struct vnode    *pr_root;                       /* (c) vnode to rdir */
        char             pr_host[MAXHOSTNAMELEN];       /* (p) jail hostname */
        u_int32_t        pr_ip;                         /* (c) ip addr host */
        void            *pr_linux;                      /* (p) linux abi */
        int              pr_securelevel;                /* (p) securelevel */
        struct task      pr_task;                       /* (d) destroy task */
        struct mtx       pr_mtx;
      void            **pr_slots;                     /* (p) additional data */
};






The MAN.JAIL.2 system call then allocates memory for a prison
structure and copies data between the jail and prison structure.


/usr/src/sys/kern/kern_jail.c:
MALLOC(pr, struct prison *, sizeof(*pr), M_PRISON, M_WAITOK | M_ZERO);
...
error = copyinstr(j.path, &pr->pr_path, sizeof(pr->pr_path), 0);
if (error)
    goto e_killmtx;
...
error = copyinstr(j.hostname, &pr->pr_host, sizeof(pr->pr_host), 0);
if (error)
     goto e_dropvnref;
pr->pr_ip = j.ip_number;






Next, we will discuss another important system call MAN.JAIL.ATTACH.2,
which implements the function to put a process into the jail.


/usr/src/sys/kern/kern_jail.c:
/*
 * struct jail_attach_args {
 *      int jid;
 * };
 */
int
jail_attach(struct thread *td, struct jail_attach_args *uap)






This system call makes the changes that can distinguish a jailed process
from those unjailed ones. To understand what MAN.JAIL.ATTACH.2 does for
us, certain background information is needed.


On FreeBSD, each kernel visible thread is identified by its thread
structure, while the processes are described by their proc
structures. You can find the definitions of the thread and proc
structure in /usr/include/sys/proc.h. For example, the td
argument in any system call is actually a pointer to the calling
thread’s thread structure, as stated before. The td_proc member
in the thread structure pointed by td is a pointer to the
proc structure which represents the process that contains the thread
represented by td. The proc structure contains members which can
describe the owner’s identity(p_ucred), the process resource
limits(p_limit), and so on. In the ucred structure pointed by
p_ucred member in the proc structure, there is a pointer to the
prison structure(cr_prison).


/usr/include/sys/proc.h:
struct thread {
    ...
    struct proc *td_proc;
    ...
};
struct proc {
    ...
    struct ucred *p_ucred;
    ...
};
/usr/include/sys/ucred.h
struct ucred {
    ...
    struct prison *cr_prison;
    ...
};






In kern_jail.c, the function jail() then calls function
jail_attach() with a given jid. And jail_attach() calls
function change_root() to change the root directory of the calling
process. The jail_attach() then creates a new ucred structure,
and attaches the newly created ucred structure to the calling
process after it has successfully attached the prison structure to
the ucred structure. From then on, the calling process is recognized
as jailed. When the kernel routine jailed() is called in the kernel
with the newly created ucred structure as its argument, it returns 1
to tell that the credential is connected with a jail. The public
ancestor process of all the process forked within the jail, is the
process which runs MAN.JAIL.8, as it calls the MAN.JAIL.2 system call.
When a program is executed through MAN.EXECVE.2, it inherits the jailed
property of its parent’s ucred structure, therefore it has a jailed
ucred structure.


/usr/src/sys/kern/kern_jail.c
int
jail(struct thread *td, struct jail_args *uap)
{
...
    struct jail_attach_args jaa;
...
    error = jail_attach(td, &jaa);
    if (error)
        goto e_dropprref;
...
}

int
jail_attach(struct thread *td, struct jail_attach_args *uap)
{
    struct proc *p;
    struct ucred *newcred, *oldcred;
    struct prison *pr;
...
    p = td->td_proc;
...
    pr = prison_find(uap->jid);
...
    change_root(pr->pr_root, td);
...
    newcred->cr_prison = pr;
    p->p_ucred = newcred;
...
}






When a process is forked from its parent process, the MAN.FORK.2 system
call uses crhold() to maintain the credential for the newly forked
process. It inherently keep the newly forked child’s credential
consistent with its parent, so the child process is also jailed.


/usr/src/sys/kern/kern_fork.c:
p2->p_ucred = crhold(td->td_ucred);
...
td2->td_ucred = crhold(p2->p_ucred);













Restrictions


Throughout the kernel there are access restrictions relating to jailed
processes. Usually, these restrictions only check whether the process is
jailed, and if so, returns an error. For example:


if (jailed(td->td_ucred))
    return (EPERM);







SysV IPC


System V IPC
System V IPC is based on messages. Processes can send each other these
messages which tell them how to act. The functions which deal with
messages are: MAN.MSGCTL.3, MAN.MSGGET.3, MAN.MSGSND.3 and MAN.MSGRCV.3.
Earlier, I mentioned that there were certain sysctls you could turn on
or off in order to affect the behavior of jail. One of these sysctls was
security.jail.sysvipc_allowed. By default, this sysctl is set to 0.
If it were set to 1, it would defeat the whole purpose of having a jail;
privileged users from the jail would be able to affect processes outside
the jailed environment. The difference between a message and a signal is
that the message only consists of the signal number.


/usr/src/sys/kern/sysv_msg.c:



		msgget(key, msgflg): msgget returns (and possibly creates) a
message descriptor that designates a message queue for use in other
functions.





		msgctl(msgid, cmd, buf): Using this function, a process can query
the status of a message descriptor.





		msgsnd(msgid, msgp, msgsz, msgflg): msgsnd sends a message to
a process.





		
		``msgrcv(msgid, msgp, msgsz, msgtyp,


		msgflg)``: a process receives messages using this function














In each of the system calls corresponding to these functions, there is
this conditional:


/usr/src/sys/kern/sysv_msg.c:
if (!jail_sysvipc_allowed && jailed(td->td_ucred))
    return (ENOSYS);






semaphores
Semaphore system calls allow processes to synchronize execution by doing
a set of operations atomically on a set of semaphores. Basically
semaphores provide another way for processes lock resources. However,
process waiting on a semaphore, that is being used, will sleep until the
resources are relinquished. The following semaphore system calls are
blocked inside a jail: MAN.SEMGET.2, MAN.SEMCTL.2 and MAN.SEMOP.2.


/usr/src/sys/kern/sysv_sem.c:



		semctl(semid, semnum, cmd, ...): semctl does the specified
cmd on the semaphore queue indicated by semid.





		semget(key, nsems, flag): semget creates an array of
semaphores, corresponding to key.



		``key and flag take on the same meaning as they


		do in msgget.``











		semop(semid, array, nops): semop performs a group of
operations indicated by array, to the set of semaphores
identified by semid.








shared memory
System V IPC allows for processes to share memory. Processes can
communicate directly with each other by sharing parts of their virtual
address space and then reading and writing data stored in the shared
memory. These system calls are blocked within a jailed environment:
MAN.SHMDT.2, MAN.SHMAT.2, MAN.SHMCTL.2 and MAN.SHMGET.2.


/usr/src/sys/kern/sysv_shm.c:



		shmctl(shmid, cmd, buf): shmctl does various control
operations on the shared memory region identified by shmid.


		shmget(key, size, flag): shmget accesses or creates a shared
memory region of size bytes.


		shmat(shmid, addr, flag): shmat attaches a shared memory
region identified by shmid to the address space of a process.


		shmdt(addr): shmdt detaches the shared memory region
previously attached at addr.








Sockets


sockets
Jail treats the MAN.SOCKET.2 system call and related lower-level socket
functions in a special manner. In order to determine whether a certain
socket is allowed to be created, it first checks to see if the sysctl
security.jail.socket_unixiproute_only is set. If set, sockets are
only allowed to be created if the family specified is either
PF_LOCAL, PF_INET or PF_ROUTE. Otherwise, it returns an
error.


/usr/src/sys/kern/uipc_socket.c:
int
socreate(int dom, struct socket **aso, int type, int proto,
    struct ucred *cred, struct thread *td)
{
    struct protosw *prp;
...
    if (jailed(cred) && jail_socket_unixiproute_only &&
        prp->pr_domain->dom_family != PF_LOCAL &&
        prp->pr_domain->dom_family != PF_INET &&
        prp->pr_domain->dom_family != PF_ROUTE) {
        return (EPROTONOSUPPORT);
    }
...
}









Berkeley Packet Filter


Berkeley Packet Filter
data link layer
The Berkeley Packet Filter provides a raw interface to data link layers
in a protocol independent fashion. BPF is now controlled by the
MAN.DEVFS.8 whether it can be used in a jailed environment.





Protocols


protocols
There are certain protocols which are very common, such as TCP, UDP, IP
and ICMP. IP and ICMP are on the same level: the network layer 2. There
are certain precautions which are taken in order to prevent a jailed
process from binding a protocol to a certain address only if the nam
parameter is set. nam is a pointer to a sockaddr structure,
which describes the address on which to bind the service. A more exact
definition is that sockaddr “may be used as a template for referring
to the identifying tag and length of each address”. In the function
in_pcbbind_setup(), sin is a pointer to a sockaddr_in
structure, which contains the port, address, length and domain family of
the socket which is to be bound. Basically, this disallows any processes
from jail to be able to specify the address that does not belong to the
jail in which the calling process exists.


/usr/src/sys/netinet/in_pcb.c:
int
in_pcbbind_setup(struct inpcb *inp, struct sockaddr *nam, in_addr_t *laddrp,
    u_short *lportp, struct ucred *cred)
{
    ...
    struct sockaddr_in *sin;
    ...
    if (nam) {
        sin = (struct sockaddr_in *)nam;
        ...
        if (sin->sin_addr.s_addr != INADDR_ANY)
            if (prison_ip(cred, 0, &sin->sin_addr.s_addr))
                return(EINVAL);
        ...
        if (lport) {
            ...
            if (prison && prison_ip(cred, 0, &sin->sin_addr.s_addr))
                return (EADDRNOTAVAIL);
            ...
        }
    }
    if (lport == 0) {
        ...
        if (laddr.s_addr != INADDR_ANY)
            if (prison_ip(cred, 0, &laddr.s_addr))
                return (EINVAL);
        ...
    }
...
    if (prison_ip(cred, 0, &laddr.s_addr))
        return (EINVAL);
...
}






You might be wondering what function prison_ip() does.
prison_ip() is given three arguments, a pointer to the
credential(represented by cred), any flags, and an IP address. It
returns 1 if the IP address does NOT belong to the jail or 0 otherwise.
As you can see from the code, if it is indeed an IP address not
belonging to the jail, the protocol is not allowed to bind to that
address.


/usr/src/sys/kern/kern_jail.c:
int
prison_ip(struct ucred *cred, int flag, u_int32_t *ip)
{
    u_int32_t tmp;

    if (!jailed(cred))
        return (0);
    if (flag)
        tmp = *ip;
    else
        tmp = ntohl(*ip);
    if (tmp == INADDR_ANY) {
        if (flag)
            *ip = cred->cr_prison->pr_ip;
        else
            *ip = htonl(cred->cr_prison->pr_ip);
        return (0);
    }
    if (tmp == INADDR_LOOPBACK) {
        if (flag)
            *ip = cred->cr_prison->pr_ip;
        else
            *ip = htonl(cred->cr_prison->pr_ip);
        return (0);
    }
    if (cred->cr_prison->pr_ip != tmp)
        return (1);
    return (0);
}









Filesystem


filesystem
Even root users within the jail are not allowed to unset or modify
any file flags, such as immutable, append-only, and undeleteable flags,
if the securelevel is greater than 0.


/usr/src/sys/ufs/ufs/ufs_vnops.c:
static int
ufs_setattr(ap)
    ...
{
    ...
        if (!priv_check_cred(cred, PRIV_VFS_SYSFLAGS, 0)) {
            if (ip->i_flags
                & (SF_NOUNLINK | SF_IMMUTABLE | SF_APPEND)) {
                    error = securelevel_gt(cred, 0);
                    if (error)
                        return (error);
            }
            ...
        }
}
/usr/src/sys/kern/kern_priv.c
int
priv_check_cred(struct ucred *cred, int priv, int flags)
{
    ...
    error = prison_priv_check(cred, priv);
    if (error)
        return (error);
    ...
}
/usr/src/sys/kern/kern_jail.c
int
prison_priv_check(struct ucred *cred, int priv)
{
    ...
    switch (priv) {
    ...
    case PRIV_VFS_SYSFLAGS:
        if (jail_chflags_allowed)
            return (0);
        else
            return (EPERM);
    ...
    }
    ...
}
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Committers Guide


This document is an overall guide for all new committers, including both
technical details and policy details. For the former, see the chapters
on VCS
Operations,
the
Bugzilla
bug tracking system, and the SSH Quick-Start
Guide.


It contains almost everything a new committer to the FreeBSD Project
needs to know. See the Documentation Project Primer and the Ports Guide,
below, for more info.





FreeBSD Documentation Project Primer for New Contributors


This primer covers everything you will need to know in order to start
contributing to the FreeBSD Documentation Project, from the tools and
software you will be using (both mandatory and recommended) to the
philosophy behind the Documentation Project.





FreeBSD Porter’s Handbook


A guide for FreeBSD ports committers. This includes the canonical Table
of __FreeBSD_version
Values.





How to build the FreeBSD Web Pages.


This document describes how to build and update the FreeBSD Web pages
from the CVS repository by hand.





FreeBSD Projects



		FreeBSD Documentation Project


		FreeBSD Release Engineering


		FreeBSD/Alpha Project


		FreeBSD/IA-64 Project


		FreeBSD/PPC Project


		FreeBSD/SPARC Project


		TrustedBSD Project [http://www.TrustedBSD.org/]


		FreeBSD Development Projects








Other Resources



		CVS Repository


		Bug Reports


		FreeBSD Security Information


		Copyright


		FreeBSD Wiki [http://wiki.FreeBSD.org]


		Perforce Repository for works in
progress [http://perforce.FreeBSD.org]





FreeBSD Internal Home
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Kernel Objects
Object-Oriented
binary compatibility
Kernel Objects, or Kobj provides an object-oriented C programming system
for the kernel. As such the data being operated on carries the
description of how to operate on it. This allows operations to be added
and removed from an interface at run time and without breaking binary
compatibility.





Terminology


object
method
class
interface



		Object


		A set of data - data structure - data allocation.


		Method


		An operation - function.


		Class


		One or more methods.


		Interface


		A standard set of one or more methods.








Kobj Operation


Kobj works by generating descriptions of methods. Each description holds
a unique id as well as a default function. The description’s address is
used to uniquely identify the method within a class’ method table.


A class is built by creating a method table associating one or more
functions with method descriptions. Before use the class is compiled.
The compilation allocates a cache and associates it with the class. A
unique id is assigned to each method description within the method table
of the class if not already done so by another referencing class
compilation. For every method to be used a function is generated by
script to qualify arguments and automatically reference the method
description for a lookup. The generated function looks up the method by
using the unique id associated with the method description as a hash
into the cache associated with the object’s class. If the method is not
cached the generated function proceeds to use the class’ table to find
the method. If the method is found then the associated function within
the class is used; otherwise, the default function associated with the
method description is used.


These indirections can be visualized as the following:


object->cache<->class









Using Kobj



Structures


struct kobj_method









Functions


void kobj_class_compile(kobj_class_t cls);
void kobj_class_compile_static(kobj_class_t cls, kobj_ops_t ops);
void kobj_class_free(kobj_class_t cls);
kobj_t kobj_create(kobj_class_t cls, struct malloc_type *mtype, int mflags);
void kobj_init(kobj_t obj, kobj_class_t cls);
void kobj_delete(kobj_t obj, struct malloc_type *mtype);









Macros


KOBJ_CLASS_FIELDS
KOBJ_FIELDS
DEFINE_CLASS(name, methods, size)
KOBJMETHOD(NAME, FUNC)









Headers


<sys/param.h>
<sys/kobj.h>









Creating an Interface Template


Kernel Objects
interface
The first step in using Kobj is to create an Interface. Creating the
interface involves creating a template that the script
src/sys/kern/makeobjops.pl can use to generate the header and code
for the method declarations and method lookup functions.


Within this template the following keywords are used: #include,
INTERFACE, CODE, METHOD, STATICMETHOD, and DEFAULT.


The #include statement and what follows it is copied verbatim to the
head of the generated code file.


For example:


#include <sys/foo.h>






The INTERFACE keyword is used to define the interface name. This
name is concatenated with each method name as [interface name]_[method
name]. Its syntax is INTERFACE [interface name];.


For example:


INTERFACE foo;






The CODE keyword copies its arguments verbatim into the code file.
Its syntax is CODE { [whatever] };


For example:


CODE {
    struct foo * foo_alloc_null(struct bar *)
    {
        return NULL;
}
};






The METHOD keyword describes a method. Its syntax is
``METHOD [return type] [method name] { [object [,



arguments]] };``



For example:


METHOD int bar {
    struct object *;
    struct foo *;
    struct bar;
};






The DEFAULT keyword may follow the METHOD keyword. It extends
the METHOD key word to include the default function for method. The
extended syntax is ``METHOD [return type] [method name] {



[object; [other arguments]] }DEFAULT [default
function];``



For example:


METHOD int bar {
    struct object *;
    struct foo *;
    int bar;
} DEFAULT foo_hack;






The STATICMETHOD keyword is used like the METHOD keyword except
the kobj data is not at the head of the object structure so casting to
kobj_t would be incorrect. Instead STATICMETHOD relies on the Kobj
data being referenced as ‘ops’. This is also useful for calling methods
directly out of a class’s method table.


Other complete examples:


src/sys/kern/bus_if.m
src/sys/kern/device_if.m









Creating a Class


Kernel Objects
class
The second step in using Kobj is to create a class. A class consists of
a name, a table of methods, and the size of objects if Kobj’s object
handling facilities are used. To create the class use the macro
DEFINE_CLASS(). To create the method table create an array of
kobj_method_t terminated by a NULL entry. Each non-NULL entry may be
created using the macro KOBJMETHOD().


For example:


DEFINE_CLASS(fooclass, foomethods, sizeof(struct foodata));

kobj_method_t foomethods[] = {
    KOBJMETHOD(bar_doo, foo_doo),
    KOBJMETHOD(bar_foo, foo_foo),
    { NULL, NULL}
};






The class must be “compiled”. Depending on the state of the system at
the time that the class is to be initialized a statically allocated
cache, “ops table” have to be used. This can be accomplished by
declaring a struct kobj_ops and using
kobj_class_compile_static(); otherwise, kobj_class_compile()
should be used.





Creating an Object


Kernel Objects
object
The third step in using Kobj involves how to define the object. Kobj
object creation routines assume that Kobj data is at the head of an
object. If this in not appropriate you will have to allocate the object
yourself and then use kobj_init() on the Kobj portion of it;
otherwise, you may use kobj_create() to allocate and initialize the
Kobj portion of the object automatically. kobj_init() may also be
used to change the class that an object uses.


To integrate Kobj into the object you should use the macro KOBJ_FIELDS.


For example


struct foo_data {
    KOBJ_FIELDS;
    foo_foo;
    foo_bar;
};









Calling Methods


The last step in using Kobj is to simply use the generated functions to
use the desired method within the object’s class. This is as simple as
using the interface name and the method name with a few modifications.
The interface name should be concatenated with the method name using a
‘_’ between them, all in upper case.


For example, if the interface name was foo and the method was bar then
the call would be:


[return value = ] FOO_BAR(object [, other parameters]);









Cleaning Up


When an object allocated through kobj_create() is no longer needed
kobj_delete() may be called on it, and when a class is no longer
being used kobj_class_free() may be called on it.
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The SYSINIT Framework


SYSINIT
dynamic initialization
kernel initialization
dynamic
kernel modules
kernel linker
SYSINIT is the framework for a generic call sort and dispatch mechanism.
FreeBSD currently uses it for the dynamic initialization of the kernel.
SYSINIT allows FreeBSD’s kernel subsystems to be reordered, and added,
removed, and replaced at kernel link time when the kernel or one of its
modules is loaded without having to edit a statically ordered
initialization routing and recompile the kernel. This system also allows
kernel modules, currently called KLD’s, to be separately compiled,
linked, and initialized at boot time and loaded even later while the
system is already running. This is accomplished using the “kernel
linker” and “linker sets”.





Terminology



		Linker Set


		A linker technique in which the linker gathers statically declared
data throughout a program’s source files into a single contiguously
addressable unit of data.








SYSINIT Operation


linker sets
SYSINIT relies on the ability of the linker to take static data declared
at multiple locations throughout a program’s source and group it
together as a single contiguous chunk of data. This linker technique is
called a “linker set”. SYSINIT uses two linker sets to maintain two data
sets containing each consumer’s call order, function, and a pointer to
the data to pass to that function.


SYSINIT uses two priorities when ordering the functions for execution.
The first priority is a subsystem ID giving an overall order for
SYSINIT’s dispatch of functions. Current predeclared ID’s are in
<sys/kernel.h> in the enum list sysinit_sub_id. The second
priority used is an element order within the subsystem. Current
predeclared subsystem element orders are in <sys/kernel.h> in the
enum list sysinit_elem_order.


pseudo-devices
There are currently two uses for SYSINIT. Function dispatch at system
startup and kernel module loads, and function dispatch at system
shutdown and kernel module unload. Kernel subsystems often use system
startup SYSINIT’s to initialize data structures, for example the process
scheduling subsystem uses a SYSINIT to initialize the run queue data
structure. Device drivers should avoid using SYSINIT() directly.
Instead drivers for real devices that are part of a bus structure should
use DRIVER_MODULE() to provide a function that detects the device
and, if it is present, initializes the device. It will do a few things
specific to devices and then call SYSINIT() itself. For
pseudo-devices, which are not part of a bus structure, use
DEV_MODULE().





Using SYSINIT



Interface



Headers


<sys/kernel.h>









Macros


SYSINIT(uniquifier, subsystem, order, func, ident)
SYSUNINIT(uniquifier, subsystem, order, func, ident)











Startup


The SYSINIT() macro creates the necessary SYSINIT data in SYSINIT’s
startup data set for SYSINIT to sort and dispatch a function at system
startup and module load. SYSINIT() takes a uniquifier that SYSINIT
uses to identify the particular function dispatch data, the subsystem
order, the subsystem element order, the function to call, and the data
to pass the function. All functions must take a constant pointer
argument.


#include <sys/kernel.h>

void foo_null(void *unused)
{
        foo_doo();
}
SYSINIT(foo, SI_SUB_FOO, SI_ORDER_FOO, foo_null, NULL);

struct foo foo_voodoo = {
        FOO_VOODOO;
}

void foo_arg(void *vdata)
{
        struct foo *foo = (struct foo *)vdata;
        foo_data(foo);
}
SYSINIT(bar, SI_SUB_FOO, SI_ORDER_FOO, foo_arg, &foo_voodoo);






Note that SI_SUB_FOO and SI_ORDER_FOO need to be in the
sysinit_sub_id and sysinit_elem_order enum’s as mentioned above.
Either use existing ones or add your own to the enum’s. You can also use
math for fine-tuning the order a SYSINIT will run in. This example shows
a SYSINIT that needs to be run just barely before the SYSINIT’s that
handle tuning kernel parameters.


static void
mptable_register(void *dummy __unused)
{

    apic_register_enumerator(&mptable_enumerator);
}

SYSINIT(mptable_register, SI_SUB_TUNABLES - 1, SI_ORDER_FIRST,
    mptable_register, NULL);









Shutdown


The SYSUNINIT() macro behaves similarly to the SYSINIT() macro
except that it adds the SYSINIT data to SYSINIT’s shutdown data set.


#include <sys/kernel.h>

void foo_cleanup(void *unused)
{
        foo_kill();
}
SYSUNINIT(foobar, SI_SUB_FOO, SI_ORDER_FOO, foo_cleanup, NULL);

struct foo_stack foo_stack = {
        FOO_STACK_VOODOO;
}

void foo_flush(void *vdata)
{
}
SYSUNINIT(barfoo, SI_SUB_FOO, SI_ORDER_FOO, foo_flush, &foo_stack);
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To see how to utilize these components, please examine the example
Makefile.


COMPONENT


ASSOCIATED PROGRAM


IMPLIED COMPONENTS


esound


audio/esound


 


gnomehack


gnomehack makes common GNOME Makefile substitutions that nearly
every GNOME port requires to fit into the proper mtree structure.


gnomehier


gnomehier installs all the directories needed for both the GNOME 1
and 2 desktops. Only include this option if your port calls @dirrm
on one of the directories listed in the plist for gnomehier.


gnomemimedata


misc/gnome-mime-data


gnomehier pkgconfig


gnomeprefix


gnomeprefix sets some CONFIGURE_ARGS to ensure data is placed
properly within the GNOME hierarchy.


gnomehier


intlhack


intlhack registers a dependency upon textproc/intltool and
patches broken intltool-merge.in implementations.


intltool


intltool


intltool registers a BUILD_DEPENDS on textproc/intltool.


 


lthack


lthack prevents the installation of .la files and ensures that
${PTHREAD_LIBS} will be passed to the linker. NOTE: lthack is
DEPRECATED, and USE_AUTOTOOLS="libtool":15 should be used
instead. See the libtool section of the
porting guide for more details.


 


ltasneededhack


ltasneededhack hacks the port’s libtool so that the
-Wl,--as-needed flag is passed to the linker. This will result in
shared objects with smaller ELF NEEDED sections which can improve the
startup time and module load time of some applications. In order to use
ltasneededhack the port must define USE_AUTOTOOLS="libtool":15.
NOTE: be sure to thoroughly test the resulting application to make
sure there are no undefined symbol errors after adding this hack.


 


ltverhack


ltverhack normalizes shared object versions so that they do not
change needlessly. Using ltverhack keeps shared object versions in
line with what they should be and what they end up being on other
operating systems. In order to use ltverhack the port must define
USE_AUTOTOOLS="libtool":15.


 


pkgconfig


pkgconfig registers a dependency upon devel/pkg-config to make
sure it is installed.


 


referencehack


referencehack is designed for ports that install API reference
documentation. These ports should use referencehack then another
port with a -reference suffix should be created to install this
documentation. See devel/glib20 and devel/glib20-reference for
an example.


 


If you still need help with your port, have a look at some of the
existing ports for examples. The freebsd-gnome
mailing list is also there for you.
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Answers to Exercises


Exercise 3.1


This is something of a trick question, for which I apologize. The trick
comes from the UNIX definition of a suffix, which PMake does not
necessarily share. You will have noticed that all the suffixes used in
this tutorial (and in UNIX in general) begin with a period (.ms,
.c, etc.). Now, PMake’s idea of a suffix is more like English’s: it
is the characters at the end of a word. With this in mind, one possible
solution to this problem goes as follows:


.SUFFIXES       : ec.exe .exe ec.obj .obj .asm
ec.objec.exe .obj.exe :
    link -o $(.TARGET) $(.IMPSRC)
.asmec.obj      :
    asm -o $(.TARGET) -DDO_ERROR_CHECKING $(.IMPSRC)
.asm.obj        :
    asm -o $(.TARGET) $(.IMPSRC)






Excercise 3.2


The trick to this one lies in the := variable-assignment operator
and the :S variable-expansion modifier. Basically what you want is
to take the pointer variable, so to speak, and transform it into an
invocation of the variable at which it points. You might try something
like:


$(PTR:S/^/\$(/:S/$/))






which places $( at the front of the variable name and ) at the
end, thus transforming VAR, for example, into $(VAR), which is
just what we want. Unfortunately (as you know if you have tried it),
since, as it says in the hint, PMake does no further substitution on the
result of a modified expansion, that is all you get. The solution is to
make use of := to place that string into yet another variable, then
invoke the other variable directly:


*PTR            := $(PTR:S/^/\$(/:S/$/)/)






You can then use $(*PTR) to your heart’s content.
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to participate?








Full Text



		What is new in GNOME &gnomever;?


Although the canonical summary of new features can be found at
http://www.gnome.org/start/&gnomever;/notes/en/, some of the most
exciting new features of GNOME &gnomever; are:



		Seahorse has been added to integrate OpenPGP with the Desktop.


		Improved system monitoring with a cleaned up FreeBSD backend for
libgtop.


		Two new games: gnome-sudoku and glChess.


		Network support for many GNOME games.


		Lots of stability and performance improvements.








		How do I upgrade to GNOME &gnomever;?


The answer is relatively simple:



		To build GNOME &gnomever;, you need to obtain the latest ports
tree skeleton. This is most easily accomplished with
portsnap(8) or
CVSup [http://www.freebsd.org/doc/en_US.ISO8859-1/books/handbook/cvsup.html].
Simply obtain the latest ports tree, and you are ready to go. Then
do the following:


# pkgdb -Ff
# portupgrade -f -o textproc/rarian textproc/scrollkeeper
# portupgrade -a
# pkgdb -fF






NOTE: it is recommended to run portupgrade -a to make sure
you get all the necessary ports.


If you are a portmaster(8) user, make sure you have least 1.9
version. Then do the following:


# portmaster -o textproc/rarian textproc/scrollkeeper
# portmaster -a















		The upgrade failed; what do I do?


Unfortunately, this is not only possible, it is highly probable.
There are many possible valid GNOME configurations, and even more
invalid starting points. If the script fails, follow the instructions
in the error message to let the FreeBSD GNOME team know about the
failure.


The majority of build failures will be dependency-related issues. One
simple way to resolve the problem is to remove the offending port,
re-run portupgrade or portmaster, and then reinstall the port
when the upgrade process is complete.





		List of GNOME &gnomever; problems and their solutions


Although GNOME &gnomever; is certainly the best release to date (of
course), there are a couple regressions that slipped in, both in the
GNOME code and in its implementation within FreeBSD. Some of the more
visible issues are:



		hald-addon-storage consumes file descriptors until it crashes.
This is a known bug in FreeBSD, and only affects 6.0 and earlier
and 5.5 and earlier. Users on those releases are encouraged to
upgrade to FreeBSD 6.1 or later.


		HAL can not unmount and reset the da[0-9] devices associated
with USB disks when you manually detach them from the system.
Manually removing a USB umass device while it is mounted can
result in a panic. This is a known bug in FreeBSD. See
kern/103258 [http://www.freebsd.org/cgi/query-pr.cgi?pr=kern/103258]
and
kern/89102 [http://www.freebsd.org/cgi/query-pr.cgi?pr=kern/89102]
for more details.


		Some users have reported problems with Yelp displaying an error
trying to view help files on FreeBSD 6.X. The problem does not
appear to exist on 7.X or 8.X, nor is it reliably reproducible. If
you are encountering this problem, please notify
&email;@FreeBSD.org.








		I have found a bug; whom should I alert?


Please read the FreeBSD GNOME Project’s documentation on reporting
bugs [http://www.FreeBSD.org/gnome/docs/bugging.html].





		I want the fame and glory of being part of the FreeBSD GNOME team!
What can I do to participate?


Please read our list of ways to get
involved [http://www.FreeBSD.org/gnome/docs/volunteer.html]!
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PMake — A Tutorial






		Author:		Adamde Boor
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		General &unix; Information


		The X Window System


		Hardware


		Related Operating System Projects






General &unix; Information



		Unix Guru Universe [http://www.ugu.com/]


		O’Reilly & Associates, Inc. [http://www.ora.com/]


		Unix Power [http://www.unixpower.org]








The X Window System



		The X.Org [http://www.x.org/] project provides users of a variety
of &unix; systems, including &os;, with an excellent X Window system.


		The WINE [http://www.winehq.com/] project is working to provide
the ability to run Microsoft Windows® software on Intel based UNIX
systems such as FreeBSD, NetBSD and Linux.








Hardware



		The comp.answers
pc-hardware-faq [ftp://rtfm.mit.edu/pub/usenet-by-hierarchy/comp/answers/pc-hardware-faq]
is a great reference for people building their own machines.


		Aad Offerman’s Chip
List [http://www.faqs.org/faqs/pc-hardware-faq/chiplist/] -
reference material on chips used in PC clones.








Related Operating System Projects



		**NetBSD** [http://www.netbsd.org/] is another free 4.4BSD Lite
based operating system which runs on several different architectures.


		**OpenBSD** [http://www.openbsd.org/] is another 4.4BSD
derivative with focus on security.


		**Linux** [http://www.linux.org/] is another free &unix; like
system.


		**Lites** [http://www.cs.utah.edu/flux/lites/html/] is a 4.4BSD
Lite based server and emulation library that provides free &unix;
functionality to a Mach based system.


		The **GNU Hurd** [http://www.gnu.org/software/hurd/hurd.html]
project is another effort to develop a free &unix; like operating
system.


		**DragonFly BSD** [http://www.dragonflybsd.org/] is based on &os;
4.X but has a different set of development goals than &os;.


		**illumos** [http://www.illumos.org] is an open source fork of
OpenSolaris, which ultimately has its roots in a BSD derivative
called SunOS.
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The Basics of PMake


PMake takes as input a file that tells which files depend on which other
files to be complete and what to do about files that are “out-of-date”.
This file is known as a “makefile” and is usually kept in the top-most
directory of the system to be built. While you can call the makefile
anything you want, PMake will look for Makefile and makefile (in
that order) in the current directory if you do not tell it otherwise. To
specify a different makefile, use the -f flag, e.g.


PROMPT.USER pmake -f program.mk






A makefile has four different types of lines in it:



		File dependency specifications


		Creation commands


		Variable assignments


		Comments, include statements and conditional directives





Any line may be continued over multiple lines by ending it with a
backslash. The backslash, following newline and any initial whitespace
on the following line are compressed into a single space before the
input line is examined by PMake.





Dependency Lines


As mentioned in the introduction, in any system, there are dependencies
between the files that make up the system. For instance, in a program
made up of several C source files and one header file, the C files will
need to be re-compiled should the header file be changed. For a document
of several chapters and one macro file, the chapters will need to be
reprocessed if any of the macros changes. These are dependencies and are
specified by means of dependency lines in the makefile.


On a dependency line, there are targets and sources, separated by a
one- or two-character operator. The targets “depend” on the sources and
are usually created from them. Any number of targets and sources may be
specified on a dependency line. All the targets in the line are made to
depend on all the sources. Targets and sources need not be actual files,
but every source must be either an actual file or another target in the
makefile. If you run out of room, use a backslash at the end of the line
to continue onto the next one.


Any file may be a target and any file may be a source, but the
relationship between the two (or however many) is determined by the
“operator” that separates them. Three types of operators exist: one
specifies that the datedness of a target is determined by the state of
its sources, while another specifies other files (the sources) that need
to be dealt with before the target can be re-created. The third operator
is very similar to the first, with the additional condition that the
target is out-of-date if it has no sources. These operations are
represented by the colon, the exclamation point and the double-colon,
respectively, and are mutually exclusive. Their exact semantics are as
follows:








		:
		If a colon is used, a target on the line is considered to be “out-of-date” (and in need of creation) if any of the sources has been modified more recently than the target, or the target does not exist. Under this operation, steps will be taken to re-create the target only if it is found to be out-of-date by using these two rules.



		!
		If an exclamation point is used, the target will always be re-created, but this will not happen until all of its sources have been examined and re-created, if necessary.



		::
		If a double-colon is used, a target is “out-of-date” if any of the sources has been modified more recently than the target, or the target does not exist, or the target has no sources. If the target is out-of-date according to these rules, it will be re-created. This operator also does something else to the targets, but I will go into that in the next section (see ?).







Enough words, now for an example. Take that C program I mentioned
earlier. Say there are three C files (a.c, b.c and c.c) each
of which includes the file defs.h. The dependencies between the
files could then be expressed as follows:


program         : a.o b.o c.o

a.o b.o c.o     : defs.h

a.o             : a.c

b.o             : b.c

c.o             : c.c






You may be wondering at this point, where a.o, b.o and c.o
came in and why they depend on defs.h and the C files do not. The
reason is quite simple: program cannot be made by linking together
.c files—it must be made from .o files. Likewise, if you change
defs.h, it is not the .c files that need to be re-created, it is
the .o files. If you think of dependencies in these terms—which
files (targets) need to be created from which files (sources)—you should
have no problems.


An important thing to notice about the above example, is that all the
.o files appear as targets on more than one line. This is perfectly
all right: the target is made to depend on all the sources mentioned on
all the dependency lines. For example, a.o depends on both
defs.h and a.c.


The order of the dependency lines in the makefile is important: the
first target on the first dependency line in the makefile will be the
one that gets made if you do not say otherwise. That is why program
comes first in the example makefile, above.


Both targets and sources may contain the standard C-Shell wildcard
characters ({, }, *, ?, [, and ]), but the
non-curly-brace ones may only appear in the final component (the file
portion) of the target or source. The characters mean the following
things:








		{}
		These enclose a comma-separated list of options and cause the pattern to be expanded once for each element of the list. Each expansion contains a different element. For example, src/{whiffle,beep,fish}.c expands to the three words src/whiffle.c, src/beep.c, and src/fish.c. These braces may be nested and, unlike the other wildcard characters, the resulting words need not be actual files. All other wildcard characters are expanded using the files that exist when PMake is started.



		*
		This matches zero or more characters of any sort. src/*.c will expand to the same three words as above as long as src contains those three files (and no other files that end in .c).>



		?
		Matches any single character.



		[]
		This is known as a character class and contains either a list of single characters, or a series of character ranges (a-z, for example means all characters between a and z), or both. It matches any single character contained in the list. For example, [A-Za-z] will match all letters, while [0123456789] will match all numbers.










Shell Commands


“Is not that nice,” you say to yourself, “but how are files actually
``re-created’‘, as he likes to spell it?” The re-creation is
accomplished by commands you place in the makefile. These commands are
passed to the Bourne shell (better known as /bin/sh) to be executed
and are expected to do what is necessary to update the target file
(PMake does not actually check to see if the target was created. It just
assumes it is there).


Shell commands in a makefile look a lot like shell commands you would
type at a terminal, with one important exception: each command in a
makefile must be preceded by at least one tab.


Each target has associated with it a shell script made up of one or more
of these shell commands. The creation script for a target should
immediately follow the dependency line for that target. While any given
target may appear on more than one dependency line, only one of these
dependency lines may be followed by a creation script, unless the ::
operator was used on the dependency line.


If the double-colon was used, each dependency line for the target may be
followed by a shell script. That script will only be executed if the
target on the associated dependency line is out-of-date with respect to
the sources on that line, according to the rules I gave earlier. I’ll
give you a good example of this later on.


To expand on the earlier makefile, you might add commands as follows:


program         : a.o b.o c.o
        cc a.o b.o c.o -o program

a.o b.o c.o     : defs.h
a.o             : a.c
       cc -c a.c

b.o             : b.c
       cc -c b.c

c.o             : c.c
       cc -c c.c






Something you should remember when writing a makefile is, the commands
will be executed if the target on the dependency line is out-of-date,
not the sources. In this example, the command cc -c a.c will be
executed if a.o is out-of-date. Because of the : operator, this
means that should a.c or defs.h have been modified more recently
than a.o, the command will be executed (a.o will be considered
out-of-date).


Remember how I said the only difference between a makefile shell command
and a regular shell command was the leading tab? I lied. There is
another way in which makefile commands differ from regular ones. The
first two characters after the initial whitespace are treated specially.
If they are any combination of @ and -, they cause PMake to do
different things.


In most cases, shell commands are printed before they are actually
executed. This is to keep you informed of what is going on. If an @
appears, however, this echoing is suppressed. In the case of an echo
command, say


echo Linking index






it would be rather silly to see


echo Linking index
Linking index






so PMake allows you to place an @ before the command to prevent the
command from being printed:


@echo Linking index






The other special character is the -. In case you did not know,
shell commands finish with a certain “exit status”. This status is made
available by the operating system to whatever program invoked the
command. Normally this status will be 0 if everything went ok and
non-zero if something went wrong. For this reason, PMake will consider
an error to have occurred if one of the shells it invokes returns a
non-zero status. When it detects an error, PMake’s usual action is to
abort whatever it is doing and exit with a non-zero status itself (any
other targets that were being created will continue being made, but
nothing new will be started. PMake will exit after the last job
finishes). This behavior can be altered, however, by placing a - at
the front of a command (e.g. -mv index index.old), certain
command-line arguments, or doing other things, to be detailed later. In
such a case, the non-zero status is simply ignored and PMake keeps
chugging along.


Because all the commands are given to a single shell to execute, such
things as setting shell variables, changing directories, etc., last
beyond the command in which they are found. This also allows shell
compound commands (like for loops) to be entered in a natural manner.
Since this could cause problems for some makefiles that depend on each
command being executed by a single shell, PMake has a -B flag (it
stands for backwards-compatible) that forces each command to be given to
a separate shell. It also does several other things, all of which I
discourage since they are now old-fashioned.


A target’s shell script is fed to the shell on its (the shell’s) input
stream. This means that any commands, such as ci that need to get input
from the terminal will not work right – they will get the shell’s input,
something they probably will not find to their liking. A simple way
around this is to give a command like this:


ci $(SRCS) < /dev/tty






This would force the program’s input to come from the terminal. If you
cannot do this for some reason, your only other alternative is to use
PMake in its fullest compatibility mode. See “Compatibility” in ?.





Variables


PMake, like Make before it, has the ability to save text in variables to
be recalled later at your convenience. Variables in PMake are used much
like variables in the shell and, by tradition, consist of all upper-case
letters (you do not have to use all upper-case letters. In fact there is
nothing to stop you from calling a variable @^&$%$. Just tradition).
Variables are assigned-to using lines of the form:


VARIABLE = value






appended-to by:


VARIABLE += value






conditionally assigned-to (if the variable is not already defined) by:


VARIABLE ?= value






and assigned-to with expansion (i.e. the value is expanded (see below)
before being assigned to the variable—useful for placing a value at the
beginning of a variable, or other things) by:


VARIABLE := value






Any whitespace before value is stripped off. When appending, a space is
placed between the old value and the stuff being appended.


The final way a variable may be assigned to is using:


VARIABLE != shell-command






In this case, shell-command has all its variables expanded (see below)
and is passed off to a shell to execute. The output of the shell is then
placed in the variable. Any newlines (other than the final one) are
replaced by spaces before the assignment is made. This is typically used
to find the current directory via a line like:


CWD             != pwd

**Note**

This is intended to be used to execute commands that produce small
amounts of output (e.g. pwd). The implementation is less than
intelligent and will likely freeze if you execute something that
produces thousands of bytes of output (8 Kb is the limit on many
UNIX systems). The value of a variable may be retrieved by enclosing
the variable name in parentheses or curly braces and preceding the
whole thing with a dollar sign.






For example, to set the variable CFLAGS to the string
-I/sprite/src/lib/libc -O, you would place a line:


CFLAGS = -I/sprite/src/lib/libc -O






in the makefile and use the word $(CFLAGS) wherever you would like
the string -I/sprite/src/lib/libc -O to appear. This is called
variable expansion.



Note


Unlike Make, PMake will not expand a variable unless it knows the
variable exists. E.g. if you have a ${i} in a shell command and
you have not assigned a value to the variable i (the empty
string is considered a value, by the way), where Make would have
substituted the empty string, PMake will leave the ${i} alone.
To keep PMake from substituting for a variable it knows, precede the
dollar sign with another dollar sign (e.g. to pass ${HOME} to
the shell, use $${HOME}). This causes PMake, in effect, to
expand the $ macro, which expands to a single $.






For compatibility, Make’s style of variable expansion will be used if
you invoke PMake with any of the compatibility flags (-V, -B or
-M. The -V flag alters just the variable expansion). There are
two different times at which variable expansion occurs: when parsing a
dependency line, the expansion occurs immediately upon reading the line.
If any variable used on a dependency line is undefined, PMake will print
a message and exit. Variables in shell commands are expanded when the
command is executed. Variables used inside another variable are expanded
whenever the outer variable is expanded (the expansion of an inner
variable has no effect on the outer variable. For example, if the outer
variable is used on a dependency line and in a shell command, and the
inner variable changes value between when the dependency line is read
and the shell command is executed, two different values will be
substituted for the outer variable).


Variables come in four flavors, though they are all expanded the same
and all look about the same. They are (in order of expanding scope):



		Local variables.


		Command-line variables.


		Global variables.


		Environment variables.





The classification of variables does not matter much, except that the
classes are searched from the top (local) to the bottom (environment)
when looking up a variable. The first one found wins.



Local Variables


Each target can have as many as seven local variables. These are
variables that are only “visible” within that target’s shell script and
contain such things as the target’s name, all of its sources (from all
its dependency lines), those sources that were out-of-date, etc. Four
local variables are defined for all targets. They are:



		.TARGET


		The name of the target.


		.OODATE


		The list of the sources for the target that were considered
out-of-date. The order in the list is not guaranteed to be the same
as the order in which the dependencies were given.


		.ALLSRC


		The list of all sources for this target in the order in which they
were given.


		.PREFIX


		The target without its suffix and without any leading path. E.g. for
the target ../../lib/compat/fsRead.c, this variable would
contain fsRead.





Three other local variables are set only for certain targets under
special circumstances. These are the .IMPSRC, .ARCHIVE, and
.MEMBER variables. When they are set and how they are used is
described later.


Four of these variables may be used in sources as well as in shell
scripts. These are .TARGET, .PREFIX, .ARCHIVE and
.MEMBER. The variables in the sources are expanded once for each
target on the dependency line, providing what is known as a “dynamic
source,” allowing you to specify several dependency lines at once. For
example:


$(OBJS)         : $(.PREFIX).c






will create a dependency between each object file and its corresponding
C source file.





Command-line Variables


Command-line variables are set when PMake is first invoked by giving a
variable assignment as one of the arguments. For example:


pmake "CFLAGS = -I/sprite/src/lib/libc -O"






would make CFLAGS be a command-line variable with the given value. Any
assignments to CFLAGS in the makefile will have no effect, because once
it is set, there is (almost) nothing you can do to change a command-line
variable (the search order, you see). Command-line variables may be set
using any of the four assignment operators, though only = and ?=
behave as you would expect them to, mostly because assignments to
command-line variables are performed before the makefile is read, thus
the values set in the makefile are unavailable at the time. += is
the same as =, because the old value of the variable is sought only
in the scope in which the assignment is taking place (for reasons of
efficiency that I will not get into here). := and ?= will work
if the only variables used are in the environment. != is sort of
pointless to use from the command line, since the same effect can no
doubt be accomplished using the shell’s own command substitution
mechanisms (backquotes and all that).





Global Variables


Global variables are those set or appended-to in the makefile. There are
two classes of global variables: those you set and those PMake sets. As
I said before, the ones you set can have any name you want them to have,
except they may not contain a colon or an exclamation point. The
variables PMake sets (almost) always begin with a period and always
contain upper-case letters, only. The variables are as follows:



		.PMAKE


		The name by which PMake was invoked is stored in this variable. For
compatibility, the name is also stored in the MAKE variable.


		.MAKEFLAGS


		All the relevant flags with which PMake was invoked. This does not
include such things as -f or variable assignments. Again for
compatibility, this value is stored in the MFLAGS variable as
well.





Two other variables, .INCLUDES and .LIBS, are covered in the
section on special targets in ?.


Global variables may be deleted using lines of the form:


#undef variable






The # must be the first character on the line. Note that this may
only be done on global variables.





Environment Variables


Environment variables are passed by the shell that invoked PMake and are
given by PMake to each shell it invokes. They are expanded like any
other variable, but they cannot be altered in any way.


One special environment variable, PMAKE, is examined by PMake for
command-line flags, variable assignments, etc., it should always use.
This variable is examined before the actual arguments to PMake are. In
addition, all flags given to PMake, either through the PMAKE variable or
on the command line, are placed in this environment variable and
exported to each shell PMake executes. Thus recursive invocations of
PMake automatically receive the same flags as the top-most one.


Using all these variables, you can compress the sample makefile even
more:


OBJS            = a.o b.o c.o

program         : $(OBJS)
        cc $(.ALLSRC) -o $(.TARGET)

$(OBJS)         : defs.h

a.o             : a.c
        cc -c a.c

b.o             : b.c
        cc -c b.c

c.o             : c.c
        cc -c c.c











Comments


Comments in a makefile start with a # character and extend to the
end of the line. They may appear anywhere you want them, except in a
shell command (though the shell will treat it as a comment, too). If,
for some reason, you need to use the # in a variable or on a
dependency line, put a backslash in front of it. PMake will compress the
two into a single #.



Note


This is not true if PMake is operating in full-compatibility mode).









Parallelism


PMake was specifically designed to re-create several targets at once,
when possible. You do not have to do anything special to cause this to
happen (unless PMake was configured to not act in parallel, in which
case you will have to make use of the -L and -J flags (see
below)), but you do have to be careful at times.


There are several problems you are likely to encounter. One is that some
makefiles (and programs) are written in such a way that it is impossible
for two targets to be made at once. The program xstr, for example,
always modifies the files strings and x.c. There is no way to
change it. Thus you cannot run two of them at once without something
being trashed. Similarly, if you have commands in the makefile that
always send output to the same file, you will not be able to make more
than one target at once unless you change the file you use. You can, for
instance, add a $$$$ to the end of the file name to tack on the
process ID of the shell executing the command (each $$ expands to a
single $, thus giving you the shell variable $$). Since only one
shell is used for all the commands, you will get the same file name for
each command in the script.


The other problem comes from improperly-specified dependencies that
worked in Make because of its sequential, depth-first way of examining
them. While I do not want to go into depth on how PMake works (look in ?
if you are interested), I will warn you that files in two different
levels of the dependency tree may be examined in a different order in
PMake than they were in Make. For example, given the makefile:


a               :

b c b           : d






PMake will examine the targets in the order c, d, b, a. If the
makefile’s author expected PMake to abort before making c if an error
occurred while making b, or if b needed to exist before c was made,
(s)he will be sorely disappointed. The dependencies are incomplete,
since in both these cases, c would depend on b. So watch out.


Another problem you may face is that, while PMake is set up to handle
the output from multiple jobs in a graceful fashion, the same is not so
for input. It has no way to regulate input to different jobs, so if you
use the redirection from /dev/tty I mentioned earlier, you must be
careful not to run two of the jobs at once.





Writing and Debugging a Makefile


Now you know most of what is in a Makefile, what do you do next?
There are two choices: use one of the uncommonly-available makefile
generators or write your own makefile (I leave out the third choice of
ignoring PMake and doing everything by hand as being beyond the bounds
of common sense).


When faced with the writing of a makefile, it is usually best to start
from first principles: just what are you trying to do? What do you want
the makefile finally to produce? To begin with a somewhat traditional
example, let’s say you need to write a makefile to create a program,
expr, that takes standard infix expressions and converts them to
prefix form (for no readily apparent reason). You have got three source
files, in C, that make up the program: main.c, parse.c, and
output.c. Harking back to my pithy advice about dependency lines,
you write the first line of the file:


expr            : main.o parse.o output.o






because you remember expr is made from .o files, not .c
files. Similarly for the .o files you produce the lines:


main.o          : main.c

parse.o         : parse.c

output.o        : output.c

main.o parse.o output.o : defs.h






Great. You have now got the dependencies specified. What you need now is
commands. These commands, remember, must produce the target on the
dependency line, usually by using the sources you have listed. You
remember about local variables? Good, so it should come to you as no
surprise when you write:


expr            : main.o parse.o output.o
    cc -o $(.TARGET) $(.ALLSRC)






Why use the variables? If your program grows to produce postfix
expressions too (which, of course, requires a name change or two), it is
one fewer place you have to change the file. You cannot do this for the
object files, however, because they depend on their corresponding source
files and defs.h, thus if you said:


cc -c $(.ALLSRC)






you will get (for main.o):


cc -c main.c defs.h






which is wrong. So you round out the makefile with these lines:


main.o          : main.c
    cc -c main.c

parse.o         : parse.c
    cc -c parse.c

output.o        : output.c
    cc -c output.c






The makefile is now complete and will, in fact, create the program you
want it to without unnecessary compilations or excessive typing on your
part. There are two things wrong with it, however (aside from it being
altogether too long, something I will address in ?):



		The string main.o parse.o output.o is repeated twice,
necessitating two changes when you add postfix (you were planning on
that, were not you?). This is in direct violation of de Boor’s First
Rule of writing makefiles:


Anything that needs to be written more than once should be placed in
a variable. I cannot emphasize this enough as being very important to
the maintenance of a makefile and its program.





		There is no way to alter the way compilations are performed short of
editing the makefile and making the change in all places. This is
evil and violates de Boor’s Second Rule, which follows directly from
the first:


Any flags or programs used inside a makefile should be placed in a
variable so they may be changed, temporarily or permanently, with the
greatest ease.








The makefile should more properly read:


OBJS            = main.o parse.o output.o

expr            : $(OBJS)
    $(CC) $(CFLAGS) -o $(.TARGET) $(.ALLSRC)

main.o          : main.c
    $(CC) $(CFLAGS) -c main.c

parse.o         : parse.c
    $(CC) $(CFLAGS) -c parse.c

output.o        : output.c
    $(CC) $(CFLAGS) -c output.c

$(OBJS)         : defs.h






Alternatively, if you like the idea of dynamic sources mentioned in ?,
you could write it like this:


OBJS            = main.o parse.o output.o

expr            : $(OBJS)
    $(CC) $(CFLAGS) -o $(.TARGET) $(.ALLSRC)

$(OBJS)         : $(.PREFIX).c defs.h
    $(CC) $(CFLAGS) -c $(.PREFIX).c






These two rules and examples lead to de Boor’s First Corollary:
Variables are your friends.


Once you have written the makefile comes the sometimes-difficult task of
making sure the darn thing works. Your most helpful tool to make sure
the makefile is at least syntactically correct is the -n flag, which
allows you to see if PMake will choke on the makefile. The second thing
the -n flag lets you do is see what PMake would do without it
actually doing it, thus you can make sure the right commands would be
executed were you to give PMake its head.


When you find your makefile is not behaving as you hoped, the first
question that comes to mind (after “What time is it, anyway?”) is “Why
not?” In answering this, two flags will serve you well: -d m and “-p
2”. The first causes PMake to tell you as it examines each target in the
makefile and indicate why it is deciding whatever it is deciding. You
can then use the information printed for other targets to see where you
went wrong. The “-p 2” flag makes PMake print out its internal state
when it is done, allowing you to see that you forgot to make that one
chapter depend on that file of macros you just got a new version of. The
output from “-p 2” is intended to resemble closely a real makefile, but
with additional information provided and with variables expanded in
those commands PMake actually printed or executed.


Something to be especially careful about is circular dependencies. For
example:


a         : b

b         : c d

d         : a






In this case, because of how PMake works, c is the only thing PMake will
examine, because d and a will effectively fall off the edge of the
universe, making it impossible to examine b (or them, for that matter).
PMake will tell you (if run in its normal mode) all the targets involved
in any cycle it looked at (i.e. if you have two cycles in the graph
(naughty, naughty), but only try to make a target in one of them, PMake
will only tell you about that one. You will have to try to make the
other to find the second cycle). When run as Make, it will only print
the first target in the cycle.





Invoking PMake


PMake comes with a wide variety of flags to choose from. They may appear
in any order, interspersed with command-line variable assignments and
targets to create. The flags are as follows:



		-d what


		This causes PMake to spew out debugging information that may prove
useful to you. If you cannot figure out why PMake is doing what it
is doing, you might try using this flag. The what parameter is a
string of single characters that tell PMake what aspects you are
interested in. Most of what I describe will make little sense to
you, unless you have dealt with Make before. Just remember where
this table is and come back to it as you read on. The characters and
the information they produce are as follows:








		a
		Archive searching and caching.



		c
		Conditional evaluation.



		d
		The searching and caching of directories.



		j
		Various snippets of information related to the running of the multiple shells. Not particularly interesting.



		m
		The making of each target: what target is being examined; when it was last modified; whether it is out-of-date; etc.



		p
		Makefile parsing.



		r
		Remote execution.



		s
		The application of suffix-transformation rules. (See ?.)



		t
		The maintenance of the list of targets.



		v
		Variable assignment.







Of these all, the m and s letters will be most useful to
you. If the -d is the final argument or the argument from which
it would get these key letters (see below for a note about which
argument would be used) begins with a –, all of these debugging
flags will be set, resulting in massive amounts of output.





		-f makefile


		Specify a makefile to read different from the standard makefiles
(Makefile or makefile). If makefile is -, PMake uses the
standard input. This is useful for making quick and dirty makefiles.


		-h


		Prints out a summary of the various flags PMake accepts. It can also
be used to find out what level of concurrency was compiled into the
version of PMake you are using (look at -J and -L) and
various other information on how PMake was configured.


		-i


		If you give this flag, PMake will ignore non-zero status returned by
any of its shells. It is like placing a - before all the
commands in the makefile.


		-k


		This is similar to -i in that it allows PMake to continue when
it sees an error, but unlike -i, where PMake continues blithely
as if nothing went wrong, -k causes it to recognize the error
and only continue work on those things that do not depend on the
target, either directly or indirectly (through depending on
something that depends on it), whose creation returned the error.
The k is for “keep going”.


		-l


		PMake has the ability to lock a directory against other people
executing it in the same directory (by means of a file called
LOCK.make that it creates and checks for in the directory). This
is a Good Thing because two people doing the same thing in the same
place can be disastrous for the final product (too many cooks and
all that). Whether this locking is the default is up to your system
administrator. If locking is on, -l will turn it off, and vice
versa. Note that this locking will not prevent you from invoking
PMake twice in the same place–if you own the lock file, PMake will
warn you about it but continue to execute.


		-m directory


		Tells PMake another place to search for included makefiles via the
<filename> style. Several -m options can be given to form a
search path. If this construct is used the default system makefile
search path is completely overridden.


		-n


		This flag tells PMake not to execute the commands needed to update
the out-of-date targets in the makefile. Rather, PMake will simply
print the commands it would have executed and exit. This is
particularly useful for checking the correctness of a makefile. If
PMake does not do what you expect it to, it is a good chance the
makefile is wrong.


		-p number


		This causes PMake to print its input in a reasonable form, though
not necessarily one that would make immediate sense to anyone but
me. The number is a bitwise OR of 1 and 2, where 1 means it should
print the input before doing any processing and 2 says it should
print it after everything has been re-created. Thus -p 3 would
print it twice-a-once before processing and once after (you might
find the difference between the two interesting). This is mostly
useful to me, but you may find it informative in some bizarre
circumstances.


		-q


		If you give PMake this flag, it will not try to re-create anything.
It will just see if anything is out-of-date and exit non-zero if so.


		-r


		When PMake starts up, it reads a default makefile that tells it what
sort of system it is on and gives it some idea of what to do if you
do not tell it anything. I will tell you about it in ?. If you give
this flag, PMake will not read the default makefile.


		-s


		This causes PMake to not print commands before they are executed. It
is the equivalent of putting an “@” before every command in the
makefile.


		-t


		Rather than try to re-create a target, PMake will simply “touch” it
so as to make it appear up-to-date. If the target did not exist
before, it will when PMake finishes, but if the target did exist, it
will appear to have been updated.


		-v


		Targets can still be created in parallel, however. This is the mode
PMake will enter if it is invoked either as smake or vmake.


		-x


		This tells PMake it is OK to export jobs to other machines, if they
are available. It is used when running in Make mode, as exporting in
this mode tends to make things run slower than if the commands were
just executed locally.


		-B


		Forces PMake to be as backwards-compatible with Make as possible
while still being itself. This includes:



		Executing one shell per shell command


		Expanding anything that looks even vaguely like a variable, with
the empty string replacing any variable PMake does not know.


		Refusing to allow you to escape a # with a backslash.


		Permitting undefined variables on dependency lines and
conditionals (see below). Normally this causes PMake to abort.








		-C


		This nullifies any and all compatibility mode flags you may have
given or implied up to the time the -C is encountered. It is
useful mostly in a makefile that you wrote for PMake to avoid bad
things happening when someone runs PMake as make or has things set
in the environment that tell it to be compatible. -C is not
placed in the PMAKE environment variable or the .MAKEFLAGS or
MFLAGS global variables.


		-D variable


		Allows you to define a variable to have “1” as its value. The
variable is a global variable, not a command-line variable. This is
useful mostly for people who are used to the C compiler arguments
and those using conditionals, which I will get into in ?.


		-I directory


		Tells PMake another place to search for included makefiles. Yet
another thing to be explained in ? (?, to be precise).


		-J number


		Gives the absolute maximum number of targets to create at once on
both local and remote machines.


		-L number


		This specifies the maximum number of targets to create on the local
machine at once. This may be 0, though you should be wary of
doing this, as PMake may hang until a remote machine becomes
available, if one is not available when it is started.


		-M


		This is the flag that provides absolute, complete, full
compatibility with Make. It still allows you to use all but a few of
the features of PMake, but it is non-parallel. This is the mode
PMake enters if you call it make.


		-P


		When creating targets in parallel, several shells are executing at
once, each wanting to write its own two cents’-worth to the screen.
This output must be captured by PMake in some way in order to
prevent the screen from being filled with garbage even more
indecipherable than you usually see. PMake has two ways of doing
this, one of which provides for much cleaner output and a clear
separation between the output of different jobs, the other of which
provides a more immediate response so one can tell what is really
happening. The former is done by notifying you when the creation of
a target starts, capturing the output and transferring it to the
screen all at once when the job finishes. The latter is done by
catching the output of the shell (and its children) and buffering it
until an entire line is received, then printing that line preceded
by an indication of which job produced the output. Since I prefer
this second method, it is the one used by default. The first method
will be used if you give the -P flag to PMake.


		-V


		As mentioned before, the -V flag tells PMake to use Make’s style
of expanding variables, substituting the empty string for any
variable it does not know.


		-W


		There are several times when PMake will print a message at you that
is only a warning, i.e. it can continue to work in spite of your
having done something silly (such as forgotten a leading tab for a
shell command). Sometimes you are well aware of silly things you
have done and would like PMake to stop bothering you. This flag
tells it to shut up about anything non-fatal.


		-X


		This flag causes PMake to not attempt to export any jobs to another
machine.





Several flags may follow a single -. Those flags that require
arguments take them from successive parameters. For example:


pmake -fDnI server.mk DEBUG /chip2/X/server/include






will cause PMake to read server.mk as the input makefile, define the
variable DEBUG as a global variable and look for included makefiles
in the directory /chip2/X/server/include.





Summary


A makefile is made of four types of lines:



		Dependency lines


		Creation commands


		Variable assignments


		Comments, include statements and conditional directives





A dependency line is a list of one or more targets, an operator (:,
::, or !), and a list of zero or more sources. Sources may
contain wildcards and certain local variables.


A creation command is a regular shell command preceded by a tab. In
addition, if the first two characters after the tab (and other
whitespace) are a combination of @ or -, PMake will cause the
command to not be printed (if the character is @) or errors from it
to be ignored (if -). A blank line, dependency line or variable
assignment terminates a creation script. There may be only one creation
script for each target with a : or ! operator.


Variables are places to store text. They may be unconditionally
assigned-to using the = operator, appended-to using the +=
operator, conditionally (if the variable is undefined) assigned-to with
the ?= operator, and assigned-to with variable expansion with the
:= operator. The output of a shell command may be assigned to a
variable using the != operator. Variables may be expanded (their
value inserted) by enclosing their name in parentheses or curly braces,
preceded by a dollar sign. A dollar sign may be escaped with another
dollar sign. Variables are not expanded if PMake does not know about
them. There are seven local variables: .TARGET, .ALLSRC,
.OODATE, .PREFIX, .IMPSRC, .ARCHIVE, and .MEMBER.
Four of them (.TARGET, .PREFIX, .ARCHIVE, and .MEMBER)
may be used to specify “dynamic sources”. Variables are good. Know them.
Love them. Live them.


Debugging of makefiles is best accomplished using the -n, -d m,
and -p 2 flags.
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Problem Report Database



		Search Current Problem Reports [https://bugs.FreeBSD.org/search/]


		Submit a New Problem Report [https://bugs.FreeBSD.org/submit/]





A problem report, or PR, can be about any component of FreeBSD,
including problems with the operating system programs, a mistake in the
documentation, or a new feature that the submitter wishes to see
incorporated.


Problem reports begin in the open state, and are closed when the issue
is resolved. A numeric ID is assigned to each PR for tracking. Many
FreeBSD changes refer to the PR number that prompted the change.





How to Submit a Problem Report


Problem reports are submitted to the development team with the web
form [https://bugs.FreeBSD.org/submit/]. An account will need to be
created before a bug can be submitted. Please note that messages sent to
a mailing list are not tracked as official problem reports, and may
get lost in the noise!


Before submitting a problem report, please read the Writing FreeBSD
Problem
Reports
article. This article describes when to submit a problem report and what
to include. Some useful background information is also contained in the
Problem Report Handling
Guidelines
article.


FreeBSD problem reports are tracked using
Bugzilla [http://www.bugzilla.org/].
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Introduction


PMake is a program for creating other programs, or anything else you can
think of for it to do. The basic idea behind PMake is that, for any
given system, be it a program or a document or whatever, there will be
some files that depend on the state of other files (on when they were
last modified). PMake takes these dependencies, which you must specify,
and uses them to build whatever it is you want it to build.


PMake is almost fully-compatible with Make, with which you may already
be familiar. PMake’s most important feature is its ability to run
several different jobs at once, making the creation of systems
considerably faster. It also has a great deal more functionality than
Make.


This tutorial is divided into three main sections corresponding to
basic, intermediate and advanced PMake usage. If you already know Make
well, you will only need to skim ? (there are some aspects of PMake that
I consider basic to its use that did not exist in Make). Things in ?
make life much easier, while those in ? are strictly for those who know
what they are doing. ? has definitions for the jargon I use and ?
contains possible solutions to the problems presented throughout the
tutorial.
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&os; on World IPv6 Launch


&os; supported World IPv6 Day in 2011 and we continue to help to spread
the word about IPv6 with World IPv6 Launch on 6 June 2012.


Stay tuned for more news.


Meanwhile you can find more information about World IPv6 Launch on The
Internet Society’s web page
www.worldipv6launch.org [http://www.worldipv6launch.org/].
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USB Devices





Introduction


Universal Serial Bus (USB)
NetBSD
The Universal Serial Bus (USB) is a new way of attaching devices to
personal computers. The bus architecture features two-way communication
and has been developed as a response to devices becoming smarter and
requiring more interaction with the host. USB support is included in all
current PC chipsets and is therefore available in all recently built
PCs. Apple’s introduction of the USB-only iMac has been a major
incentive for hardware manufacturers to produce USB versions of their
devices. The future PC specifications specify that all legacy connectors
on PCs should be replaced by one or more USB connectors, providing
generic plug and play capabilities. Support for USB hardware was
available at a very early stage in NetBSD and was developed by Lennart
Augustsson for the NetBSD project. The code has been ported to FreeBSD
and we are currently maintaining a shared code base. For the
implementation of the USB subsystem a number of features of USB are
important.


Lennart Augustsson has done most of the implementation of the USB
support for the NetBSD project. Many thanks for this incredible amount
of work. Many thanks also to Ardy and Dirk for their comments and
proofreading of this paper.



		Devices connect to ports on the computer directly or on devices
called hubs, forming a treelike device structure.


		The devices can be connected and disconnected at run time.


		Devices can suspend themselves and trigger resumes of the host system


		As the devices can be powered from the bus, the host software has to
keep track of power budgets for each hub.


		Different quality of service requirements by the different device
types together with the maximum of 126 devices that can be connected
to the same bus, require proper scheduling of transfers on the shared
bus to take full advantage of the 12Mbps bandwidth available. (over
400Mbps with USB 2.0)


		Devices are intelligent and contain easily accessible information
about themselves





The development of drivers for the USB subsystem and devices connected
to it is supported by the specifications that have been developed and
will be developed. These specifications are publicly available from the
USB home pages. Apple has been very strong in pushing for standards
based drivers, by making drivers for the generic classes available in
their operating system MacOS and discouraging the use of separate
drivers for each new device. This chapter tries to collate essential
information for a basic understanding of the USB 2.0 implementation
stack in FreeBSD/NetBSD. It is recommended however to read it together
with the relevant 2.0 specifications and other developer resources:



		USB 2.0 Specification
(http://www.usb.org/developers/docs/usb20_docs/)


		Universal Host Controller Interface (UHCI) Specification
(ftp://ftp.netbsd.org/pub/NetBSD/misc/blymn/uhci11d.pdf)


		Open Host Controller Interface (OHCI)
Specification(ftp://ftp.compaq.com/pub/supportinformation/papers/hcir1_0a.pdf)


		Developer section of USB home page (http://www.usb.org/developers/)






Structure of the USB Stack


The USB support in FreeBSD can be split into three layers. The lowest
layer contains the host controller driver, providing a generic interface
to the hardware and its scheduling facilities. It supports
initialisation of the hardware, scheduling of transfers and handling of
completed and/or failed transfers. Each host controller driver
implements a virtual hub providing hardware independent access to the
registers controlling the root ports on the back of the machine.


The middle layer handles the device connection and disconnection, basic
initialisation of the device, driver selection, the communication
channels (pipes) and does resource management. This services layer also
controls the default pipes and the device requests transferred over
them.


The top layer contains the individual drivers supporting specific
(classes of) devices. These drivers implement the protocol that is used
over the pipes other than the default pipe. They also implement
additional functionality to make the device available to other parts of
the kernel or userland. They use the USB driver interface (USBDI)
exposed by the services layer.







Host Controllers


USB
host controllers
The host controller (HC) controls the transmission of packets on the
bus. Frames of 1 millisecond are used. At the start of each frame the
host controller generates a Start of Frame (SOF) packet.


The SOF packet is used to synchronise to the start of the frame and to
keep track of the frame number. Within each frame packets are
transferred, either from host to device (out) or from device to host
(in). Transfers are always initiated by the host (polled transfers).
Therefore there can only be one host per USB bus. Each transfer of a
packet has a status stage in which the recipient of the data can return
either ACK (acknowledge reception), NAK (retry), STALL (error condition)
or nothing (garbled data stage, device not available or disconnected).
Section 8.5 of the USB 2.0 Specification explains the details of packets
in more detail. Four different types of transfers can occur on a USB
bus: control, bulk, interrupt and isochronous. The types of transfers
and their characteristics are described below.


Large transfers between the device on the USB bus and the device driver
are split up into multiple packets by the host controller or the HC
driver.


Device requests (control transfers) to the default endpoints are
special. They consist of two or three phases: SETUP, DATA (optional) and
STATUS. The set-up packet is sent to the device. If there is a data
phase, the direction of the data packet(s) is given in the set-up
packet. The direction in the status phase is the opposite of the
direction during the data phase, or IN if there was no data phase. The
host controller hardware also provides registers with the current status
of the root ports and the changes that have occurred since the last
reset of the status change register. Access to these registers is
provided through a virtualised hub as suggested in the USB
specification. The virtual hub must comply with the hub device class
given in chapter 11 of that specification. It must provide a default
pipe through which device requests can be sent to it. It returns the
standard andhub class specific set of descriptors. It should also
provide an interrupt pipe that reports changes happening at its ports.
There are currently two specifications for host controllers available:
Universal Host Controller Interface (UHCI) from Intel and Open Host
Controller Interface (OHCI) from Compaq, Microsoft, and National
Semiconductor. The UHCI specification has been designed to reduce
hardware complexity by requiring the host controller driver to supply a
complete schedule of the transfers for each frame. OHCI type controllers
are much more independent by providing a more abstract interface doing a
lot of work themselves.



UHCI


USB
UHCI
The UHCI host controller maintains a framelist with 1024 pointers to per
frame data structures. It understands two different data types: transfer
descriptors (TD) and queue heads (QH). Each TD represents a packet to be
communicated to or from a device endpoint. QHs are a means to groupTDs
(and QHs) together.


Each transfer consists of one or more packets. The UHCI driver splits
large transfers into multiple packets. For every transfer, apart from
isochronous transfers, a QH is allocated. For every type of transfer
these QHs are collected at a QH for that type. Isochronous transfers
have to be executed first because of the fixed latency requirement and
are directly referred to by the pointer in the framelist. The last
isochronous TD refers to the QH for interrupt transfers for that frame.
All QHs for interrupt transfers point at the QH for control transfers,
which in turn points at the QH for bulk transfers. The following diagram
gives a graphical overview of this:


This results in the following schedule being run in each frame. After
fetching the pointer for the current frame from the framelist the
controller first executes the TDs for all the isochronous packets in
that frame. The last of these TDs refers to the QH for the interrupt
transfers for thatframe. The host controller will then descend from that
QH to the QHs for the individual interrupt transfers. After finishing
that queue, the QH for the interrupt transfers will refer the controller
to the QH for all control transfers. It will execute all the subqueues
scheduled there, followed by all the transfers queued at the bulk QH. To
facilitate the handling of finished or failed transfers different types
of interrupts are generated by the hardware at the end of each frame. In
the last TD for a transfer the Interrupt-On Completion bit is set by the
HC driver to flag an interrupt when the transfer has completed. An error
interrupt is flagged if a TD reaches its maximum error count. If the
short packet detect bit is set in a TD and less than the set packet
length is transferred this interrupt is flagged to notify the controller
driver of the completed transfer. It is the host controller driver’s
task to find out which transfer has completed or produced an error. When
called the interrupt service routine will locate all the finished
transfers and call their callbacks.


Refer to the UHCI Specification for a more elaborate description.





OHCI


USB
OHCI
Programming an OHCI host controller is much simpler. The controller
assumes that a set of endpoints is available, and is aware of scheduling
priorities and the ordering of the types of transfers in a frame. The
main data structure used by the host controller is the endpoint
descriptor (ED) to which a queue of transfer descriptors (TDs) is
attached. The ED contains the maximum packet size allowed for an
endpoint and the controller hardware does the splitting into packets.
The pointers to the data buffers are updated after each transfer and
when the start and end pointer are equal, the TD is retired to the
done-queue. The four types of endpoints (interrupt, isochronous,
control, and bulk) have their own queues. Control and bulk endpoints are
queued each at their own queue. Interrupt EDs are queued in a tree, with
the level in the tree defining the frequency at which they run.


The schedule being run by the host controller in each frame looks as
follows. The controller will first run the non-periodic control and bulk
queues, up to a time limit set by the HC driver. Then the interrupt
transfers for that frame number are run, by using the lower five bits of
the frame number as an index into level 0 of the tree of interrupts EDs.
At the end of this tree the isochronous EDs are connected and these are
traversed subsequently. The isochronous TDs contain the frame number of
the first frame the transfer should be run in. After all the periodic
transfers have been run, the control and bulk queues are traversed
again. Periodically the interrupt service routine is called to process
the done queue and call the callbacks for each transfer and reschedule
interrupt and isochronous endpoints.


See the UHCI Specification for a more elaborate description. The middle
layer provides access to the device in a controlled way and maintains
resources in use by the different drivers and the services layer. The
layer takes care of the following aspects:



		The device configuration information


		The pipes to communicate with a device


		Probing and attaching and detaching form a device.










USB Device Information



Device Configuration Information


Each device provides different levels of configuration information. Each
device has one or more configurations, of which one is selected during
probe/attach. A configuration provides power and bandwidth requirements.
Within each configuration there can be multiple interfaces. A device
interface is a collection of endpoints. For example USB speakers can
have an interface for the audio data (Audio Class) and an interface for
the knobs, dials and buttons (HID Class). All interfaces in a
configuration are active at the same time and can be attached to by
different drivers. Each interface can have alternates, providing
different quality of service parameters. In for example cameras this is
used to provide different frame sizes and numbers of frames per second.


Within each interface, 0 or more endpoints can be specified. Endpoints
are the unidirectional access points for communicating with a device.
They provide buffers to temporarily store incoming or outgoing data from
the device. Each endpoint has a unique address within a configuration,
the endpoint’s number plus its direction. The default endpoint, endpoint
0, is not part of any interface and available in all configurations. It
is managed by the services layer and not directly available to device
drivers.


This hierarchical configuration information is described in the device
by a standard set of descriptors (see section 9.6 of the USB
specification). They can be requested through the Get Descriptor
Request. The services layer caches these descriptors to avoid
unnecessary transfers on the USB bus. Access to the descriptors is
provided through function calls.



		Device descriptors: General information about the device, like
Vendor, Product and Revision Id, supported device class, subclass and
protocol if applicable, maximum packet size for the default endpoint,
etc.


		Configuration descriptors: The number of interfaces in this
configuration, suspend and resume functionality supported and power
requirements.


		Interface descriptors: interface class, subclass and protocol if
applicable, number of alternate settings for the interface and the
number of endpoints.


		Endpoint descriptors: Endpoint address, direction and type, maximum
packet size supported and polling frequency if type is interrupt
endpoint. There is no descriptor for the default endpoint (endpoint
0) and it is never counted in an interface descriptor.


		String descriptors: In the other descriptors string indices are
supplied for some fields.These can be used to retrieve descriptive
strings, possibly in multiple languages.





Class specifications can add their own descriptor types that are
available through the GetDescriptor Request.


Pipes Communication to end points on a device flows through so-called
pipes. Drivers submit transfers to endpoints to a pipe and provide a
callback to be called on completion or failure of the transfer
(asynchronous transfers) or wait for completion (synchronous transfer).
Transfers to an endpoint are serialised in the pipe. A transfer can
either complete, fail or time-out (if a time-out has been set). There
are two types of time-outs for transfers. Time-outs can happen due to
time-out on the USBbus (milliseconds). These time-outs are seen as
failures and can be due to disconnection of the device. A second form of
time-out is implemented in software and is triggered when a transfer
does not complete within a specified amount of time (seconds). These are
caused by a device acknowledging negatively (NAK) the transferred
packets. The cause for this is the device not being ready to receive
data, buffer under- or overrun or protocol errors.


If a transfer over a pipe is larger than the maximum packet size
specified in the associated endpoint descriptor, the host controller
(OHCI) or the HC driver (UHCI) will split the transfer into packets of
maximum packet size, with the last packet possibly smaller than the
maximum packet size.


Sometimes it is not a problem for a device to return less data than
requested. For example abulk-in-transfer to a modem might request 200
bytes of data, but the modem has only 5 bytes available at that time.
The driver can set the short packet (SPD) flag. It allows the host
controller to accept a packet even if the amount of data transferred is
less than requested. This flag is only valid for in-transfers, as the
amount of data to be sent to a device is always known beforehand. If an
unrecoverable error occurs in a device during a transfer the pipe is
stalled. Before any more data is accepted or sent the driver needs to
resolve the cause of the stall and clear the endpoint stall condition
through send the clear endpoint halt device request over the default
pipe. The default endpoint should never stall.


There are four different types of endpoints and corresponding pipes: -
Control pipe / default pipe: There is one control pipe per device,
connected to the default endpoint (endpoint 0). The pipe carries the
device requests and associated data. The difference between transfers
over the default pipe and other pipes is that the protocol for the
transfers is described in the USB specification. These requests are used
to reset and configure the device. A basic set of commands that must be
supported by each device is provided in chapter 9 of the USB
specification. The commands supported on this pipe can be extended by a
device class specification to support additional functionality.



		Bulk pipe: This is the USB equivalent to a raw transmission medium.


		Interrupt pipe: The host sends a request for data to the device and
if the device has nothing to send, it will NAK the data packet.
Interrupt transfers are scheduled at a frequency specified when
creating the pipe.


		Isochronous pipe: These pipes are intended for isochronous data, for
example video or audio streams, with fixed latency, but no guaranteed
delivery. Some support for pipes of this type is available in the
current implementation. Packets in control, bulk and interrupt
transfers are retried if an error occurs during transmission or the
device acknowledges the packet negatively (NAK) due to for example
lack of buffer space to store the incoming data. Isochronous packets
are however not retried in case of failed delivery or NAK of a packet
as this might violate the timing constraints.





The availability of the necessary bandwidth is calculated during the
creation of the pipe. Transfers are scheduled within frames of 1
millisecond. The bandwidth allocation within a frame is prescribed by
the USB specification, section 5.6 [ 2]. Isochronous and interrupt
transfers are allowed to consume up to 90% of the bandwidth within a
frame. Packets for control and bulk transfers are scheduled after all
isochronous and interrupt packets and will consume all the remaining
bandwidth.


More information on scheduling of transfers and bandwidth reclamation
can be found in chapter 5 of the USB specification, section 1.3 of the
UHCI specification, and section 3.4.2 of the OHCI specification.







Device Probe and Attach


USB
probe
After the notification by the hub that a new device has been connected,
the service layer switches on the port, providing the device with 100 mA
of current. At this point the device is in its default state and
listening to device address 0. The services layer will proceed to
retrieve the various descriptors through the default pipe. After that it
will send a Set Address request to move the device away from the default
device address (address 0). Multiple device drivers might be able to
support the device. For example a modem driver might be able to support
an ISDN TA through the AT compatibility interface. A driver for that
specific model of the ISDN adapter might however be able to provide much
better support for this device. To support this flexibility, the probes
return priorities indicating their level of support. Support for a
specific revision of a product ranks the highest and the generic driver
the lowest priority. It might also be that multiple drivers could attach
to one device if there are multiple interfaces within one configuration.
Each driver only needs to support a subset of the interfaces.


The probing for a driver for a newly attached device checks first for
device specific drivers. If not found, the probe code iterates over all
supported configurations until a driver attaches in a configuration. To
support devices with multiple drivers on different interfaces, the probe
iterates over all interfaces in a configuration that have not yet been
claimed by a driver. Configurations that exceed the power budget for the
hub are ignored. During attach the driver should initialise the device
to its proper state, but not reset it, as this will make the device
disconnect itself from the bus and restart the probing process for it.
To avoid consuming unnecessary bandwidth should not claim the interrupt
pipe at attach time, but should postpone allocating the pipe until the
file is opened and the data is actually used. When the file is closed
the pipe should be closed again, even though the device might still be
attached.



Device Disconnect and Detach


USB
disconnect
A device driver should expect to receive errors during any transaction
with the device. The design of USB supports and encourages the
disconnection of devices at any point in time. Drivers should make sure
that they do the right thing when the device disappears.


Furthermore a device that has been disconnected and reconnected will not
be reattached at the same device instance. This might change in the
future when more devices support serial numbers (see the device
descriptor) or other means of defining an identity for a device have
been developed.


The disconnection of a device is signaled by a hub in the interrupt
packet delivered to the hub driver. The status change information
indicates which port has seen a connection change. The device detach
method for all device drivers for the device connected on that port are
called and the structures cleaned up. If the port status indicates that
in the mean time a device has been connected to that port, the procedure
for probing and attaching the device will be started. A device reset
will produce a disconnect-connect sequence on the hub and will be
handled as described above.







USB Drivers Protocol Information


The protocol used over pipes other than the default pipe is undefined by
the USB specification. Information on this can be found from various
sources. The most accurate source is the developer’s section on the USB
home pages. From these pages, a growing number of deviceclass
specifications are available. These specifications specify what a
compliant device should look like from a driver perspective, basic
functionality it needs to provide and the protocol that is to be used
over the communication channels. The USB specification includes the
description of the Hub Class. A class specification for Human Interface
Devices (HID) has been created to cater for keyboards, tablets, bar-code
readers, buttons, knobs, switches, etc. A third example is the class
specification for mass storage devices. For a full list of device
classes see the developers section on the USB home pages.


For many devices the protocol information has not yet been published
however. Information on the protocol being used might be available from
the company making the device. Some companies will require you to sign a
Non -Disclosure Agreement (NDA) before giving you the specifications.
This in most cases precludes making the driver open source.


Another good source of information is the Linux driver sources, as a
number of companies have started to provide drivers for Linux for their
devices. It is always a good idea to contact the authors of those
drivers for their source of information.


Example: Human Interface Devices The specification for the Human
Interface Devices like keyboards, mice, tablets, buttons, dials,etc. is
referred to in other device class specifications and is used in many
devices.


For example audio speakers provide endpoints to the digital to analogue
converters and possibly an extra pipe for a microphone. They also
provide a HID endpoint in a separate interface for the buttons and dials
on the front of the device. The same is true for the monitor control
class. It is straightforward to build support for these interfaces
through the available kernel and userland libraries together with the
HID class driver or the generic driver. Another device that serves as an
example for interfaces within one configuration driven by different
device drivers is a cheap keyboard with built-in legacy mouse port. To
avoid having the cost of including the hardware for a USB hub in the
device, manufacturers combined the mouse data received from the PS/2
port on the back of the keyboard and the key presses from the keyboard
into two separate interfaces in the same configuration. The mouse and
keyboard drivers each attach to the appropriate interface and allocate
the pipes to the two independent endpoints.


USB
firmware
Example: Firmware download Many devices that have been developed are
based on a general purpose processor with an additional USB core added
to it. Because the development of drivers and firmware for USB devices
is still very new, many devices require the downloading of the firmware
after they have been connected.


The procedure followed is straightforward. The device identifies itself
through a vendor and product Id. The first driver probes and attaches to
it and downloads the firmware into it. After that the device soft resets
itself and the driver is detached. After a short pause the device
announces its presence on the bus. The device will have changed its
vendor/product/revision Id to reflect the fact that it has been supplied
with firmware and as a consequence a second driver will probe it and
attach to it.


An example of these types of devices is the ActiveWire I/O board, based
on the EZ-USB chip. For this chip a generic firmware downloader is
available. The firmware downloaded into the ActiveWire board changes the
revision Id. It will then perform a soft reset of the USB part of the
EZ-USB chip to disconnect from the USB bus and again reconnect.


Example: Mass Storage Devices Support for mass storage devices is mainly
built around existing protocols. The Iomega USB Zipdrive is based on the
SCSI version of their drive. The SCSI commands and status messages are
wrapped in blocks and transferred over the bulk pipes to and from the
device, emulating a SCSI controller over the USB wire. ATAPI and UFI
commands are supported in a similar fashion.


ATAPI
The Mass Storage Specification supports 2 different types of wrapping of
the command block.The initial attempt was based on sending the command
and status through the default pipe and using bulk transfers for the
data to be moved between the host and the device. Based on experience a
second approach was designed that was based on wrapping the command and
status blocks and sending them over the bulk out and in endpoint. The
specification specifies exactly what has to happen when and what has to
be done in case an error condition is encountered. The biggest challenge
when writing drivers for these devices is to fit USB based protocol into
the existing support for mass storage devices. CAM provides hooks to do
this in a fairly straight forward way. ATAPI is less simple as
historically the IDE interface has never had many different appearances.


The support for the USB floppy from Y-E Data is again less
straightforward as a new command set has been designed.
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IPv4, Dual-Stack and what is “IPv6-only”?


For multiple decades the Internet has been running on the Internet
Protocol version 4 (IPv4). You may know IPv4 addresses like 192.0.2.1.
IPv6, the Internet Protocol version 6, is the successor to that and has
a larger address space and longer addresses like
2001:db8:4672:6565:2026:5043:2d42:5344. A dual-stack (DS) system
supports both address families, IPv4 and IPv6. Dual-stack is the default
for &os; releases shipping at this time and has been since 2003. An
IPv6-only system is one that has been configured to use only IPv6
support; IPv4 support is completely removed from the system. Providing
IPv6-only snapshots of &os; shows that it has no strict internal
dependence on Internet Protocol version 4, and is ready to run in a pure
IPv6 environment.





IPv6-only history


The IPv6 only kernel has started as a research project in 2008 when &os;
Jails gained
IPv6 support and it became possible to have jails without IPv4.


The FreeBSD kernel has long been able to be compiled for dual-stack or
without INET6 support. It was time for feature parity in that area as
well. As an intermediate step there were efforts to get the kernel
compiling without any IP support at all, which helped to narrow down the
problematic cases.


As of SVN r221353 [http://svn.freebsd.org/changeset/base/221353] it
is now possible to compile the kernel without INET but with INET6
support.





How can I get a system without INET support?


There are two ways to get this:



		The easy way is to download an IPv6-only snapshot we provide and test
that put. See the IPv6-only wiki page for the
latest snapshot builds and download links.


		Alternatively you can install any FreeBSD HEAD (9.x or later) as of
May 2nd 2011 or later and compile your own kernel. See the
Handbook
for how to do this.








Doing IPv6-only when the world tries to get to dual-stack?


In a time where you hear numbers that about 4% of end users could
actually successfully access IPv6-only services it may indeed sound
strange. The BSD network stack however was used as a reference
implementation for the first time of TCP/IP and again was for IPv6 and
there are some parts of the world already that are limited to IPv6-only.
Over time, as IPv6 deployment proceeds, we expect to see a lot more of
this.


On the other hand having the IPv4 fall back option of dual-stack hides a
lot of IPv6 errors and omissions. Supposedly IPv6-ready software breaks
when running without IPv4. We want to help early in the process to catch
and fix these problems and want to encourage other software developers
to do the same. FreeBSD is used in embedded device and targeting servers
while at the same time people build desktop systems with it. This
entirety allows us to provide a turnkey solution, an ideal platform for
thorough testing.





FAQ



Do you have a sample kernel configuration for me?


Yes we do. It is as simple as:


include GENERIC
ident GENERIC-IPV6ONLY
makeoptions MKMODULESENV+="WITHOUT_INET_SUPPORT="
nooptions INET
nodevice gre









I am not doing kernels but desktop applications. What about me?


&os; ships with a lot of applications running fine on command line. If
you prefer to test on a preconfigured graphical desktop,
PC-BSD [http://www.pcbsd.org/], a &os; derived desktop distribution
is providing IPv6-only snapshots as well.





Is this limited to &os;?


No. While we provide the kernel and parts of user space for you to start
with, a lot of open sources and commercial software running on a UNIX®
or UNIX®-like operating system (e.g. ®Linux) should be able to compile
and run on FreeBSD with minimal efforts. Also see the next question.





Does everything just work on IPv6-only in &os;


While are doing our best, some things are not yet working without IPv4.
Very few parts of the kernel still depend on IPv4 and we are working on
these. In user space you can find three different categories:



		Software that is maintained as &os; base. We are actively working on
these as we find problems. Patches from the community are always
welcome.





		Software that is shipped with &os; base but imported from a 3rd party
project. We are trying our best to get any problems solved and are
working with upstream vendors.



If you are part of such a project you may want to test on IPv6-only






yourself to be really IPv6-ready with your next release! Try our
snapshots.





		Software that is part of &os; ports or any other
open source or commercial software running on &os;. We will lend a
hand if needed and possible but are hoping for the community to make
best use of our snapshots and improve the overall IPv6 readiness of
software.
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Glossary of Jargon


attribute
A property given to a target that causes PMake to treat it differently.


command script
The lines immediately following a dependency line that specify commands
to execute to create each of the targets on the dependency line. Each
line in the command script must begin with a tab.


command-line variable
A variable defined in an argument when PMake is first executed.
Overrides all assignments to the same variable name in the makefile.


conditional
A construct much like that used in C that allows a makefile to be
configured on the fly based on the local environment, or on what is
being made by that invocation of PMake.


creation script
Commands used to create a target.


dependency
The relationship between a source and a target. This comes in three
flavors, as indicated by the operator between the target and the source.
: gives a straight time-wise dependency (if the target is older than
the source, the target is out-of-date), while ! provides simply an
ordering and always considers the target out-of-date. :: is much
like :, save it creates multiple instances of a target each of which
depends on its own list of sources.


dynamic source
This refers to a source that has a local variable invocation in it. It
allows a single dependency line to specify a different source for each
target on the line.


global variable
Any variable defined in a makefile. Takes precedence over variables
defined in the environment, but not over command-line or local
variables.


input graph
What PMake constructs from a makefile. Consists of nodes made of the
targets in the makefile, and the links between them (the dependencies).
The links are directed (from source to target) and there may not be any
cycles (loops) in the graph.


local variable
A variable defined by PMake visible only in a target’s shell script.
There are seven local variables, not all of which are defined for every
target: .TARGET, .ALLSRC, .OODATE, .PREFIX, .IMPSRC,
.ARCHIVE, and .MEMBER. .TARGET, .PREFIX, .ARCHIVE,
and .MEMBER may be used on dependency lines to create “dynamic
sources”.


makefile
A file that describes how a system is built. If you do not know what it
is after reading this tutorial…


modifier
A letter, following a colon, used to alter how a variable is expanded.
It has no effect on the variable itself.


operator
What separates a source from a target (on a dependency line) and
specifies the relationship between the two. There are three: :,
::, and !.


search path
A list of directories in which a file should be sought. PMake’s view of
the contents of directories in a search path does not change once the
makefile has been read. A file is sought on a search path only if it is
exclusively a source.


shell
A program to which commands are passed in order to create targets.


source
Anything to the right of an operator on a dependency line. Targets on
the dependency line are usually created from the sources.


special target
A target that causes PMake to do special things when it is encountered.


suffix
The tail end of a file name. Usually begins with a period, like .c
or .ms.


target
A word to the left of the operator on a dependency line. More generally,
any file that PMake might create. A file may be (and often is) both a
target and a source (what it is depends on how PMake is looking at it at
the time – sort of like the wave/particle duality of light, you know).


transformation rule
A special construct in a makefile that specifies how to create a file of
one type from a file of another, as indicated by their suffixes.


variable expansion
The process of substituting the value of a variable for a reference to
it. Expansion may be altered by means of modifiers.


variable
A place in which to store text that may be retrieved later. Also used to
define the local environment. Conditionals exist that test whether a
variable is defined or not.
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About World IPv6 Day


While Internet Protocol version 6 is in fact more than 15 years old,
World IPv6 Day, a 24 hour test flight day on 8 June 2011 has
motivated a lot of different organizations to get ready for IPv6, or
improve their already existent IPv6 support. Major content providers
will enable IPv6 for their websites that day, network operators and
hosting companies have been working to provide IPv6 to their customers
and operating system vendors like &os; have been improving IPv6 support.
You can find more information about World IPv6 Day on The Internet
Society’s web page
www.worldipv6day.org [http://www.worldipv6day.org/].





You and &os; on World IPv6 Day


What is special about that day for &os; you might wonder? Indeed, with
the help of the community, &os; has been serving releases on IPv6 since
2003. We have our major infrastructure like
www.freebsd.org [http://www.freebsd.org/] IPv6 enabled since
2007. &os; itself has
been supporting IPv6 since the 4.0 Release for over a decade now, using
the KAME [http://www.kame.net/] based reference implementation.


Nonetheless there are things we can do during that day:



		
		help promoting IPv6.


		During the day there might be a lot more IPv6 users suddenly, and








some people are expecting significantly more traffic. A lot of &os;
servers are out there actively using IPv6, some people have put &os;
into their networking products, but only few tell us. We would love
to hear about your &os; IPv6 experiences on World IPv6 Day.





		
		help you in case of problems.


		Obviously if you will run into problems you might want help








immediately for the one day test flight. We will more closely monitor
the &os; networking mailing
list [http://lists.freebsd.org/mailman/listinfo/freebsd-net], as
well as being around on IRC in #freebsd-w6d on EFNet to answer your
questions. In case you will file an IPv6 related bug
report, you may want to tag it
with [ip6].





		
		working on improving your IPv6 experience.


		As we get your questions and feedback we will take notes to further








improve IPv6 support in &os;. There might not be an immediate change
but rest assured that your feedback will not be lost.








Join us for World IPv6 Day, spread the word, to help improving IPv6
support in &os; even further!





FAQ



What is this IPv6 thing?


Please see the chapter on
IPv6 in
the &os; Handbook for
an explanation.





Do you provide IPv6 connectivity?


&os; is an operating system, not an Internet Service Provider. There are
multiple ways to connect to an IPv6 network with &os; however:



		direct configuration on an (Ethernet) interface,


		ppp and IPV6CP by user space ppp or some ports, and


		various tunnel brokers we support out of base or ports






to just name a few.


Please see the chapter on
IPv6
in the &os; Handbook
for more information.








I have problems getting IPv6 to work on FreeBSD. Can you help?


Most likely. If our documentation did not help you, contact us. See the
previous section on how to best do that during World IPv6 Day.





Why is IPv6 not enabled by default?



IPv6 has a mandatory link-local address. In times where many people
are are also using FreeBSD on their mobile computers and joining
random networks the services they started would be accessible by other
people on the same network. This may also happen if they only started
the services for IPv4 and are not aware of IPv6 at all, do not have
tcp-wrappers or a firewall in place. To not put people at risk, IPv6
is disabled by default on FreeBSD.


However we already provide support for you to configure it from our
installer and it will automatically start to work as soon as you
configure an interface for stateless address auto-configuration
(SLAAC) or with a static IPv6 address as it has been available in all
default configurations we have been shipping since 4.0 Release.








Do you have a desktop version as well?


&os; comes with a huge collections of ports that
allow you to install a graphical user interface and window manager of
choice. &os; however does not ship with a graphical desktop
preconfigured. Other &os; derived projects like
PC-BSD [http://www.pcbsd.org/] however do an excellent job there.





I have reported a problem but it is not fixed yet.


We are sorry that this is the case. If you have submitted a bug
report it is not lost. &os; is
developed and maintained by a large team of
individuals
and there might have been other things we worked on to improve &os;.
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SMPng Design Document





Introduction


SMP Next Generation
kernel synchronization
This document presents the current design and implementation of the
SMPng Architecture. First, the basic primitives and tools are
introduced. Next, a general architecture for the FreeBSD kernel’s
synchronization and execution model is laid out. Then, locking
strategies for specific subsystems are discussed, documenting the
approaches taken to introduce fine-grained synchronization and
parallelism for each subsystem. Finally, detailed implementation notes
are provided to motivate design choices, and make the reader aware of
important implications involving the use of specific primitives.


This document is a work-in-progress, and will be updated to reflect
on-going design and implementation activities associated with the SMPng
Project. Many sections currently exist only in outline form, but will be
fleshed out as work proceeds. Updates or suggestions regarding the
document may be directed to the document editors.


concurrency
The goal of SMPng is to allow concurrency in the kernel. The kernel is
basically one rather large and complex program. To make the kernel
multi-threaded we use some of the same tools used to make other programs
multi-threaded. These include mutexes, shared/exclusive locks,
semaphores, and condition variables. For the definitions of these and
other SMP-related terms, please see the ? section of this article.





Basic Tools and Locking Fundamentals



Atomic Instructions and Memory Barriers


atomic instructions
memory barriers
There are several existing treatments of memory barriers and atomic
instructions, so this section will not include a lot of detail. To put
it simply, one can not go around reading variables without a lock if a
lock is used to protect writes to that variable. This becomes obvious
when you consider that memory barriers simply determine relative order
of memory operations; they do not make any guarantee about timing of
memory operations. That is, a memory barrier does not force the contents
of a CPU’s local cache or store buffer to flush. Instead, the memory
barrier at lock release simply ensures that all writes to the protected
data will be visible to other CPU’s or devices if the write to release
the lock is visible. The CPU is free to keep that data in its cache or
store buffer as long as it wants. However, if another CPU performs an
atomic instruction on the same datum, the first CPU must guarantee that
the updated value is made visible to the second CPU along with any other
operations that memory barriers may require.


For example, assuming a simple model where data is considered visible
when it is in main memory (or a global cache), when an atomic
instruction is triggered on one CPU, other CPU’s store buffers and
caches must flush any writes to that same cache line along with any
pending operations behind a memory barrier.


This requires one to take special care when using an item protected by
atomic instructions. For example, in the sleep mutex implementation, we
have to use an atomic_cmpset rather than an atomic_set to turn
on the MTX_CONTESTED bit. The reason is that we read the value of
mtx_lock into a variable and then make a decision based on that
read. However, the value we read may be stale, or it may change while we
are making our decision. Thus, when the atomic_set executed, it may
end up setting the bit on another value than the one we made the
decision on. Thus, we have to use an atomic_cmpset to set the value
only if the value we made the decision on is up-to-date and valid.


Finally, atomic instructions only allow one item to be updated or read.
If one needs to atomically update several items, then a lock must be
used instead. For example, if two counters must be read and have values
that are consistent relative to each other, then those counters must be
protected by a lock rather than by separate atomic instructions.





Read Locks Versus Write Locks


read locks
write locks
Read locks do not need to be as strong as write locks. Both types of
locks need to ensure that the data they are accessing is not stale.
However, only write access requires exclusive access. Multiple threads
can safely read a value. Using different types of locks for reads and
writes can be implemented in a number of ways.


First, sx locks can be used in this manner by using an exclusive lock
when writing and a shared lock when reading. This method is quite
straightforward.


A second method is a bit more obscure. You can protect a datum with
multiple locks. Then for reading that data you simply need to have a
read lock of one of the locks. However, to write to the data, you need
to have a write lock of all of the locks. This can make writing rather
expensive but can be useful when data is accessed in various ways. For
example, the parent process pointer is protected by both the
proctree_lock sx lock and the per-process mutex. Sometimes the proc
lock is easier as we are just checking to see who a parent of a process
is that we already have locked. However, other places such as
inferior need to walk the tree of processes via parent pointers and
locking each process would be prohibitive as well as a pain to guarantee
that the condition you are checking remains valid for both the check and
the actions taken as a result of the check.





Locking Conditions and Results


If you need a lock to check the state of a variable so that you can take
an action based on the state you read, you can not just hold the lock
while reading the variable and then drop the lock before you act on the
value you read. Once you drop the lock, the variable can change
rendering your decision invalid. Thus, you must hold the lock both while
reading the variable and while performing the action as a result of the
test.







General Architecture and Design



Interrupt Handling


interrupt handling
Following the pattern of several other multi-threaded UNIX kernels,
FreeBSD deals with interrupt handlers by giving them their own thread
context. Providing a context for interrupt handlers allows them to block
on locks. To help avoid latency, however, interrupt threads run at
real-time kernel priority. Thus, interrupt handlers should not execute
for very long to avoid starving other kernel threads. In addition, since
multiple handlers may share an interrupt thread, interrupt handlers
should not sleep or use a sleepable lock to avoid starving another
interrupt handler.


interrupt threads
The interrupt threads currently in FreeBSD are referred to as
heavyweight interrupt threads. They are called this because switching to
an interrupt thread involves a full context switch. In the initial
implementation, the kernel was not preemptive and thus interrupts that
interrupted a kernel thread would have to wait until the kernel thread
blocked or returned to userland before they would have an opportunity to
run.


latency
preemption
To deal with the latency problems, the kernel in FreeBSD has been made
preemptive. Currently, we only preempt a kernel thread when we release a
sleep mutex or when an interrupt comes in. However, the plan is to make
the FreeBSD kernel fully preemptive as described below.


Not all interrupt handlers execute in a thread context. Instead, some
handlers execute directly in primary interrupt context. These interrupt
handlers are currently misnamed “fast” interrupt handlers since the
INTR_FAST flag used in earlier versions of the kernel is used to
mark these handlers. The only interrupts which currently use these types
of interrupt handlers are clock interrupts and serial I/O device
interrupts. Since these handlers do not have their own context, they may
not acquire blocking locks and thus may only use spin mutexes.


context switches
Finally, there is one optional optimization that can be added in MD code
called lightweight context switches. Since an interrupt thread executes
in a kernel context, it can borrow the vmspace of any process. Thus, in
a lightweight context switch, the switch to the interrupt thread does
not switch vmspaces but borrows the vmspace of the interrupted thread.
In order to ensure that the vmspace of the interrupted thread does not
disappear out from under us, the interrupted thread is not allowed to
execute until the interrupt thread is no longer borrowing its vmspace.
This can happen when the interrupt thread either blocks or finishes. If
an interrupt thread blocks, then it will use its own context when it is
made runnable again. Thus, it can release the interrupted thread.


The cons of this optimization are that they are very machine specific
and complex and thus only worth the effort if their is a large
performance improvement. At this point it is probably too early to tell,
and in fact, will probably hurt performance as almost all interrupt
handlers will immediately block on Giant and require a thread fix-up
when they block. Also, an alternative method of interrupt handling has
been proposed by Mike Smith that works like so:



		Each interrupt handler has two parts: a predicate which runs in
primary interrupt context and a handler which runs in its own thread
context.


		If an interrupt handler has a predicate, then when an interrupt is
triggered, the predicate is run. If the predicate returns true then
the interrupt is assumed to be fully handled and the kernel returns
from the interrupt. If the predicate returns false or there is no
predicate, then the threaded handler is scheduled to run.





Fitting light weight context switches into this scheme might prove
rather complicated. Since we may want to change to this scheme at some
point in the future, it is probably best to defer work on light weight
context switches until we have settled on the final interrupt handling
architecture and determined how light weight context switches might or
might not fit into it.





Kernel Preemption and Critical Sections



Kernel Preemption in a Nutshell


Kernel preemption is fairly simple. The basic idea is that a CPU should
always be doing the highest priority work available. Well, that is the
ideal at least. There are a couple of cases where the expense of
achieving the ideal is not worth being perfect.


Implementing full kernel preemption is very straightforward: when you
schedule a thread to be executed by putting it on a run queue, you check
to see if its priority is higher than the currently executing thread. If
so, you initiate a context switch to that thread.


While locks can protect most data in the case of a preemption, not all
of the kernel is preemption safe. For example, if a thread holding a
spin mutex preempted and the new thread attempts to grab the same spin
mutex, the new thread may spin forever as the interrupted thread may
never get a chance to execute. Also, some code such as the code to
assign an address space number for a process during exec on the
Alpha needs to not be preempted as it supports the actual context switch
code. Preemption is disabled for these code sections by using a critical
section.





Critical Sections


critical sections
The responsibility of the critical section API is to prevent context
switches inside of a critical section. With a fully preemptive kernel,
every setrunqueue of a thread other than the current thread is a
preemption point. One implementation is for critical_enter to set a
per-thread flag that is cleared by its counterpart. If setrunqueue
is called with this flag set, it does not preempt regardless of the
priority of the new thread relative to the current thread. However,
since critical sections are used in spin mutexes to prevent context
switches and multiple spin mutexes can be acquired, the critical section
API must support nesting. For this reason the current implementation
uses a nesting count instead of a single per-thread flag.


In order to minimize latency, preemptions inside of a critical section
are deferred rather than dropped. If a thread that would normally be
preempted to is made runnable while the current thread is in a critical
section, then a per-thread flag is set to indicate that there is a
pending preemption. When the outermost critical section is exited, the
flag is checked. If the flag is set, then the current thread is
preempted to allow the higher priority thread to run.


spin mutexes
mutexes
spin
Interrupts pose a problem with regards to spin mutexes. If a low-level
interrupt handler needs a lock, it needs to not interrupt any code
needing that lock to avoid possible data structure corruption.
Currently, providing this mechanism is piggybacked onto critical section
API by means of the cpu_critical_enter and cpu_critical_exit
functions. Currently this API disables and re-enables interrupts on all
of FreeBSD’s current platforms. This approach may not be purely optimal,
but it is simple to understand and simple to get right. Theoretically,
this second API need only be used for spin mutexes that are used in
primary interrupt context. However, to make the code simpler, it is used
for all spin mutexes and even all critical sections. It may be desirable
to split out the MD API from the MI API and only use it in conjunction
with the MI API in the spin mutex implementation. If this approach is
taken, then the MD API likely would need a rename to show that it is a
separate API.





Design Tradeoffs


As mentioned earlier, a couple of trade-offs have been made to sacrifice
cases where perfect preemption may not always provide the best
performance.


The first trade-off is that the preemption code does not take other CPUs
into account. Suppose we have a two CPU’s A and B with the priority of
A’s thread as 4 and the priority of B’s thread as 2. If CPU B makes a
thread with priority 1 runnable, then in theory, we want CPU A to switch
to the new thread so that we will be running the two highest priority
runnable threads. However, the cost of determining which CPU to enforce
a preemption on as well as actually signaling that CPU via an IPI along
with the synchronization that would be required would be enormous. Thus,
the current code would instead force CPU B to switch to the higher
priority thread. Note that this still puts the system in a better
position as CPU B is executing a thread of priority 1 rather than a
thread of priority 2.


The second trade-off limits immediate kernel preemption to real-time
priority kernel threads. In the simple case of preemption defined above,
a thread is always preempted immediately (or as soon as a critical
section is exited) if a higher priority thread is made runnable.
However, many threads executing in the kernel only execute in a kernel
context for a short time before either blocking or returning to
userland. Thus, if the kernel preempts these threads to run another
non-realtime kernel thread, the kernel may switch out the executing
thread just before it is about to sleep or execute. The cache on the CPU
must then adjust to the new thread. When the kernel returns to the
preempted thread, it must refill all the cache information that was
lost. In addition, two extra context switches are performed that could
be avoided if the kernel deferred the preemption until the first thread
blocked or returned to userland. Thus, by default, the preemption code
will only preempt immediately if the higher priority thread is a
real-time priority thread.


Turning on full kernel preemption for all kernel threads has value as a
debugging aid since it exposes more race conditions. It is especially
useful on UP systems were many races are hard to simulate otherwise.
Thus, there is a kernel option FULL_PREEMPTION to enable preemption
for all kernel threads that can be used for debugging purposes.







Thread Migration


thread migration
Simply put, a thread migrates when it moves from one CPU to another. In
a non-preemptive kernel this can only happen at well-defined points such
as when calling msleep or returning to userland. However, in the
preemptive kernel, an interrupt can force a preemption and possible
migration at any time. This can have negative affects on per-CPU data
since with the exception of curthread and curpcb the data can
change whenever you migrate. Since you can potentially migrate at any
time this renders unprotected per-CPU data access rather useless. Thus
it is desirable to be able to disable migration for sections of code
that need per-CPU data to be stable.


critical sections
Critical sections currently prevent migration since they do not allow
context switches. However, this may be too strong of a requirement to
enforce in some cases since a critical section also effectively blocks
interrupt threads on the current processor. As a result, another API has
been provided to allow the current thread to indicate that if it
preempted it should not migrate to another CPU.


This API is known as thread pinning and is provided by the scheduler.
The API consists of two functions: sched_pin and sched_unpin.
These functions manage a per-thread nesting count td_pinned. A
thread is pinned when its nesting count is greater than zero and a
thread starts off unpinned with a nesting count of zero. Each scheduler
implementation is required to ensure that pinned threads are only
executed on the CPU that they were executing on when the sched_pin
was first called. Since the nesting count is only written to by the
thread itself and is only read by other threads when the pinned thread
is not executing but while sched_lock is held, then td_pinned
does not need any locking. The sched_pin function increments the
nesting count and sched_unpin decrements the nesting count. Note
that these functions only operate on the current thread and bind the
current thread to the CPU it is executing on at the time. To bind an
arbitrary thread to a specific CPU, the sched_bind and
sched_unbind functions should be used instead.





Callouts


The timeout kernel facility permits kernel services to register
functions for execution as part of the softclock software interrupt.
Events are scheduled based on a desired number of clock ticks, and
callbacks to the consumer-provided function will occur at approximately
the right time.


The global list of pending timeout events is protected by a global spin
mutex, callout_lock; all access to the timeout list must be
performed with this mutex held. When softclock is woken up, it scans
the list of pending timeouts for those that should fire. In order to
avoid lock order reversal, the softclock thread will release the
callout_lock mutex when invoking the provided timeout callback
function. If the CALLOUT_MPSAFE flag was not set during
registration, then Giant will be grabbed before invoking the callout,
and then released afterwards. The callout_lock mutex will be
re-grabbed before proceeding. The softclock code is careful to leave
the list in a consistent state while releasing the mutex. If
DIAGNOSTIC is enabled, then the time taken to execute each function
is measured, and a warning is generated if it exceeds a threshold.







Specific Locking Strategies



Credentials


credentials
struct ucred is the kernel’s internal credential structure, and is
generally used as the basis for process-driven access control within the
kernel. BSD-derived systems use a “copy-on-write” model for credential
data: multiple references may exist for a credential structure, and when
a change needs to be made, the structure is duplicated, modified, and
then the reference replaced. Due to wide-spread caching of the
credential to implement access control on open, this results in
substantial memory savings. With a move to fine-grained SMP, this model
also saves substantially on locking operations by requiring that
modification only occur on an unshared credential, avoiding the need for
explicit synchronization when consuming a known-shared credential.


Credential structures with a single reference are considered mutable;
shared credential structures must not be modified or a race condition is
risked. A mutex, cr_mtxp protects the reference count of
struct ucred so as to maintain consistency. Any use of the structure
requires a valid reference for the duration of the use, or the structure
may be released out from under the illegitimate consumer.


The struct ucred mutex is a leaf mutex and is implemented via a
mutex pool for performance reasons.


Usually, credentials are used in a read-only manner for access control
decisions, and in this case td_ucred is generally preferred because
it requires no locking. When a process’ credential is updated the
proc lock must be held across the check and update operations thus
avoid races. The process credential p_ucred must be used for check
and update operations to prevent time-of-check, time-of-use races.


If system call invocations will perform access control after an update
to the process credential, the value of td_ucred must also be
refreshed to the current process value. This will prevent use of a stale
credential following a change. The kernel automatically refreshes the
td_ucred pointer in the thread structure from the process
p_ucred whenever a process enters the kernel, permitting use of a
fresh credential for kernel access control.





File Descriptors and File Descriptor Tables


Details to follow.





Jail Structures


Jail
struct prison stores administrative details pertinent to the
maintenance of jails created using the MAN.JAIL.2 API. This includes the
per-jail hostname, IP address, and related settings. This structure is
reference-counted since pointers to instances of the structure are
shared by many credential structures. A single mutex, pr_mtx
protects read and write access to the reference count and all mutable
variables inside the struct jail. Some variables are set only when the
jail is created, and a valid reference to the struct prison is
sufficient to read these values. The precise locking of each entry is
documented via comments in sys/jail.h.





MAC Framework


MAC
The TrustedBSD MAC Framework maintains data in a variety of kernel
objects, in the form of ``struct



label``. In general, labels in kernel objects are protected by the



same lock as the remainder of the kernel object. For example, the
v_label label in struct vnode is protected by the vnode lock on
the vnode.


In addition to labels maintained in standard kernel objects, the MAC
Framework also maintains a list of registered and active policies. The
policy list is protected by a global mutex (mac_policy_list_lock)
and a busy count (also protected by the mutex). Since many access
control checks may occur in parallel, entry to the framework for a
read-only access to the policy list requires holding the mutex while
incrementing (and later decrementing) the busy count. The mutex need not
be held for the duration of the MAC entry operation–some operations,
such as label operations on file system objects–are long-lived. To
modify the policy list, such as during policy registration and
de-registration, the mutex must be held and the reference count must be
zero, to prevent modification of the list while it is in use.


A condition variable, mac_policy_list_not_busy, is available to
threads that need to wait for the list to become unbusy, but this
condition variable must only be waited on if the caller is holding no
other locks, or a lock order violation may be possible. The busy count,
in effect, acts as a form of shared/exclusive lock over access to the
framework: the difference is that, unlike with an sx lock, consumers
waiting for the list to become unbusy may be starved, rather than
permitting lock order problems with regards to the busy count and other
locks that may be held on entry to (or inside) the MAC Framework.





Modules


kernel modules
For the module subsystem there exists a single lock that is used to
protect the shared data. This lock is a shared/exclusive (SX) lock and
has a good chance of needing to be acquired (shared or exclusively),
therefore there are a few macros that have been added to make access to
the lock more easy. These macros can be located in sys/module.h and
are quite basic in terms of usage. The main structures protected under
this lock are the module_t structures (when shared) and the global
modulelist_t structure, modules. One should review the related
source code in kern/kern_module.c to further understand the locking
strategy.





Newbus Device Tree


Newbus
The newbus system will have one sx lock. Readers will hold a shared
(read) lock (MAN.SX.SLOCK.9) and writers will hold an exclusive (write)
lock (MAN.SX.XLOCK.9). Internal functions will not do locking at all.
Externally visible ones will lock as needed. Those items that do not
matter if the race is won or lost will not be locked, since they tend to
be read all over the place (e.g., MAN.DEVICE.GET.SOFTC.9). There will be
relatively few changes to the newbus data structures, so a single lock
should be sufficient and not impose a performance penalty.





Pipes


...





Processes and Threads



		process hierarchy


		proc locks, references


		thread-specific copies of proc entries to freeze during system calls,





including td_ucred



		inter-process operations


		process groups and sessions








Scheduler


scheduler
Lots of references to sched_lock and notes pointing at specific
primitives and related magic elsewhere in the document.





Select and Poll


The select and poll functions permit threads to block waiting on
events on file descriptors–most frequently, whether or not the file
descriptors are readable or writable.


...





SIGIO


The SIGIO service permits processes to request the delivery of a SIGIO
signal to its process group when the read/write status of specified file
descriptors changes. At most one process or process group is permitted
to register for SIGIO from any given kernel object, and that process or
group is referred to as the owner. Each object supporting SIGIO
registration contains pointer field that is NULL if the object is
not registered, or points to a struct sigio describing the
registration. This field is protected by a global mutex, sigio_lock.
Callers to SIGIO maintenance functions must pass in this field “by
reference” so that local register copies of the field are not made when
unprotected by the lock.


One struct sigio is allocated for each registered object associated
with any process or process group, and contains back-pointers to the
object, owner, signal information, a credential, and the general
disposition of the registration. Each process or progress group contains
a list of registered struct sigio structures, p_sigiolst for
processes, and pg_sigiolst for process groups. These lists are
protected by the process or process group locks respectively. Most
fields in each ``struct



sigio`` are constant for the duration of the registration, with the



exception of the sio_pgsigio field which links the struct sigio
into the process or process group list. Developers implementing new
kernel objects supporting SIGIO will, in general, want to avoid holding
structure locks while invoking SIGIO supporting functions, such as
fsetown or funsetown to avoid defining a lock order between
structure locks and the global SIGIO lock. This is generally possible
through use of an elevated reference count on the structure, such as
reliance on a file descriptor reference to a pipe during a pipe
operation.





Sysctl


The sysctl MIB service is invoked from both within the kernel and
from userland applications using a system call. At least two issues are
raised in locking: first, the protection of the structures maintaining
the namespace, and second, interactions with kernel variables and
functions that are accessed by the sysctl interface. Since sysctl
permits the direct export (and modification) of kernel statistics and
configuration parameters, the sysctl mechanism must become aware of
appropriate locking semantics for those variables. Currently, sysctl
makes use of a single global sx lock to serialize use of sysctl;
however, it is assumed to operate under Giant and other protections are
not provided. The remainder of this section speculates on locking and
semantic changes to sysctl.



		Need to change the order of operations for sysctl’s that update values





from read old, copyin and copyout, write new to copyin, lock, read old
and write new, unlock, copyout. Normal sysctl’s that just copyout the
old value and set a new value that they copyin may still be able to
follow the old model. However, it may be cleaner to use the second model
for all of the sysctl handlers to avoid lock operations.



		To allow for the common case, a sysctl could embed a pointer to a





mutex in the SYSCTL_FOO macros and in the struct. This would work for
most sysctl’s. For values protected by sx locks, spin mutexes, or other
locking strategies besides a single sleep mutex, SYSCTL_PROC nodes
could be used to get the locking right.





Taskqueue


The taskqueue’s interface has two basic locks associated with it in
order to protect the related shared data. The taskqueue_queues_mutex
is meant to serve as a lock to protect the taskqueue_queues TAILQ.
The other mutex lock associated with this system is the one in the
struct taskqueue data structure. The use of the synchronization
primitive here is to protect the integrity of the data in the ``struct



taskqueue``. It should be noted that there are no separate macros to



assist the user in locking down his/her own work since these locks are
most likely not going to be used outside of kern/subr_taskqueue.c.







Implementation Notes



Sleep Queues


A sleep queue is a structure that holds the list of threads asleep on a
wait channel. Each thread that is not asleep on a wait channel carries a
sleep queue structure around with it. When a thread blocks on a wait
channel, it donates its sleep queue structure to that wait channel.
Sleep queues associated with a wait channel are stored in a hash table.


The sleep queue hash table holds sleep queues for wait channels that
have at least one blocked thread. Each entry in the hash table is called
a sleepqueue chain. The chain contains a linked list of sleep queues and
a spin mutex. The spin mutex protects the list of sleep queues as well
as the contents of the sleep queue structures on the list. Only one
sleep queue is associated with a given wait channel. If multiple threads
block on a wait channel than the sleep queues associated with all but
the first thread are stored on a list of free sleep queues in the master
sleep queue. When a thread is removed from the sleep queue it is given
one of the sleep queue structures from the master queue’s free list if
it is not the only thread asleep on the queue. The last thread is given
the master sleep queue when it is resumed. Since threads may be removed
from the sleep queue in a different order than they are added, a thread
may depart from a sleep queue with a different sleep queue structure
than the one it arrived with.


The sleepq_lock function locks the spin mutex of the sleep queue
chain that maps to a specific wait channel. The sleepq_lookup
function looks in the hash table for the master sleep queue associated
with a given wait channel. If no master sleep queue is found, it returns
NULL. The sleepq_release function unlocks the spin mutex
associated with a given wait channel.


A thread is added to a sleep queue via the sleepq_add. This function
accepts the wait channel, a pointer to the mutex that protects the wait
channel, a wait message description string, and a mask of flags. The
sleep queue chain should be locked via sleepq_lock before this
function is called. If no mutex protects the wait channel (or it is
protected by Giant), then the mutex pointer argument should be NULL.
The flags argument contains a type field that indicates the kind of
sleep queue that the thread is being added to and a flag to indicate if
the sleep is interruptible (SLEEPQ_INTERRUPTIBLE). Currently there
are only two types of sleep queues: traditional sleep queues managed via
the msleep and wakeup functions (SLEEPQ_MSLEEP) and
condition variable sleep queues (SLEEPQ_CONDVAR). The sleep queue
type and lock pointer argument are used solely for internal assertion
checking. Code that calls sleepq_add should explicitly unlock any
interlock protecting the wait channel after the associated sleepqueue
chain has been locked via sleepq_lock and before blocking on the
sleep queue via one of the waiting functions.


A timeout for a sleep is set by invoking sleepq_set_timeout. The
function accepts the wait channel and the timeout time as a relative
tick count as its arguments. If a sleep should be interrupted by
arriving signals, the sleepq_catch_signals function should be called
as well. This function accepts the wait channel as its only parameter.
If there is already a signal pending for this thread, then
sleepq_catch_signals will return a signal number; otherwise, it will
return 0.


Once a thread has been added to a sleep queue, it blocks using one of
the sleepq_wait functions. There are four wait functions depending
on whether or not the caller wishes to use a timeout or have the sleep
aborted by caught signals or an interrupt from the userland thread
scheduler. The sleepq_wait function simply waits until the current
thread is explicitly resumed by one of the wakeup functions. The
sleepq_timedwait function waits until either the thread is
explicitly resumed or the timeout set by an earlier call to
sleepq_set_timeout expires. The sleepq_wait_sig function waits
until either the thread is explicitly resumed or its sleep is aborted.
The sleepq_timedwait_sig function waits until either the thread is
explicitly resumed, the timeout set by an earlier call to
sleepq_set_timeout expires, or the thread’s sleep is aborted. All of
the wait functions accept the wait channel as their first parameter. In
addition, the sleepq_timedwait_sig function accepts a second boolean
parameter to indicate if the earlier call to sleepq_catch_signals
found a pending signal.


If the thread is explicitly resumed or is aborted by a signal, then a
value of zero is returned by the wait function to indicate a successful
sleep. If the thread is resumed by either a timeout or an interrupt from
the userland thread scheduler then an appropriate errno value is
returned instead. Note that since sleepq_wait can only return 0 it
does not return anything and the caller should assume a successful
sleep. Also, if a thread’s sleep times out and is aborted simultaneously
then sleepq_timedwait_sig will return an error indicating that a
timeout occurred. If an error value of 0 is returned and either
sleepq_wait_sig or sleepq_timedwait_sig was used to block, then
the function sleepq_calc_signal_retval should be called to check for
any pending signals and calculate an appropriate return value if any are
found. The signal number returned by the earlier call to
sleepq_catch_signals should be passed as the sole argument to
sleepq_calc_signal_retval.


Threads asleep on a wait channel are explicitly resumed by the
sleepq_broadcast and sleepq_signal functions. Both functions
accept the wait channel from which to resume threads, a priority to
raise resumed threads to, and a flags argument to indicate which type of
sleep queue is being resumed. The priority argument is treated as a
minimum priority. If a thread being resumed already has a higher
priority (numerically lower) than the priority argument then its
priority is not adjusted. The flags argument is used for internal
assertions to ensure that sleep queues are not being treated as the
wrong type. For example, the condition variable functions should not
resume threads on a traditional sleep queue. The sleepq_broadcast
function resumes all threads that are blocked on the specified wait
channel while sleepq_signal only resumes the highest priority thread
blocked on the wait channel. The sleep queue chain should first be
locked via the sleepq_lock function before calling these functions.


A sleeping thread may have its sleep interrupted by calling the
sleepq_abort function. This function must be called with
sched_lock held and the thread must be queued on a sleep queue. A
thread may also be removed from a specific sleep queue via the
sleepq_remove function. This function accepts both a thread and a
wait channel as an argument and only awakens the thread if it is on the
sleep queue for the specified wait channel. If the thread is not on a
sleep queue or it is on a sleep queue for a different wait channel, then
this function does nothing.





Turnstiles


turnstiles
- Compare/contrast with sleep queues.



		Lookup/wait/release. - Describe TDF_TSNOBLOCK race.


		Priority propagation.








Details of the Mutex Implementation



		Should we require mutexes to be owned for mtx_destroy() since we can





not safely assert that they are unowned by anyone else otherwise?



Spin Mutexes


mutex
spin
- Use a critical section...





Sleep Mutexes


mutex
sleep
- Describe the races with contested mutexes



		Why it is safe to read mtx_lock of a contested mutex when holding the





turnstile chain lock.







Witness


witness
- What does it do



		How does it work










Miscellaneous Topics



Interrupt Source and ICU Abstractions



		struct isrc


		pic drivers








Other Random Questions/Topics



		Should we pass an interlock into sema_wait?


		Should we have non-sleepable sx locks?


		Add some info about proper use of reference counts.










Glossary


atomic
An operation is atomic if all of its effects are visible to other CPUs
together when the proper access protocol is followed. In the degenerate
case are atomic instructions provided directly by machine architectures.
At a higher level, if several members of a structure are protected by a
lock, then a set of operations are atomic if they are all performed
while holding the lock without releasing the lock in between any of the
operations.


See also operation.


block
A thread is blocked when it is waiting on a lock, resource, or
condition. Unfortunately this term is a bit overloaded as a result.


See also sleep.


critical section
A section of code that is not allowed to be preempted. A critical
section is entered and exited using the MAN.CRITICAL.ENTER.9 API.


MD
Machine dependent.


See also MI.


memory operation
A memory operation reads and/or writes to a memory location.


MI
Machine independent.


See also MD.


operation
See memory operation.


primary interrupt context
Primary interrupt context refers to the code that runs when an interrupt
occurs. This code can either run an interrupt handler directly or
schedule an asynchronous interrupt thread to execute the interrupt
handlers for a given interrupt source.


realtime kernel thread
A high priority kernel thread. Currently, the only realtime priority
kernel threads are interrupt threads.


See also thread.


sleep
A thread is asleep when it is blocked on a condition variable or a sleep
queue via msleep or tsleep.


See also block.


sleepable lock
A sleepable lock is a lock that can be held by a thread which is asleep.
Lockmgr locks and sx locks are currently the only sleepable locks in
FreeBSD. Eventually, some sx locks such as the allproc and proctree
locks may become non-sleepable locks.


See also sleep.


thread
A kernel thread represented by a struct thread. Threads own locks and
hold a single execution context.


wait channel
A kernel virtual address that threads may sleep on.
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Introduction


&os; has shipped tightly integrated IPv6 support for over a decade, with
the &os; 4.0 in 2000 the first release to include “out-of-the-box” IPv6
support. These web pages document on-going IPv6 development in the
FreeBSD community, including participation in IPv6 World Day 2011.





Latest news



		January 12, 2012: 9.0-RELEASE no-IPv4 support (IPv6-only)
snapshots available. For more details and download links see
IPv6Only wiki page.


		December 15, 2011: 9.0-RC3 no-IPv4 support (IPv6-only) snapshots
available. For more details and download links see IPv6Only wiki
page.


		August 3, 2011: 9.0-BETA1 IPv6-only snapshots available. For more
details and download links see IPv6Only wiki
page.


		June 9, 2011: Thanks to everyone having joined us for World IPv6
Day. We have some (unspectacular) statistics of
www.freebsd.org starting 12 hours before and
running until 12 hours after the event for you.


		June 7, 2011: New set of IPv6-only snapshots uploaded. Now with
RFC 6106 DNS search list and nameserver support in
rtsol(8) and
rtsold(8), also when
installing. Read more about the snapshots here
and find download links and netinstall documentation on the
wiki.


		June 6, 2011: The FreeBSD Foundation and iXsystems announced
today their commitment to support the efforts of World IPv6 Day to
accelerate global IPv6 deployment. Read the entire press
release [http://www.prweb.com/releases/2011/6/prweb8529718.htm]
and find more information on &os; and World IPv6 Day
here.


		June 6, 2011: New set of IPv6-only snapshots uploaded. Read more
about the snapshots here and find download links
here.


		June 6, 2011: &a.hrs;
commits [http://svn.freebsd.org/changeset/base/222732] RFC
6106 [http://www.rfc-editor.org/rfc/rfc6106.txt] “IPv6 Router
Advertisement Options for DNS Configuration” (RDNSS and DNSSL)
support.








IPv6 in &os;


&os; is a widely used, open source operating system whose network stack
has been the foundation for decades of research, as well as a reference
implementation of IPv6 (developed by the KAME [http://www.kame.net/]
project). &os; first shipped IPv6 support in March 2000 as part of &os;
4.0-Release.





IPv6 and the &os; Project


The &os; Project has been an early adopter and active participant in the
IPv6 community. With the help of the community, we have been serving
releases from IPv6-enabled servers since May 2003 and &os;’s website,
mailing lists, and developer infrastructure have been IPv6 enabled since
2007.


&os; is used by critical Internet infrastructure such as root name
servers, routers, firewalls and some of the world’s busiest and most
reliable web sites as well as embedded into many products all in the
need for the best IPv6 support. To read more about some companies using
the &os; operating system in their products, see the &os; Foundation
Testimonials [http://www.freebsdfoundation.org/testimonials.shtml]
page.
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Newbus


Special thanks to Matthew N. Dodd, Warner Losh, Bill Paul, Doug Rabson,
Mike Smith, Peter Wemm and Scott Long.


This chapter explains the Newbus device framework in detail.





Device Drivers



Purpose of a Device Driver


device driver
device driver
introduction
A device driver is a software component which provides the interface
between the kernel’s generic view of a peripheral (e.g., disk, network
adapter) and the actual implementation of the peripheral. The device
driver interface (DDI) is the defined interface between the kernel and
the device driver component.





Types of Device Drivers


There used to be days in UNIX, and thus FreeBSD, in which there were
four types of devices defined:



		block device drivers


		character device drivers


		network device drivers


		pseudo-device drivers





block devices
Block devices performed in a way that used fixed size blocks [of
data]. This type of driver depended on the so-called buffer cache,
which had cached accessed blocks of data in a dedicated part of memory.
Often this buffer cache was based on write-behind, which meant that when
data was modified in memory it got synced to disk whenever the system
did its periodical disk flushing, thus optimizing writes.





Character Devices


character devices
However, in the versions of FreeBSD 4.0 and onward the distinction
between block and character devices became non-existent.







Overview of Newbus


Newbus
Newbus is the implementation of a new bus architecture based on
abstraction layers which saw its introduction in FreeBSD 3.0 when the
Alpha port was imported into the source tree. It was not until 4.0
before it became the default system to use for device drivers. Its goals
are to provide a more object-oriented means of interconnecting the
various busses and devices which a host system provides to the
Operating System.


Its main features include amongst others:



		dynamic attaching


		easy modularization of drivers


		pseudo-busses





One of the most prominent changes is the migration from the flat and
ad-hoc system to a device tree layout.


At the top level resides the “root” device which is the parent to hang
all other devices on. For each architecture, there is typically a single
child of “root” which has such things as host-to-PCI bridges, etc.
attached to it. For x86, this “root” device is the “nexus” device. For
Alpha, various different models of Alpha have different top-level
devices corresponding to the different hardware chipsets, including
lca, apecs, cia and tsunami.


A device in the Newbus context represents a single hardware entity in
the system. For instance each PCI device is represented by a Newbus
device. Any device in the system can have children; a device which has
children is often called a “bus”. Examples of common busses in the
system are ISA and PCI, which manage lists of devices attached to ISA
and PCI busses respectively.


Often, a connection between different kinds of bus is represented by a
“bridge” device, which normally has one child for the attached bus. An
example of this is a PCI-to-PCI bridge which is represented by a
device ``pcibN`` on the parent PCI bus and has a child ``pciN`` for
the attached bus. This layout simplifies the implementation of the PCI
bus tree, allowing common code to be used for both top-level and bridged
busses.


Each device in the Newbus architecture asks its parent to map its
resources. The parent then asks its own parent until the nexus is
reached. So, basically the nexus is the only part of the Newbus system
which knows about all resources.



Tip


An ISA device might want to map its IO port at 0x230, so it asks
its parent, in this case the ISA bus. The ISA bus hands it over to
the PCI-to-ISA bridge which in its turn asks the PCI bus, which
reaches the host-to-PCI bridge and finally the nexus. The beauty of
this transition upwards is that there is room to translate the
requests. For example, the 0x230 IO port request might become
memory-mapped at 0xb0000230 on a MIPS box by the PCI bridge.






Resource allocation can be controlled at any place in the device tree.
For instance on many Alpha platforms, ISA interrupts are managed
separately from PCI interrupts and resource allocations for ISA
interrupts are managed by the Alpha’s ISA bus device. On IA-32, ISA and
PCI interrupts are both managed by the top-level nexus device. For both
ports, memory and port address space is managed by a single entity -
nexus for IA-32 and the relevant chipset driver on Alpha (e.g., CIA or
tsunami).


In order to normalize access to memory and port mapped resources, Newbus
integrates the bus_space APIs from NetBSD. These provide a single
API to replace inb/outb and direct memory reads/writes. The advantage of
this is that a single driver can easily use either memory-mapped
registers or port-mapped registers (some hardware supports both).


This support is integrated into the resource allocation mechanism. When
a resource is allocated, a driver can retrieve the associated
bus_space_tag_t and bus_space_handle_t from the resource.


Newbus also allows for definitions of interface methods in files
dedicated to this purpose. These are the .m files that are found
under the src/sys hierarchy.


The core of the Newbus system is an extensible “object-based
programming” model. Each device in the system has a table of methods
which it supports. The system and other devices uses those methods to
control the device and request services. The different methods supported
by a device are defined by a number of “interfaces”. An “interface” is
simply a group of related methods which can be implemented by a device.


In the Newbus system, the methods for a device are provided by the
various device drivers in the system. When a device is attached to a
driver during auto-configuration, it uses the method table declared by
the driver. A device can later detach from its driver and re-attach
to a new driver with a new method table. This allows dynamic replacement
of drivers which can be useful for driver development.


The interfaces are described by an interface definition language similar
to the language used to define vnode operations for file systems. The
interface would be stored in a methods file (which would normally be
named foo_if.m).


  # Foo subsystem/driver (a comment...)

  INTERFACE foo

METHOD int doit {
    device_t dev;
};

# DEFAULT is the method that will be used, if a method was not
# provided via: DEVMETHOD()

METHOD void doit_to_child {
    device_t dev;
    driver_t child;
} DEFAULT doit_generic_to_child;






When this interface is compiled, it generates a header file
“foo_if.h” which contains function declarations:


int FOO_DOIT(device_t dev);
int FOO_DOIT_TO_CHILD(device_t dev, device_t child);






A source file, “foo_if.c” is also created to accompany the
automatically generated header file; it contains implementations of
those functions which look up the location of the relevant functions in
the object’s method table and call that function.


The system defines two main interfaces. The first fundamental interface
is called “device” and includes methods which are relevant to all
devices. Methods in the “device” interface include “probe”,
“attach” and “detach” to control detection of hardware and
“shutdown”, “suspend” and “resume” for critical event
notification.


The second, more complex interface is “bus”. This interface contains
methods suitable for devices which have children, including methods to
access bus specific per-device information  [1], event notification
(``child_detached``, ``driver_added``) and resource management
(``alloc_resource``, ``activate_resource``,
``deactivate_resource``, ``release_resource``).


Many methods in the “bus” interface are performing services for some
child of the bus device. These methods would normally use the first two
arguments to specify the bus providing the service and the child device
which is requesting the service. To simplify driver code, many of these
methods have accessor functions which lookup the parent and call a
method on the parent. For instance the method
``BUS_TEARDOWN_INTR(device_t dev, device_t child,



...)`` can be called using the function




		``bus_teardown_intr(device_t child,


		...)``.





Some bus types in the system define additional interfaces to provide
access to bus-specific functionality. For instance, the PCI bus driver
defines the “pci” interface which has two methods ``read_config`` and
``write_config`` for accessing the configuration registers of a PCI
device.





Newbus API


As the Newbus API is huge, this section makes some effort at documenting
it. More information to come in the next revision of this document.



Important Locations in the Source Hierarchy


src/sys/[arch]/[arch] - Kernel code for a specific machine
architecture resides in this directory. For example, the i386
architecture, or the SPARC64 architecture.


src/sys/dev/[bus] - device support for a specific [bus] resides
in this directory.


src/sys/dev/pci - PCI bus support code resides in this directory.


src/sys/[isa|pci] - PCI/ISA device drivers reside in this directory.
The PCI/ISA bus support code used to exist in this directory in FreeBSD
version 4.0.





Important Structures and Type Definitions


devclass_t - This is a type definition of a pointer to a
struct devclass.


device_method_t - This is the same as kobj_method_t (see
src/sys/kobj.h).


device_t - This is a type definition of a pointer to a
struct device. device_t represents a device in the system. It is
a kernel object. See src/sys/sys/bus_private.h for implementation
details.


driver_t - This is a type definition which references
struct driver. The driver struct is a class of the device
kernel object; it also holds data private to the driver.


struct driver {
  KOBJ_CLASS_FIELDS;
  void    *priv;          /* driver private data */
};






A device_state_t type, which is an enumeration, device_state. It
contains the possible states of a Newbus device before and after the
autoconfiguration process.


/*
 * src/sys/sys/bus.h
 */
typedef enum device_state {
  DS_NOTPRESENT,  /* not probed or probe failed */
  DS_ALIVE,       /* probe succeeded */
  DS_ATTACHED,    /* attach method called */
  DS_BUSY         /* device is open */
} device_state_t;









		[1]		MAN.BUS.GENERIC.READ.IVAR.9 and MAN.BUS.GENERIC.WRITE.IVAR.9
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&a.imp;, member of the core team as of the writing of the lines below,
points out the following considerations and practices when working with
hats:


This is not an official statement from core, but rather one core
member’s personal interpretation of core’s position, both as a sitting
member of core and as a former security officer. This is only a
guideline, not as a cudgel for grievances. Much like style(9) is a
guideline for the source code, this document is not intended as an
absolute straight jacket.


When core appoints someone to a hat, they expect that person to be
responsible for an area of the source code tree. Core expects that
person to be the final authority in that area of the tree, or have
enough self knowledge to know that they are not and to seek qualified
help. Core expects that person to guide development in that area of the
tree. Sometimes this means taking an pro-active role in day to day
affairs, while other times this means taking a reactive role in
reviewing committed code.


When people submit patches that potentially impact this area of the
tree, core expects the hat or his appointed deputies to review the
patches appropriately. Core expects that the hat will work with the
patch submitter to correct issues that there may be with the patches.
Core expects the hat to offer solutions and work with the submitter to
reach a compromise. Core expects the hat to be courteous. It is
reasonable for hats to request that normal project rules be followed
when reviewing patches (for example, that they generally conform to
style(9) or the prevailing style of the file, that style and content
changes be separated.).


When a dispute arises, core expects the hat to make his or her best
efforts to compromise or otherwise resolve the dispute. The hat is
expected to be courteous to all parties involved. In extreme cases, core
recognizes that hats may need to wield a big stick and say “no, that is
not acceptable and cannot go in (or must be backed out).” Core views
this last power as one of last resort, and would frown on hats using
that either too often or as the first response.


Often real life interferes with a hat’s ability to perform their duties.
A condition that core generally imposes upon the hats of the world is
that they have a deputy that can act in their absence. This deputy is
expected to be an active participant in the team that the hat puts
together and should be conversant with all the issues that surround the
part of the tree that the hat is guiding. The deputy is expected to be
able to act in the absence of the hat. For example, the security officer
deputies send out security advisories when the SO is not around. In
extreme cases, the deputy can defer an issue until the hat returns, but
that is expected to be the exception rather than the rule, especially if
the hat’s return is far in the future.


Hats are answerable to core. If they are doing good jobs, core will
leave them alone. If they are doing a bad job, core has the option to
remove them. Hats are expected to work with core if core has issues with
their performance of their duties. They serve at the pleasure of core.


Core sometimes will impose additional, specific requirements for a given
hat that do not apply to all hats. These conditions may change over
time.


Committers and others working with hats are expected to use common
sense, and be polite to the hats. They are expected to work with the hat
and his team to come to a solution acceptable to everybody. In the event
that no compromise can be reached, the committers are expected to accept
the decisions of the hat with good grace. In exceptional cases, these
decisions can be appealed to core. However, core generally will not
override the decisions of the hats that it appoints unless the hat acted
in bad faith or arbitrarily. Core is not a technical review board, and
has created the hats as mini-TRBs to give dispute resolution a proper
framework.


If a committer feels that a hat is abusing his or her power, or being
regularly rude to contributors, then they should bring the matter to
core. This problem can be technical, social, procedural, or some
combination or subset of these. Core will hear the case and reach a
decision, and expects both sides to abide by their decision. Core
appreciates specific complaints rather than general ones as those are
easier to resolve.


Core expects committers to work together in the appropriate mailing
lists to resolve their issues. The hat and his team should be relatively
rarely involved in their role as hat, and instead should usually be just
another committer. (The one exception to this is the security officer
hat, which needs to secretly solve vulnerabilities before they are
announced.) The hat should be a “first among equals,” not a chairman.
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PMake for Gods


This chapter is devoted to those facilities in PMake that allow you to
do a great deal in a makefile with very little work, as well as do some
things you could not do in Make without a great deal of work (and
perhaps the use of other programs). The problem with these features, is
they must be handled with care, or you will end up with a mess.


Once more, I assume a greater familiarity with UNIX or Sprite than I did
in the previous two chapters.





Search Paths


PMake supports the dispersal of files into multiple directories by
allowing you to specify places to look for sources with .PATH targets in
the makefile. The directories you give as sources for these targets make
up a “search path”. Only those files used exclusively as sources are
actually sought on a search path, the assumption being that anything
listed as a target in the makefile can be created by the makefile and
thus should be in the current directory.


There are two types of search paths in PMake: one is used for all types
of files (including included makefiles) and is specified with a plain
.PATH target (e.g. ``.PATH



: RCS``), while the other is specific to a certain type of file,



as indicated by the file’s suffix. A specific search path is indicated
by immediately following the .PATH with the suffix of the file. For
instance:


.PATH.h         : /sprite/lib/include /sprite/att/lib/include






would tell PMake to look in the directories /sprite/lib/include and
/sprite/att/lib/include for any files whose suffix is .h.


The current directory is always consulted first to see if a file exists.
Only if it cannot be found there are the directories in the specific
search path, followed by those in the general search path, consulted.


A search path is also used when expanding wildcard characters. If the
pattern has a recognizable suffix on it, the path for that suffix will
be used for the expansion. Otherwise the default search path is
employed.


When a file is found in some directory other than the current one, all
local variables that would have contained the target’s name
(.ALLSRC, and .IMPSRC) will instead contain the path to the
file, as found by PMake. Thus if you have a file ../lib/mumble.c and
a makefile like this:


.PATH.c         : ../lib
mumble          : mumble.c
    $(CC) -o $(.TARGET) $(.ALLSRC)






the command executed to create mumble would be
cc -o mumble ../lib/mumble.c. (as an aside, the command in this case
is not strictly necessary, since it will be found using transformation
rules if it is not given. This is because .out is the null suffix by
default and a transformation exists from .c to .out. Just
thought I would throw that in). If a file exists in two directories on
the same search path, the file in the first directory on the path will
be the one PMake uses. So if you have a large system spread over many
directories, it would behoove you to follow a naming convention that
avoids such conflicts.


Something you should know about the way search paths are implemented is
that each directory is read, and its contents cached, exactly once –
when it is first encountered – so any changes to the directories while
PMake is running will not be noted when searching for implicit sources,
nor will they be found when PMake attempts to discover when the file was
last modified, unless the file was created in the current directory.
While people have suggested that PMake should read the directories each
time, my experience suggests that the caching seldom causes problems. In
addition, not caching the directories slows things down enormously
because of PMake’s attempts to apply transformation rules through
non-existent files – the number of extra file-system searches is truly
staggering, especially if many files without suffixes are used and the
null suffix is not changed from .out.





Archives and Libraries


UNIX and Sprite allow you to merge files into an archive using the
ar command. Further, if the files are relocatable object files, you
can run ranlib on the archive and get yourself a library that you can
link into any program you want. The main problem with archives is they
double the space you need to store the archived files, since there is
one copy in the archive and one copy out by itself. The problem with
libraries is you usually think of them as -lm rather than
/usr/lib/libm.a and the linker thinks they are out-of-date if you so
much as look at them.


PMake solves the problem with archives by allowing you to tell it to
examine the files in the archives (so you can remove the individual
files without having to regenerate them later). To handle the problem
with libraries, PMake adds an additional way of deciding if a library is
out-of-date: if the table of contents is older than the library, or is
missing, the library is out-of-date.


A library is any target that looks like -lname or that ends in a
suffix that was marked as a library using the .LIBS target. .a is so
marked in the system makefile. Members of an archive are specified as
archive(member[member...]). Thus libdix.a(window.o) specifies
the file window.o in the archive libdix.a. You may also use
wildcards to specify the members of the archive. Just remember that most
the wildcard characters will only find existing files. A file that is a
member of an archive is treated specially. If the file does not exist,
but it is in the archive, the modification time recorded in the archive
is used for the file when determining if the file is out-of-date. When
figuring out how to make an archived member target (not the file itself,
but the file in the archive – the archive(member) target), special care
is taken with the transformation rules, as follows:



		archive(member) is made to depend on member.


		The transformation from the member’s suffix to the archive’s suffix
is applied to the archive(member) target.


		The archive(member)’s .TARGET variable is set to the name of the
member if member is actually a target, or the path to the member file
if member is only a source.


		The .ARCHIVE variable for the archive(member) target is set to
the name of the archive.


		The .MEMBER variable is set to the actual string inside the
parentheses. In most cases, this will be the same as the .TARGET
variable.


		The archive(member)’s place in the local variables of the targets
that depend on it is taken by the value of its .TARGET variable.





Thus, a program library could be created with the following makefile:


.o.a            :
    ...
    rm -f $(.TARGET:T)
OBJS            = obj1.o obj2.o obj3.o
libprog.a       : libprog.a($(OBJS))
    ar cru $(.TARGET) $(.OODATE)
    ranlib $(.TARGET)






This will cause the three object files to be compiled (if the
corresponding source files were modified after the object file or, if
that does not exist, the archived object file), the out-of-date ones
archived in libprog.a, a table of contents placed in the archive and
the newly-archived object files to be removed.


All this is used in the makelib.mk system makefile to create a
single library with ease. This makefile looks like this:


#
# Rules for making libraries. The object files that make up the library
# are removed once they are archived.
#
# To make several libraries in parallel, you should define the variable
# "many_libraries". This will serialize the invocations of ranlib.
#
# To use, do something like this:
#
# OBJECTS = <files in the library>
#
# fish.a: fish.a($(OBJECTS)) MAKELIB
#
#

#ifndef _MAKELIB_MK
_MAKELIB_MK    =

#include  <po.mk>

.po.a .o.a     :
    ...
    rm -f $(.MEMBER)

ARFLAGS        ?= crl

#
# Re-archive the out-of-date members and recreate the library's table of
# contents using ranlib. If many_libraries is defined, put the ranlib
# off til the end so many libraries can be made at once.
#
MAKELIB        : .USE .PRECIOUS
    ar $(ARFLAGS) $(.TARGET) $(.OODATE)
#ifndef no_ranlib
# ifdef many_libraries
    ...
# endif many_libraries
    ranlib $(.TARGET)
#endif no_ranlib

#endif _MAKELIB_MK









On the Condition...


Like the C compiler before it, PMake allows you to configure the
makefile, based on the current environment, using conditional
statements. A conditional looks like this:


#if boolean expression
lines
#elif another boolean expression
more lines
#else
still more lines
#endif






They may be nested to a maximum depth of 30 and may occur anywhere
(except in a comment, of course). The # must the very first
character on the line.


Each boolean expression is made up of terms that look like function
calls, the standard C boolean operators &&, ||, and !, and
the standard relational operators ==, !=, >, >=, <,
and <=, with == and != being overloaded to allow string
comparisons as well. && represents logical AND; || is logical OR
and ! is logical NOT. The arithmetic and string operators take
precedence over all three of these operators, while NOT takes precedence
over AND, which takes precedence over OR. This precedence may be
overridden with parentheses, and an expression may be parenthesized to
your heart’s content. Each term looks like a call on one of four
functions:








		``make
``
		The syntax is make(target) where target is a target in the
makefile. This is true if the given target was specified on the
command line, or as the source for a .MAIN target (note that the
sources for .MAIN are only used if no targets were given on the
command line).



		defi
ned
		The syntax is defined(variable) and is true if variable is
defined. Certain variables are defined in the system makefile
that identify the system on which PMake is being run.



		exis
ts
		The syntax is exists(file) and is true if the file can be
found on the global search path (i.e. that defined by .PATH
targets, not by .PATHsuffix targets).



		empt
y
		This syntax is much like the others, except the string inside the
parentheses is of the same form as you would put between
parentheses when expanding a variable, complete with modifiers
and everything. The function returns true if the resulting string
is empty. An undefined variable in this context will cause at the
very least a warning message about a malformed conditional, and
at the worst will cause the process to stop once it has read the
makefile. If you want to check for a variable being defined or
empty, use the expression: !defined(var) || empty(var) as the
definition of || will prevent the empty() from being
evaluated and causing an error, if the variable is undefined.
This can be used to see if a variable contains a given word, for
example: #if !empty(var:Mword)







The arithmetic and string operators may only be used to test the value
of a variable. The lefthand side must contain the variable expansion,
while the righthand side contains either a string, enclosed in
double-quotes, or a number. The standard C numeric conventions (except
for specifying an octal number) apply to both sides. E.g.:


#if $(OS) == 4.3

#if $(MACHINE) == "sun3"

#if $(LOAD_ADDR) > 0xc000






are all valid conditionals. In addition, the numeric value of a variable
can be tested as a boolean as follows:


#if $(LOAD)






would see if LOAD contains a non-zero value and:


#if !$(LOAD)






would test if LOAD contains a zero value.


In addition to the bare #if, there are other forms that apply one of
the first two functions to each term. They are as follows:








		ifdef
		defined



		ifndef
		!defined



		ifmake
		make



		ifnmake
		!make








		There are also the “``else


		if``” forms: elif, elifdef, elifndef, elifmake,





and elifnmake.


For instance, if you wish to create two versions of a program, one of
which is optimized (the production version) and the other of which is
for debugging (has symbols for dbx), you have two choices: you can
create two makefiles, one of which uses the -g flag for the
compilation, while the other uses the -O flag, or you can use
another target (call it debug) to create the debug version. The
construct below will take care of this for you. I have also made it so
defining the variable DEBUG (say with pmake -D DEBUG) will also
cause the debug version to be made.


#if defined(DEBUG) || make(debug)
CFLAGS         += -g
#else
CFLAGS         += -O
#endif






There are, of course, problems with this approach. The most glaring
annoyance is that if you want to go from making a debug version to
making a production version, you have to remove all the object files, or
you will get some optimized and some debug versions in the same program.
Another annoyance is you have to be careful not to make two targets that
“conflict” because of some conditionals in the makefile. For instance:


#if make(print)
FORMATTER = ditroff -Plaser_printer
#endif
#if make(draft)
FORMATTER = nroff -Pdot_matrix_printer
#endif






would wreak havoc if you tried pmake draft print since you would use
the same formatter for each target. As I said, this all gets somewhat
complicated.





A Shell is a Shell is a Shell


In normal operation, the Bourne Shell (better known as sh) is used to
execute the commands to re-create targets. PMake also allows you to
specify a different shell for it to use when executing these commands.
There are several things PMake must know about the shell you wish to
use. These things are specified as the sources for the .SHELL target by
keyword, as follows:



		path=path


		PMake needs to know where the shell actually resides, so it can
execute it. If you specify this and nothing else, PMake will use the
last component of the path and look in its table of the shells it
knows and use the specification it finds, if any. Use this if you
just want to use a different version of the Bourne or C Shell (yes,
PMake knows how to use the C Shell too).


		name=name


		This is the name by which the shell is to be known. It is a single
word and, if no other keywords are specified (other than path), it
is the name by which PMake attempts to find a specification for it
(as mentioned above). You can use this if you would just rather use
the C Shell than the Bourne Shell (.SHELL: name=csh will do it).


		quiet=echo-off command


		As mentioned before, PMake actually controls whether commands are
printed by introducing commands into the shell’s input stream. This
keyword, and the next two, control what those commands are. The
quiet keyword is the command used to turn echoing off. Once it
is turned off, echoing is expected to remain off until the
echo-on command is given.


		echo=echo-on command


		The command PMake should give to turn echoing back on again.


		filter=printed echo-off command


		Many shells will echo the echo-off command when it is given.
This keyword tells PMake in what format the shell actually prints
the echo-off command. Wherever PMake sees this string in the
shell’s output, it will delete it and any following whitespace, up
to and including the next newline. See the example at the end of
this section for more details.


		echoFlag=flag to turn echoing on


		Unless a target has been marked .SILENT, PMake wants to start
the shell running with echoing on. To do this, it passes this flag
to the shell as one of its arguments. If either this or the next
flag begins with a -, the flags will be passed to the shell as
separate arguments. Otherwise, the two will be concatenated (if they
are used at the same time, of course).


		errFlag=flag to turn error checking on


		Likewise, unless a target is marked .IGNORE, PMake wishes
error-checking to be on from the very start. To this end, it will
pass this flag to the shell as an argument. The same rules for an
initial - apply as for the echoFlag.


		check=command to turn error checking on


		Just as for echo-control, error-control is achieved by inserting
commands into the shell’s input stream. This is the command to make
the shell check for errors. It also serves another purpose if the
shell does not have error-control as commands, but I will get into
that in a minute. Again, once error checking has been turned on, it
is expected to remain on until it is turned off again.


		ignore=commandto turn error checking off


		This is the command PMake uses to turn error checking off. It has
another use if the shell does not do errorcontrol, but I will tell
you about that...now.


		hasErrCtl=yes or no


		This takes a value that is either yes or no. Now you might
think that the existence of the check and ignore keywords would be
enough to tell PMake if the shell can do error-control, but you
would be wrong. If hasErrCtl is yes, PMake uses the check
and ignore commands in a straight-forward manner. If this is no,
however, their use is rather different. In this case, the check
command is used as a template, in which the string %s is
replaced by the command that is about to be executed, to produce a
command for the shell that will echo the command to be executed. The
ignore command is also used as a template, again with %s
replaced by the command to be executed, to produce a command that
will execute the command to be executed and ignore any error it
returns. When these strings are used as templates, you must provide
newline(s) (\n) in the appropriate place(s).





The strings that follow these keywords may be enclosed in single or
double quotes (the quotes will be stripped off) and may contain the
usual C backslash-characters (\n is newline, \r is return,
\b is backspace, \' escapes a single-quote inside single-quotes,
\" escapes a double-quote inside double-quotes). Now for an example.


This is actually the contents of the <shx.mk> system makefile, and
causes PMake to use the Bourne Shell in such a way that each command is
printed as it is executed. That is, if more than one command is given on
a line, each will be printed separately. Similarly, each time the body
of a loop is executed, the commands within that loop will be printed,
etc. The specification runs like this:


#
# This is a shell specification to have the Bourne shell echo
# the commands just before executing them, rather than when it reads
# them. Useful if you want to see how variables are being expanded, etc.
#
.SHELL    : path=/bin/sh \
     quiet="set -" \
     echo="set -x" \
     filter="+ set - " \
     echoFlag=x \
     errFlag=e \
     hasErrCtl=yes \
     check="set -e" \
     ignore="set +e"






It tells PMake the following:



		The shell is located in the file /bin/sh. It need not tell PMake
that the name of the shell is sh as PMake can figure that out for
itself (it is the last component of the path).


		The command to stop echoing is set -.


		The command to start echoing is set -x.


		When the echo off command is executed, the shell will print + set
- (The + comes from using the -x flag (rather than the
-v flag PMake usually uses)). PMake will remove all occurrences
of this string from the output, so you do not notice extra commands
you did not put there.


		The flag the Bourne Shell will take to start echoing in this way is
the -x flag. The Bourne Shell will only take its flag arguments
concatenated as its first argument, so neither this nor the errFlag
specification begins with a -.


		The flag to use to turn error-checking on from the start is -e.


		The shell can turn error-checking on and off, and the commands to do
so are set +e and set -e, respectively.





I should note that this specification is for Bourne Shells that are not
part of Berkeley UNIX, as shells from Berkeley do not do error control.
You can get a similar effect, however, by changing the last three lines
to be:


hasErrCtl=no \
check="echo \"+ %s\"\n" \
ignore="sh -c '%s || exit 0\n"






This will cause PMake to execute the two commands:


echo "+ cmd"
sh -c 'cmd || true'






for each command for which errors are to be ignored. (In case you are
wondering, the thing for ignore tells the shell to execute another shell
without error checking on and always exit 0, since the ||```` causes
the exit 0 to be executed only if the first command exited non-zero, and
if the first command exited zero, the shell will also exit zero, since
that is the last command it executed).





Compatibility


There are three (well, 3 1/2) levels of backwards-compatibility built
into PMake. Most makefiles will need none at all. Some may need a little
bit of work to operate correctly when run in parallel. Each level
encompasses the previous levels (e.g. -B (one shell per command)
implies -V). The three levels are described in the following three
sections.





DEFCON 3 – Variable Expansion


As noted before, PMake will not expand a variable unless it knows of a
value for it. This can cause problems for makefiles that expect to leave
variables undefined except in special circumstances (e.g. if more flags
need to be passed to the C compiler or the output from a text processor
should be sent to a different printer). If the variables are enclosed in
curly braces (${PRINTER}), the shell will let them pass. If they are
enclosed in parentheses, however, the shell will declare a syntax error
and the make will come to a grinding halt.


You have two choices: change the makefile to define the variables (their
values can be overridden on the command line, since that is where they
would have been set if you used Make, anyway) or always give the -V
flag (this can be done with the .MAKEFLAGS target, if you want).





DEFCON 2 – The Number of the Beast


Then there are the makefiles that expect certain commands, such as
changing to a different directory, to not affect other commands in a
target’s creation script. You can solve this is either by going back to
executing one shell per command (which is what the -B flag forces
PMake to do), which slows the process down a good bit and requires you
to use semicolons and escaped newlines for shell constructs, or by
changing the makefile to execute the offending command(s) in a subshell
(by placing the line inside parentheses), like so:


install :: .MAKE
      (cd src; $(.PMAKE) install)
      (cd lib; $(.PMAKE) install)
      (cd man; $(.PMAKE) install)






This will always execute the three makes (even if the -n flag was
given) because of the combination of the :: operator and the
.MAKE attribute. Each command will change to the proper directory to
perform the install, leaving the main shell in the directory in which it
started.





DEFCON 1 – Imitation is the Not the Highest Form of Flattery


The final category of makefile is the one where every command requires
input, the dependencies are incompletely specified, or you simply cannot
create more than one target at a time, as mentioned earlier. In
addition, you may not have the time or desire to upgrade the makefile to
run smoothly with PMake. If you are the conservative sort, this is the
compatibility mode for you. It is entered either by giving PMake the
-M flag (for Make), or by executing PMake as make. In either
case, PMake performs things exactly like Make (while still supporting
most of the nice new features PMake provides). This includes:



		No parallel execution.


		Targets are made in the exact order specified by the makefile. The
sources for each target are made in strict left-to-right order, etc.


		A single Bourne shell is used to execute each command, thus the
shell’s $$ variable is useless, changing directories does not
work across command lines, etc.


		If no special characters exist in a command line, PMake will break
the command into words itself and execute the command directly,
without executing a shell first. The characters that cause PMake to
execute a shell are: #, =, |, ^, (, ), {,
}, ;, &, >, <, *, ?, [, ], :,
$, `, and \. You should notice that these are all the
characters that are given special meaning by the shell (except '
and , which PMake deals with all by its lonesome).


		The use of the null suffix is turned off.








The Way Things Work


When PMake reads the makefile, it parses sources and targets into nodes
in a graph. The graph is directed only in the sense that PMake knows
which way is up. Each node contains not only links to all its parents
and children (the nodes that depend on it and those on which it depends,
respectively), but also a count of the number of its children that have
already been processed.


The most important thing to know about how PMake uses this graph is that
the traversal is breadth-first and occurs in two passes.


After PMake has parsed the makefile, it begins with the nodes the user
has told it to make (either on the command line, or via a .MAIN target,
or by the target being the first in the file not labeled with the
.NOTMAIN attribute) placed in a queue. It continues to take the node
off the front of the queue, mark it as something that needs to be made,
pass the node to Suff_FindDeps (mentioned earlier) to find any
implicit sources for the node, and place all the node’s children that
have yet to be marked at the end of the queue. If any of the children is
a .USE rule, its attributes are applied to the parent, then its commands
are appended to the parent’s list of commands and its children are
linked to its parent. The parent’s unmade children counter is then
decremented (since the .USE node has been processed). You will note that
this allows a .USE node to have children that are .USE nodes and the
rules will be applied in sequence. If the node has no children, it is
placed at the end of another queue to be examined in the second pass.
This process continues until the first queue is empty.


At this point, all the leaves of the graph are in the examination queue.
PMake removes the node at the head of the queue and sees if it is
out-of-date. If it is, it is passed to a function that will execute the
commands for the node asynchronously. When the commands have completed,
all the node’s parents have their unmade children counter decremented
and, if the counter is then 0, they are placed on the examination queue.
Likewise, if the node is up-to-date. Only those parents that were marked
on the downward pass are processed in this way. Thus PMake traverses the
graph back up to the nodes the user instructed it to create. When the
examination queue is empty and no shells are running to create a target,
PMake is finished.


Once all targets have been processed, PMake executes the commands
attached to the .END target, either explicitly or through the use of an
ellipsis in a shell script. If there were no errors during the entire
process but there are still some targets unmade (PMake keeps a running
count of how many targets are left to be made), there is a cycle in the
graph. PMake does a depth-first traversal of the graph to find all the
targets that were not made and prints them out one by one.
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Short-cuts and Other Nice Things


Based on what I have told you so far, you may have gotten the impression
that PMake is just a way of storing away commands and making sure you do
not forget to compile something. Good. That is just what it is. However,
the ways I have described have been inelegant, at best, and painful, at
worst. This chapter contains things that make the writing of makefiles
easier and the makefiles themselves shorter and easier to modify (and,
occasionally, simpler). In this chapter, I assume you are somewhat more
familiar with Sprite (or UNIX, if that is what you are using) than I did
in ?, just so you are on your toes. So without further ado…





Transformation Rules


As you know, a file’s name consists of two parts: a base name, which
gives some hint as to the contents of the file, and a suffix, which
usually indicates the format of the file. Over the years, as UNIX has
developed, naming conventions, with regard to suffixes, have also
developed that have become almost as incontrovertible as Law. E.g. a
file ending in .c is assumed to contain C source code; one with a
.o suffix is assumed to be a compiled, relocatable object file that
may be linked into any program; a file with a .ms suffix is usually
a text file to be processed by Troff with the -ms macro package, and
so on. One of the best aspects of both Make and PMake comes from their
understanding of how the suffix of a file pertains to its contents and
their ability to do things with a file based solely on its suffix. This
ability comes from something known as a transformation rule. A
transformation rule specifies how to change a file with one suffix into
a file with another suffix.


A transformation rule looks much like a dependency line, except the
target is made of two known suffixes stuck together. Suffixes are made
known to PMake by placing them as sources on a dependency line whose
target is the special target .SUFFIXES. E.g.:


.SUFFIXES   : .o .c
.c.o        :
    $(CC) $(CFLAGS) -c $(.IMPSRC)






The creation script attached to the target is used to trans form a file
with the first suffix (in this case, .c) into a file with the second
suffix (here, .o). In addition, the target inherits whatever
attributes have been applied to the transformation rule. The simple rule
given above says that to transform a C source file into an object file,
you compile it using cc with the -c flag. This rule is taken
straight from the system makefile. Many transformation rules (and
suffixes) are defined there, and I refer you to it for more examples
(type pmake -h to find out where it is).


There are several things to note about the transformation rule given
above:



		The .IMPSRC variable. This variable is set to the “implied
source” (the file from which the target is being created; the one
with the first suffix), which, in this case, is the .c file.





		The CFLAGS variable. Almost all of the transformation rules in the
system makefile are set up using variables that you can alter in your
makefile to tailor the rule to your needs. In this case, if you want
all your C files to be compiled with the -g flag, to provide
information for dbx, you would set the CFLAGS variable to contain
-g (``CFLAGS  =



-g``) and PMake would take care of the rest.












To give you a quick example, the makefile in ? could be changed to this:


OBJS            = a.o b.o c.o
program         : $(OBJS)
     $(CC) -o $(.TARGET) $(.ALLSRC)
$(OBJS)         : defs.h







		The transformation rule I gave above takes the place of the 6 lines


		[1]:





a.o             : a.c
    cc -c a.c
b.o             : b.c
    cc -c b.c
c.o             : c.c
    cc -c c.c






Now you may be wondering about the dependency between the .o and
.c files – it is not mentioned anywhere in the new makefile. This is
because it is not needed: one of the effects of applying a
transformation rule is the target comes to depend on the implied source.
That’s why it is called the implied source.


For a more detailed example. Say you have a makefile like this:


a.out           : a.o b.o
    $(CC) $(.ALLSRC)






and a directory set up like this:


total 4
-rw-rw-r--  1 deboor        34 Sep  7 00:43 Makefile
-rw-rw-r--  1 deboor       119 Oct  3 19:39 a.c
-rw-rw-r--  1 deboor       201 Sep  7 00:43 a.o
-rw-rw-r--  1 deboor        69 Sep  7 00:43 b.c






While just typing pmake will do the right thing, it is much more
informative to type pmake -d s. This will show you what PMake is up
to as it processes the files. In this case, PMake prints the following:


Suff_FindDeps (a.out)
     using existing source a.o
     applying .o -> .out to "a.o"
Suff_FindDeps (a.o)
     trying a.c...got it
     applying .c -> .o to "a.c"
Suff_FindDeps (b.o)
     trying b.c...got it
     applying .c -> .o to "b.c"
Suff_FindDeps (a.c)
     trying a.y...not there
     trying a.l...not there
     trying a.c,v...not there
     trying a.y,v...not there
     trying a.l,v...not there
Suff_FindDeps (b.c)
     trying b.y...not there
     trying b.l...not there
     trying b.c,v...not there
     trying b.y,v...not there
     trying b.l,v...not there
--- a.o ---
cc  -c a.c
--- b.o ---
cc  -c b.c
--- a.out ---
cc a.o b.o






Suff_FindDeps is the name of a function in PMake that is called to
check for implied sources for a target using transformation rules. The
transformations it tries are, naturally enough, limited to the ones that
have been defined (a transformation may be defined multiple times, by
the way, but only the most recent one will be used). You will notice,
however, that there is a definite order to the suffixes that are tried.
This order is set by the relative positions of the suffixes on the
.SUFFIXES line – the earlier a suffix appears, the earlier it is
checked as the source of a transformation. Once a suffix has been
defined, the only way to change its position in the pecking order is to
remove all the suffixes (by having a .SUFFIXES dependency line with
no sources) and redefine them in the order you want. (Previously-defined
transformation rules will be automatically redefined as the suffixes
they involve are re-entered.) Another way to affect the search order is
to make the dependency explicit. In the above example, a.out depends
on a.o and b.o. Since a transformation exists from .o to
.out, PMake uses that, as indicated by the
using existing source a.o message.


The search for a transformation starts from the suffix of the target and
continues through all the defined transformations, in the order dictated
by the suffix ranking, until an existing file with the same base (the
target name minus the suffix and any leading directories) is found. At
that point, one or more transformation rules will have been found to
change the one existing file into the target.


For example, ignoring what’s in the system makefile for now, say you
have a makefile like this:


.SUFFIXES       : .out .o .c .y .l
.l.c            :
    lex $(.IMPSRC)
    mv lex.yy.c $(.TARGET)
.y.c            :
    yacc $(.IMPSRC)
    mv y.tab.c $(.TARGET)
.c.o            :
    cc -c $(.IMPSRC)
.o.out          :
    cc -o $(.TARGET) $(.IMPSRC)






and the single file jive.l. If you were to type
pmake -rd ms jive.out, you would get the following output for
jive.out:


Suff_FindDeps (jive.out)
     trying jive.o...not there
     trying jive.c...not there
     trying jive.y...not there
     trying jive.l...got it
     applying .l -> .c to "jive.l"
     applying .c -> .o to "jive.c"
     applying .o -> .out to "jive.o"






and this is why: PMake starts with the target jive.out, figures out
its suffix (.out) and looks for things it can transform to a
.out file. In this case, it only finds .o, so it looks for the
file jive.o. It fails to find it, so it looks for transformations
into a .o file. Again it has only one choice: .c. So it looks
for jive.c and, as you know, fails to find it. At this point it has
two choices: it can create the .c file from either a .y file or
a .l file. Since .y came first on the .SUFFIXES line, it
checks for jive.y first, but can not find it, so it looks for
jive.l and, lo and behold, there it is. At this point, it has
defined a transformation path as follows:


.l  ->  .c  ->  .o  -> .out






and applies the transformation rules accordingly. For completeness, and
to give you a better idea of what PMake actually did with this
three-step transformation, this is what PMake printed for the rest of
the process:


Suff_FindDeps (jive.o)
     using existing source jive.c
     applying .c -> .o to "jive.c"
Suff_FindDeps (jive.c)
     using existing source jive.l
     applying .l -> .c to "jive.l"
Suff_FindDeps (jive.l)
Examining jive.l...modified 17:16:01 Oct 4, 1987...up-to-date
Examining jive.c...non-existent...out-of-date
--- jive.c ---
lex jive.l
... meaningless lex output deleted ...
mv lex.yy.c jive.c
Examining jive.o...non-existent...out-of-date
--- jive.o ---
cc -c jive.c
Examining jive.out...non-existent...out-of-date
--- jive.out ---
cc -o jive.out jive.o






One final question remains: what does PMake do with targets that have no
known suffix? PMake simply pretends it actually has a known suffix and
searches for transformations accordingly. The suffix it chooses is the
source for the .NULL target mentioned later. In the system makefile,
.out is chosen as the “null suffix” because most people use PMake to
create programs. You are, however, free and welcome to change it to a
suffix of your own choosing. The null suffix is ignored, however, when
PMake is in compatibility mode (see ?).





Including Other Makefiles


Just as for programs, it is often useful to extract certain parts of a
makefile into another file and just include it in other makefiles
somehow. Many compilers allow you say something like:


#include "defs.h"






to include the contents of defs.h in the source file. PMake allows
you to do the same thing for makefiles, with the added ability to use
variables in the filenames. An include directive in a makefile looks
either like this:


#include <file>






or this:


#include "file"






The difference between the two is where PMake searches for the file: the
first way, PMake will look for the file only in the system makefile
directory (or directories) (to find out what that directory is, give
PMake the -h flag). The system makefile directory search path can be
overridden via the -m option. For files in double-quotes, the search
is more complex:



		The directory of the makefile that’s including the file.


		The current directory (the one in which you invoked PMake).


		The directories given by you using -I flags, in the order in
which you gave them.


		Directories given by .PATH dependency lines (see ?).


		The system makefile directory.





in that order.


You are free to use PMake variables in the filename – PMake will expand
them before searching for the file. You must specify the searching
method with either angle brackets or double-quotes outside of a variable
expansion. I.e. the following:


SYSTEM    = <command.mk>

#include $(SYSTEM)






will not work.





Saving Commands


There may come a time when you will want to save certain commands to be
executed when everything else is done. For instance: you are making
several different libraries at one time and you want to create the
members in parallel. Problem is, ranlib is another one of those programs
that can not be run more than once in the same directory at the same
time (each one creates a file called __.SYMDEF into which it stuffs
information for the linker to use. Two of them running at once will
overwrite each other’s file and the result will be garbage for both
parties). You might want a way to save the ranlib commands til the end
so they can be run one after the other, thus keeping them from trashing
each other’s file. PMake allows you to do this by inserting an ellipsis
(“...”) as a command between commands to be run at once and those to be
run later.


So for the ranlib case above, you might do this:


lib1.a          : $(LIB1OBJS)
    rm -f $(.TARGET)
    ar cr $(.TARGET) $(.ALLSRC)
    ...
    ranlib $(.TARGET)

lib2.a          : $(LIB2OBJS)
    rm -f $(.TARGET)
    ar cr $(.TARGET) $(.ALLSRC)
    ...
    ranlib $(.TARGET)






This would save both


ranlib $(.TARGET)






commands until the end, when they would run one after the other (using
the correct value for the .TARGET variable, of course).


Commands saved in this manner are only executed if PMake manages to
re-create everything without an error.





Target Attributes


PMake allows you to give attributes to targets by means of special
sources. Like everything else PMake uses, these sources begin with a
period and are made up of all upper-case letters. There are various
reasons for using them, and I will try to give examples for most of
them. Others you will have to find uses for yourself. Think of it as “an
exercise for the reader”. By placing one (or more) of these as a source
on a dependency line, you are “marking the target(s) with that
attribute”. That is just the way I phrase it, so you know.


Any attributes given as sources for a transformation rule are applied to
the target of the transformation rule when the rule is applied.








		``.DON
TCARE`
`
		If a target is marked with this attribute and PMake can not
figure out how to create it, it will ignore this fact and assume
the file is not really needed or actually exists and PMake just
can not find it. This may prove wrong, but the error will be
noted later on, not when PMake tries to create the target so
marked. This attribute also prevents PMake from attempting to
touch the target if it is given the -t flag.



		.EXE
C
		This attribute causes its shell script to be executed while
having no effect on targets that depend on it. This makes the
target into a sort of subroutine. An example. Say you have some
LISP files that need to be compiled and loaded into a LISP
process. To do this, you echo LISP commands into a file and
execute a LISP with this file as its input when everything is
done. Say also that you have to load other files from another
system before you can compile your files and further, that you do
not want to go through the loading and dumping unless one of your
files has changed. Your makefile might look a little bit like
this (remember, this is an educational example, and do not worry
about the COMPILE rule, all will soon become clear, grasshopper):


system          : init a.fasl b.fasl c.fasl
    for i in $(.ALLSRC);
    do
        echo -n '(load "' >> input
        echo -n ${i} >> input
        echo '")' >> input
    done
    echo '(dump "$(.TARGET)")' >> input
    lisp < input

a.fasl          : a.l init COMPILE
b.fasl          : b.l init COMPILE
c.fasl          : c.l init COMPILE
COMPILE         : .USE
    echo '(compile "$(.ALLSRC)")' >> input
init            : .EXEC
    echo '(load-system)' > input






.EXEC sources, do not appear in the local variables of
targets that depend on them (nor are they touched if PMake is
given the -t flag). Note that all the rules, not just that
for system, include init as a source. This is because none of the
other targets can be made until init has been made, thus they
depend on it.






		.EXP
ORT
		This is used to mark those targets whose creation should be sent
to another machine if at all possible. This may be used by some
exportation schemes if the exportation is expensive. You should
ask your system administrator if it is necessary.



		.EXP
ORTSAM
E
		Tells the export system that the job should be exported to a
machine of the same architecture as the current one. Certain
operations (e.g. running text through nroff) can be performed the
same on any architecture (CPU and operating system type), while
others (e.g. compiling a program with cc) must be performed on a
machine with the same architecture. Not all export systems will
support this attribute.



		.IGN
ORE
		Giving a target the .IGNORE attribute causes PMake to ignore
errors from any of the target’s commands, as if they all had
- before them.



		``.INV
ISIBLE
``
		This allows you to specify one target as a source for another
without the one affecting the other’s local variables. Useful if,
say, you have a makefile that creates two programs, one of which
is used to create the other, so it must exist before the other is
created. You could say


prog1           : $(PROG1OBJS) prog2 MAKEINSTALL
prog2           : $(PROG2OBJS) .INVISIBLE MAKEINSTALL






where MAKEINSTALL is some complex .USE rule (see below)
that depends on the .ALLSRC variable containing the right
things. Without the .INVISIBLE attribute for prog2, the
MAKEINSTALL rule could not be applied. This is not as useful
as it should be, and the semantics may change (or the whole thing
go away) in the not-too-distant future.






		.JOI
N
		This is another way to avoid performing some operations in
parallel while permitting everything else to be done so.
Specifically it forces the target’s shell script to be executed
only if one or more of the sources was out-of-date. In addition,
the target’s name, in both its .TARGET variable and all the
local variables of any target that depends on it, is replaced by
the value of its .ALLSRC variable. As an example, suppose you
have a program that has four libraries that compile in the same
directory along with, and at the same time as, the program. You
again have the problem with ranlib that I mentioned earlier, only
this time it is more severe: you can not just put the ranlib off
to the end since the program will need those libraries before it
can be re-created. You can do something like this:


program         : $(OBJS) libraries
    cc -o $(.TARGET) $(.ALLSRC)

libraries       : lib1.a lib2.a lib3.a lib4.a .JOIN
    ranlib $(.OODATE)






In this case, PMake will re-create the $(OBJS) as necessary,
along with lib1.a, lib2.a, lib3.a and lib4.a. It
will then execute ranlib on any library that was changed and set
program’s .ALLSRC variable to contain what’s in $(OBJS)
followed by “lib1.a lib2.a lib3.a lib4.a.” In
case you are wondering, it is called .JOIN because it joins
together different threads of the “input graph” at the target
marked with the attribute. Another aspect of the .JOIN
attribute is it keeps the target from being created if the -t
flag was given.






		.MAK
E
		The .MAKE attribute marks its target as being a recursive
invocation of PMake. This forces PMake to execute the script
associated with the target (if it is out-of-date) even if you
gave the -n or -t flag. By doing this, you can start at
the top of a system and type pmake -n and have it descend the
directory tree (if your makefiles are set up correctly), printing
what it would have executed if you had not included the -n
flag.



		``.NOE
XPORT`
`
		If possible, PMake will attempt to export the creation of all
targets to another machine (this depends on how PMake was
configured). Sometimes, the creation is so simple, it is
pointless to send it to another machine. If you give the target
the .NOEXPORT attribute, it will be run loally, even if you
have given PMake the ``-L



0`` flag.







		.NOT
MAIN
		Normally, if you do not specify a target to make in any other
way, PMake will take the first target on the first dependency
line of a makefile as the target to create. That target is known
as the “Main Target” and is labeled as such if you print the
dependencies out using the -p flag. Giving a target this
attribute tells PMake that the target is definitely not the Main
Target. This allows you to place targets in an included makefile
and have PMake create something else by default.



		``.PRE
CIOUS`
`
		When PMake is interrupted (you type control-C at the keyboard),
it will attempt to clean up after itself by removing any
half-made targets. If a target has the .PRECIOUS attribute,
however, PMake will leave it alone. An additional side effect of
the :: operator is to mark the targets as .PRECIOUS.



		.SIL
ENT
		Marking a target with this attribute keeps its commands from
being printed when they are executed, just as if they had an
@ in front of them.



		``.USE
``
		By giving a target this attribute, you turn it into PMake’s
equivalent of a macro. When the target is used as a source for
another target, the other target acquires the commands, sources
and attributes (except .USE) of the source. If the target
already has commands, the .USE target’s commands are added to
the end. If more than one .USE-marked source is given to a
target, the rules are applied sequentially. The typical .USE
rule (as I call them) will use the sources of the target to which
it is applied (as stored in the .ALLSRC variable for the
target) as its “arguments,” if you will. For example, you
probably noticed that the commands for creating lib1.a and
lib2.a in the example in section ? were exactly the same. You
can use the .USE attribute to eliminate the repetition, like
so:


lib1.a          : $(LIB1OBJS) MAKELIB
lib2.a          : $(LIB2OBJS) MAKELIB

MAKELIB         : .USE
    rm -f $(.TARGET)
    ar cr $(.TARGET) $(.ALLSRC)
    ...
    ranlib $(.TARGET)






Several system makefiles (not to be confused with The System
Makefile) make use of these .USE rules to make your life
easier (they are in the default, system makefile directory...take
a look). Note that the .USE rule source itself (MAKELIB) does
not appear in any of the targets’s local variables. There is no
limit to the number of times I could use the MAKELIB rule. If
there were more libraries, I could continue with
lib3.a : $(LIB3OBJS) MAKELIB and so on and so forth.













Special Targets


As there were in Make, so there are certain targets that have special
meaning to PMake. When you use one on a dependency line, it is the only
target that may appear on the left-hand-side of the operator. As for the
attributes and variables, all the special targets begin with a period
and consist of upper-case letters only. I will not describe them all in
detail because some of them are rather complex and I will describe them
in more detail than you will want in ?. The targets are as follows:








		.BEGIN
		Any commands attached to this target are executed before anything
else is done. You can use it for any initialization that needs
doing.



		.DEFAU
LT
		This is sort of a .USE rule for any target (that was used
only as a source) that PMake can not figure out any other way to
create. It is only “sort of” a .USE rule because only the
shell script attached to the .DEFAULT target is used. The
.IMPSRC variable of a target that inherits .DEFAULT’s
commands is set to the target’s own name.



		.END
		This serves a function similar to .BEGIN, in that commands
attached to it are executed once everything has been re-created
(so long as no errors occurred). It also serves the extra
function of being a place on which PMake can hang commands you
put off to the end. Thus the script for this target will be
executed before any of the commands you save with the “...”.



		.EXPOR
T
		The sources for this target are passed to the exportation system
compiled into PMake. Some systems will use these sources to
configure themselves. You should ask your system administrator
about this.



		.IGNOR
E
		This target marks each of its sources with the .IGNORE
attribute. If you do not give it any sources, then it is like
giving the -i flag when you invoke PMake – errors are ignored
for all commands.



		.INCLU
DES
		The sources for this target are taken to be suffixes that
indicate a file that can be included in a program source file.
The suffix must have already been declared with .SUFFIXES
(see below). Any suffix so marked will have the directories on
its search path (see .PATH, below) placed in the .INCLUDES
variable, each preceded by a -I flag. This variable can then
be used as an argument for the compiler in the normal fashion.
The .h suffix is already marked in this way in the system
makefile. E.g. if you have


.SUFFIXES       : .bitmap
.PATH.bitmap    : /usr/local/X/lib/bitmaps
.INCLUDES       : .bitmap






PMake will place -I/usr/local/X/lib/bitmaps in the
.INCLUDES variable and you can then say


cc $(.INCLUDES) -c xprogram.c






(Note: the .INCLUDES variable is not actually filled in until
the entire makefile has been read.)






		.INTER
RUPT
		When PMake is interrupted, it will execute the commands in the
script for this target, if it exists.



		.LIBS
		This does for libraries what .INCLUDES does for include files,
except the flag used is -L, as required by those linkers that
allow you to tell them where to find libraries. The variable used
is .LIBS. Be forewarned that PMake may not have been compiled
to do this if the linker on your system does not accept the
-L flag, though the .LIBS variable will always be defined
once the makefile has been read.



		.MAIN
		If you did not give a target (or targets) to create when you
invoked PMake, it will take the sources of this target as the
targets to create.



		.MAKEF
LAGS
		This target provides a way for you to always specify flags for
PMake when the makefile is used. The flags are just as they would
be typed to the shell (except you can not use shell variables
unless they are in the environment), though the -f and -r
flags have no effect.



		.NULL
		This allows you to specify what suffix PMake should pretend a
file has if, in fact, it has no known suffix. Only one suffix may
be so designated. The last source on the dependency line is the
suffix that is used (you should, however, only give one
suffix...).



		.PATH
		If you give sources for this target, PMake will take them as
directories in which to search for files it cannot find in the
current directory. If you give no sources, it will clear out any
directories added to the search path before. Since the effects of
this all get very complex, we will leave it till ? to give you a
complete explanation.



		.PATHs
uffix
		This does a similar thing to .PATH, but it does it only for files
with the given suffix. The suffix must have been defined already.
Look at Search Paths (?) for more information.



		.PRECI
OUS
		Similar to .IGNORE, this gives the .PRECIOUS attribute to
each source on the dependency line, unless there are no sources,
in which case the .PRECIOUS attribute is given to every
target in the file.



		.RECUR
SIVE
		This target applies the .MAKE attribute to all its sources.
It does nothing if you do not give it any sources.



		.SHELL
		PMake is not constrained to only using the Bourne shell to
execute the commands you put in the makefile. You can tell it
some other shell to use with this target. Check out “?” (?) for
more information.



		.SILEN
T
		When you use .SILENT as a target, it applies the .SILENT
attribute to each of its sources. If there are no sources on the
dependency line, then it is as if you gave PMake the -s flag
and no commands will be echoed.



		.SUFFI
XES
		This is used to give new file suffixes for PMake to handle. Each
source is a suffix PMake should recognize. If you give a
.SUFFIXES dependency line with no sources, PMake will forget
about all the suffixes it knew (this also nukes the null suffix).
For those targets that need to have suffixes defined, this is how
you do it.







In addition to these targets, a line of the form:


attribute : sources






applies the attribute to all the targets listed as sources.





Modifying Variable Expansion


Variables need not always be expanded verbatim. PMake defines several
modifiers that may be applied to a variable’s value before it is
expanded. You apply a modifier by placing it after the variable name
with a colon between the two, like so:


${VARIABLE:modifier}






Each modifier is a single character followed by something specific to
the modifier itself. You may apply as many modifiers as you want – each
one is applied to the result of the previous and is separated from the
previous by another colon.


There are seven ways to modify a variable’s expansion, most of which
come from the C shell variable modification characters:



		Mpattern


		This is used to select only those words (a word is a series of
characters that are neither spaces nor tabs) that match the given
pattern. The pattern is a wildcard pattern like that used by the
shell, where * means 0 or more characters of any sort; ?
is any single character; [abcd] matches any single character
that is either a, b, c or d (there may be any number
of characters between the brackets); [0-9] matches any single
character that is between 0 and 9 (i.e. any digit. This form
may be freely mixed with the other bracket form), and \ is used
to escape any of the characters *, ?, [ or :,
leaving them as regular characters to match themselves in a word.
For example, the system makefile <makedepend.mk> uses
$(CFLAGS:M-[ID]*) to extract all the -I and -D flags
that would be passed to the C compiler. This allows it to properly
locate include files and generate the correct dependencies.


		Npattern


		This is identical to :M except it substitutes all words that do
not match the given pattern.


		S/search-string/replacement-string/[g]


		Causes the first occurrence of search-string in the variable to be
replaced by replacement-string, unless the g flag is given at
the end, in which case all occurrences of the string are replaced.
The substitution is performed on each word in the variable in turn.
If search-string begins with a ^, the string must match starting
at the beginning of the word. If search-string ends with a $,
the string must match to the end of the word (these two may be
combined to force an exact match). If a backslash precedes these two
characters, however, they lose their special meaning. Variable
expansion also occurs in the normal fashion inside both the
search-string and the replacement-string, except that a backslash is
used to prevent the expansion of a $, not another dollar sign,
as is usual. Note that search-string is just a string, not a
pattern, so none of the usual regularexpression/wildcard characters
have any special meaning save ^ and $. In the replacement
string, the & character is replaced by the search-string unless
it is preceded by a backslash. You are allowed to use any character
except colon or exclamation point to separate the two strings. This
so-called delimiter character may be placed in either string by
preceding it with a backslash.


		T


		Replaces each word in the variable expansion by its last component
(its “tail”). For example, given:


OBJS = ../lib/a.o b /usr/lib/libm.a
TAILS = $(OBJS:T)






the variable TAILS would expand to a.o b libm.a.





		H


		This is similar to :T, except that every word is replaced by
everything but the tail (the “head”). Using the same definition of
OBJS, the string $(OBJS:H) would expand to
../lib /usr/lib. Note that the final slash on the heads is
removed and anything without a head is replaced by the empty string.


		E


		:E replaces each word by its suffix (“extension”). So
$(OBJS:E) would give you .o .a.


		R


		This replaces each word by everything but the suffix (the “root” of
the word). $(OBJS:R) expands to ../lib/a b /usr/lib/libm.





In addition, the System V style of substitution is also supported. This
looks like:


$(VARIABLE:search-string=replacement)






It must be the last modifier in the chain. The search is anchored at the
end of each word, so only suffixes or whole words may be replaced.





More Exercises


Exercise 3.1


You have got a set programs, each of which is created from its own
assembly-language source file (suffix .asm). Each program can be
assembled into two versions, one with error-checking code assembled in
and one without. You could assemble them into files with different
suffixes (.eobj and .obj, for instance), but your linker only
understands files that end in .obj. To top it all off, the final
executables must have the suffix .exe. How can you still use
transformation rules to make your life easier (Hint: assume the
errorchecking versions have ec tacked onto their prefix)?


Exercise 3.2


Assume, for a moment or two, you want to perform a sort of “indirection”
by placing the name of a variable into another one, then you want to get
the value of the first by expanding the second somehow. Unfortunately,
PMake does not allow constructs like:


$($(FOO))






What do you do? Hint: no further variable expansion is performed after
modifiers are applied, thus if you cause a $ to occur in the
expansion, that is what will be in the result.





		[1]		This is also somewhat cleaner, I think, than the dynamic source
solution presented in ?.
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Quick Porting


This section describes how to quickly create a new port. For
applications where this quick method is not adequate, the full “Slow
Porting” process is described in ?.


First, get the original tarball and put it into DISTDIR, which
defaults to /usr/ports/distfiles.



Note


These steps assume that the software compiled out-of-the-box. In
other words, absolutely no changes were required for the application
to work on a OS system. If anything had to be changed, refer to ?.


Note


It is recommended to set the DEVELOPER MAN.MAKE.1 variable in
/etc/make.conf before getting into porting.


PROMPT.ROOT echo DEVELOPER=yes >> /etc/make.conf






This setting enables the “developer mode” that displays deprecation
warnings and activates some further quality checks on calling
make.









Writing the Makefile


The minimal Makefile would look something like this:


# $FreeBSD$

PORTNAME=   oneko
PORTVERSION=    1.1b
CATEGORIES= games
MASTER_SITES=   ftp://ftp.cs.columbia.edu/archives/X11R5/contrib/

MAINTAINER= youremail@example.com
COMMENT=    Cat chasing a mouse all over the screen

.include <bsd.port.mk>

**Note**

In some cases, the ``Makefile`` of an existing port may contain
additional lines in the header, such as the name of the port and the
date it was created. This additional information has been declared
obsolete, and is being phased out.






Try to figure it out. Do not worry about the contents of the
$FreeBSD$ line, it will be filled in automatically by Subversion
when the port is imported to our main ports tree. A more detailed
example is shown in the sample Makefile section.





Writing the Description Files


There are two description files that are required for any port, whether
they actually package or not. They are pkg-descr and pkg-plist.
Their pkg- prefix distinguishes them from other files.



pkg-descr


This is a longer description of the port. One to a few paragraphs
concisely explaining what the port does is sufficient.



Note


This is not a manual or an in-depth description on how to use or
compile the port! Please be careful when copying from the
``README`` or manpage. Too often they are not a concise description
of the port or are in an awkward format. For example, manpages have
justified spacing, which looks particularly bad with monospaced
fonts.






A well-written pkg-descr describes the port completely enough that
users would not have to consult the documentation or visit the website
to understand what the software does, how it can be useful, or what
particularly nice features it has. Mentioning certain requirements like
a graphical toolkit, heavy dependencies, runtime environment, or
implementation languages help users decide whether this port will work
for them.


Include a URL to the official WWW homepage. Prepend one of the
websites (pick the most common one) with WWW: (followed by single
space) so that automated tools will work correctly. If the URI is the
root of the website or directory, it must be terminated with a slash.



Note


If the listed webpage for a port is not available, try to search the
Internet first to see if the official site moved, was renamed, or is
hosted elsewhere.






This example shows how pkg-descr looks:


This is a port of oneko, in which a cat chases a poor mouse all over
the screen.
 :
(etc.)

WWW: http://www.oneko.org/









pkg-plist


This file lists all the files installed by the port. It is also called
the “packing list” because the package is generated by packing the files
listed here. The pathnames are relative to the installation prefix
(usually /usr/local).


Here is a small example:


bin/oneko
man/man1/oneko.1.gz
lib/X11/app-defaults/Oneko
lib/X11/oneko/cat1.xpm
lib/X11/oneko/cat2.xpm
lib/X11/oneko/mouse.xpm






Refer to the MAN.PKG-CREATE.8 manual page for details on the packing
list.



Note


It is recommended to keep all the filenames in this file sorted
alphabetically. It will make verifying changes when upgrading the
port much easier.


Tip


Creating a packing list manually can be a very tedious task. If the
port installs a large numbers of files, creating the packing list
automatically might save time.






There is only one case when pkg-plist can be omitted from a port. If
the port installs just a handful of files, list them in PLIST_FILES,
within the port’s Makefile. For instance, we could get along without
pkg-plist in the above oneko port by adding these lines to the
Makefile:


PLIST_FILES=  bin/oneko \
        man/man1/oneko.1.gz \
        lib/X11/app-defaults/Oneko \
        lib/X11/oneko/cat1.xpm \
        lib/X11/oneko/cat2.xpm \
        lib/X11/oneko/mouse.xpm

**Note**

Usage of ``PLIST_FILES`` should not be abused. When looking for the
origin of a file, people usually try to grep through the
``pkg-plist`` files in the ports tree. Listing files in
``PLIST_FILES`` in the ``Makefile`` makes that search more
difficult.

**Tip**

If a port needs to create an empty directory, or creates directories
outside of ``${PREFIX}`` during installation, refer to ? for more
information.






The price for this way of listing a port’s files and directories is that
the keywords described in MAN.PKG-CREATE.8 and ? cannot be used.
Therefore, it is suitable only for simple ports and makes them even
simpler. At the same time, it has the advantage of reducing the number
of files in the ports collection. Please consider using this technique
before resorting to pkg-plist.


Later we will see how pkg-plist and PLIST_FILES can be used to
fulfill more sophisticated tasks.







Creating the Checksum File


Just type make makesum. The ports make rules will automatically
generate the file distinfo.





Testing the Port


Make sure that the port rules do exactly what is desired, including
packaging up the port. These are the important points to verify:



		pkg-plist does not contain anything not installed by the port.


		pkg-plist contains everything that is installed by the port.


		The port can be installed using the install target. This verifies
that the install script works correctly.


		The port can be deinstalled properly using the deinstall target. This
verifies that the deinstall script works correctly.


		Make sure that make package can be run as a normal user (that is,
not as root). If that fails, NEED_ROOT=yes must be added to the
port Makefile.





make stage


make check-orphans


make package


make install


make deinstall



		``pkg add


		package-filename``





make package (as user)


Make certain no warnings are shown in any of the stages.


Thorough automated testing can be done with ports-mgmt/tinderbox or
ports-mgmt/poudriere from the Ports Collection. These applications
maintain jails where all of the steps shown above can be tested
without affecting the state of the host system.





Checking the Port with portlint


Please use portlint to see if the port conforms to our guidelines.
The ports-mgmt/portlint program is part of the ports collection. In
particular, check that the Makefile is in the
right shape and the package is named
appropriately.





Submitting the New Port


Before submitting the new port, read the DOs and
DON’Ts section.


Once happy with the port, the only thing remaining is to put it in the
main OS ports tree and make everybody else happy about it too. We do not
need the work directory or the pkgname.tgz package, so delete
them now.


Next, build the MAN.SHAR.1 file. Assuming the port is called oneko,
cd to the directory above where the oneko directory is located,
and then type: shar `find oneko` > oneko.shar


To submit oneko.shar, use the bug submit
form [https://bugs.freebsd.org/submit/] (category Ports Tree).
Add a short description of the program to the Description field of the
PR (perhaps a short version of COMMENT), and do not forget to add
oneko.shar as an attachment.



Note


Giving a good description in the summary of the problem report makes
the work of port committers a lot easier. We prefer something like
“New port: category/portname short description of the port” for new
ports. Using this scheme makes it easier and faster to begin the
work of committing the new port.






One more time, do not include the original source distfile, the
``work`` directory, or the package built with ``make package``; and, do
use MAN.SHAR.1 for new ports, not MAN.DIFF.1.


After submitting the port, please be patient. The time needed to include
a new port in OS can vary from a few days to a few months. The list of
pending port PRs can be viewed at
http://www.FreeBSD.org/cgi/query-pr-summary.cgi?category=ports.


After looking at the new port, we will reply if necessary, and commit it
to the tree. The submitter’s name will also be added to the list of
Additional OS
Contributors
and other files.
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Testing the Port





Running make describe


Several of the OS port maintenance tools, such as MAN.PORTUPGRADE.1,
rely on a database called /usr/ports/INDEX which keeps track of such
items as port dependencies. INDEX is created by the top-level
ports/Makefile via make index, which descends into each port
subdirectory and executes make describe there. Thus, if
make describe fails in any port, no one can generate INDEX, and
many people will quickly become unhappy.



Note


It is important to be able to generate this file no matter what
options are present in make.conf, so please avoid doing things
such as using .error statements when (for instance) a dependency
is not satisfied. (See ?.)






If make describe produces a string rather than an error message,
everything is probably safe. See bsd.port.mk for the meaning of the
string produced.


Also note that running a recent version of portlint (as specified in
the next section) will cause make describe to be run automatically.





Portlint


Do check the port with `portlint <#porting-portlint>`__ before
submitting or committing it. portlint warns about many common
errors, both functional and stylistic. For a new (or repocopied) port,
portlint -A is the most thorough; for an existing port,
portlint -C is sufficient.


Since portlint uses heuristics to try to figure out errors, it can
produce false positive warnings. In addition, occasionally something
that is flagged as a problem really cannot be done in any other way due
to limitations in the ports framework. When in doubt, the best thing to
do is ask on A.PORTS.





Port Tools


The ports-mgmt/porttools program is part of the Ports Collection.


port is the front-end script, which can help simplify the testing
job. Whenever a new port or an update to an existing one needs testing,
use port test to test the port, including the
`portlint <#testing-portlint>`__ checking. This command also detects
and lists any files that are not listed in pkg-plist. For example:


PROMPT.ROOT port test /usr/ports/net/csup









PREFIX and DESTDIR


PREFIX determines where the port will be installed. It defaults to
/usr/local, but can be set by the user to a custom path like
/opt. The port must respect the value of this variable.


DESTDIR, if set by the user, determines the complete alternative
environment, usually a jail or an installed system mounted somewhere
other than /. A port will actually install into DESTDIR/PREFIX,
and register with the package database in DESTDIR/var/db/pkg. As
DESTDIR is handled automatically by the ports infrastructure with
MAN.CHROOT.8. There is no need for modifications or any extra care to
write DESTDIR-compliant ports.


The value of PREFIX will be set to LOCALBASE (defaulting to
/usr/local). If USE_LINUX_PREFIX is set, PREFIX will be
LINUXBASE (defaulting to /compat/linux).


Avoiding hard-coded /usr/local paths in the source makes the port
much more flexible and able to cater to the needs of other sites. Often,
this can be accomplished by replacing occurrences of /usr/local in
the port’s various Makefiles with ${PREFIX}. This variable is
automatically passed down to every stage of the build and install
processes.


Make sure the application is not installing things in /usr/local
instead of PREFIX. A quick test for such hard-coded paths is:


PROMPT.USER make clean; make package PREFIX=/var/tmp/`make -V PORTNAME`






If anything is installed outside of PREFIX, the package creation
process will complain that it cannot find the files.


In addition, it is worth checking the same with the stage directory
support (see ?):


PROMPT.USER make stage && make check-plist && make stage-qa && make package







		check-plist checks for files missing from the plist, and files in the
plist that are not installed by the port.


		stage-qa checks for common problems like bad shebang, symlinks
pointing outside the stage directory, setuid files, and non-stripped
libraries...





These tests will not find hard-coded paths inside the port’s files, nor
will it verify that LOCALBASE is being used to correctly refer to
files from other ports. The temporarily-installed port in
/var/tmp/`make -V PORTNAME` must be tested for proper operation to
make sure there are no problems with paths.


PREFIX must not be set explicitly in a port’s Makefile. Users
installing the port may have set PREFIX to a custom location, and
the port must respect that setting.


Refer to programs and files from other ports with the variables
mentioned above, not explicit pathnames. For instance, if the port
requires a macro PAGER to have the full pathname of less, do not
use a literal path of /usr/local/bin/less. Instead, use
${LOCALBASE}:


-DPAGER=\"${LOCALBASE}/bin/less\"






The path with LOCALBASE is more likely to still work if the system
administrator has moved the whole /usr/local tree somewhere else.



Tip


All these tests are done automatically when running
poudriere testport or ``poudriere



bulk -t``. It is highly recommended that every ports



contributor install it, and tests all his ports with it. See ? for
more information.









Poudriere


For a ports contributor, Poudriere is one of the most important and
helpful testing and build tools. Its main features include:



		Bulk building of the entire ports tree, specific subsets of the ports
tree, or a single port including its dependencies


		Automatic packaging of build results


		Generation of build log files per port


		Providing a signed MAN.PKG.8 repository


		Testing of port builds before submitting a patch to the OS bug
tracker or committing to the ports tree


		Testing for successful ports builds using different options





Because Poudriere performs its building in a clean MAN.JAIL.8
environment and uses MAN.ZFS.8 features, it has several advantages over
traditional testing on the host system:



		No pollution of the host environment: No leftover files, no
accidental removals, no changes of existing configuration files.


		Verify pkg-plist for missing or superfluous entries


		Ports committers sometimes ask for a Poudriere log alongside a patch
submission to assess whether the patch is ready for integration into
the ports tree





It is also quite straightforward to set up and use, has no dependencies,
and will run on any supported OS release. This section shows how to
install, configure, and run Poudriere as part of the normal workflow of
a ports contributor.


The examples in this section show a default file layout, as standard in
OS. Substitute any local changes accordingly. The ports tree,
represented by ${PORTSDIR}, is located in /usr/ports. Both
${LOCALBASE} and ${PREFIX} are /usr/local by default.



Installing Poudriere


Poudriere is available in the ports tree in ports-mgmt/poudriere. It can
be installed using MAN.PKG.8 or from ports:


PROMPT.ROOT pkg install poudriere






or


PROMPT.ROOT make -C /usr/ports/ports-mgmt/poudriere install clean






There is also a work-in-progress version of Poudriere which will
eventually become the next release. It is available in
ports-mgmt/poudriere-devel. This development version is used for the
official OS package builds, so it is well tested. It often has newer
interesting features. A ports committer will want to use the development
version because it is what is used in production, and has all the new
features that will make sure everything is exactly right. A contributor
will not necessarily need those as the most important fixes are
backported to released version. The main reason for the use of the
development version to build the official package is because it is
faster, in a way that will shorten a full build from 18 hours to 17
hours when using a high end 32 CPU server with 128GB of RAM. Those
optimizations will not matter a lot when building ports on a desktop
machine.





Setting Up Poudriere


The port installs a default configuration file,
/usr/local/etc/poudriere.conf. Each parameter is documented in the
configuration file and in MAN.POUDRIERE.8. Here is a minimal example
config file:


ZPOOL=tank
ZROOTFS=/poudriere
BASEFS=/poudriere
DISTFILES_CACHE=/usr/ports/distfiles
RESOLV_CONF=/etc/resolv.conf
FREEBSD_HOST=ftp://ftp.freebsd.org
SVN_HOST=svn0.eu.FreeBSD.org







		ZPOOL


		The name of the ZFS storage pool which Poudriere shall use. Must be
listed in the output of ``zpool



status``.






		ZROOTFS


		The root of Poudriere-managed file systems. This entry will cause
Poudriere to create MAN.ZFS.8 file systems under tank/poudriere.


		BASEFS


		The root mount point for Poudriere file systems. This entry will
cause Poudriere to mount tank/poudriere to /poudriere.


		DISTFILES_CACHE


		Defines where distfiles are stored. In this example, Poudriere and
the host share the distfiles storage directory. This avoids
downloading tarballs which are already present on the system.


		RESOLV_CONF


		Use the host /etc/resolv.conf inside jails for DNS. This is
needed so jails can resolve the URLs of distfiles when downloading.
It is not needed when using a proxy. Refer to the default
configuration file for proxy configuration.


		FREEBSD_HOST


		The FTP/HTTP server to use when the jails are installed from OS
releases and updated with MAN.FREEBSD-UPDATE.8. Choose a server
location which is close, for example if the machine is located in
Australia, use ftp.au.freebsd.org.


		SVN_HOST


		The server from where jails are installed and updated when using
Subversion. Also used for ports tree when not using MAN.PORTSNAP.8.
Again, choose a nearby location. A list of official Subversion
mirrors can be found in the OS Handbook Subversion
section.








Creating Poudriere Jails


Create the base jails which Poudriere will use for building:


PROMPT.ROOT poudriere jail -c -j 93Ramd64 -v 9.3-RELEASE -a amd64






Fetch a 9.3-RELEASE for amd64 from the FTP server given by
FREEBSD_HOST in poudriere.conf, create the zfs file system
tank/poudriere/jails/93Ramd64, mount it on
/poudriere/jails/93Ramd64 and extract the 9.3-RELEASE tarballs
into this file system.


PROMPT.ROOT poudriere jail -c -j 10i386 -v stable/10 -a i386 -m svn+https






Create tank/poudriere/jails/10i386, mount it on
/poudriere/jails/10i386, then check out the tip of the Subversion
branch of OS-10-STABLE from SVN_HOST in poudriere.conf into
/poudriere/jails/10i386/usr/src, then complete a buildworld and
install it into /poudriere/jails/10i386.



Tip


If a specific Subversion revision is needed, append it to the
version string. For example:


PROMPT.ROOT poudriere jail -c -j 10i386 -v stable/10@123456 -a i386 -m svn+https






Note


While it is possible to build a newer version of OS on an older
version, most of the time it will not run. For example, if a
stable/10 jail is needed, the host will have to run
stable/10 too. Running 10.0-RELEASE is not enough.


Caution


The default svn protocol works but is not very secure. Using
svn+https along with verifying the remote server’s SSL
fingerprint is advised. It will ensure that the files used for
building the jail are from a trusted source.






A list of jails currently known to Poudriere can be shown with
poudriere jail -l:


PROMPT.ROOT poudriere jail -l
JAILNAME             VERSION              ARCH    METHOD
93Ramd64             9.3-RELEASE          amd64   ftp
10i386               10.0-STABLE          i386    svn+https









Keeping Poudriere Jails Updated


Managing updates is very straightforward. The command:


PROMPT.ROOT poudriere jail -u -j JAILNAME






updates the specified jail to the latest version available. For OS
releases, update to the latest patchlevel with MAN.FREEBSD-UPDATE.8. For
OS versions built from source, update to the latest Subversion revision
in the branch.



Tip



		For jails employing a svn+* method, it is helpful to add ``-J


		NumberOfParallelBuildJobs`` to speed up the build by





increasing the number of parallel compile jobs used. For example, if
the building machine has 6 CPUs, use:


PROMPT.ROOT poudriere jail -u -J 6 -j JAILNAME













Setting Up Ports Trees for Use with Poudriere


There are multiple ways to use ports trees in Poudriere. The most
straightforward way is to have Poudriere create a default ports tree for
itself:


PROMPT.ROOT poudriere ports -c






This command creates tank/poudriere/ports/default, mount it on
/poudriere/ports/default, and populate it using MAN.PORTSNAP.8.
Afterward it is included in the list of known ports trees:


PROMPT.ROOT poudriere ports -l
PORTSTREE      METHOD     PATH
default        portsnap   /poudriere/ports/default

**Note**

Note that the “default” ports tree is special. Each of the build
commands explained later will implicitly use this ports tree unless
specifically specified otherwise. To use another tree, add ``-p
        treename`` to the commands.






While useful for regular bulk builds, having this default ports tree
with the MAN.PORTSNAP.8 method may not be the best way to deal with
local modifications for a ports contributor. As with the creation of
jails, it is possible to use a different method for creating the ports
tree. To add an additional ports tree for testing local modifications
and ports development, checking out the tree via Subversion is possible:


PROMPT.ROOT poudriere ports -c -m svn+https -p subversive






Creates tank/poudriere/ports/subversive and mounts it on
/poudriere/ports/subversive. It is then populated using Subversion.
Finally, it is added to the list of known ports trees:


PROMPT.ROOT poudriere ports -l
PORTSTREE            METHOD     PATH
default              portsnap   /poudriere/ports/default
subversive           svn+https  /poudriere/ports/subversive

**Tip**

The ``svn`` method allows extra qualifiers to tell Subversion
exactly how to fetch data. This is explained in MAN.POUDRIERE.8. For
instance, ``poudriere ports
        -c -m svn+ssh -p subversive`` uses SSH for the checkout.









Using Manually Managed Ports Trees with Poudriere


Depending on the workflow, it can be extremely helpful to use ports
trees which are maintained manually. For instance, if there is a local
copy of the ports tree in /work/ports, point Poudriere to the
location:


PROMPT.ROOT poudriere ports -c -F -f none -M /work/ports -p development






This will be listed in the table of known trees:


PROMPT.ROOT poudriere ports -l
PORTSTREE    METHOD   PATH
development  -        /work/ports

**Note**

The dash in the ``METHOD`` column means that Poudriere will not
update or change this ports tree, ever. It is completely up to the
user to maintain this tree, including all local modifications that
may be used for testing new ports and submitting patches.









Keeping Poudriere Ports Trees Updated


As straightforward as with jails described earlier:


PROMPT.ROOT poudriere ports -u -p PORTSTREE






Will update the given PORTSTREE, one tree given by the output of
poudriere -l, to the latest revision available on the official
servers.



Note


Ports trees without a method, see ?, cannot be updated like this.
They must be updated manually by the porter.









Testing Ports


After jails and ports trees have been set up, the result of a
contributor’s modifications to the ports tree can be tested.


For example, local modifications to the www/firefox port located in
/work/ports/www/firefox can be tested in the previously created
9.3-RELEASE jail:


PROMPT.ROOT poudriere testport -j 93Ramd64 -p development -o www/firefox






This will build all dependencies of Firefox. If a dependency has been
built previously and is still up-to-date, the pre-built package is
installed. If a dependency has no up-to-date package, one will be built
with default options in a jail. Then Firefox itself is built.


The complete build of every port is logged to
/poudriere/data/logs/bulk/93Ri386-development/build-time/logs.


The directory name 93Ri386-development is derived from the arguments
to -j and -p, respectively. For convenience, a symbolic link
/poudriere/data/logs/bulk/93Ri386-development/latest is also
maintained. The link points to the latest build-time directory. Also in
this directory is an index.html for observing the build process with
a web browser.


By default, Poudriere cleans up the jails and leaves log files in the
directories mentioned above. To ease investigation, jails can be kept
running after the build by adding -i to testport:


PROMPT.ROOT poudriere testport -j 93Ramd64 -p development -i -o www/firefox






After the build completes, and regardless of whether it was successful,
a shell is provided within the jail. The shell is used to investigate
further. Poudriere can be told to leave the jail running after the build
finishes with -I. Poudriere will show the command to run when the
jail is no longer needed. It is then possible to MAN.JEXEC.8 into it:


PROMPT.ROOT poudriere testport -j 93Ramd64 -p development -I -o www/firefox
[...]
====>> Installing local Pkg repository to /usr/local/etc/pkg/repos
====>> Leaving jail 93Ramd64-development-n running, mounted at /poudriere/data/.m/93Ramd64-development/ref for interactive run testing
====>> To enter jail: jexec 93Ramd64-development-n env -i TERM=$TERM /usr/bin/login -fp root
====>> To stop jail: poudriere jail -k -j 93Ramd64 -p development
PROMPT.ROOT jexec 93Ramd64-development-n env -i TERM=$TERM /usr/bin/login -fp root
PROMPT.ROOT [do some stuff in the jail]
PROMPT.ROOT exit
PROMPT.ROOT poudriere jail -k -j 93Ramd64 -p development
====>> Umounting file systems






An integral part of the OS ports build infrastructure is the ability to
tweak ports to personal preferences with options. These can be tested
with Poudriere as well. Adding the -c:


PROMPT.ROOT poudriere testport -c -o www/firefox






Presents the port configuration dialog before the port is built. The
ports given after -o in the format category/portname will use
the specified options, all dependencies will use the default options.
Testing dependent ports with non-default options can be accomplished
using sets, see ?.



Tip


When testing ports where pkg-plist is altered during build
depending on the selected options, it is recommended to perform a
test run with all options selected and one with all options
deselected.









Using Sets


For all actions involving builds, a so-called set can be specified
using ``-z



setname``. A set refers to a fully independent build. This allows,



for instance, usage of testport with non-standard options for the
dependent ports.


To use sets, Poudriere expects an existing directory structure similar
to PORT_DBDIR, defaults to /var/db/ports in its configuration
directory. This directory is then nullfs-mounted into the jails where
the ports and their dependencies are built. Usually a suitable starting
point can be obtained by recursively copying the existing PORT_DBDIR
to /usr/local/etc/poudriere.d/jailname-portname-setname-options.
This is described in detail in MAN.POUDRIERE.8. For instance, testing
www/firefox in a specific set named devset, add the -z devset
parameter to the testport command:


PROMPT.ROOT poudriere testport -j 93Ramd64 -p development -z devset -o www/firefox






This will look for the existence of these directories in this order:



		/usr/local/etc/poudriere.d/93Ramd64-development-devset-options


		/usr/local/etc/poudriere.d/93Ramd64-devset-options


		/usr/local/etc/poudriere.d/93Ramd64-development-options


		/usr/local/etc/poudriere.d/devset-options


		/usr/local/etc/poudriere.d/development-options


		/usr/local/etc/poudriere.d/93Ramd64-options


		/usr/local/etc/poudriere.d/options





From this list, Poudriere nullfs-mounts the first existing directory
tree into the /var/db/ports directory of the build jails. Hence, all
custom options are used for all the ports during this run of
testport.


After the directory structure for a set is provided, the options for a
particular port can be altered. For example:


PROMPT.ROOT poudriere options -c www/firefox -z devset






The configuration dialog for www/firefox is shown, and options can be
edited. The selected options are saved to the devset set.



Note


Poudriere is very flexible in the option configuration. They can be
set for particular jails, ports trees, and for multiple ports by one
command. Refer to MAN.POUDRIERE.8 for details.









Providing a Custom make.conf File


Similar to using sets, Poudriere will also use a custom make.conf if
it is provided. No special command line argument is necessary. Instead,
Poudriere looks for existing files matching a name scheme derived from
the command line. For instance:


PROMPT.ROOT poudriere testport -j 93Ramd64 -p development -z devset -o www/firefox






causes Poudriere to check for the existence of these files in this
order:



		/usr/local/etc/poudriere.d/make.conf


		/usr/local/etc/poudriere.d/devset-make.conf


		/usr/local/etc/poudriere.d/development-make.conf


		/usr/local/etc/poudriere.d/93Ramd64-make.conf


		/usr/local/etc/poudriere.d/93Ramd64-development-make.conf


		/usr/local/etc/poudriere.d/93Ramd64-devset-make.conf


		/usr/local/etc/poudriere.d/93Ramd64-development-devset-make.conf





Unlike with sets, all of the found files will be appended, in that
order, into one make.conf inside the build jails. It is hence
possible to have general make variables, intended to affect all builds
in /usr/local/etc/poudriere.d/make.conf. Special variables, intended
to affect only certain jails or sets can be set in specialised
make.conf files, such as
/usr/local/etc/poudriere.d/93Ramd64-development-devset-make.conf.


To build a set with a non default Perl version, for example, 5.20,
using a set named perl5-20, create a perl5-20-make.conf with
this line:


DEFAULT_VERSIONS+= perl=5.20

**Note**

Note the use of ``+=`` so that if the variable is already set in the
default ``make.conf`` its content will not be overwritten.









Pruning no Longer Needed Distfiles


Poudriere comes with a built-in mechanism to remove outdated distfiles
that are no longer used by any port of a given tree. The command


PROMPT.ROOT poudriere distclean -p portstree






will scan the distfiles folder, DISTFILES_CACHE in
poudriere.conf, versus the ports tree given by the ``-p



portstree`` argument and prompt for removal of those distfiles. To



skip the prompt and remove all unused files unconditionally, the -y
argument can be added:


PROMPT.ROOT poudriere distclean -p portstree -y











Tinderbox


As an avid ports contributor, take a look at Tinderbox. It is a powerful
system for building and testing ports. Install Tinderbox using
ports-mgmt/tinderbox port. Be sure to read supplied documentation since
the configuration is not trivial.


Visit the Tinderbox website [http://tinderbox.marcuscom.com/] for
more details.
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Upgrading a Port


When a port is not the most recent version available from the authors,
update the local working copy of /usr/ports. The port might have
already been updated to the new version.


When working with more than a few ports, it will probably be easier to
use Subversion to keep the whole ports collection up-to-date, as
described in the Handbook.
This will have the added benefit of tracking all the port’s
dependencies.


The next step is to see if there is an update already pending. To do
this, there are two options. There is a searchable interface to the
FreeBSD Problem Report (PR) or bug
database [https://bugs.freebsd.org/search/]. Select Ports Tree in
the Product dropdown, and enter the name of the port in the
Summary field.


However, sometimes people forget to put the name of the port into the
Summary field in an unambiguous fashion. In that case, try searching in
the Comment field in the Detailled Bug Information section, or
try the OS Ports Monitoring System (also known as
portsmon). This system attempts to classify port PRs by portname. To
search for PRs about a particular port, use the Overview of One
Port [http://portsmon.FreeBSD.org/portoverview.py].


If there is no pending PR, the next step is to send an email to the
port’s maintainer, as shown by make maintainer. That person may
already be working on an upgrade, or have a reason to not upgrade the
port right now (because of, for example, stability problems of the new
version), and there is no need to duplicate their work. Note that
unmaintained ports are listed with a maintainer of
ports@FreeBSD.org, which is just the general ports mailing list, so
sending mail there probably will not help in this case.


If the maintainer asks you to do the upgrade or there is no maintainer,
then help out OS by preparing the update! Please do this by using the
MAN.DIFF.1 command in the base system.


To create a suitable diff for a single patch, copy the file that
needs patching to something.orig, save the changes to something
and then create the patch:


PROMPT.USER diff -u something.orig something > something.diff






Otherwise, either use the svn diff method (?) or copy the contents
of the port to an entire different directory and use the result of the
recursive MAN.DIFF.1 output of the new and old ports directories (for
example, if the modified port directory is called superedit and the
original is in our tree as superedit.bak, then save the result of
diff -ruN superedit.bak superedit). Either unified or context diff
is fine, but port committers generally prefer unified diffs. Note the
use of the -N option—this is the accepted way to force diff to
properly deal with the case of new files being added or old files being
deleted. Before sending us the diff, please examine the output to make
sure all the changes make sense. (In particular, make sure to first
clean out the work directories with make clean).



Note


If some files have been added, copied, moved, or removed, add this
information to the problem report so that the committer picking up
the patch will know what MAN.SVN.1 commands to run.






To simplify common operations with patch files, use make makepatch
as described in ?. Other tools exists, like
/usr/ports/Tools/scripts/patchtool.py. Before using it, please read
/usr/ports/Tools/scripts/README.patchtool.


If the port is unmaintained, and you are actively using it, please
consider volunteering to become its maintainer. OS has over 4000 ports
without maintainers, and this is an area where more volunteers are
always needed. (For a detailed description of the responsibilities of
maintainers, refer to the section in the Developer’s
Handbook.)


To submit the diff, use the bug submit
form [https://bugs.freebsd.org/submit/] (category Ports Tree). If
the submitter is also maintaining the port, be sure to put ``[maintainer



update]`` at the beginning of the Summary line. Please mention



any added or deleted files in the message, as they have to be explicitly
specified to MAN.SVN.1 when doing a commit. Do not compress or encode
the diff.


Before submitting the bug, review the Writing the problem
report section in
the Problem Reports article. It contains far more information about how
to write useful problem reports.



Important


If the upgrade is motivated by security concerns or a serious fault
in the currently committed port, please notify the A.PORTMGR to
request immediate rebuilding and redistribution of the port’s
package. Unsuspecting users of pkg will otherwise continue to
install the old version via pkg install for several weeks.


Note


Once again, please use MAN.DIFF.1 and not MAN.SHAR.1 to send updates
to existing ports! This helps ports committers understand exactly
what is being changed.






Now that all of that is done, read about how to keep up-to-date in ?.





Using Subversion to Make Patches


When possible, please submit a MAN.SVN.1 diff. They are easier to handle
than diffs between “new and old” directories. It is easier to see what
has changed, and to update the diff if something was modified in the
Ports Collection since the work on it began, or if the committer asks
for something to be fixed. Also, a patch generated with svn diff can
be easily applied with svn patch and will save some time to the
committer.


PROMPT.USER cd ~/my_wrkdir
PROMPT.USER svn co https://svn0.us-west.FreeBSD.org/ports/head/dns/pdnsd
PROMPT.USER cd ~/my_wrkdir/pdnsd







		This can be anywhere, of course. Building ports is not limited to
within /usr/ports/.


		svn0.us-west.FreeBSD.org [https://svn0.us-west.FreeBSD.org/] is a
public Subversion server. Select the closest mirror and verify the
mirror server certificate from the list of Subversion mirror
sites.





While in the port directory, make any changes that are needed. If
adding, copying, moving, or removing a file, use svn to track these
changes:


PROMPT.USER svn add new_file
PROMPT.USER svn copy some_file file_copy
PROMPT.USER svn move old_name new_name
PROMPT.USER svn remove deleted_file






Make sure to check the port using the checklist in ? and ?.


PROMPT.USER svn status
PROMPT.USER svn update







		This will attempt to merge the differences between the patch and
current repository version. Watch the output carefully. The letter in
front of each file name indicates what was done with it. See ? for a
complete list.











		U
		The file was updated without problems.



		G
		The file was updated without problems (only when working against a remote repository).



		M
		The file had been modified, and was merged without conflicts.



		C
		The file had been modified, and was merged with conflicts.







Table: Subversion Update File Prefixes


If C is displayed as a result of svn update, it means something
changed in the Subversion repository and MAN.SVN.1 was not able to merge
the local changes with those from the repository. It is always a good
idea to inspect the changes anyway, since MAN.SVN.1 does not know
anything about the structure of a port, so it might (and probably will)
merge things that do not make sense.


The last step is to make a unified MAN.DIFF.1 of the changes:


PROMPT.USER svn diff > ../`make -VPKGNAME`.diff

**Note**

If files have been added, copied, moved, or removed, include the
MAN.SVN.1 ``add``, ``copy``, ``move``, and ``remove`` commands that
were used. ``svn move`` or ``svn copy`` must be run before the patch
can be applied. ``svn
      add`` or ``svn remove`` must be run after the patch is
applied.






Send the patch following the guidelines in ?.



Tip


The patch can be automatically generated and the PR pre-filled with
the contact information by using port submit. See ? for more
details.









UPDATING and MOVED



/usr/ports/UPDATING


If upgrading the port requires special steps like changing configuration
files or running a specific program, it must be documented in this file.
The format of an entry in this file is as follows:


YYYYMMDD:
  AFFECTS: users of portcategory/portname
  AUTHOR: Your name <Your email address>

  Special instructions

**Tip**

When including exact portmaster, portupgrade, and/or pkg
instructions, please make sure to get the shell escaping right. For
example, do *not* use:

::

    PROMPT.ROOT pkg delete -g -f docbook-xml* docbook-sk* docbook[2345]??-* docbook-4*

As shown, the command will only work with bourne shells. Instead,
use the form shown below, which will work with both bourne shell and
c-shell:

::

    PROMPT.ROOT pkg delete -g -f docbook-xml\* docbook-sk\* docbook\[2345\]\?\?-\* docbook-4\*

**Note**

It is recommended that the AFFECTS line contains a glob matching all
the ports affected by the entry so that automated tools can parse it
as easily as possible. If an update concerns all the existing BIND 9
versions the ``AFFECTS`` content must be ``users of dns/bind9*``, it
must *not* be ``users of BIND
      9``









/usr/ports/MOVED


This file is used to list moved or removed ports. Each line in the file
is made up of the name of the port, where the port was moved, when, and
why. If the port was removed, the section detailing where it was moved
can be left blank. Each section must be separated by the | (pipe)
character, like so:


old name|new name (blank for deleted)|date of move|reason






The date must be entered in the form YYYY-MM-DD. New entries are
added to the top of the file to keep it in reverse chronological order,
with the last entry first.


If a port was removed but has since been restored, delete the line in
this file that states that it was removed.


If a port was renamed and then renamed back to its original name, add a
new one with the intermediate name to the old name, and remove the old
entry as to not create a loop.



Note


Any changes must be validated with Tools/scripts/MOVEDlint.awk.


If using a ports directory other than /usr/ports, use:


PROMPT.USER cd /home/user/ports
PROMPT.USER env PORTSDIR=$PWD Tools/scripts/MOVEDlint.awk
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Making a New Port


Interested in making a new port, or upgrading existing ports? Great!


What follows are some guidelines for creating a new port for OS. To
upgrade an existing port, read this, then read ?.


When this document is not sufficiently detailed, refer to
/usr/ports/Mk/bsd.port.mk, which is included by all port
Makefiles. Even those not hacking Makefiles daily can gain
much knowledge from it. Additionally, specific questions can be sent to
the A.PORTS.



Note


Only a fraction of the variables (VAR) that can be overridden
are mentioned in this document. Most (if not all) are documented at
the start of /usr/ports/Mk/bsd.port.mk; the others probably
ought to be. Note that this file uses a non-standard tab setting:
Emacs and Vim will recognize the setting on loading the file. Both
MAN.VI.1 and MAN.EX.1 can be set to use the correct value by typing
:set tabstop=4 once the file has been loaded.






Looking for something easy to start with? Take a look at the list of
requested ports [http://wiki.freebsd.org/WantedPorts] and see if you
can work on one (or more).
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__FreeBSD_version Values


Here is a convenient list of __FreeBSD_version values as defined in
sys/param.h [http://svnweb.FreeBSD.org/base/head/sys/sys/param.h?view=markup]:









		Value
		Date
		Release





		119411
		 
		2.0-RELEASE



		199501, 199503
		March 19, 1995
		2.1-CURRENT



		199504
		April 9, 1995
		2.0.5-RELEASE



		199508
		August 26, 1995
		2.2-CURRENT before 2.1



		199511
		November 10, 1995
		2.1.0-RELEASE



		199512
		November 10, 1995
		2.2-CURRENT before 2.1.5



		199607
		July 10, 1996
		2.1.5-RELEASE



		199608
		July 12, 1996
		2.2-CURRENT before 2.1.6



		199612
		November 15, 1996
		2.1.6-RELEASE



		199612
		 
		2.1.7-RELEASE



		220000
		February 19, 1997
		2.2-RELEASE



		(not changed)
		 
		2.2.1-RELEASE



		(not changed)
		 
		2.2-STABLE after 2.2.1-RELEASE



		221001
		April 15, 1997
		2.2-STABLE after texinfo-3.9



		221002
		April 30, 1997
		2.2-STABLE after top



		222000
		May 16, 1997
		2.2.2-RELEASE



		222001
		May 19, 1997
		2.2-STABLE after 2.2.2-RELEASE



		225000
		October 2, 1997
		2.2.5-RELEASE



		225001
		November 20, 1997
		2.2-STABLE after 2.2.5-RELEASE



		225002
		December 27, 1997
		2.2-STABLE after ldconfig -R merge



		226000
		March 24, 1998
		2.2.6-RELEASE



		227000
		July 21, 1998
		2.2.7-RELEASE



		227001
		July 21, 1998
		2.2-STABLE after 2.2.7-RELEASE



		227002
		September 19, 1998
		2.2-STABLE after MAN.SEMCTL.2 change



		228000
		November 29, 1998
		2.2.8-RELEASE



		228001
		November 29, 1998
		2.2-STABLE after 2.2.8-RELEASE



		300000
		February 19, 1996
		3.0-CURRENT before MAN.MOUNT.2 change



		300001
		September 24, 1997
		3.0-CURRENT after MAN.MOUNT.2 change



		300002
		June 2, 1998
		3.0-CURRENT after MAN.SEMCTL.2 change



		300003
		June 7, 1998
		3.0-CURRENT after ioctl arg changes



		300004
		September 3, 1998
		3.0-CURRENT after ELF conversion



		300005
		October 16, 1998
		3.0-RELEASE



		300006
		October 16, 1998
		3.0-CURRENT after 3.0-RELEASE



		300007
		January 22, 1999
		3.0-STABLE after 3/4 branch



		310000
		February 9, 1999
		3.1-RELEASE



		310001
		March 27, 1999
		3.1-STABLE after 3.1-RELEASE



		310002
		April 14, 1999
		3.1-STABLE after C++ constructor/destructor order change



		320000
		 
		3.2-RELEASE



		320001
		May 8, 1999
		3.2-STABLE



		320002
		August 29, 1999
		3.2-STABLE after binary-incompatible IPFW and socket changes



		330000
		September 2, 1999
		3.3-RELEASE



		330001
		September 16, 1999
		3.3-STABLE



		330002
		November 24, 1999
		3.3-STABLE after adding MAN.MKSTEMP.3 to libc



		340000
		December 5, 1999
		3.4-RELEASE



		340001
		December 17, 1999
		3.4-STABLE



		350000
		June 20, 2000
		3.5-RELEASE



		350001
		July 12, 2000
		3.5-STABLE



		400000
		January 22, 1999
		4.0-CURRENT after 3.4 branch



		400001
		February 20, 1999
		4.0-CURRENT after change in dynamic linker handling



		400002
		March 13, 1999
		4.0-CURRENT after C++ constructor/destructor order change



		400003
		March 27, 1999
		4.0-CURRENT after functioning MAN.DLADDR.3



		400004
		April 5, 1999
		4.0-CURRENT after __deregister_frame_info dynamic linker bug fix (also 4.0-CURRENT after EGCS 1.1.2 integration)



		400005
		April 27, 1999
		4.0-CURRENT after MAN.SUSER.9 API change (also 4.0-CURRENT after newbus)



		400006
		May 31, 1999
		4.0-CURRENT after cdevsw registration change



		400007
		June 17, 1999
		4.0-CURRENT after the addition of so_cred for socket level credentials



		400008
		June 20, 1999
		4.0-CURRENT after the addition of a poll syscall wrapper to libc_r



		400009
		July 20, 1999
		
		4.0-CURRENT after the change of the kernel’s dev_t type to ``struct


		specinfo`` pointer









		400010
		September 25, 1999
		4.0-CURRENT after fixing a hole in MAN.JAIL.2



		400011
		September 29, 1999
		4.0-CURRENT after the sigset_t datatype change



		400012
		November 15, 1999
		4.0-CURRENT after the cutover to the GCC 2.95.2 compiler



		400013
		December 4, 1999
		4.0-CURRENT after adding pluggable linux-mode ioctl handlers



		400014
		January 18, 2000
		4.0-CURRENT after importing OpenSSL



		400015
		January 27, 2000
		4.0-CURRENT after the C++ ABI change in GCC 2.95.2 from -fvtable-thunks to -fno-vtable-thunks by default



		400016
		February 27, 2000
		4.0-CURRENT after importing OpenSSH



		400017
		March 13, 2000
		4.0-RELEASE



		400018
		March 17, 2000
		4.0-STABLE after 4.0-RELEASE



		400019
		May 5, 2000
		4.0-STABLE after the introduction of delayed checksums.



		400020
		June 4, 2000
		4.0-STABLE after merging libxpg4 code into libc.



		400021
		July 8, 2000
		4.0-STABLE after upgrading Binutils to 2.10.0, ELF branding changes, and tcsh in the base system.



		410000
		July 14, 2000
		4.1-RELEASE



		410001
		July 29, 2000
		4.1-STABLE after 4.1-RELEASE



		410002
		September 16, 2000
		4.1-STABLE after MAN.SETPROCTITLE.3 moved from libutil to libc.



		411000
		September 25, 2000
		4.1.1-RELEASE



		411001
		 
		4.1.1-STABLE after 4.1.1-RELEASE



		420000
		October 31, 2000
		4.2-RELEASE



		420001
		January 10, 2001
		4.2-STABLE after combining libgcc.a and libgcc_r.a, and associated GCC linkage changes.



		430000
		March 6, 2001
		4.3-RELEASE



		430001
		May 18, 2001
		4.3-STABLE after wint_t introduction.



		430002
		July 22, 2001
		4.3-STABLE after PCI powerstate API merge.



		440000
		August 1, 2001
		4.4-RELEASE



		440001
		October 23, 2001
		4.4-STABLE after d_thread_t introduction.



		440002
		November 4, 2001
		4.4-STABLE after mount structure changes (affects filesystem klds).



		440003
		December 18, 2001
		4.4-STABLE after the userland components of smbfs were imported.



		450000
		December 20, 2001
		4.5-RELEASE



		450001
		February 24, 2002
		4.5-STABLE after the usb structure element rename.



		450004
		April 16, 2002
		4.5-STABLE after the sendmail_enable MAN.RC.CONF.5 variable was made to take the value NONE.



		450005
		April 27, 2002
		4.5-STABLE after moving to XFree86 4 by default for package builds.



		450006
		May 1, 2002
		4.5-STABLE after accept filtering was fixed so that is no longer susceptible to an easy DoS.



		460000
		June 21, 2002
		4.6-RELEASE



		460001
		June 21, 2002
		4.6-STABLE MAN.SENDFILE.2 fixed to comply with documentation, not to count any headers sent against the amount of data to be sent from the file.



		460002
		July 19, 2002
		4.6.2-RELEASE



		460100
		June 26, 2002
		4.6-STABLE



		460101
		June 26, 2002
		4.6-STABLE after MFC of `sed -i’.



		460102
		September 1, 2002
		4.6-STABLE after MFC of many new pkg_install features from the HEAD.



		470000
		October 8, 2002
		4.7-RELEASE



		470100
		October 9, 2002
		4.7-STABLE



		470101
		November 10, 2002
		Start generated __std{in,out,err}p references rather than __sF. This changes std{in,out,err} from a compile time expression to a runtime one.



		470102
		January 23, 2003
		4.7-STABLE after MFC of mbuf changes to replace m_aux mbufs by m_tag’s



		470103
		February 14, 2003
		4.7-STABLE gets OpenSSL 0.9.7



		480000
		March 30, 2003
		4.8-RELEASE



		480100
		April 5, 2003
		4.8-STABLE



		480101
		May 22, 2003
		4.8-STABLE after MAN.REALPATH.3 has been made thread-safe



		480102
		August 10, 2003
		4.8-STABLE 3ware API changes to twe.



		490000
		October 27, 2003
		4.9-RELEASE



		490100
		October 27, 2003
		4.9-STABLE



		490101
		January 8, 2004
		4.9-STABLE after e_sid was added to struct kinfo_eproc.



		490102
		February 4, 2004
		4.9-STABLE after MFC of libmap functionality for rtld.



		491000
		May 25, 2004
		4.10-RELEASE



		491100
		June 1, 2004
		4.10-STABLE



		491101
		August 11, 2004
		4.10-STABLE after MFC of revision 20040629 of the package tools



		491102
		November 16, 2004
		4.10-STABLE after VM fix dealing with unwiring of fictitious pages



		492000
		December 17, 2004
		4.11-RELEASE



		492100
		December 17, 2004
		4.11-STABLE



		492101
		April 18, 2006
		4.11-STABLE after adding libdata/ldconfig directories to mtree files.



		500000
		March 13, 2000
		5.0-CURRENT



		500001
		April 18, 2000
		5.0-CURRENT after adding addition ELF header fields, and changing our ELF binary branding method.



		500002
		May 2, 2000
		5.0-CURRENT after kld metadata changes.



		500003
		May 18, 2000
		5.0-CURRENT after buf/bio changes.



		500004
		May 26, 2000
		5.0-CURRENT after binutils upgrade.



		500005
		June 3, 2000
		5.0-CURRENT after merging libxpg4 code into libc and after TASKQ interface introduction.



		500006
		June 10, 2000
		5.0-CURRENT after the addition of AGP interfaces.



		500007
		June 29, 2000
		5.0-CURRENT after Perl upgrade to 5.6.0



		500008
		July 7, 2000
		5.0-CURRENT after the update of KAME code to 2000/07 sources.



		500009
		July 14, 2000
		5.0-CURRENT after ether_ifattach() and ether_ifdetach() changes.



		500010
		July 16, 2000
		5.0-CURRENT after changing mtree defaults back to original variant, adding -L to follow symlinks.



		500011
		July 18, 2000
		5.0-CURRENT after kqueue API changed.



		500012
		September 2, 2000
		5.0-CURRENT after MAN.SETPROCTITLE.3 moved from libutil to libc.



		500013
		September 10, 2000
		5.0-CURRENT after the first SMPng commit.



		500014
		January 4, 2001
		5.0-CURRENT after <sys/select.h> moved to <sys/selinfo.h>.



		500015
		January 10, 2001
		5.0-CURRENT after combining libgcc.a and libgcc_r.a, and associated GCC linkage changes.



		500016
		January 24, 2001
		5.0-CURRENT after change allowing libc and libc_r to be linked together, deprecating -pthread option.



		500017
		February 18, 2001
		5.0-CURRENT after switch from struct ucred to struct xucred to stabilize kernel-exported API for mountd et al.



		500018
		February 24, 2001
		5.0-CURRENT after addition of CPUTYPE make variable for controlling CPU-specific optimizations.



		500019
		June 9, 2001
		5.0-CURRENT after moving machine/ioctl_fd.h to sys/fdcio.h



		500020
		June 15, 2001
		5.0-CURRENT after locale names renaming.



		500021
		June 22, 2001
		5.0-CURRENT after Bzip2 import. Also signifies removal of S/Key.



		500022
		July 12, 2001
		5.0-CURRENT after SSE support.



		500023
		September 14, 2001
		5.0-CURRENT after KSE Milestone 2.



		500024
		October 1, 2001
		5.0-CURRENT after d_thread_t, and moving UUCP to ports.



		500025
		October 4, 2001
		5.0-CURRENT after ABI change for descriptor and creds passing on 64 bit platforms.



		500026
		October 9, 2001
		5.0-CURRENT after moving to XFree86 4 by default for package builds, and after the new libc strnstr() function was added.



		500027
		October 10, 2001
		5.0-CURRENT after the new libc strcasestr() function was added.



		500028
		December 14, 2001
		5.0-CURRENT after the userland components of smbfs were imported.



		(not changed)
		 
		5.0-CURRENT after the new C99 specific-width integer types were added.



		500029
		January 29, 2002
		5.0-CURRENT after a change was made in the return value of MAN.SENDFILE.2.



		500030
		February 15, 2002
		5.0-CURRENT after the introduction of the type fflags_t, which is the appropriate size for file flags.



		500031
		February 24, 2002
		5.0-CURRENT after the usb structure element rename.



		500032
		March 16, 2002
		5.0-CURRENT after the introduction of Perl 5.6.1.



		500033
		April 3, 2002
		5.0-CURRENT after the sendmail_enable MAN.RC.CONF.5 variable was made to take the value NONE.



		500034
		April 30, 2002
		5.0-CURRENT after mtx_init() grew a third argument.



		500035
		May 13, 2002
		5.0-CURRENT with Gcc 3.1.



		500036
		May 17, 2002
		5.0-CURRENT without Perl in /usr/src



		500037
		May 29, 2002
		5.0-CURRENT after the addition of MAN.DLFUNC.3



		500038
		July 24, 2002
		5.0-CURRENT after the types of some struct sockbuf members were changed and the structure was reordered.



		500039
		September 1, 2002
		5.0-CURRENT after GCC 3.2.1 import. Also after headers stopped using _BSD_FOO_T_ and started using _FOO_T_DECLARED. This value can also be used as a conservative estimate of the start of MAN.BZIP2.1 package support.



		500040
		September 20, 2002
		5.0-CURRENT after various changes to disk functions were made in the name of removing dependency on disklabel structure internals.



		500041
		October 1, 2002
		5.0-CURRENT after the addition of MAN.GETOPT.LONG.3 to libc.



		500042
		October 15, 2002
		5.0-CURRENT after Binutils 2.13 upgrade, which included new FreeBSD emulation, vec, and output format.



		500043
		November 1, 2002
		5.0-CURRENT after adding weak pthread_XXX stubs to libc, obsoleting libXThrStub.so. 5.0-RELEASE.



		500100
		January 17, 2003
		5.0-CURRENT after branching for RELENG_5_0



		500101
		February 19, 2003
		<sys/dkstat.h> is empty. Do not include it.



		500102
		February 25, 2003
		5.0-CURRENT after the d_mmap_t interface change.



		500103
		February 26, 2003
		5.0-CURRENT after taskqueue_swi changed to run without Giant, and taskqueue_swi_giant added to run with Giant.



		500104
		February 27, 2003
		cdevsw_add() and cdevsw_remove() no longer exists. Appearance of MAJOR_AUTO allocation facility.



		500105
		March 4, 2003
		5.0-CURRENT after new cdevsw initialization method.



		500106
		March 8, 2003
		devstat_add_entry() has been replaced by devstat_new_entry()



		500107
		March 15, 2003
		Devstat interface change; see sys/sys/param.h 1.149



		500108
		March 15, 2003
		Token-Ring interface changes.



		500109
		March 25, 2003
		Addition of vm_paddr_t.



		500110
		March 28, 2003
		5.0-CURRENT after MAN.REALPATH.3 has been made thread-safe



		500111
		April 9, 2003
		5.0-CURRENT after MAN.USBHID.3 has been synced with NetBSD



		500112
		April 17, 2003
		5.0-CURRENT after new NSS implementation and addition of POSIX.1 getpw*_r, getgr*_r functions



		500113
		May 2, 2003
		5.0-CURRENT after removal of the old rc system.



		501000
		June 4, 2003
		5.1-RELEASE.



		501100
		June 2, 2003
		5.1-CURRENT after branching for RELENG_5_1.



		501101
		June 29, 2003
		5.1-CURRENT after correcting the semantics of sigtimedwait(2) and sigwaitinfo(2).



		501102
		July 3, 2003
		5.1-CURRENT after adding the lockfunc and lockfuncarg fields to MAN.BUS.DMA.TAG.CREATE.9.



		501103
		July 31, 2003
		5.1-CURRENT after GCC 3.3.1-pre 20030711 snapshot integration.



		501104
		August 5, 2003
		5.1-CURRENT 3ware API changes to twe.



		501105
		August 17, 2003
		5.1-CURRENT dynamically-linked /bin and /sbin support and movement of libraries to /lib.



		501106
		September 8, 2003
		5.1-CURRENT after adding kernel support for Coda 6.x.



		501107
		September 17, 2003
		5.1-CURRENT after 16550 UART constants moved from <dev/sio/sioreg.h> to <dev/ic/ns16550.h>. Also when libmap functionality was unconditionally supported by rtld.



		501108
		September 23, 2003
		5.1-CURRENT after PFIL_HOOKS API update



		501109
		September 27, 2003
		5.1-CURRENT after adding kiconv(3)



		501110
		September 28, 2003
		5.1-CURRENT after changing default operations for open and close in cdevsw



		501111
		October 16, 2003
		5.1-CURRENT after changed layout of cdevsw



		501112
		October 16, 2003
		5.1-CURRENT after adding kobj multiple inheritance



		501113
		October 31, 2003
		5.1-CURRENT after the if_xname change in struct ifnet



		501114
		November 16, 2003
		5.1-CURRENT after changing /bin and /sbin to be dynamically linked



		502000
		December 7, 2003
		5.2-RELEASE



		502010
		February 23, 2004
		5.2.1-RELEASE



		502100
		December 7, 2003
		5.2-CURRENT after branching for RELENG_5_2



		502101
		December 19, 2003
		5.2-CURRENT after __cxa_atexit/__cxa_finalize functions were added to libc.



		502102
		January 30, 2004
		5.2-CURRENT after change of default thread library from libc_r to libpthread.



		502103
		February 21, 2004
		5.2-CURRENT after device driver API megapatch.



		502104
		February 25, 2004
		5.2-CURRENT after getopt_long_only() addition.



		502105
		March 5, 2004
		5.2-CURRENT after NULL is made into ((void *)0) for C, creating more warnings.



		502106
		March 8, 2004
		5.2-CURRENT after pf is linked to the build and install.



		502107
		March 10, 2004
		5.2-CURRENT after time_t is changed to a 64-bit value on sparc64.



		502108
		March 12, 2004
		5.2-CURRENT after Intel C/C++ compiler support in some headers and execve(2) changes to be more strictly conforming to POSIX.



		502109
		March 22, 2004
		5.2-CURRENT after the introduction of the bus_alloc_resource_any API



		502110
		March 27, 2004
		5.2-CURRENT after the addition of UTF-8 locales



		502111
		April 11, 2004
		5.2-CURRENT after the removal of the getvfsent(3) API



		502112
		April 13, 2004
		5.2-CURRENT after the addition of the .warning directive for make.



		502113
		June 4, 2004
		5.2-CURRENT after ttyioctl() was made mandatory for serial drivers.



		502114
		June 13, 2004
		5.2-CURRENT after import of the ALTQ framework.



		502115
		June 14, 2004
		5.2-CURRENT after changing sema_timedwait(9) to return 0 on success and a non-zero error code on failure.



		502116
		June 16, 2004
		5.2-CURRENT after changing kernel dev_t to be pointer to struct cdev *.



		502117
		June 17, 2004
		5.2-CURRENT after changing kernel udev_t to dev_t.



		502118
		June 17, 2004
		5.2-CURRENT after adding support for CLOCK_VIRTUAL and CLOCK_PROF to clock_gettime(2) and clock_getres(2).



		502119
		June 22, 2004
		5.2-CURRENT after changing network interface cloning overhaul.



		502120
		July 2, 2004
		5.2-CURRENT after the update of the package tools to revision 20040629.



		502121
		July 9, 2004
		5.2-CURRENT after marking Bluetooth code as non-i386 specific.



		502122
		July 11, 2004
		5.2-CURRENT after the introduction of the KDB debugger framework, the conversion of DDB into a backend and the introduction of the GDB backend.



		502123
		July 12, 2004
		5.2-CURRENT after change to make VFS_ROOT take a struct thread argument as does vflush. Struct kinfo_proc now has a user data pointer. The switch of the default X implementation to xorg was also made at this time.



		502124
		July 24, 2004
		5.2-CURRENT after the change to separate the way ports rc.d and legacy scripts are started.



		502125
		July 28, 2004
		5.2-CURRENT after the backout of the previous change.



		502126
		July 31, 2004
		5.2-CURRENT after the removal of kmem_alloc_pageable() and the import of gcc 3.4.2.



		502127
		August 2, 2004
		5.2-CURRENT after changing the UMA kernel API to allow ctors/inits to fail.



		502128
		August 8, 2004
		5.2-CURRENT after the change of the vfs_mount signature as well as global replacement of PRISON_ROOT with SUSER_ALLOWJAIL for the suser(9) API.



		503000
		August 23, 2004
		5.3-BETA/RC before the pfil API change



		503001
		September 22, 2004
		5.3-RELEASE



		503100
		October 16, 2004
		5.3-STABLE after branching for RELENG_5_3



		503101
		December 3, 2004
		5.3-STABLE after addition of glibc style MAN.STRFTIME.3 padding options.



		503102
		February 13, 2005
		5.3-STABLE after OpenBSD’s nc(1) import MFC.



		503103
		February 27, 2005
		5.4-PRERELEASE after the MFC of the fixes in <src/include/stdbool.h> and <src/sys/i386/include/_types.h> for using the GCC-compatibility of the Intel C/C++ compiler.



		503104
		February 28, 2005
		5.4-PRERELEASE after the MFC of the change of ifi_epoch from wall clock time to uptime.



		503105
		March 2, 2005
		5.4-PRERELEASE after the MFC of the fix of EOVERFLOW check in vswprintf(3).



		504000
		April 3, 2005
		5.4-RELEASE.



		504100
		April 3, 2005
		5.4-STABLE after branching for RELENG_5_4



		504101
		May 11, 2005
		5.4-STABLE after increasing the default thread stacksizes



		504102
		June 24, 2005
		5.4-STABLE after the addition of sha256



		504103
		October 3, 2005
		5.4-STABLE after the MFC of if_bridge



		504104
		November 13, 2005
		5.4-STABLE after the MFC of bsdiff and portsnap



		504105
		January 17, 2006
		5.4-STABLE after MFC of ldconfig_local_dirs change.



		505000
		May 12, 2006
		5.5-RELEASE.



		505100
		May 12, 2006
		5.5-STABLE after branching for RELENG_5_5



		600000
		August 18, 2004
		6.0-CURRENT



		600001
		August 27, 2004
		6.0-CURRENT after permanently enabling PFIL_HOOKS in the kernel.



		600002
		August 30, 2004
		6.0-CURRENT after initial addition of ifi_epoch to struct if_data. Backed out after a few days. Do not use this value.



		600003
		September 8, 2004
		6.0-CURRENT after the re-addition of the ifi_epoch member of struct if_data.



		600004
		September 29, 2004
		6.0-CURRENT after addition of the struct inpcb argument to the pfil API.



		600005
		October 5, 2004
		6.0-CURRENT after addition of the “-d DESTDIR” argument to newsyslog.



		600006
		November 4, 2004
		6.0-CURRENT after addition of glibc style MAN.STRFTIME.3 padding options.



		600007
		December 12, 2004
		6.0-CURRENT after addition of 802.11 framework updates.



		600008
		January 25, 2005
		6.0-CURRENT after changes to VOP_*VOBJECT() functions and introduction of MNTK_MPSAFE flag for Giantfree filesystems.



		600009
		February 4, 2005
		6.0-CURRENT after addition of the cpufreq framework and drivers.



		600010
		February 6, 2005
		6.0-CURRENT after importing OpenBSD’s nc(1).



		600011
		February 12, 2005
		6.0-CURRENT after removing semblance of SVID2 matherr() support.



		600012
		February 15, 2005
		6.0-CURRENT after increase of default thread stacks’ size.



		600013
		February 19, 2005
		6.0-CURRENT after fixes in <src/include/stdbool.h> and <src/sys/i386/include/_types.h> for using the GCC-compatibility of the Intel C/C++ compiler.



		600014
		February 21, 2005
		6.0-CURRENT after EOVERFLOW checks in vswprintf(3) fixed.



		600015
		February 25, 2005
		6.0-CURRENT after changing the struct if_data member, ifi_epoch, from wall clock time to uptime.



		600016
		February 26, 2005
		6.0-CURRENT after LC_CTYPE disk format changed.



		600017
		February 27, 2005
		6.0-CURRENT after NLS catalogs disk format changed.



		600018
		February 27, 2005
		6.0-CURRENT after LC_COLLATE disk format changed.



		600019
		February 28, 2005
		Installation of acpica includes into /usr/include.



		600020
		March 9, 2005
		Addition of MSG_NOSIGNAL flag to send(2) API.



		600021
		March 17, 2005
		Addition of fields to cdevsw



		600022
		March 21, 2005
		Removed gtar from base system.



		600023
		April 13, 2005
		LOCAL_CREDS, LOCAL_CONNWAIT socket options added to unix(4).



		600024
		April 19, 2005
		MAN.HWPMC.4 and related tools added to 6.0-CURRENT.



		600025
		April 26, 2005
		struct icmphdr added to 6.0-CURRENT.



		600026
		May 3, 2005
		pf updated to 3.7.



		600027
		May 6, 2005
		Kernel libalias and ng_nat introduced.



		600028
		May 13, 2005
		POSIX ttyname_r(3) made available through unistd.h and libc.



		600029
		May 29, 2005
		6.0-CURRENT after libpcap updated to v0.9.1 alpha 096.



		600030
		June 5, 2005
		6.0-CURRENT after importing NetBSD’s if_bridge(4).



		600031
		June 10, 2005
		6.0-CURRENT after struct ifnet was broken out of the driver softcs.



		600032
		July 11, 2005
		6.0-CURRENT after the import of libpcap v0.9.1.



		600033
		July 25, 2005
		6.0-STABLE after bump of all shared library versions that had not been changed since RELENG_5.



		600034
		August 13, 2005
		6.0-STABLE after credential argument is added to dev_clone event handler. 6.0-RELEASE.



		600100
		November 1, 2005
		6.0-STABLE after 6.0-RELEASE



		600101
		December 21, 2005
		6.0-STABLE after incorporating scripts from the local_startup directories into the base MAN.RCORDER.8.



		600102
		December 30, 2005
		6.0-STABLE after updating the ELF types and constants.



		600103
		January 15, 2006
		6.0-STABLE after MFC of pidfile(3) API.



		600104
		January 17, 2006
		6.0-STABLE after MFC of ldconfig_local_dirs change.



		600105
		February 26, 2006
		6.0-STABLE after NLS catalog support of csh(1).



		601000
		May 6, 2006
		6.1-RELEASE



		601100
		May 6, 2006
		6.1-STABLE after 6.1-RELEASE.



		601101
		June 22, 2006
		6.1-STABLE after the import of csup.



		601102
		July 11, 2006
		6.1-STABLE after the iwi(4) update.



		601103
		July 17, 2006
		6.1-STABLE after the resolver update to BIND9, and exposure of reentrant version of netdb functions.



		601104
		August 8, 2006
		6.1-STABLE after DSO (dynamic shared objects) support has been enabled in OpenSSL.



		601105
		September 2, 2006
		6.1-STABLE after 802.11 fixups changed the api for the IEEE80211_IOC_STA_INFO ioctl.



		602000
		November 15, 2006
		6.2-RELEASE



		602100
		September 15, 2006
		6.2-STABLE after 6.2-RELEASE.



		602101
		December 12, 2006
		6.2-STABLE after the addition of Wi-Spy quirk.



		602102
		December 28, 2006
		6.2-STABLE after pci_find_extcap() addition.



		602103
		January 16, 2007
		6.2-STABLE after MFC of dlsym change to look for a requested symbol both in specified dso and its implicit dependencies.



		602104
		January 28, 2007
		6.2-STABLE after MFC of ng_deflate(4) and ng_pred1(4) netgraph nodes and new compression and encryption modes for ng_ppp(4) node.



		602105
		February 20, 2007
		6.2-STABLE after MFC of BSD licensed version of MAN.GZIP.1 ported from NetBSD.



		602106
		March 31, 2007
		6.2-STABLE after MFC of PCI MSI and MSI-X support.



		602107
		April 6, 2007
		6.2-STABLE after MFC of ncurses 5.6 and wide character support.



		602108
		April 11, 2007
		6.2-STABLE after MFC of CAM ‘SG’ peripheral device, which implements a subset of Linux SCSI SG passthrough device API.



		602109
		April 17, 2007
		6.2-STABLE after MFC of readline 5.2 patchset 002.



		602110
		May 2, 2007
		6.2-STABLE after MFC of pmap_invalidate_cache(), pmap_change_attr(), pmap_mapbios(), pmap_mapdev_attr(), and pmap_unmapbios() for amd64 and i386.



		602111
		June 11, 2007
		6.2-STABLE after MFC of BOP_BDFLUSH and caused breakage of the filesystem modules KBI.



		602112
		September 21, 2007
		6.2-STABLE after libutil(3) MFC’s.



		602113
		October 25, 2007
		6.2-STABLE after MFC of wide and single byte ctype separation. Newly compiled binary that references to ctype.h may require a new symbol, __mb_sb_limit, which is not available on older systems.



		602114
		October 30, 2007
		6.2-STABLE after ctype ABI forward compatibility restored.



		602115
		November 21, 2007
		6.2-STABLE after back out of wide and single byte ctype separation.



		603000
		November 25, 2007
		6.3-RELEASE



		603100
		November 25, 2007
		6.3-STABLE after 6.3-RELEASE.



		603101
		December 7, 2007
		6.3-STABLE after fixing multibyte type support in bit macro.



		603102
		April 24, 2008
		6.3-STABLE after adding l_sysid to struct flock.



		603103
		May 27, 2008
		6.3-STABLE after MFC of the memrchr function.



		603104
		June 15, 2008
		6.3-STABLE after MFC of support for :u variable modifier in make(1).



		604000
		October 4, 2008
		6.4-RELEASE



		604100
		October 4, 2008
		6.4-STABLE after 6.4-RELEASE.



		700000
		July 11, 2005
		7.0-CURRENT.



		700001
		July 23, 2005
		7.0-CURRENT after bump of all shared library versions that had not been changed since RELENG_5.



		700002
		August 13, 2005
		7.0-CURRENT after credential argument is added to dev_clone event handler.



		700003
		August 25, 2005
		7.0-CURRENT after memmem(3) is added to libc.



		700004
		October 30, 2005
		7.0-CURRENT after solisten(9) kernel arguments are modified to accept a backlog parameter.



		700005
		November 11, 2005
		7.0-CURRENT after IFP2ENADDR() was changed to return a pointer to IF_LLADDR().



		700006
		November 11, 2005
		
		7.0-CURRENT after addition of if_addr member to ``struct


		ifnet`` and IFP2ENADDR() removal.









		700007
		December 2, 2005
		7.0-CURRENT after incorporating scripts from the local_startup directories into the base MAN.RCORDER.8.



		700008
		December 5, 2005
		7.0-CURRENT after removal of MNT_NODEV mount option.



		700009
		December 19, 2005
		7.0-CURRENT after ELF-64 type changes and symbol versioning.



		700010
		December 20, 2005
		7.0-CURRENT after addition of hostb and vgapci drivers, addition of pci_find_extcap(), and changing the AGP drivers to no longer map the aperture.



		700011
		December 31, 2005
		7.0-CURRENT after tv_sec was made time_t on all platforms but Alpha.



		700012
		January 8, 2006
		7.0-CURRENT after ldconfig_local_dirs change.



		700013
		January 12, 2006
		7.0-CURRENT after changes to /etc/rc.d/abi to support /compat/linux/etc/ld.so.cache being a symlink in a readonly filesystem.



		700014
		January 26, 2006
		7.0-CURRENT after pts import.



		700015
		March 26, 2006
		7.0-CURRENT after the introduction of version 2 of MAN.HWPMC.4’s ABI.



		700016
		April 22, 2006
		7.0-CURRENT after addition of MAN.FCLOSEALL.3 to libc.



		700017
		May 13, 2006
		7.0-CURRENT after removal of ip6fw.



		700018
		July 15, 2006
		7.0-CURRENT after import of snd_emu10kx.



		700019
		July 29, 2006
		7.0-CURRENT after import of OpenSSL 0.9.8b.



		700020
		September 3, 2006
		7.0-CURRENT after addition of bus_dma_get_tag function



		700021
		September 4, 2006
		7.0-CURRENT after libpcap 0.9.4 and tcpdump 3.9.4 import.



		700022
		September 9, 2006
		7.0-CURRENT after dlsym change to look for a requested symbol both in specified dso and its implicit dependencies.



		700023
		September 23, 2006
		7.0-CURRENT after adding new sound IOCTLs for the OSSv4 mixer API.



		700024
		September 28, 2006
		7.0-CURRENT after import of OpenSSL 0.9.8d.



		700025
		November 11, 2006
		7.0-CURRENT after the addition of libelf.



		700026
		November 26, 2006
		7.0-CURRENT after major changes on sound sysctls.



		700027
		November 30, 2006
		7.0-CURRENT after the addition of Wi-Spy quirk.



		700028
		December 15, 2006
		7.0-CURRENT after the addition of sctp calls to libc



		700029
		January 26, 2007
		7.0-CURRENT after the GNU MAN.GZIP.1 implementation was replaced with a BSD licensed version ported from NetBSD.



		700030
		February 7, 2007
		7.0-CURRENT after the removal of IPIP tunnel encapsulation (VIFF_TUNNEL) from the IPv4 multicast forwarding code.



		700031
		February 23, 2007
		7.0-CURRENT after the modification of bus_setup_intr() (newbus).



		700032
		March 2, 2007
		7.0-CURRENT after the inclusion of ipw(4) and iwi(4) firmware.



		700033
		March 9, 2007
		7.0-CURRENT after the inclusion of ncurses wide character support.



		700034
		March 19, 2007
		7.0-CURRENT after changes to how insmntque(), getnewvnode(), and vfs_hash_insert() work.



		700035
		March 26, 2007
		7.0-CURRENT after addition of a notify mechanism for CPU frequency changes.



		700036
		April 6, 2007
		7.0-CURRENT after import of the ZFS filesystem.



		700037
		April 8, 2007
		7.0-CURRENT after addition of CAM ‘SG’ peripheral device, which implements a subset of Linux SCSI SG passthrough device API.



		700038
		April 30, 2007
		7.0-CURRENT after changing MAN.GETENV.3, MAN.PUTENV.3, MAN.SETENV.3 and MAN.UNSETENV.3 to be POSIX conformant.



		700039
		May 1, 2007
		7.0-CURRENT after the changes in 700038 were backed out.



		700040
		May 10, 2007
		7.0-CURRENT after the addition of MAN.FLOPEN.3 to libutil.



		700041
		May 13, 2007
		7.0-CURRENT after enabling symbol versioning, and changing the default thread library to libthr.



		700042
		May 19, 2007
		7.0-CURRENT after the import of gcc 4.2.0.



		700043
		May 21, 2007
		7.0-CURRENT after bump of all shared library versions that had not been changed since RELENG_6.



		700044
		June 7, 2007
		7.0-CURRENT after changing the argument for vn_open()/VOP_OPEN() from file descriptor index to the struct file *.



		700045
		June 10, 2007
		7.0-CURRENT after changing MAN.PAM.NOLOGIN.8 to provide an account management function instead of an authentication function to the PAM framework.



		700046
		June 11, 2007
		7.0-CURRENT after updated 802.11 wireless support.



		700047
		June 11, 2007
		7.0-CURRENT after adding TCP LRO interface capabilities.



		700048
		June 12, 2007
		7.0-CURRENT after RFC 3678 API support added to the IPv4 stack. Legacy RFC 1724 behavior of the IP_MULTICAST_IF ioctl has now been removed; 0.0.0.0/8 may no longer be used to specify an interface index. Use struct ipmreqn instead.



		700049
		July 3, 2007
		7.0-CURRENT after importing pf from OpenBSD 4.1



		(not changed)
		 
		7.0-CURRENT after adding IPv6 support for FAST_IPSEC, deleting KAME IPSEC, and renaming FAST_IPSEC to IPSEC.



		700050
		July 4, 2007
		7.0-CURRENT after converting setenv/putenv/etc. calls from traditional BSD to POSIX.



		700051
		July 4, 2007
		7.0-CURRENT after adding new mmap/lseek/etc syscalls.



		700052
		July 6, 2007
		7.0-CURRENT after moving I4B headers to include/i4b.



		700053
		September 30, 2007
		7.0-CURRENT after the addition of support for PCI domains



		700054
		October 25, 2007
		7.0-CURRENT after MFC of wide and single byte ctype separation.



		700055
		October 28, 2007
		7.0-RELEASE, and 7.0-CURRENT after ABI backwards compatibility to the FreeBSD 4/5/6 versions of the PCIOCGETCONF, PCIOCREAD and PCIOCWRITE IOCTLs was MFCed, which required the ABI of the PCIOCGETCONF IOCTL to be broken again



		700100
		December 22, 2007
		7.0-STABLE after 7.0-RELEASE



		700101
		February 8, 2008
		7.0-STABLE after the MFC of m_collapse().



		700102
		March 30, 2008
		7.0-STABLE after the MFC of kdb_enter_why().



		700103
		April 10, 2008
		7.0-STABLE after adding l_sysid to struct flock.



		700104
		April 11, 2008
		7.0-STABLE after the MFC of procstat(1).



		700105
		April 11, 2008
		7.0-STABLE after the MFC of umtx features.



		700106
		April 15, 2008
		7.0-STABLE after the MFC of MAN.WRITE.2 support to MAN.PSM.4.



		700107
		April 20, 2008
		7.0-STABLE after the MFC of F_DUP2FD command to MAN.FCNTL.2.



		700108
		May 5, 2008
		7.0-STABLE after some MAN.LOCKMGR.9 changes, which makes it necessary to include sys/lock.h to use MAN.LOCKMGR.9.



		700109
		May 27, 2008
		7.0-STABLE after MFC of the memrchr function.



		700110
		August 5, 2008
		7.0-STABLE after MFC of kernel NFS lockd client.



		700111
		August 20, 2008
		7.0-STABLE after addition of physically contiguous jumbo frame support.



		700112
		August 27, 2008
		7.0-STABLE after MFC of kernel DTrace support.



		701000
		November 25, 2008
		7.1-RELEASE



		701100
		November 25, 2008
		7.1-STABLE after 7.1-RELEASE.



		701101
		January 10, 2009
		7.1-STABLE after strndup merge.



		701102
		January 17, 2009
		7.1-STABLE after cpuctl(4) support added.



		701103
		February 7, 2009
		7.1-STABLE after the merge of multi-/no-IPv4/v6 jails.



		701104
		February 14, 2009
		7.1-STABLE after the store of the suspension owner in the struct mount, and introduction of vfs_susp_clean method into the struct vfsops.



		701105
		March 12, 2009
		7.1-STABLE after the incompatible change to the kern.ipc.shmsegs sysctl to allow allocating larger SysV shared memory segments on 64bit architectures.



		701106
		March 14, 2009
		7.1-STABLE after the merge of a fix for POSIX semaphore wait operations.



		702000
		April 15, 2009
		7.2-RELEASE



		702100
		April 15, 2009
		7.2-STABLE after 7.2-RELEASE.



		702101
		May 15, 2009
		7.2-STABLE after ichsmb(4) was changed to use left-adjusted slave addressing to match other SMBus controller drivers.



		702102
		May 28, 2009
		7.2-STABLE after MFC of the fdopendir function.



		702103
		June 06, 2009
		7.2-STABLE after MFC of PmcTools.



		702104
		July 14, 2009
		7.2-STABLE after MFC of the closefrom system call.



		702105
		July 31, 2009
		7.2-STABLE after MFC of the SYSVIPC ABI change.



		702106
		September 14, 2009
		7.2-STABLE after MFC of the x86 PAT enhancements and addition of d_mmap_single() and the scatter/gather list VM object type.



		703000
		February 9, 2010
		7.3-RELEASE



		703100
		February 9, 2010
		7.3-STABLE after 7.3-RELEASE.



		704000
		December 22, 2010
		7.4-RELEASE



		704100
		December 22, 2010
		7.4-STABLE after 7.4-RELEASE.



		800000
		October 11, 2007
		8.0-CURRENT. Separating wide and single byte ctype.



		800001
		October 16, 2007
		8.0-CURRENT after libpcap 0.9.8 and tcpdump 3.9.8 import.



		800002
		October 21, 2007
		8.0-CURRENT after renaming kthread_create() and friends to kproc_create() etc.



		800003
		October 24, 2007
		8.0-CURRENT after ABI backwards compatibility to the FreeBSD 4/5/6 versions of the PCIOCGETCONF, PCIOCREAD and PCIOCWRITE IOCTLs was added, which required the ABI of the PCIOCGETCONF IOCTL to be broken again



		800004
		November 12, 2007
		8.0-CURRENT after agp(4) driver moved from src/sys/pci to src/sys/dev/agp



		800005
		December 4, 2007
		8.0-CURRENT after changes to the jumbo frame allocator (rev 174247).



		800006
		December 7, 2007
		8.0-CURRENT after the addition of callgraph capture functionality to MAN.HWPMC.4.



		800007
		December 25, 2007
		8.0-CURRENT after kdb_enter() gains a “why” argument.



		800008
		December 28, 2007
		8.0-CURRENT after LK_EXCLUPGRADE option removal.



		800009
		January 9, 2008
		8.0-CURRENT after introduction of MAN.LOCKMGR.DISOWN.9



		800010
		January 10, 2008
		8.0-CURRENT after the MAN.VN.LOCK.9 prototype change.



		800011
		January 13, 2008
		8.0-CURRENT after the MAN.VOP.LOCK.9 and MAN.VOP.UNLOCK.9 prototype changes.



		800012
		January 19, 2008
		8.0-CURRENT after introduction of MAN.LOCKMGR.RECURSED.9, MAN.BUF.RECURSED.9 and MAN.BUF.ISLOCKED.9 and the removal of BUF_REFCNT().



		800013
		January 23, 2008
		8.0-CURRENT after introduction of the “ASCII” encoding.



		800014
		January 24, 2008
		8.0-CURRENT after changing the prototype of MAN.LOCKMGR.9 and removal of lockcount() and LOCKMGR_ASSERT().



		800015
		January 26, 2008
		8.0-CURRENT after extending the types of the MAN.FTS.3 structures.



		800016
		February 1, 2008
		8.0-CURRENT after adding an argument to MEXTADD(9)



		800017
		February 6, 2008
		8.0-CURRENT after the introduction of LK_NODUP and LK_NOWITNESS options in the MAN.LOCKMGR.9 space.



		800018
		February 8, 2008
		8.0-CURRENT after the addition of m_collapse.



		800019
		February 9, 2008
		8.0-CURRENT after the addition of current working directory, root directory, and jail directory support to the kern.proc.filedesc sysctl.



		800020
		February 13, 2008
		8.0-CURRENT after introduction of MAN.LOCKMGR.ASSERT.9 and BUF_ASSERT functions.



		800021
		February 15, 2008
		8.0-CURRENT after introduction of MAN.LOCKMGR.ARGS.9 and LK_INTERNAL flag removal.



		800022
		(backed out)
		8.0-CURRENT after changing the default system ar to BSD MAN.AR.1.



		800023
		February 25, 2008
		8.0-CURRENT after changing the prototypes of MAN.LOCKSTATUS.9 and MAN.VOP.ISLOCKED.9, more specifically retiring the struct thread argument.



		800024
		March 1, 2008
		8.0-CURRENT after axing out the lockwaiters and BUF_LOCKWAITERS functions, changing the return value of brelvp from void to int and introducing new flags for MAN.LOCKINIT.9.



		800025
		March 8, 2008
		8.0-CURRENT after adding F_DUP2FD command to MAN.FCNTL.2.



		800026
		March 12, 2008
		8.0-CURRENT after changing the priority parameter to cv_broadcastpri such that 0 means no priority.



		800027
		March 24, 2008
		8.0-CURRENT after changing the bpf monitoring ABI when zerocopy bpf buffers were added.



		800028
		March 26, 2008
		8.0-CURRENT after adding l_sysid to struct flock.



		800029
		March 28, 2008
		8.0-CURRENT after reintegration of the BUF_LOCKWAITERS function and the addition of MAN.LOCKMGR.WAITERS.9.



		800030
		April 1, 2008
		8.0-CURRENT after the introduction of the MAN.RW.TRY.RLOCK.9 and MAN.RW.TRY.WLOCK.9 functions.



		800031
		April 6, 2008
		8.0-CURRENT after the introduction of the lockmgr_rw and lockmgr_args_rw functions.



		800032
		April 8, 2008
		8.0-CURRENT after the implementation of the openat and related syscalls, introduction of the O_EXEC flag for the MAN.OPEN.2, and providing the corresponding linux compatibility syscalls.



		800033
		April 8, 2008
		8.0-CURRENT after added MAN.WRITE.2 support for MAN.PSM.4 in native operation level. Now arbitrary commands can be written to /dev/psm%d and status can be read back from it.



		800034
		April 10, 2008
		8.0-CURRENT after introduction of the memrchr function.



		800035
		April 16, 2008
		8.0-CURRENT after introduction of the fdopendir function.



		800036
		April 20, 2008
		8.0-CURRENT after switchover of 802.11 wireless to multi-bss support (aka vaps).



		800037
		May 9, 2008
		8.0-CURRENT after addition of multi routing table support (aka setfib(1), setfib(2)).



		800038
		May 26, 2008
		8.0-CURRENT after removal of netatm and ISDN4BSD. Also, the addition of the Compact C Type (CTF) tools.



		800039
		June 14, 2008
		8.0-CURRENT after removal of sgtty.



		800040
		June 26, 2008
		8.0-CURRENT with kernel NFS lockd client.



		800041
		July 22, 2008
		8.0-CURRENT after addition of arc4random_buf(3) and arc4random_uniform(3).



		800042
		August 8, 2008
		8.0-CURRENT after addition of cpuctl(4).



		800043
		August 13, 2008
		8.0-CURRENT after changing bpf(4) to use a single device node, instead of device cloning.



		800044
		August 17, 2008
		8.0-CURRENT after the commit of the first step of the vimage project renaming global variables to be virtualized with a V_ prefix with macros to map them back to their global names.



		800045
		August 20, 2008
		8.0-CURRENT after the integration of the MPSAFE TTY layer, including changes to various drivers and utilities that interact with it.



		800046
		September 8, 2008
		8.0-CURRENT after the separation of the GDT per CPU on amd64 architecture.



		800047
		September 10, 2008
		8.0-CURRENT after removal of VSVTX, VSGID and VSUID.



		800048
		September 16, 2008
		8.0-CURRENT after converting the kernel NFS mount code to accept individual mount options in the nmount() iovec, not just one big struct nfs_args.



		800049
		September 17, 2008
		8.0-CURRENT after the removal of MAN.SUSER.9 and MAN.SUSER.CRED.9.



		800050
		October 20, 2008
		8.0-CURRENT after buffer cache API change.



		800051
		October 23, 2008
		8.0-CURRENT after the removal of the MAN.MALLOC.9 and MAN.FREE.9 macros.



		800052
		October 28, 2008
		8.0-CURRENT after the introduction of accmode_t and renaming of VOP_ACCESS ‘a_mode’ argument to ‘a_accmode’.



		800053
		November 2, 2008
		8.0-CURRENT after the prototype change of MAN.VFS.BUSY.9 and the introduction of its MBF_NOWAIT and MBF_MNTLSTLOCK flags.



		800054
		November 22, 2008
		8.0-CURRENT after the addition of buf_ring, memory barriers and ifnet functions to facilitate multiple hardware transmit queues for cards that support them, and a lockless ring-buffer implementation to enable drivers to more efficiently manage queuing of packets.



		800055
		November 27, 2008
		8.0-CURRENT after the addition of Intel™ Core, Core2, and Atom support to MAN.HWPMC.4.



		800056
		November 29, 2008
		8.0-CURRENT after the introduction of multi-/no-IPv4/v6 jails.



		800057
		December 1, 2008
		8.0-CURRENT after the switch to the ath hal source code.



		800058
		December 12, 2008
		8.0-CURRENT after the introduction of the VOP_VPTOCNP operation.



		800059
		December 15, 2008
		8.0-CURRENT incorporates the new arp-v2 rewrite.



		800060
		December 19, 2008
		8.0-CURRENT after the addition of makefs.



		800061
		January 15, 2009
		8.0-CURRENT after TCP Appropriate Byte Counting.



		800062
		January 28, 2009
		8.0-CURRENT after removal of minor(), minor2unit(), unit2minor(), etc.



		800063
		February 18, 2009
		8.0-CURRENT after GENERIC config change to use the USB2 stack, but also the addition of fdevname(3).



		800064
		February 23, 2009
		8.0-CURRENT after the USB2 stack is moved to and replaces dev/usb.



		800065
		February 26, 2009
		8.0-CURRENT after the renaming of all functions in libmp(3).



		800066
		February 27, 2009
		8.0-CURRENT after changing USB devfs handling and layout.



		800067
		February 28, 2009
		8.0-CURRENT after adding getdelim(), getline(), stpncpy(), strnlen(), wcsnlen(), wcscasecmp(), and wcsncasecmp().



		800068
		March 2, 2009
		8.0-CURRENT after renaming the ushub devclass to uhub.



		800069
		March 9, 2009
		8.0-CURRENT after libusb20.so.1 was renamed to libusb.so.1.



		800070
		March 9, 2009
		8.0-CURRENT after merging IGMPv3 and Source-Specific Multicast (SSM) to the IPv4 stack.



		800071
		March 14, 2009
		8.0-CURRENT after gcc was patched to use C99 inline semantics in c99 and gnu99 mode.



		800072
		March 15, 2009
		8.0-CURRENT after the IFF_NEEDSGIANT flag has been removed; non-MPSAFE network device drivers are no longer supported.



		800073
		March 18, 2009
		8.0-CURRENT after the dynamic string token substitution has been implemented for rpath and needed paths.



		800074
		March 24, 2009
		8.0-CURRENT after tcpdump 4.0.0 and libpcap 1.0.0 import.



		800075
		April 6, 2009
		8.0-CURRENT after layout of structs vnet_net, vnet_inet and vnet_ipfw has been changed.



		800076
		April 9, 2009
		8.0-CURRENT after adding delay profiles in dummynet.



		800077
		April 14, 2009
		8.0-CURRENT after removing VOP_LEASE() and vop_vector.vop_lease.



		800078
		April 15, 2009
		8.0-CURRENT after struct rt_weight fields have been added to struct rt_metrics and struct rt_metrics_lite, changing the layout of struct rt_metrics_lite. A bump to RTM_VERSION was made, but backed out.



		800079
		April 15, 2009
		8.0-CURRENT after struct llentry pointers are added to struct route and struct route_in6.



		800080
		April 15, 2009
		8.0-CURRENT after layout of struct inpcb has been changed.



		800081
		April 19, 2009
		8.0-CURRENT after the layout of struct malloc_type has been changed.



		800082
		April 21, 2009
		8.0-CURRENT after the layout of struct ifnet has changed, and with if_ref() and if_rele() ifnet refcounting.



		800083
		April 22, 2009
		8.0-CURRENT after the implementation of a low-level Bluetooth HCI API.



		800084
		April 29, 2009
		8.0-CURRENT after IPv6 SSM and MLDv2 changes.



		800085
		April 30, 2009
		8.0-CURRENT after enabling support for VIMAGE kernel builds with one active image.



		800086
		May 8, 2009
		8.0-CURRENT after adding support for input lines of arbitrarily length in patch(1).



		800087
		May 11, 2009
		8.0-CURRENT after some VFS KPI changes. The thread argument has been removed from the FSD parts of the VFS. VFS_* functions do not need the context any more because it always refers to curthread. In some special cases, the old behavior is retained.



		800088
		May 20, 2009
		8.0-CURRENT after net80211 monitor mode changes.



		800089
		May 23, 2009
		8.0-CURRENT after adding UDP control block support.



		800090
		May 23, 2009
		8.0-CURRENT after virtualizing interface cloning.



		800091
		May 27, 2009
		8.0-CURRENT after adding hierarchical jails and removing global securelevel.



		800092
		May 29, 2009
		8.0-CURRENT after changing sx_init_flags() KPI. The SX_ADAPTIVESPIN is retired and a new SX_NOADAPTIVE flag is introduced to handle the reversed logic.



		800093
		May 29, 2009
		8.0-CURRENT after adding mnt_xflag to struct mount.



		800094
		May 30, 2009
		8.0-CURRENT after adding MAN.VOP.ACCESSX.9.



		800095
		May 30, 2009
		8.0-CURRENT after changing the polling KPI. The polling handlers now return the number of packets processed. A new IFCAP_POLLING_NOCOUNT is also introduced to specify that the return value is not significant and the counting should be skipped.



		800096
		June 1, 2009
		8.0-CURRENT after updating to the new netisr implementation and after changing the way we store and access FIBs.



		800097
		June 8, 2009
		8.0-CURRENT after the introduction of vnet destructor hooks and infrastructure.



		800097
		June 11, 2009
		8.0-CURRENT after the introduction of netgraph outbound to inbound path call detection and queuing, which also changed the layout of struct thread.



		800098
		June 14, 2009
		8.0-CURRENT after OpenSSL 0.9.8k import.



		800099
		June 22, 2009
		8.0-CURRENT after NGROUPS update and moving route virtualization into its own VImage module.



		800100
		June 24, 2009
		8.0-CURRENT after SYSVIPC ABI change.



		800101
		June 29, 2009
		8.0-CURRENT after the removal of the /dev/net/* per-interface character devices.



		800102
		July 12, 2009
		8.0-CURRENT after padding was added to struct sackhint, struct tcpcb, and struct tcpstat.



		800103
		July 13, 2009
		8.0-CURRENT after replacing struct tcpopt with struct toeopt in the TOE driver interface to the TCP syncache.



		800104
		July 14, 2009
		8.0-CURRENT after the addition of the linker-set based per-vnet allocator.



		800105
		July 19, 2009
		8.0-CURRENT after version bump for all shared libraries that do not have symbol versioning turned on.



		800106
		July 24, 2009
		8.0-CURRENT after introduction of OBJT_SG VM object type.



		800107
		August 2, 2009
		8.0-CURRENT after making the newbus subsystem Giant free by adding the newbus sxlock and 8.0-RELEASE.



		800108
		November 21, 2009
		8.0-STABLE after implementing EVFILT_USER kevent filter.



		800500
		January 7, 2010
		8.0-STABLE after __FreeBSD_version bump to make pkg_add -r use packages-8-stable.



		800501
		January 24, 2010
		8.0-STABLE after change of the scandir(3) and alphasort(3) prototypes to conform to SUSv4.



		800502
		January 31, 2010
		8.0-STABLE after addition of sigpause(3).



		800503
		February 25, 2010
		8.0-STABLE after addition of SIOCGIFDESCR and SIOCSIFDESCR ioctls to network interfaces. These ioctl can be used to manipulate interface description, as inspired by OpenBSD.



		800504
		March 1, 2010
		8.0-STABLE after MFC of importing x86emu, a software emulator for real mode x86 CPU from OpenBSD.



		800505
		May 18, 2010
		8.0-STABLE after MFC of adding liblzma, xz, xzdec, and lzmainfo.



		801000
		June 14, 2010
		8.1-RELEASE



		801500
		June 14, 2010
		8.1-STABLE after 8.1-RELEASE.



		801501
		November 3, 2010
		8.1-STABLE after KBI change in struct sysentvec, and implementation of PL_FLAG_SCE/SCX/EXEC/SI and pl_siginfo for ptrace(PT_LWPINFO) .



		802000
		December 22, 2010
		8.2-RELEASE



		802500
		December 22, 2010
		8.2-STABLE after 8.2-RELEASE.



		802501
		February 28, 2011
		8.2-STABLE after merging DTrace changes, including support for userland tracing.



		802502
		March 6, 2011
		8.2-STABLE after merging log2 and log2f into libm.



		802503
		May 1, 2011
		8.2-STABLE after upgrade of the gcc to the last GPLv2 version from the FSF gcc-4_2-branch.



		802504
		May 28, 2011
		8.2-STABLE after introduction of the KPI and supporting infrastructure for modular congestion control.



		802505
		May 28, 2011
		8.2-STABLE after introduction of Hhook and Khelp KPIs.



		802506
		May 28, 2011
		8.2-STABLE after addition of OSD to struct tcpcb.



		802507
		June 6, 2011
		8.2-STABLE after ZFS v28 import.



		802508
		June 8, 2011
		8.2-STABLE after removal of the schedtail event handler and addition of the sv_schedtail method to struct sysvec.



		802509
		July 14, 2011
		8.2-STABLE after merging the SSSE3 support into binutils.



		802510
		July 19, 2011
		8.2-STABLE after addition of RFTSIGZMB flag for rfork(2).



		802511
		September 9, 2011
		8.2-STABLE after addition of automatic detection of USB mass storage devices which do not support the no synchronize cache SCSI command.



		802512
		September 10, 2011
		8.2-STABLE after merging of re-factoring of auto-quirk.



		802513
		October 25, 2011
		8.2-STABLE after merging of the MAP_PREFAULT_READ flag to mmap(2).



		802514
		November 16, 2011
		8.2-STABLE after merging of addition of posix_fallocate(2) syscall.



		802515
		January 6, 2012
		8.2-STABLE after merging of addition of the posix_fadvise(2) system call.



		802516
		January 16, 2012
		8.2-STABLE after merging gperf 3.0.3



		802517
		February 15, 2012
		8.2-STABLE after introduction of the new extensible sysctl(3) interface NET_RT_IFLISTL to query address lists (rev 231769).



		803000
		March 3, 2012
		8.3-RELEASE.



		803500
		March 3, 2012
		8.3-STABLE after branching releng/8.3 (RELENG_8_3).



		804000
		March 28, 2013
		8.4-RELEASE.



		804500
		March 28, 2013
		8.4-STABLE after 8.4-RELEASE.



		804504
		September 9, 2014
		8.4-STABLE after FreeBSD-SA-14:18 (rev 271305).



		804505
		September 16, 2014
		8.4-STABLE after FreeBSD-SA-14:19 (rev 271668).



		804506
		October 21, 2014
		8.4-STABLE after FreeBSD-SA-14:21 (rev 273413).



		804507
		November 4, 2014
		8.4-STABLE after FreeBSD-SA-14:23, FreeBSD-SA-14:24, and FreeBSD-SA-14:25 (rev 274162).



		804508
		February 25, 2015
		8-STABLE after FreeBSD-EN-15:01.vt, FreeBSD-EN-15:02.openssl, FreeBSD-EN-15:03.freebsd-update, FreeBSD-SA-15:04.igmp, and FreeBSD-SA-15:05.bind (rev 279287).



		900000
		August 22, 2009
		9.0-CURRENT.



		900001
		September 8, 2009
		9.0-CURRENT after importing x86emu, a software emulator for real mode x86 CPU from OpenBSD.



		900002
		September 23, 2009
		9.0-CURRENT after implementing the EVFILT_USER kevent filter functionality.



		900003
		December 2, 2009
		9.0-CURRENT after addition of sigpause(3) and PIE support in csu.



		900004
		December 6, 2009
		9.0-CURRENT after addition of libulog and its libutempter compatibility interface.



		900005
		December 12, 2009
		9.0-CURRENT after addition of sleepq_sleepcnt(), which can be used to query the number of waiters on a specific waiting queue.



		900006
		January 4, 2010
		9.0-CURRENT after change of the scandir(3) and alphasort(3) prototypes to conform to SUSv4.



		900007
		January 13, 2010
		9.0-CURRENT after the removal of utmp(5) and the addition of utmpx (see getutxent(3)) for improved logging of user logins and system events.



		900008
		January 20, 2010
		9.0-CURRENT after the import of BSDL bc/dc and the deprecation of GNU bc/dc.



		900009
		January 26, 2010
		9.0-CURRENT after the addition of SIOCGIFDESCR and SIOCSIFDESCR ioctls to network interfaces. These ioctl can be used to manipulate interface description, as inspired by OpenBSD.



		900010
		March 22, 2010
		9.0-CURRENT after the import of zlib 1.2.4.



		900011
		April 24, 2010
		9.0-CURRENT after adding soft-updates journalling.



		900012
		May 10, 2010
		9.0-CURRENT after adding liblzma, xz, xzdec, and lzmainfo.



		900013
		May 24, 2010
		9.0-CURRENT after bringing in USB fixes for linux(4).



		900014
		June 10, 2010
		9.0-CURRENT after adding Clang.



		900015
		July 22, 2010
		9.0-CURRENT after the import of BSD grep.



		900016
		July 28, 2010
		9.0-CURRENT after adding mti_zone to struct malloc_type_internal.



		900017
		August 23, 2010
		9.0-CURRENT after changing back default grep to GNU grep and adding WITH_BSD_GREP knob.



		900018
		August 24, 2010
		9.0-CURRENT after the pthread_kill(3) -generated signal is identified as SI_LWP in si_code. Previously, si_code was SI_USER.



		900019
		August 28, 2010
		9.0-CURRENT after addition of the MAP_PREFAULT_READ flag to mmap(2).



		900020
		September 9, 2010
		9.0-CURRENT after adding drain functionality to sbufs, which also changed the layout of struct sbuf.



		900021
		September 13, 2010
		9.0-CURRENT after DTrace has grown support for userland tracing.



		900022
		October 2, 2010
		9.0-CURRENT after addition of the BSDL man utilities and retirement of GNU/GPL man utilities.



		900023
		October 11, 2010
		9.0-CURRENT after updating xz to git 20101010 snapshot.



		900024
		November 11, 2010
		9.0-CURRENT after libgcc.a was replaced by libcompiler_rt.a.



		900025
		November 12, 2010
		9.0-CURRENT after the introduction of the modularised congestion control.



		900026
		November 30, 2010
		9.0-CURRENT after the introduction of Serial Management Protocol (SMP) passthrough and the XPT_SMP_IO and XPT_GDEV_ADVINFO CAM CCBs.



		900027
		December 5, 2010
		9.0-CURRENT after the addition of log2 to libm.



		900028
		December 21, 2010
		9.0-CURRENT after the addition of the Hhook (Helper Hook), Khelp (Kernel Helpers) and Object Specific Data (OSD) KPIs.



		900029
		December 28, 2010
		9.0-CURRENT after the modification of the TCP stack to allow Khelp modules to interact with it via helper hook points and store per-connection data in the TCP control block.



		900030
		January 12, 2011
		9.0-CURRENT after the update of libdialog to version 20100428.



		900031
		February 7, 2011
		9.0-CURRENT after the addition of pthread_getthreadid_np(3).



		900032
		February 8, 2011
		9.0-CURRENT after the removal of the uio_yield prototype and symbol.



		900033
		February 18, 2011
		9.0-CURRENT after the update of binutils to version 2.17.50.



		900034
		March 8, 2011
		9.0-CURRENT after the struct sysvec (sv_schedtail) changes.



		900035
		March 29, 2011
		9.0-CURRENT after the update of base gcc and libstdc++ to the last GPLv2 licensed revision.



		900036
		April 18, 2011
		9.0-CURRENT after the removal of libobjc and Objective-C support from the base system.



		900037
		May 13, 2011
		9.0-CURRENT after importing the libprocstat(3) library and fuser(1) utility to the base system.



		900038
		May 22, 2011
		9.0-CURRENT after adding a lock flag argument to VFS_FHTOVP(9).



		900039
		June 28, 2011
		9.0-CURRENT after importing pf from OpenBSD 4.5.



		900040
		July 19, 2011
		Increase default MAXCPU for FreeBSD to 64 on amd64 and ia64 and to 128 for XLP (mips).



		900041
		August 13, 2011
		9.0-CURRENT after the implementation of Capsicum capabilities; fget(9) gains a rights argument.



		900042
		August 28, 2011
		Bump shared libraries’ version numbers for libraries whose ABI has changed in preparation for 9.0.



		900043
		September 2, 2011
		Add automatic detection of USB mass storage devices which do not support the no synchronize cache SCSI command.



		900044
		September 10, 2011
		Re-factor auto-quirk. 9.0-RELEASE.



		900045
		January 2, 2012
		9-CURRENT after MFC of true/false from 1000002.



		900500
		January 2, 2012
		9.0-STABLE.



		900501
		January 6, 2012
		9.0-STABLE after merging of addition of the posix_fadvise(2) system call.



		900502
		January 16, 2012
		9.0-STABLE after merging gperf 3.0.3



		900503
		February 15, 2012
		9.0-STABLE after introduction of the new extensible sysctl(3) interface NET_RT_IFLISTL to query address lists (rev 231768).



		900504
		March 3, 2012
		9.0-STABLE after changes related to mounting of filesystem inside a jail (rev 232728).



		900505
		March 13, 2012
		9.0-STABLE after introduction of new tcp(4) socket options: TCP_KEEPINIT, TCP_KEEPIDLE, TCP_KEEPINTVL, and TCP_KEEPCNT (rev 232945).



		900506
		May 22, 2012
		9.0-STABLE after introduction of the quick_exit function and related changes required for C++11 (rev 235786).



		901000
		August 5, 2012
		9.1-RELEASE.



		901500
		August 6, 2012
		9.1-STABLE after branching releng/9.1 (RELENG_9_1).



		901501
		November 11, 2012
		9.1-STABLE after LIST_PREV() added to queue.h (rev 242893) and KBI change in USB serial devices (rev 240659).



		901502
		November 28, 2012
		9.1-STABLE after USB serial jitter buffer requires rebuild of USB serial device modules.



		901503
		February 21, 2013
		9.1-STABLE after USB moved to the driver structure requiring a rebuild of all USB modules. Also indicates the presence of nmtree.



		901504
		March 15, 2013
		9.1-STABLE after install gained -l, -M, -N and related flags and cat gained the -l option.



		901505
		June 13, 2013
		9.1-STABLE after fixes in ctfmerge bootstrapping (rev 249243).



		902001
		August 3, 2013
		releng/9.2 branched from stable/9 (rev 253912).



		902501
		August 2, 2013
		9.2-STABLE after creation of releng/9.2 branch (rev 253913).



		902502
		August 26, 2013
		9.2-STABLE after inclusion of the PIM_RESCAN CAM path inquiry flag (rev 254938).



		902503
		August 27, 2013
		9.2-STABLE after inclusion of the SI_UNMAPPED cdev flag (rev 254979).



		902504
		October 22, 2013
		9.2-STABLE after inclusion of support for “first boot” MAN.RC.8 scripts (rev 256917).



		902505
		December 12, 2013
		9.2-STABLE after Heimdal encoding fix (rev 259448).



		902506
		December 31, 2013
		9-STABLE after MAP_STACK fixes (rev 260082).



		902507
		March 5, 2014
		9-STABLE after upgrade of libc++ to 3.4 release (rev 262801).



		902508
		March 14, 2014
		9-STABLE after merge of the Radeon KMS driver (rev 263170).



		902509
		March 21, 2014
		9-STABLE after upgrade of llvm/clang to 3.4 release (rev 263509).



		902510
		March 27, 2014
		9-STABLE after merge of the vt(4) driver (rev 263818).



		902511
		March 27, 2014
		9-STABLE after FreeBSD-SA-14:06.openssl (rev 264289).



		902512
		April 30, 2014
		9-STABLE after FreeBSD-SA-14:08.tcp (rev 265123).



		903000
		June 20, 2014
		9-RC1 releng/9.3 branch (rev 267656).



		903500
		June 20, 2014
		9.3-STABLE releng/9.3 branch (rev 267657).



		903501
		July 8, 2014
		9-STABLE after FreeBSD-SA-14:17.kmem (rev 268433).



		903502
		August 19, 2014
		9-STABLE after SOCK_DGRAM bug fix (rev 269789).



		903503
		September 9, 2014
		9-STABLE after FreeBSD-SA-14:18 (rev 269687).



		903504
		September 16, 2014
		9-STABLE after FreeBSD-SA-14:19 (rev 271668).



		903505
		October 21, 2014
		9-STABLE after FreeBSD-SA-14:20, FreeBSD-SA-14:21, and FreeBSD-SA-14:22 (rev 273412).



		903506
		November 4, 2014
		9-STABLE after FreeBSD-SA-14:23, FreeBSD-SA-14:24, and FreeBSD-SA-14:25 (rev 274162).



		903507
		December 13, 2014
		9-STABLE after merging an important fix to the LLVM vectorizer, which could lead to buffer overruns in some cases (rev 275742).



		903508
		February 25, 2015
		9-STABLE after FreeBSD-EN-15:01.vt, FreeBSD-EN-15:02.openssl, FreeBSD-EN-15:03.freebsd-update, FreeBSD-SA-15:04.igmp, and FreeBSD-SA-15:05.bind (rev 279287).



		1000000
		September 26, 2011
		10.0-CURRENT.



		1000001
		November 4, 2011
		10-CURRENT after addition of the posix_fadvise(2) system call.



		1000002
		December 12, 2011
		10-CURRENT after defining boolean true/false in sys/types.h, sizeof(bool) may have changed (rev 228444). 10-CURRENT after xlocale.h was introduced (rev 227753).



		1000003
		December 16, 2011
		10-CURRENT after major changes to carp(4), changing size of struct in_aliasreq, struct in6_aliasreq (rev 228571) and straitening arguments check of SIOCAIFADDR (rev 228574).



		1000004
		January 1, 2012
		10-CURRENT after the removal of skpc(9) and the addition of memcchr(9) (rev 229200).



		1000005
		January 16, 2012
		10-CURRENT after the removal of support for SIOCSIFADDR, SIOCSIFNETMASK, SIOCSIFBRDADDR, SIOCSIFDSTADDR ioctls (rev 230207).



		1000006
		January 26, 2012
		10-CURRENT after introduction of read capacity data asynchronous notification in the cam(4) layer (rev 230590).



		1000007
		February 5, 2012
		10-CURRENT after introduction of new tcp(4) socket options: TCP_KEEPINIT, TCP_KEEPIDLE, TCP_KEEPINTVL, and TCP_KEEPCNT (rev 231025).



		1000008
		February 11, 2012
		10-CURRENT after introduction of the new extensible sysctl(3) interface NET_RT_IFLISTL to query address lists (rev 231505).



		1000009
		February 25, 2012
		10-CURRENT after import of libarchive 3.0.3 (rev 232153).



		1000010
		March 31, 2012
		10-CURRENT after xlocale cleanup (rev 233757).



		1000011
		April 16, 2012
		10-CURRENT import of LLVM/Clang 3.1 trunk r154661 (rev 234353).



		1000012
		May 2, 2012
		10-CURRENT jemalloc import (rev 234924).



		1000013
		May 22, 2012
		10-CURRENT after byacc import (rev 235788).



		1000014
		June 27, 2012
		10-CURRENT after BSD sort becoming the default sort (rev 237629).



		1000015
		July 12, 2012
		10-CURRENT after import of OpenSSL 1.0.1c (rev 238405).



		(not changed)
		July 13, 2012
		10-CURRENT after the fix for LLVM/Clang 3.1 regression (rev 238429).



		1000016
		August 8, 2012
		10-CURRENT after KBI change in MAN.UCOM.4 (rev 239179).



		1000017
		August 8, 2012
		10-CURRENT after adding streams feature to the USB stack (rev 239214).



		1000018
		September 8, 2012
		10-CURRENT after major rewrite of MAN.PF.4 (rev 240233).



		1000019
		October 6, 2012
		10-CURRENT after MAN.PFIL.9 KBI/KPI changed to supply packets in net byte order to AF_INET filter hooks (rev 241245).



		1000020
		October 16, 2012
		10-CURRENT after the network interface cloning KPI changed and struct if_clone becoming opaque (rev 241610).



		1000021
		October 22, 2012
		10-CURRENT after removal of support for non-MPSAFE filesystems and addition of support for FUSEFS (rev 241519, 241897).



		1000022
		October 22, 2012
		10-CURRENT after the entire IPv4 stack switched to network byte order for IP packet header storage (rev 241913).



		1000023
		November 5, 2012
		10-CURRENT after jitter buffer in the common USB serial driver code, to temporarily store characters if the TTY buffer is full. Add flow stop and start signals when this happens (rev 242619).



		1000024
		November 5, 2012
		10-CURRENT after clang was made the default compiler on i386 and amd64 (rev 242624).



		1000025
		November 17, 2012
		10-CURRENT after the sin6_scope_id member variable in struct sockaddr_in6 was changed to being filled by the kernel before passing the structure to the userland via sysctl or routing socket. This means the KAME-specific embedded scope id in sin6_addr.s6_addr[2] is always cleared in userland application (rev 243443).



		1000026
		January 11, 2013
		10-CURRENT after install gained the -N flag (rev 245313). May also be used to indicate the presence of nmtree.



		1000027
		January 29, 2013
		10-CURRENT after cat gained the -l flag (rev 246083).



		1000028
		February 13, 2013
		10-CURRENT after USB moved to the driver structure requiring a rebuild of all USB modules (rev 246759).



		1000029
		March 4, 2013
		10-CURRENT after the introduction of tickless callout facility which also changed the layout of struct callout (rev 247777).



		1000030
		March 12, 2013
		10-CURRENT after KPI breakage introduced in the VM subsystem to support read/write locking (rev 248084).



		1000031
		April 26, 2013
		10-CURRENT after the dst parameter of the ifnet if_output method was changed to take const qualifier (rev 249925).



		1000032
		May 1, 2013
		10-CURRENT after the introduction of the accept4 (rev 250154) and pipe2 (rev 250159) system calls.



		1000033
		May 21, 2013
		10-CURRENT after flex 2.5.37 import (rev 250881).



		1000034
		June 3, 2013
		10-CURRENT after the addition of these functions to libm: cacos, cacosf, cacosh, cacoshf, casin, casinf, casinh, casinhf, catan, catanf, catanh, catanhf, logl, log2l, log10l, log1pl, expm1l (rev 251294).



		1000035
		June 8, 2013
		10-CURRENT after the introduction of the aio_mlock system call (rev 251526).



		1000036
		July 9, 2013
		10-CURRENT after the addition of a new function to the kernel GSSAPI module’s function call interface (rev 253049).



		1000037
		July 9, 2013
		10-CURRENT after the migration of statistics structures to PCPU counters. Changed structures include: ahstat, arpstat, espstat, icmp6_ifstat, icmp6stat, in6_ifstat, ip6stat, ipcompstat, ipipstat, ipsecstat, mrt6stat, mrtstat, pfkeystat, pim6stat, pimstat, rip6stat, udpstat (rev 253081).



		1000038
		July 16, 2013
		
		10-CURRENT after making ``ARM


		EABI`` the default ABI on arm, armeb, armv6, and armv6eb architectures (rev 253396).









		1000039
		July 22, 2013
		10-CURRENT after CAM and MAN.MPS.4 driver scanning changes (rev 253549).



		1000040
		July 24, 2013
		10-CURRENT after addition of libusb pkgconf files (rev 253638).



		1000041
		August 5, 2013
		10-CURRENT after change from time_second to time_uptime in PF_INET6 (rev 253970).



		1000042
		August 9, 2013
		10-CURRENT after VM subsystem change to unify soft and hard busy mechanisms (rev 254138).



		1000043
		August 13, 2013
		10-CURRENT after WITH_ICONV is enabled by default. A new MAN.SRC.CONF.5 option, WITH_LIBICONV_COMPAT (disabled by default) adds libiconv_open to provide compatibility with the libiconv port (rev 254273).



		1000044
		August 15, 2013
		10-CURRENT after libc.so conversion to an MAN.LD.1 script (rev 251668, 254358).



		1000045
		August 15, 2013
		10-CURRENT after devfs programming interface change by replacing the cdevsw flag D_UNMAPPED_IO with the struct cdev flag SI_UNMAPPED (rev 254389).



		1000046
		August 19, 2013
		10-CURRENT after addition of M_PROTO[9-12] and removal of M_FRAG|M_FIRSTFRAG|M_LASTFRAG mbuf flags (rev 254524, 254526).



		1000047
		August 21, 2013
		10-CURRENT after MAN.STAT.2 update to allow storing some Windows/DOS and CIFS file attributes as MAN.STAT.2 flags (rev 254627).



		1000048
		August 22, 2013
		10-CURRENT after modification of structure xsctp_inpcb (rev 254672).



		1000049
		August 24, 2013
		10-CURRENT after MAN.PHYSIO.9 support for devices that do not function properly with split I/O, such as MAN.SA.4 (rev 254760).



		1000050
		August 24, 2013
		10-CURRENT after modifications of structure mbuf (rev 254780, 254799, 254804, 254807 254842).



		1000051
		August 25, 2013
		10-CURRENT after Radeon KMS driver import (rev 254885, 254887).



		1000052
		September 3, 2013
		10-CURRENT after import of NetBSD libexecinfo is connected to the build (rev 255180).



		1000053
		September 6, 2013
		10-CURRENT after API and ABI changes to the Capsicum framework (rev 255305).



		1000054
		September 6, 2013
		10-CURRENT after gcc and libstdc++ are no longer built by default (rev 255321).



		1000055
		September 6, 2013
		10-CURRENT after addition of MMAP_32BIT MAN.MMAP.2 flag (rev 255426).



		1000100
		December 7, 2013
		releng/10.0 branched from stable/10 (rev 259065).



		1000500
		October 10, 2013
		10-STABLE after branch from head/ (rev 256283).



		1000501
		October 22, 2013
		10-STABLE after addition of first-boot MAN.RC.8 support (rev 256916).



		1000502
		November 20, 2013
		10-STABLE after removal of iconv symbols from libc.so.7 (rev 258398).



		1000510
		December 7, 2013
		releng/10.0 __FreeBSD_version update to prevent the value from going backwards (rev 259067).



		1000700
		December 7, 2013
		10-STABLE after releng/10.0 branch (rev 259069).



		1000701
		December 15, 2013
		10.0-STABLE after Heimdal encoding fix (rev 259447).



		1000702
		December 31, 2013
		10-STABLE after MAP_STACK fixes (rev 260135).



		1000703
		March 5, 2014
		10-STABLE after upgrade of libc++ to 3.4 release (rev 262801).



		1000704
		March 7, 2014
		10-STABLE after MFC of the vt(4) driver (rev 262861).



		1000705
		March 21, 2014
		10-STABLE after upgrade of llvm/clang to 3.4 release (rev 263508).



		1000706
		April 6, 2014
		10-STABLE after GCC support for __block definition (rev 264214).



		1000707
		April 8, 2014
		10-STABLE after FreeBSD-SA-14:06.openssl (rev 264289).



		1000708
		April 30, 2014
		10-STABLE after FreeBSD-SA-14:07.devfs, FreeBSD-SA-14:08.tcp, and FreeBSD-SA-14:09.openssl (rev 265122).



		1000709
		May 13, 2014
		10-STABLE after support for UDP-Lite protocol (RFC 3828) (rev 265946).



		1000710
		June 13, 2014
		10-STABLE after changes to MAN.STRCASECMP.3, moving strcasecmp_l() and strncasecmp_l() from <string.h> to <strings.h> for POSIX 2008 compliance (rev 267465).



		1000711
		July 8, 2014
		10-STABLE after FreeBSD-SA-14:17.kmem (rev 268432).



		1000712
		August 1, 2014
		10-STABLE after MAN.NFSD.8 4.1 merge (rev 269398).



		1000713
		August 3, 2014
		10-STABLE after MAN.REGEX.3 library update to add “>” and “<” delimiters (rev 269484).



		1000714
		August 3, 2014
		10-STABLE after SOCK_DGRAM bug fix (rev 269490).



		1000715
		September 9, 2014
		10-STABLE after FreeBSD-SA-14:18 (rev 269686).



		1000716
		September 16, 2014
		10-STABLE after FreeBSD-SA-14:19 (rev 271667).



		1000717
		September 18, 2014
		10-STABLE after i915 HW context support (rev 271816).



		1001000
		October 2, 2014
		10.1-RC1 after releng/10.1 branch (rev 272463).



		1001500
		October 2, 2014
		10-STABLE after releng/10.1 branch (rev 272464).



		1001501
		October 21, 2014
		10-STABLE after FreeBSD-SA-14:20, FreeBSD-SA-14:22, and FreeBSD-SA-14:23 (rev 273411).



		1001502
		November 4, 2014
		10-STABLE after FreeBSD-SA-14:23, FreeBSD-SA-14:24, and FreeBSD-SA-14:25 (rev 274162).



		1001503
		November 25, 2014
		10-STABLE after merging new libraries/utilities (dpv and figpar) for data throughput visualization (rev 275040).



		1001504
		December 13, 2014
		10-STABLE after merging an important fix to the LLVM vectorizer, which could lead to buffer overruns in some cases (rev 275742).



		1001505
		January 3, 2015
		10-STABLE after merging some arm constants in r276312 (rev 276633).



		1001506
		January 12, 2015
		10-STABLE after merging max table size update for yacc (rev 277087).



		1001507
		January 27, 2015
		10-STABLE after changes to the UDP tunneling callback to provide a context pointer and the source sockaddr (rev 277790).



		1001508
		February 18, 2015
		10-STABLE after addition of the CDAI_TYPE_EXT_INQ request type (rev 278974).



		1001509
		February 25, 2015
		10-STABLE after FreeBSD-EN-15:01.vt, FreeBSD-EN-15:02.openssl, FreeBSD-EN-15:03.freebsd-update, FreeBSD-SA-15:04.igmp, and FreeBSD-SA-15:05.bind (rev 279287).



		1001511
		19 March, 2015
		10-STABLE after sys/capability.h is renamed to sys/capsicum.h (rev 280224/).



		1001512
		24 March, 2015
		10-STABLE after addition of new mtio(4), sa(4) ioctls (rev 281954).



		1001513
		24 April, 2015
		10-STABLE after starting the process of removing the use of the deprecated “M_FLOWID” flag from the network code (rev 281955).



		1100000
		October 10, 2013
		11.0-CURRENT (rev 256284).



		1100001
		October 19, 2013
		11.0-CURRENT after addition of support for “first boot” rc.d scripts, so ports can make use of this (rev 256776).



		1100002
		November 5, 2013
		11.0-CURRENT after dropping support for historic ioctls (rev 257696).



		1100003
		November 17, 2013
		11.0-CURRENT after iconv changes (rev 258284).



		1100004
		December 15, 2013
		11.0-CURRENT after the behavior change of gss_pseudo_random introduced in r259286 (rev 259424).



		1100005
		December 28, 2013
		11.0-CURRENT after r259951 - Do not coalesce entries in vm_map_stack() (rev 260010).



		1100006
		January 28, 2014
		11.0-CURRENT after upgrades of libelf and libdwarf (rev 261246).



		1100007
		January 30, 2014
		11.0-CURRENT after upgrade of libc++ to 3.4 release (rev 261283).



		1100008
		February 14, 2014
		11.0-CURRENT after libc++ 3.4 ABI compatibility fix (rev 261801).



		1100009
		February 16, 2014
		11.0-CURRENT after upgrade of llvm/clang to 3.4 release (rev 261991).



		1100010
		February 28, 2014
		11.0-CURRENT after upgrade of ncurses to 5.9 release (rev 262629).



		1100011
		March 13, 2014
		11.0-CURRENT after ABI change in struct if_data (rev 263102).



		1100012
		March 14, 2014
		11.0-CURRENT after removal of Novell IPX protocol support (rev 263140).



		1100013
		March 14, 2014
		11.0-CURRENT after removal of AppleTalk protocol support (rev 263152).



		1100014
		March 16, 2014
		11.0-CURRENT after renaming <sys/capability.h> to <sys/capsicum.h> to avoid a clash with similarly named headers in other operating systems. A compatibility header is left in place to limit build breakage, but will be deprecated in due course (rev 263235).



		1100015
		March 22, 2014
		11.0-CURRENT after cnt rename to vm_cnt (rev 263620).



		1100016
		March 23, 2014
		11.0-CURRENT after addition of armv6hf TARGET_ARCH (rev 263660).



		1100017
		April 4, 2014
		11.0-CURRENT after GCC support for __block definition (rev 264121).



		1100018
		April 6, 2014
		11.0-CURRENT after support for UDP-Lite protocol (RFC 3828) (rev 264212).



		1100019
		April 8, 2014
		11.0-CURRENT after FreeBSD-SA-14:06.openssl (rev 264265).



		1100020
		May 1, 2014
		11.0-CURRENT after removing lindev in favor of having /dev/full by default (rev 265212).



		1100021
		May 6, 2014
		11.0-CURRENT after src.opts.mk changes, decoupling MAN.MAKE.CONF.5 from buildworld (rev 265419).



		1100022
		May 30, 2014
		11.0-CURRENT after changes to MAN.STRCASECMP.3, moving strcasecmp_l() and strncasecmp_l() from <string.h> to <strings.h> for POSIX 2008 compliance (rev 266865).



		1100023
		June 13, 2014
		11.0-CURRENT after the CUSE library and kernel module have been attached to the build by default (rev 267440).



		1100024
		June 27, 2014
		11.0-CURRENT after MAN.SYSCTL.3 API change (rev 267992).



		1100025
		June 30, 2014
		11.0-CURRENT after MAN.REGEX.3 library update to add “>” and “<” delimiters (rev 268066).



		1100026
		July 1, 2014
		11.0-CURRENT after the internal interface between the NFS modules, including the krpc, was changed by (rev 268115).



		1100027
		July 8, 2014
		11.0-CURRENT after FreeBSD-SA-14:17.kmem (rev 268431).



		1100028
		July 21, 2014
		11.0-CURRENT after hdestroy() compliance fix changed ABI (rev 268945).



		1100029
		August 3, 2014
		11.0-CURRENT after SOCK_DGRAM bug fix (rev 269489).



		1100030
		September 1, 2014
		11.0-CURRENT after SOCK_RAW sockets were changed to not modify packets at all (rev 270929).



		1100031
		September 9, 2014
		11.0-CURRENT after FreeBSD-SA-14:18.openssl (rev 269686).



		1100032
		September 11, 2014
		11.0-CURRENT after API changes to ifa_ifwithbroadaddr, ifa_ifwithdstaddr, ifa_ifwithnet, and ifa_ifwithroute (rev 271438).



		1100033
		September 9, 2014
		11.0-CURRENT after changing access, eaccess, and faccessat to validate the mode argument (rev 271657).



		1100034
		September 16, 2014
		11.0-CURRENT after FreeBSD-SA-14:19.tcp (rev 271666).



		1100035
		September 17, 2014
		11.0-CURRENT after i915 HW context support (rev 271705).



		1100036
		September 17, 2014
		Version bump to have ABI note distinguish binaries ready for strict MAN.MMAP.2 flags checking (rev 271724).



		1100037
		October 6, 2014
		11.0-CURRENT after addition of MAN.EXPLICIT.BZERO.3 (rev 272673).



		1100038
		October 11, 2014
		11.0-CURRENT after cleanup of TCP wrapper headers (rev 272951).



		1100039
		October 18, 2014
		11.0-CURRENT after removal of MAP_RENAME and MAP_NORESERVE (rev 273250).



		1100040
		October 21, 2014
		11.0-CURRENT after FreeBSD-SA-14:23 (rev 273146).



		1100041
		October 30, 2014
		11.0-CURRENT after API changes to syscall_register, syscall32_register, syscall_register_helper and syscall32_register_helper (rev 273707).



		1100042
		November 3, 2014
		
		11.0-CURRENT after a change to ``struct


		tcpcb`` (rev 274046).









		1100043
		November 4, 2014
		11.0-CURRENT after enabling MAN.VT.4 by default (rev 274085).



		1100044
		November 4, 2014
		11.0-CURRENT after adding new libraries/utilities (dpv and figpar) for data throughput visualization (rev 274116).



		1100045
		November 4, 2014
		11.0-CURRENT after FreeBSD-SA-14:23, FreeBSD-SA-14:24, and FreeBSD-SA-14:25 (rev 274162).



		1100046
		November 13, 2014
		11.0-CURRENT after kern_poll signature change (rev 274462).



		1100047
		November 13, 2014
		11.0-CURRENT after removal of no-at version of VFS syscalls helpers, like kern_open (rev 274476).



		1100048
		December 1, 2014
		11.0-CURRENT after starting the process of removing the use of the deprecated “M_FLOWID” flag from the network code (rev 275358).



		1100049
		December 9, 2014
		11.0-CURRENT after importing an important fix to the LLVM vectorizer, which could lead to buffer overruns in some cases (rev 275633).



		1100050
		December 12, 2014
		11.0-CURRENT after adding AES-ICM and AES-GCM to OpenCrypto (rev 275732).



		1100051
		December 23, 2014
		11.0-CURRENT after removing old NFS client and server code from the kernel (rev 276096).



		1100052
		December 31, 2014
		11.0-CURRENT after upgrade of clang, llvm and lldb to 3.5.0 release (rev 276479).



		1100053
		January 7, 2015
		11.0-CURRENT after MCLGET() gained a return value (rev 276750).



		1100054
		January 15, 2015
		11.0-CURRENT after rewrite of callout subsystem (rev 277213).



		1100055
		January 22, 2015
		11.0-CURRENT after reverting callout changes in r277213 (rev 277528).



		1100056
		January 23, 2015
		11.0-CURRENT after addition of futimens and utimensat system calls (rev 277610).



		1100057
		January 29, 2015
		11.0-CURRENT after removal of d_thread_t (rev 277897).



		1100058
		February 5, 2015
		11.0-CURRENT after addition of support for probing the SCSI VPD Extended Inquiry page (0x86) (rev 278228).



		1100059
		February 9, 2015
		11.0-CURRENT after import of xz 5.2.0, which added multi-threaded compression and lzma gained libthr dependency (rev 278433).



		1100060
		February 16, 2015
		11.0-CURRENT after forwarding FBIO_BLANK to framebuffer clients (rev 278846).



		1100061
		February 18, 2015
		11.0-CURRENT after CDAI_FLAG_NONE addition (rev 278964).



		1100062
		February 23, 2015
		11.0-CURRENT after MAN.MTIO.4 and MAN.SA.4 API and MAN.IOCTL.2 additions (rev 279221).



		1100063
		March 7, 2015
		11.0-CURRENT after adding mutex support to the pps_ioctl() API in the kernel (rev 279728).



		1100064
		March 7, 2015
		11.0-CURRENT after adding PPS support to USB serial drivers (rev 279729).



		1100065
		March 15, 2015
		11.0-CURRENT after upgrading clang, llvm and lldb to 3.6.0 (rev 280031).



		1100066
		March 20, 2015
		11.0-CURRENT after removal of SSLv2 support from OpenSSL (rev 280306).



		1100067
		March 25, 2015
		11.0-CURRENT after removal of SSLv2 support from MAN.FETCH.1 and MAN.FETCH.3 (rev 280630).



		1100068
		April 6, 2015
		11.0-CURRENT after change to net.inet6.ip6.mif6table sysctl (rev 281172).



		1100069
		April 15, 2015
		11.0-CURRENT after removal of const qualifier from MAN.ICONV.3 (rev 281550).



		1100071
		April 29, 2015
		11.0-CURRENT after API/ABI change to MAN.SMB.4 (rev 281985).



		1100072
		May 1, 2015
		11.0-CURRENT after adding MAN.REALLOCARRAY.3 in libc (rev 282314).



		1100073
		May 8, 2015
		11.0-CURRENT after extending the maximum number of allowed PCM channels in a PCM stream to 127 and decreasing the maximum number of sub-channels to 1 (rev 282650).



		1100074
		May 25, 2015
		11.0-CURRENT after adding preliminary support for x86-64 Linux binaries (rev 283424), and upgrading clang and llvm to 3.6.1 (rev 283526).



		1100075
		May 27, 2015
		11.0-CURRENT after dounmount() requiring a reference on the passed struct mount (rev 283602 ).



		1100076
		June 4, 2015
		11.0-CURRENT after disabled generation of legacy formatted password databases entries by default. (rev 283983).



		1100077
		June 10, 2015
		11.0-CURRENT after API changes to lim_cur, lim_max, and lim_rlimit (rev 284215).







Table: __FreeBSD_version Values



Note


Note that 2.2-STABLE sometimes identifies itself as “2.2.5-STABLE”
after the 2.2.5-RELEASE. The pattern used to be year followed by the
month, but we decided to change it to a more straightforward
major/minor system starting from 2.2. This is because the parallel
development on several branches made it infeasible to classify the
releases merely by their real release dates. Do not worry about old
-CURRENTs; they are listed here just for reference.
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Slow Porting


Okay, so it was not that simple, and the port required some
modifications to get it to work. In this section, we will explain, step
by step, how to modify it to get it to work with the ports paradigm.





How Things Work


First, this is the sequence of events which occurs when the user first
types make in the port’s directory. Having bsd.port.mk in
another window while reading this really helps to understand it.


But do not worry not many people understand exactly how bsd.port.mk
is working... :-)


The fetch target is run. The fetch target is responsible for making sure
that the tarball exists locally in DISTDIR. If fetch cannot find the
required files in DISTDIR it will look up the URL MASTER_SITES,
which is set in the Makefile, as well as our FTP mirrors where we put
distfiles as backup. It will then attempt to fetch the named
distribution file with FETCH, assuming that the requesting site has
direct access to the Internet. If that succeeds, it will save the file
in DISTDIR for future use and proceed.


The extract target is run. It looks for the port’s distribution file
(typically a gzipped tarball) in DISTDIR and unpacks it into a
temporary subdirectory specified by WRKDIR (defaults to work).


The patch target is run. First, any patches defined in PATCHFILES
are applied. Second, if any patch files named patch-* are found in
PATCHDIR (defaults to the files subdirectory), they are applied
at this time in alphabetical order.


The configure target is run. This can do any one of many different
things.



		If it exists, scripts/configure is run.


		If HAS_CONFIGURE or GNU_CONFIGURE is set,
WRKSRC/configure is run.





The build target is run. This is responsible for descending into the
port’s private working directory (WRKSRC) and building it.


The stage target is run. This puts the final set of built files into a
temporary directory (STAGEDIR, see ?). The hierarchy of this
directory mirrors that of the system on which the package will be
installed.


The package target is run. This creates a package using the files from
the temporary directory created during the stage target and the port’s
pkg-plist.


The install target is run. This installs the package created during the
package target into the host system.


The above are the default actions. In addition, define targets
pre-something or post-something, or put scripts with those names, in the
scripts subdirectory, and they will be run before or after the
default actions are done.


For example, if there is a post-extract target defined in the
Makefile, and a file pre-build in the scripts subdirectory,
the post-extract target will be called after the regular extraction
actions, and pre-build will be executed before the default build
rules are done. It is recommended to use Makefile targets if the
actions are simple enough, because it will be easier for someone to
figure out what kind of non-default action the port requires.


The default actions are done by the do-something targets from
bsd.port.mk. For example, the commands to extract a port are in the
target do-extract. If the default target does not do the job right,
redefine the do-something target in the Makefile.



Note


The “main” targets (for example, extract, configure, etc.) do
nothing more than make sure all the stages up to that one are
completed and call the real targets or scripts, and they are not
intended to be changed. To fix the extraction, fix do-extract, but
never ever change the way extract operates! Additionally, the target
post-deinstall is invalid and is not run by the ports
infrastructure.







		Now that what goes on when the user types ``make


		install`` is better understood, let us go through the recommended





steps to create the perfect port.





Getting the Original Sources


Get the original sources (normally) as a compressed tarball
(foo.tar.gz or foo.tar.bz2) and copy it into DISTDIR. Always
use mainstream sources when and where possible.


Set the variable MASTER_SITES to reflect where the original tarball
resides. Shorthand definitions exist for most mainstream sites in
bsd.sites.mk. Please use these sites—and the associated
definitions—if at all possible, to help avoid the problem of having the
same information repeated over again many times in the source base. As
these sites tend to change over time, this becomes a maintenance
nightmare for everyone involved. See ? for details.


If there is no FTP/HTTP site that is well-connected to the net, or can
only find sites that have irritatingly non-standard formats, put a copy
on a reliable FTP or HTTP server (for example, a home page).


If a convenient and reliable place to put the distfile cannot be found,
we can “house” it ourselves on ftp.FreeBSD.org; however, this is the
least-preferred solution. The distfile must be placed into
~/public_distfiles/ of someone’s freefall account. Ask the person
who commits the port to do this. This person will also set
MASTER_SITES to LOCAL/username where username is their OS
cluster login.


If the port’s distfile changes all the time without any kind of version
update by the author, consider putting the distfile on a home page and
listing it as the first MASTER_SITES. Try to talk the port author
out of doing this; it really does help to establish some kind of source
code control. Hosting a specific version will prevent users from getting
checksum mismatch errors, and also reduce the workload of maintainers of
our FTP site. Also, if there is only one master site for the port, it is
recommended to house a backup on a home page and list it as the second
MASTER_SITES.


If the port requires some additional `patches’ that are available on
the Internet, fetch them too and put them in DISTDIR. Do not worry
if they come from a site other than where the main source tarball comes,
we have a way to handle these situations (see the description of
PATCHFILES below).





Modifying the Port


Unpack a copy of the tarball in a private directory and make whatever
changes are necessary to get the port to compile properly under the
current version of OS. Keep careful track of steps, as they will be
needed to automate the process shortly. Everything, including the
deletion, addition, or modification of files has to be doable using an
automated script or patch file when the port is finished.


If the port requires significant user interaction/customization to
compile or install, take a look at one of Larry Wall’s classic Configure
scripts and perhaps do something similar. The goal of the new ports
collection is to make each port as “plug-and-play” as possible for the
end-user while using a minimum of disk space.



Note


Unless explicitly stated, patch files, scripts, and other files
created and contributed to the OS ports collection are assumed to be
covered by the standard BSD copyright conditions.









Patching


In the preparation of the port, files that have been added or changed
can be recorded with MAN.DIFF.1 for later feeding to MAN.PATCH.1. Doing
this with a typical file involves saving a copy of the original file
before making any changes using a .orig suffix.


PROMPT.USER cp file file.orig






After all changes have been made, cd back to the port directory. Use
make makepatch to generate updated patch files in the files
directory.



General Rules for Patching


Patch files are stored in PATCHDIR, usually files/, from where
they will be automatically applied. All patches must be relative to
WRKSRC. Typically WRKSRC is a subdirectory of WRKDIR, the
directory where the distfile is extracted. Use make -V WRKSRC to see
the actual path. The patch names are to follow these rules:



		Avoid having more than one patch modify the same file. For example,
having both patch-foobar.c and patch-foobar.c2 making changes
to ${WRKSRC}/foobar.c makes them fragile and difficult to debug.





		When creating names for patch files, replace each underscore (_)
with two underscores (__) and each slash (/) with one
underscore (_). For example, to patch a file named
src/freeglut_joystick.c, name the corresponding patch
patch-src_freeglut__joystick.c. Do not name patches like
patch-aa or patch-ab. Always use the path and file name in
patch names. Using ``make



makepatch`` automatically generates the correct names.









		A patch may modify multiple files if the changes are related and the
patch is named appropriately. For example,
patch-add-missing-stdlib.h.





		Only use characters [-+._a-zA-Z0-9] for naming patches. In
particular, do not use ``::`` as a path separator, use _
instead.








Minimize the amount of non-functional whitespace changes in patches. It
is common in the Open Source world for projects to share large amounts
of a code base, but obey different style and indenting rules. When
taking a working piece of functionality from one project to fix similar
areas in another, please be careful: the resulting patch may be full of
non-functional changes. It not only increases the size of the ports
repository but makes it hard to find out what exactly caused the problem
and what was changed at all.


If a file must be deleted, do it in the post-extract target rather than
as part of the patch.





Manual Patch Generation



Note


Manual patch creation is usually not necessary. Automatic patch
generation as described earlier in this section is the preferred
method. However, manual patching may be required occasionally.






Patches are saved into files named patch-* where * indicates the
pathname of the file that is patched, such as patch-Imakefile or
patch-src-config.h.


After the file has been modified, MAN.DIFF.1 is used to record the
differences between the original and the modified version. -u causes
MAN.DIFF.1 to produce “unified” diffs, the preferred form.


PROMPT.USER diff -u file.orig file > patch-pathname-file






When generating patches for new, added files, -N is used to tell
MAN.DIFF.1 to treat the non-existent original file as if it existed but
was empty:


PROMPT.USER diff -u -N newfile.orig newfile > patch-pathname-newfile






Do not add $FreeBSD$ RCS strings in patches. When patches are added
to the Subversion repository with svn add, the fbsd:nokeywords
property is set to yes automatically so keywords in the patch are
not modified when committed. The property can be added manually with
``svn propset fbsd:nokeywords yes



files...``.



Using the recurse (-r) option to MAN.DIFF.1 to generate patches is
fine, but please look at the resulting patches to make sure there is no
unnecessary junk in there. In particular, diffs between two backup
files, Makefiles when the port uses Imake or GNU
configure, etc., are unnecessary and have to be deleted. If it was
necessary to edit configure.in and run autoconf to regenerate
configure, do not take the diffs of configure (it often grows to
a few thousand lines!). Instead, define USE_AUTOTOOLS=autoconf:261
and take the diffs of configure.in.





Simple Automatic Replacements


Simple replacements can be performed directly from the port Makefile
using the in-place mode of MAN.SED.1. This is useful when changes use
the value of a variable:


post-patch:
    @${REINPLACE_CMD} -e 's|for Linux|for FreeBSD|g' ${WRKSRC}/README






Quite often, software being ported uses the CR/LF convention in source
files. This may cause problems with further patching, compiler warnings,
or script execution (like /bin/sh^M not found.) To quickly convert
all files from CR/LF to just LF, add this entry to the port
Makefile:


USES= dos2unix






A list of specific files to convert can be given:


USES= dos2unix
DOS2UNIX_FILES= util.c util.h






Use DOS2UNIX_REGEX to convert a group of files across
subdirectories. Its argument is a MAN.FIND.1-compatible regular
expression. More on the format is in MAN.RE.FORMAT.7. This option is
useful for converting all files of a given extension. For example,
convert all source code files, leaving binary files intact:


USES= dos2unix
DOS2UNIX_REGEX= .*\.([ch]|cpp)






A similar option is DOS2UNIX_GLOB, which runs find for each
element listed in it.


USES= dos2unix
DOS2UNIX_GLOB=  *.c *.cpp *.h











Configuring


Include any additional customization commands in the configure
script and save it in the scripts subdirectory. As mentioned above,
it is also possible do this with Makefile targets and/or scripts
with the name pre-configure or post-configure.





Handling User Input


If the port requires user input to build, configure, or install, set
IS_INTERACTIVE in the Makefile. This will allow “overnight
builds” to skip it. If the user sets the variable BATCH in his
environment (and if the user sets the variable INTERACTIVE, then only
those ports requiring interaction are built). This will save a lot of
wasted time on the set of machines that continually build ports (see
below).


It is also recommended that if there are reasonable default answers to
the questions, PACKAGE_BUILDING be used to turn off the interactive
script when it is set. This will allow us to build the packages for
CDROMs and FTP.
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Keeping Up


The OS Ports Collection is constantly changing. Here is some information
on how to keep up.





FreshPorts


One of the easiest ways to learn about updates that have already been
committed is by subscribing to
FreshPorts [http://www.FreshPorts.org/]. Multiple ports can be
monitored. Maintainers are strongly encouraged to subscribe, because
they will receive notification of not only their own changes, but also
any changes that any other OS committer has made. (These are often
necessary to keep up with changes in the underlying ports
framework—although it would be most polite to receive an advance
heads-up from those committing such changes, sometimes this is
overlooked or impractical. Also, in some cases, the changes are very
minor in nature. We expect everyone to use their best judgement in these
cases.)


To use FreshPorts, an account is required. Those with registered email
addresses at @FreeBSD.org will see the opt-in link on the right-hand
side of the web pages. Those who already have a FreshPorts account but
are not using a @FreeBSD.org email address can change the email to
@FreeBSD.org, subscribe, then change it back again.


FreshPorts also has a sanity test feature which automatically tests each
commit to the OS ports tree. If subscribed to this service, a committer
will receive notifications of any errors which FreshPorts detects during
sanity testing of their commits.





The Web Interface to the Source Repository


It is possible to browse the files in the source repository by using a
web interface. Changes that affect the entire port system are now
documented in the
CHANGES [http://svnweb.FreeBSD.org/ports/head/CHANGES] file. Changes
that affect individual ports are now documented in the
UPDATING [http://svnweb.FreeBSD.org/ports/head/UPDATING] file.
However, the definitive answer to any question is undoubtedly to read
the source code of
bsd.port.mk [http://svnweb.FreeBSD.org/ports/head/Mk/bsd.port.mk],
and associated files.





The OS Ports Mailing List


As a ports maintainer, consider subscribing to A.PORTS. Important
changes to the way ports work will be announced there, and then
committed to CHANGES.


If the volume of messages on this mailing list is too high, consider
following A.PORTS-ANNOUNCE which contains only announcements.





The OS Port Building Cluster


One of the least-publicized strengths of OS is that an entire cluster of
machines is dedicated to continually building the Ports Collection, for
each of the major OS releases and for each Tier-1 architecture.


Individual ports are built unless they are specifically marked with
IGNORE. Ports that are marked with BROKEN will still be
attempted, to see if the underlying problem has been resolved. (This is
done by passing TRYBROKEN to the port’s Makefile.)





Portscout: the OS Ports Distfile Scanner


The build cluster is dedicated to building the latest release of each
port with distfiles that have already been fetched. However, as the
Internet continually changes, distfiles can quickly go missing.
Portscout [http://portscout.FreeBSD.org], the OS Ports distfile
scanner, attempts to query every download site for every port to find
out if each distfile is still available. Portscout can generate HTML
reports and send emails about newly available ports to those who request
them. Unless not otherwise subscribed, maintainers are asked to check
periodically for changes, either by hand or using the RSS feed.


Portscout’s first page gives the email address of the port maintainer,
the number of ports the maintainer is responsible for, the number of
those ports with new distfiles, and the percentage of those ports that
are out-of-date. The search function allows for searching by email
address for a specific maintainer, and for selecting whether only
out-of-date ports are shown.


Upon clicking on a maintainer’s email address, a list of all of their
ports is displayed, along with port category, current version number,
whether or not there is a new version, when the port was last updated,
and finally when it was last checked. A search function on this page
allows the user to search for a specific port.


Clicking on a port name in the list displays the
FreshPorts [http://freshports.org] port information.





The OS Ports Monitoring System


Another handy resource is the OS Ports Monitoring
System [http://portsmon.FreeBSD.org] (also known as portsmon).
This system comprises a database that processes information from several
sources and allows it to be browsed via a web interface. Currently, the
ports Problem Reports (PRs), the error logs from the build cluster, and
individual files from the ports collection are used. In the future, this
will be expanded to include the distfile survey, as well as other
sources.


To get started, use the Overview of One
Port [http://portsmon.FreeBSD.org/portoverview.py] search page to
find all the information about a port.


This is the only resource available that maps PR entries to portnames.
PR submitters do not always include the portname in their Synopsis,
although we would prefer that they did. So, portsmon is a good place
to find out whether an existing port has any PRs filed against it, any
build errors, or if a new port the porter is considering creating has
already been submitted.
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Configuring the Makefile


Configuring the Makefile is pretty simple, and again we suggest
looking at existing examples before starting. Also, there is a sample
Makefile in this handbook, so take a look and
please follow the ordering of variables and sections in that template to
make the port easier for others to read.


Consider these problems in sequence during the design of the new
Makefile:





The Original Source


Does it live in DISTDIR as a standard gzipped tarball named
something like foozolix-1.2.tar.gz? If so, go on to the next step.
If not, the distribution file format might require overriding one or
more of DISTVERSION, DISTNAME, EXTRACT_CMD,
EXTRACT_BEFORE_ARGS, EXTRACT_AFTER_ARGS, EXTRACT_SUFX, or
DISTFILES.


In the worst case, create a custom do-extract target to override the
default. This is rarely, if ever, necessary.





Naming


The first part of the port’s Makefile names the port, describes its
version number, and lists it in the correct category.



PORTNAME and PORTVERSION


Set PORTNAME to the base name of the port, and PORTVERSION to
the version number of the port.



Important


The package name must be unique among all of the ports tree. Make
sure that there is not already a port with the same PORTNAME and
if there is add one of `PKGNAMEPREFIX or
PKGNAMESUFFIX <#porting-pkgnameprefix-suffix>`__.









PORTREVISION and PORTEPOCH



PORTREVISION


PORTREVISION is a monotonically increasing value which is reset to 0
with every increase of PORTVERSION, typically every time there is a
new official vendor release. If PORTREVISION is non-zero, the value
is appended to the package name. Changes to PORTREVISION are used by
automated tools like MAN.PKG-VERSION.8 to determine that a new package
is available.


PORTREVISION must be increased each time a change is made to the
port that changes the generated package in any way. That includes
changes that only affect a package built with non-default
options.


Examples of when PORTREVISION must be bumped:



		Addition of patches to correct security vulnerabilities, bugs, or to
add new functionality to the port.


		Changes to the port Makefile to enable or disable compile-time
options in the package.


		Changes in the packing list or the install-time behavior of the
package. For example, a change to a script which generates initial
data for the package, like MAN.SSH.1 host keys.


		Version bump of a port’s shared library dependency (in this case,
someone trying to install the old package after installing a newer
version of the dependency will fail since it will look for the old
libfoo.x instead of libfoo.(x+1)).


		Silent changes to the port distfile which have significant functional
differences. For example, changes to the distfile requiring a
correction to distinfo with no corresponding change to
PORTVERSION, where a diff -ru of the old and new versions
shows non-trivial changes to the code.





Examples of changes which do not require a PORTREVISION bump:



		Style changes to the port skeleton with no functional change to what
appears in the resulting package.


		Changes to MASTER_SITES or other functional changes to the port
which do not affect the resulting package.


		Trivial patches to the distfile such as correction of typos, which
are not important enough that users of the package have to go to the
trouble of upgrading.


		Build fixes which cause a package to become compilable where it was
previously failing. As long as the changes do not introduce any
functional change on any other platforms on which the port did
previously build. Since PORTREVISION reflects the content of the
package, if the package was not previously buildable then there is no
need to increase PORTREVISION to mark a change.





A rule of thumb is to decide whether a change committed to a port is
something which some people would benefit from having. Either because
of an enhancement, fix, or by virtue that the new package will actually
work at all. Then weigh that against that fact that it will cause
everyone who regularly updates their ports tree to be compelled to
update. If yes, PORTREVISION must be bumped.



Note


People using binary packages will never see the update if
PORTREVISION is not bumped. Without increasing PORTREVISION,
the package builders have no way to detect the change and thus, will
not rebuild the package.









PORTEPOCH


From time to time a software vendor or OS porter will do something silly
and release a version of their software which is actually numerically
less than the previous version. An example of this is a port which goes
from foo-20000801 to foo-1.0 (the former will be incorrectly treated as
a newer version since 20000801 is a numerically greater value than 1).



Tip


The results of version number comparisons are not always obvious.
pkg version (see MAN.PKG-VERSION.8) can be used to test the
comparison of two version number strings. For example:


PROMPT.USER pkg version -t 0.031 0.29
        >






The > output indicates that version 0.031 is considered greater
than version 0.29, which may not have been obvious to the porter.






In situations such as this, PORTEPOCH must be increased. If
PORTEPOCH is nonzero it is appended to the package name as described
in section 0 above. PORTEPOCH must never be decreased or reset to
zero, because that would cause comparison to a package from an earlier
epoch to fail. For example, the package would not be detected as out of
date. The new version number, 1.0,1 in the above example, is still
numerically less than the previous version, 20000801, but the ,1
suffix is treated specially by automated tools and found to be greater
than the implied suffix ,0 on the earlier package.


Dropping or resetting PORTEPOCH incorrectly leads to no end of
grief. If the discussion above was not clear enough, please consult the
A.PORTS.


It is expected that PORTEPOCH will not be used for the majority of
ports, and that sensible use of PORTVERSION can often preempt it
becoming necessary if a future release of the software changes the
version structure. However, care is needed by OS porters when a vendor
release is made without an official version number — such as a code
“snapshot” release. The temptation is to label the release with the
release date, which will cause problems as in the example above when a
new “official” release is made.


For example, if a snapshot release is made on the date 20000917, and
the previous version of the software was version 1.2, do not use
20000917 for PORTVERSION. The correct way is a PORTVERSION
of 1.2.20000917, or similar, so that the succeeding release, say
1.3, is still a numerically greater value.





Example of PORTREVISION and PORTEPOCH Usage


The gtkmumble port, version 0.10, is committed to the ports
collection:


PORTNAME=   gtkmumble
PORTVERSION=    0.10






PKGNAME becomes gtkmumble-0.10.


A security hole is discovered which requires a local OS patch.
PORTREVISION is bumped accordingly.


PORTNAME=   gtkmumble
PORTVERSION=    0.10
PORTREVISION=   1






PKGNAME becomes gtkmumble-0.10_1


A new version is released by the vendor, numbered 0.2 (it turns out
the author actually intended 0.10 to actually mean 0.1.0, not
“what comes after 0.9” - oops, too late now). Since the new minor
version 2 is numerically less than the previous version 10,
PORTEPOCH must be bumped to manually force the new package to be
detected as “newer”. Since it is a new vendor release of the code,
PORTREVISION is reset to 0 (or removed from the Makefile).


PORTNAME=   gtkmumble
PORTVERSION=    0.2
PORTEPOCH=  1






PKGNAME becomes gtkmumble-0.2,1


The next release is 0.3. Since PORTEPOCH never decreases, the
version variables are now:


PORTNAME=   gtkmumble
PORTVERSION=    0.3
PORTEPOCH=  1






PKGNAME becomes gtkmumble-0.3,1



Note


If PORTEPOCH were reset to 0 with this upgrade, someone who
had installed the gtkmumble-0.10_1 package would not detect the
gtkmumble-0.3 package as newer, since 3 is still numerically
less than 10. Remember, this is the whole point of PORTEPOCH
in the first place.











PKGNAMEPREFIX and PKGNAMESUFFIX


Two optional variables, PKGNAMEPREFIX and PKGNAMESUFFIX, are
combined with PORTNAME and PORTVERSION to form PKGNAME as
${PKGNAMEPREFIX}${PORTNAME}${PKGNAMESUFFIX}-${PORTVERSION}. Make
sure this conforms to our guidelines for a good package
name. In particular, the use of a hyphen (-)
in PORTVERSION is not allowed. Also, if the package name has the
language- or the -compiled.specifics part (see below), use
PKGNAMEPREFIX and PKGNAMESUFFIX, respectively. Do not make them
part of PORTNAME.





Package Naming Conventions


These are the conventions to follow when naming packages. This is to
make the package directory easy to scan, as there are already thousands
of packages and users are going to turn away if they hurt their eyes!


Package names take the form of
language_region-name-compiled.specifics-version.numbers.


The package name is defined as
${PKGNAMEPREFIX}${PORTNAME}${PKGNAMESUFFIX}-${PORTVERSION}. Make
sure to set the variables to conform to that format.



		language_region-


		OS strives to support the native language of its users. The
language- part is a two letter abbreviation of the natural language
defined by ISO-639 when the port is specific to a certain language.
Examples are ja for Japanese, ru for Russian, vi for
Vietnamese, zh for Chinese, ko for Korean and de for
German.


If the port is specific to a certain region within the language
area, add the two letter country code as well. Examples are
en_US for US English and fr_CH for Swiss French.


The language- part is set in PKGNAMEPREFIX.





		name


		Make sure that the port’s name and version are clearly separated and
placed into PORTNAME and PORTVERSION. The only reason for
PORTNAME to contain a version part is if the upstream
distribution is really named that way, as in the textproc/libxml2 or
japanese/kinput2-freewnn ports. Otherwise, PORTNAME cannot
contain any version-specific information. It is quite normal for
several ports to have the same PORTNAME, as the www/apache*
ports do; in that case, different versions (and different index
entries) are distinguished by PKGNAMEPREFIX and
PKGNAMESUFFIX values.


There is a tradition of naming Perl 5 modules by prepending
p5- and converting the double-colon separator to a hyphen. For
example, the Data::Dumper module becomes p5-Data-Dumper.





		-compiled.specifics


		If the port can be built with different hardcoded
defaults (usually part of the directory
name in a family of ports), the -compiled.specifics part states the
compiled-in defaults. The hyphen is optional. Examples are paper
size and font units.


The -compiled.specifics part is set in PKGNAMESUFFIX.





		-version.numbers


		The version string follows a dash (-) and is a period-separated
list of integers and single lowercase alphabetics. In particular, it
is not permissible to have another dash inside the version string.
The only exception is the string pl (meaning “patchlevel”),
which can be used only when there are no major and minor version
numbers in the software. If the software version has strings like
“alpha”, “beta”, “rc”, or “pre”, take the first letter and put it
immediately after a period. If the version string continues after
those names, the numbers follow the single alphabet without an extra
period between them (for example, 1.0b2).


The idea is to make it easier to sort ports by looking at the
version string. In particular, make sure version number components
are always delimited by a period, and if the date is part of the
string, use the 0.0.yyyy.mm.dd format, not dd.mm.yyyy or the
non-Y2K compliant yy.mm.dd format. It is important to prefix the
version with 0.0. in case a release with an actual version
number is made, which would be numerically less than yyyy.


Important


Package name must be unique among all of the ports tree, check that
there is not already a port with the same PORTNAME and if there
is add one of `PKGNAMEPREFIX or
PKGNAMESUFFIX <#porting-pkgnameprefix-suffix>`__.








Here are some (real) examples on how to convert the name as called by
the software authors to a suitable package name:












		Distribution Name
		PKGNAMEPREFIX
		PORTNAME
		PKGNAMESUFFIX
		PORTVERSION
		Reason





		mule-2.2.2
		(empty)
		mule
		(empty)
		2.2.2
		No changes required



		mule-1.0.1
		(empty)
		mule
		1
		1.0.1
		mule already exists



		EmiClock-1.0.2
		(empty)
		emiclock
		(empty)
		1.0.2
		No uppercase names for single programs



		rdist-1.3alpha
		(empty)
		rdist
		(empty)
		1.3.a
		No strings like alpha allowed



		es-0.9-beta1
		(empty)
		es
		(empty)
		0.9.b1
		No strings like beta allowed



		mailman-2.0rc3
		(empty)
		mailman
		(empty)
		2.0.r3
		No strings like rc allowed



		v3.3beta021.src
		(empty)
		tiff
		(empty)
		3.3
		What the heck was that anyway?



		tvtwm
		(empty)
		tvtwm
		(empty)
		pl11
		Version string always required



		piewm
		(empty)
		piewm
		(empty)
		1.0
		Version string always required



		xvgr-2.10pl1
		(empty)
		xvgr
		(empty)
		2.10.1
		pl allowed only when no major/minor version numbers



		gawk-2.15.6
		ja-
		gawk
		(empty)
		2.15.6
		Japanese language version



		psutils-1.13
		(empty)
		psutils
		-letter
		1.13
		Paper size hardcoded at package build time



		pkfonts
		(empty)
		pkfonts
		300
		1.0
		Package for 300dpi fonts







Table: Package Naming Examples


If there is absolutely no trace of version information in the original
source and it is unlikely that the original author will ever release
another version, just set the version string to 1.0 (like the
piewm example above). Otherwise, ask the original author or use the
date string the source file was released on (0.0.yyyy.mm.dd) as the
version.







Categorization



CATEGORIES


When a package is created, it is put under /usr/ports/packages/All
and links are made from one or more subdirectories of
/usr/ports/packages. The names of these subdirectories are specified
by the variable CATEGORIES. It is intended to make life easier for
the user when he is wading through the pile of packages on the FTP site
or the CDROM. Please take a look at the current list of
categories and pick the ones that are suitable
for the port.


This list also determines where in the ports tree the port is imported.
If there is more than one category here, the port files must be put in
the subdirectory with the name of the first category. See
below for more discussion about how to pick
the right categories.





Current List of Categories


Here is the current list of port categories. Those marked with an
asterisk (*) are virtual categories—those that do not have a
corresponding subdirectory in the ports tree. They are only used as
secondary categories, and only for search purposes.



Note


For non-virtual categories, there is a one-line description in
COMMENT in that subdirectory’s Makefile.









Choosing the Right Category


As many of the categories overlap, choosing which of the categories will
be the primary category of the port can be tedious. There are several
rules that govern this issue. Here is the list of priorities, in
decreasing order of precedence:



		The first category must be a physical category (see
above). This is necessary to make the
packaging work. Virtual categories and physical categories may be
intermixed after that.


		Language specific categories always come first. For example, if the
port installs Japanese X11 fonts, then the CATEGORIES line would
read japanese x11-fonts.


		Specific categories are listed before less-specific ones. For
instance, an HTML editor is listed as www editors, not the other
way around. Also, do not list net when the port belongs to any of
irc, mail, news, security, or www, as net is
included implicitly.


		x11 is used as a secondary category only when the primary
category is a natural language. In particular, do not put x11 in
the category line for X applications.


		Emacs modes are placed in the same ports category as the application
supported by the mode, not in editors. For example, an Emacs mode
to edit source files of some programming language goes into lang.


		Ports installing loadable kernel modules also have the virtual
category kld in their CATEGORIES line. This is one of the
things handled automatically by adding USES=kmod.


		misc does not appear with any other non-virtual category. If
there is misc with something else in CATEGORIES, that means
misc can safely be deleted and the port placed only in the other
subdirectory.


		If the port truly does not belong anywhere else, put it in misc.





If the category is not clearly defined, please put a comment to that
effect in the port submission [https://bugs.freebsd.org/submit/] in
the bug database so we can discuss it before we import it. As a
committer, send a note to the A.PORTS so we can discuss it first. Too
often, new ports are imported to the wrong category only to be moved
right away. This causes unnecessary and undesirable bloat in the master
source repository.





Proposing a New Category


As the Ports Collection has grown over time, various new categories have
been introduced. New categories can either be virtual categories—those
that do not have a corresponding subdirectory in the ports tree— or
physical categories—those that do. This section discusses the issues
involved in creating a new physical category. Read it thouroughly before
proposing a new one.


Our existing practice has been to avoid creating a new physical category
unless either a large number of ports would logically belong to it, or
the ports that would belong to it are a logically distinct group that is
of limited general interest (for instance, categories related to spoken
human languages), or preferably both.


The rationale for this is that such a change creates a fair amount of
work for both the committers
and also for all users who track changes to the Ports Collection. In
addition, proposed category changes just naturally seem to attract
controversy. (Perhaps this is because there is no clear consensus on
when a category is “too big”, nor whether categories should lend
themselves to browsing (and thus what number of categories would be an
ideal number), and so forth.)


Here is the procedure:


Propose the new category on A.PORTS. Include a detailed rationale for
the new category, including why the existing categories are not
sufficient, and the list of existing ports proposed to move. (If there
are new ports pending in Bugzilla that would fit this category, list
them too.) If you are the maintainer and/or submitter, respectively,
mention that as it may help the case.


Participate in the discussion.


If it seems that there is support for the idea, file a PR which includes
both the rationale and the list of existing ports that need to be moved.
Ideally, this PR would also include these patches:



		Makefiles for the new ports once they are repocopied


		Makefile for the new category


		Makefile for the old ports’ categories


		Makefiles for ports that depend on the old ports


		(for extra credit, include the other files that have to change, as
per the procedure in the Committer’s Guide.)





Since it affects the ports infrastructure and involves moving and
patching many ports but also possibly running regression tests on the
build cluster, assign the PR to the A.PORTMGR.


If that PR is approved, a committer will need to follow the rest of the
procedure that is outlined in the Committer’s
Guide.


Proposing a new virtual category is similar to the above but much less
involved, since no ports will actually have to move. In this case, the
only patches to include in the PR would be those to add the new category
to CATEGORIES of the affected ports.





Proposing Reorganizing All the Categories


Occasionally someone proposes reorganizing the categories with either a
2-level structure, or some other kind of keyword structure. To date,
nothing has come of any of these proposals because, while they are very
easy to make, the effort involved to retrofit the entire existing ports
collection with any kind of reorganization is daunting to say the very
least. Please read the history of these proposals in the mailing list
archives before posting this idea. Furthermore, be prepared to be
challenged to offer a working prototype.







The Distribution Files


The second part of the Makefile describes the files that must be
downloaded to build the port, and where they can be downloaded.



DISTVERSION/DISTNAME


DISTNAME is the name of the port as called by the authors of the
software. DISTNAME defaults to
${PORTNAME}-${DISTVERSIONPREFIX}${DISTVERSION}${DISTVERSIONSUFFIX},
and DISTVERSION defaults to ${PORTVERSION} so override it only
if necessary. DISTNAME is only used in two places. First, the
distribution file list (DISTFILES) defaults to
${DISTNAME}${EXTRACT_SUFX}. Second, the distribution file is
expected to extract into a subdirectory named WRKSRC, which defaults
to work/${DISTNAME}.


Some vendor’s distribution names which do not fit into the
${PORTNAME}-${PORTVERSION}-scheme can be handled automatically by
setting DISTVERSION. PORTVERSION will be derived from it
automatically.



Note


Only one of PORTVERSION and DISTVERSION can be set at a
time. If DISTVERSION does not derive a correct PORTVERSION,
do not use DISTVERSION, set PORTVERSION to the right value
and set DISTNAME with PORTNAME with either some computation
of PORTVERSION or the verbatim upstream version.












		DISTVERSION
		PORTVERSION





		0.7.1d
		0.7.1.d



		10Alpha3
		10.a3



		3Beta7-pre2
		3.b7.p2



		8:f_17
		8f.17







Table: Examples of DISTVERSION and the Derived PORTVERSION



Note


PKGNAMEPREFIX and PKGNAMESUFFIX do not affect DISTNAME.
Also note that if WRKSRC is equal to ${WRKDIR}/${DISTNAME}
while the original source archive is named something other than
${PORTNAME}-${PORTVERSION}${EXTRACT_SUFX}, leave DISTNAME
alone— defining only DISTFILES is easier than both DISTNAME
and WRKSRC (and possibly EXTRACT_SUFX).









MASTER_SITES


Record the directory part of the FTP/HTTP-URL pointing at the original
tarball in MASTER_SITES. Do not forget the trailing slash (/)!


The make macros will try to use this specification for grabbing the
distribution file with FETCH if they cannot find it already on the
system.


It is recommended that multiple sites are included on this list,
preferably from different continents. This will safeguard against
wide-area network problems. We are even planning to add support for
automatically determining the closest master site and fetching from
there; having multiple sites will go a long way towards helping this
effort.



Important


MASTER_SITES must not be blank. It must point to the actual site
hosting the distribution files. It cannot point to web archives, or
the OS distribution files cache sites. The only exception to this
rule is ports that do not have any distribution files. For example,
meta-ports do not have any distribution files, so MASTER_SITES
does not need to be set.







Using MASTER_SITE_* Variables


Shortcut abbreviations are available for popular archives like
SourceForge (SOURCEFORGE), GNU (GNU), or Perl CPAN
(PERL_CPAN). MASTER_SITES can use them directly:


MASTER_SITES=   GNU/make






The older expanded format still works, but all ports have been converted
to the compact format. The expanded format looks like this:


MASTER_SITES=       ${MASTER_SITE_GNU}
MASTER_SITE_SUBDIR= make






These values and variables are defined in
`Mk/bsd.sites.mk <https://svnweb.freebsd.org/ports/head/Mk/bsd.sites.mk?view=markup>`__.
New entries are added often, so make sure to check the latest version of
this file before submitting a port.



Tip


For any MASTER_SITE_FOO variable, the shorthand FOO can be
used. For example, use:


MASTER_SITES= FOO






If MASTER_SITE_SUBDIR is needed, use this:


MASTER_SITES= FOO/bar






Note


Some MASTER_SITE_* names are quite long, and for ease of use,
shortcuts have been defined:








		Macro
		Shortcut





		PERL_CPAN
		CPAN



		GITHUB
		GH



		GITHUB_CLOUD
		GHC



		LIBREOFFICE_DEV
		LODEV



		NETLIB
		NL



		RUBYGEMS
		RG



		SOURCEFORGE
		SF



		SOURCEFORGE_JP
		SFJP







Table: Shortcuts for MASTER_SITE_* Macros









Magic MASTER_SITES Macros


Several “magic” macros exist for popular sites with a predictable
directory structure. For these, just use the abbreviation and the system
will choose a subdirectory automatically. For a port named Stardict,
of version 1.2.3, and hosted on SourceForge, adding this line:


MASTER_SITES=   SF






infers a subdirectory named /project/stardict/stardict/1.2.3. If the
inferred directory is incorrect, it can be overridden:


MASTER_SITES=   SF/stardict/WyabdcRealPeopleTTS/${PORTVERSION}






This can also be written as


MASTER_SITES=   SF
MASTER_SITE_SUBDIR= stardict/WyabdcRealPeopleTTS/${PORTVERSION}












		Macro
		Assumed subdirectory





		APACHE_COMMONS_BINARIES
		${PORTNAME:S,commons-,,}



		APACHE_COMMONS_SOURCE
		${PORTNAME:S,commons-,,}



		APACHE_JAKARTA
		${PORTNAME:S,-,/,}/source



		BERLIOS
		${PORTNAME:tl}.berlios



		CHEESESHOP
		source/${DISTNAME:C/(.).*/\1/}/${DISTNAME:C/(.*)-[0-9].*/\1/}



		CPAN
		${PORTNAME:C/-.*//}



		DEBIAN
		pool/main/${PORTNAME:C/^((lib)?.).*$/\1/}/${PORTNAME}



		FARSIGHT
		${PORTNAME}



		FESTIVAL
		${PORTREVISION}



		GCC
		releases/${DISTNAME}



		GENTOO
		distfiles



		GIMP
		${PORTNAME}/${PORTVERSION:R}/



		GH
		${GH_ACCOUNT}/${GH_PROJECT}/tar.gz/${GH_TAGNAME}?dummy=/



		GHC
		${GH_ACCOUNT}/${GH_PROJECT}/



		GNOME
		sources/${PORTNAME}/${PORTVERSION:C/^([0-9]+\.[0-9]+).*/\1/}



		GNU
		${PORTNAME}



		GNUPG
		${PORTNAME}



		GNU_ALPHA
		${PORTNAME}



		HORDE
		${PORTNAME}



		LODEV
		${PORTNAME}



		MATE
		${PORTVERSION:C/^([0-9]+\.[0-9]+).*/\1/}



		MOZDEV
		${PORTNAME:tl}



		NL
		${PORTNAME}



		QT
		archive/qt/${PORTVERSION:R}



		SAMBA
		${PORTNAME}



		SAVANNAH
		${PORTNAME:tl}



		SF
		${PORTNAME:tl}/${PORTNAME:tl}/${PORTVERSION}







Table: Magic MASTER_SITES Macros







USE_GITHUB


If the distribution file comes from a specific commit or tag on
GitHub [https://github.com] for which there is no officially
released file, there is an easy way to set the right DISTNAME and
MASTER_SITES automatically. These variables are available:









		Variable
		Description
		Default





		GH_ACCOUNT
		Account name of the GitHub user hosting the project
		${PORTNAME}



		GH_PROJECT
		Name of the project on GitHub
		${PORTNAME}



		GH_TAGNAME
		Name of the tag to download (2.0.1, hash, ...) Using the name of a branch here is incorrect. It is also possible to use the hash of a commit id to do a snapshot.
		${DISTVERSIONPREFIX}${DISTVERSION}${DISTVERSIONSUFFIX}







Table: USE_GITHUB Description


While trying to make a port for version 1.2.7 of pkg from the OS
user on github, at https://github.com/freebsd/pkg, The Makefile
would end up looking like this (slightly stripped for the example):


PORTNAME=   pkg
PORTVERSION=    1.2.7

USE_GITHUB= yes
GH_ACCOUNT= freebsd







		It will automatically have MASTER_SITES set to ``GH


		GHC`` and WRKSRC to ${WRKDIR}/pkg-1.2.7.





While trying to make a port for the bleeding edge version of pkg from
the OS user on github, at https://github.com/freebsd/pkg, the
Makefile ends up looking like this (slightly stripped for the
example):


PORTNAME=   pkg-devel
PORTVERSION=    1.3.0.a.20140411

USE_GITHUB= yes
GH_ACCOUNT= freebsd
GH_PROJECT= pkg
GH_TAGNAME= 6dbb17b







		It will automatically have MASTER_SITES set to ``GH


		GHC`` and WRKSRC to ${WRKDIR}/pkg-6dbb17b.





From time to time, GH_TAGNAME is a slight variation from
DISTVERSION. For example, if the version is 1.0.2, the tag is
v1.0.2. In those cases, it is possible to use DISTVERSIONPREFIX
or DISTVERSIONSUFFIX:


PORTNAME=   foo
PORTVERSION=    1.0.2
DISTVERSIONPREFIX=  v

USE_GITHUB= yes






It will automatically set GH_TAGNAME to v1.0.2, while WRKSRC
will be kept to ${WRKDIR}/foo-1.0.2.



Fetching Multiple Files From GitHub


The USE_GITHUB framework also supports fetching multiple
distribution files from different places in GitHub. It works in a way
very similar to ?.


Multiple values are added to GH_ACCOUNT, GH_PROJECT, and
GH_TAGNAME. Each different value is assigned a tag. The main value
can either have no tag, or the :DEFAULT tag. A value can be omitted
if it is the same as the default as listed in ?.


For each tag, a ${WRKSRC_tag} helper variable is created, containing
the directory into which the file has been extracted. The
${WRKSRC_tag} variables can be used to move directories around
during post-extract, or add to CONFIGURE_ARGS, or whatever is needed
so that the software builds correctly.


From time to time, there is a need to fetch more than one distribution
file. For example, when the upstream git repository uses submodules.
This can be done easily using tags in the GH_* variables:


PORTNAME= foo
PORTVERSION=    1.0.2

USE_GITHUB= yes
GH_ACCOUNT= bar:icons,contrib
GH_PROJECT= foo-icons:icons foo-contrib:contrib
GH_TAGNAME= 1.0:icons fa579bc:contrib

CONFIGURE_ARGS= --with-contrib=${WRKSRC_contrib}

post-extract:
      @${MV} ${WRKSRC_icons} ${WRKSRC}/icons






This will fetch three distribution files from github. The default one
comes from foo/foo and is version 1.0.2. The second one, tagged
icons, comes from bar/foo-icons and is in version 1.0. The
third one comes from bar/foo-contrib and uses the Git commit
fa579bc. The distribution files are named
foo-foo-1.0.2_GH0.tar.gz, bar-foo-icons-1.0_GH0.tar.gz, and
bar-foo-contrib-fa579bc_GH0.tar.gz.


All the distribution files are extracted in ${WRKDIR} in their
respective subdirectories. The default file is still extracted in
${WRKSRC}, in this case, ${WRKDIR}/foo-1.0.2. Each additional
distribution file is extracted in ${WRKSRC_tag}. Here, for the
icons tag, it is called ${WRKSRC_icons} and it contains
${WRKDIR}/foo-icons-1.0. The file with the contrib tag is called
${WRKSRC_contrib} and contains ${WRKDIR}/foo-contrib-fa579bc.







EXTRACT_SUFX


If there is one distribution file, and it uses an odd suffix to indicate
the compression mechanism, set EXTRACT_SUFX.


For example, if the distribution file was named foo.tar.gzip instead
of the more normal foo.tar.gz, write:


DISTNAME= foo
EXTRACT_SUFX=   .tar.gzip






The USES=tar[:xxx], USES=lha or USES=zip automatically set
EXTRACT_SUFX to the most common archives extensions as necessary,
see ? for more details. If neither of these are set then
EXTRACT_SUFX defaults to .tar.gz.



Note


As EXTRACT_SUFX is only used in DISTFILES, only set one of
them..









DISTFILES


Sometimes the names of the files to be downloaded have no resemblance to
the name of the port. For example, it might be called source.tar.gz
or similar. In other cases the application’s source code might be in
several different archives, all of which must be downloaded.


If this is the case, set DISTFILES to be a space separated list of
all the files that must be downloaded.


DISTFILES=    source1.tar.gz source2.tar.gz






If not explicitly set, DISTFILES defaults to
${DISTNAME}${EXTRACT_SUFX}.





EXTRACT_ONLY


If only some of the DISTFILES must be extracted—for example, one of
them is the source code, while another is an uncompressed document—list
the filenames that must be extracted in EXTRACT_ONLY.


DISTFILES=    source.tar.gz manual.html
EXTRACT_ONLY=   source.tar.gz






When none of the DISTFILES need to be uncompressed, set
EXTRACT_ONLY to the empty string.


EXTRACT_ONLY=









PATCHFILES


If the port requires some additional patches that are available by FTP
or HTTP, set PATCHFILES to the names of the files and
PATCH_SITES to the URL of the directory that contains them (the
format is the same as MASTER_SITES).


If the patch is not relative to the top of the source tree (that is,
WRKSRC) because it contains some extra pathnames, set
PATCH_DIST_STRIP accordingly. For instance, if all the pathnames in
the patch have an extra foozolix-1.0/ in front of the filenames,
then set PATCH_DIST_STRIP=-p1.


Do not worry if the patches are compressed; they will be decompressed
automatically if the filenames end with .Z, .gz, .bz2 or
.xz.


If the patch is distributed with some other files, such as
documentation, in a gzipped tarball, using PATCHFILES is not
possible. If that is the case, add the name and the location of the
patch tarball to DISTFILES and MASTER_SITES. Then, use
EXTRA_PATCHES to point to those files and bsd.port.mk will
automatically apply them. In particular, do not copy patch files into
${PATCHDIR}. That directory may not be writable.



Tip


If there are multiple patches and they need mixed values for the
strip parameter, it can be added alongside the patch name in
PATCHFILES, e.g:


PATCHFILES= patch1 patch2:-p1






This does not conflict with the master site grouping
feature, adding a group also works:


PATCHFILES= patch2:-p1:source2






Note


The tarball will have been extracted alongside the regular source by
then, so there is no need to explicitly extract it if it is a
regular gzipped or compressed tarball. Take extra care
not to overwrite something that already exists in that directory if
extracting it manually. Also, do not forget to add a command to
remove the copied patch in the pre-clean target.









Multiple Distribution or Patches Files from Multiple Locations


(Consider this to be a somewhat “advanced topic”; those new to this
document may wish to skip this section at first).


This section has information on the fetching mechanism known as both
MASTER_SITES:n and MASTER_SITES_NN. We will refer to this
mechanism as MASTER_SITES:n.


A little background first. OpenBSD has a neat feature inside
DISTFILES and PATCHFILES which allows files and patches to be
postfixed with :n identifiers. Here, n can be both [0-9] and
denote a group designation. For example:


DISTFILES=    alpha:0 beta:1






In OpenBSD, distribution file alpha will be associated with variable
MASTER_SITES0 instead of our common MASTER_SITES and beta
with MASTER_SITES1.


This is a very interesting feature which can decrease that endless
search for the correct download site.


Just picture 2 files in DISTFILES and 20 sites in MASTER_SITES,
the sites slow as hell where beta is carried by all sites in
MASTER_SITES, and alpha can only be found in the 20th site. It
would be such a waste to check all of them if the maintainer knew this
beforehand, would it not? Not a good start for that lovely weekend!


Now that you have the idea, just imagine more DISTFILES and more
MASTER_SITES. Surely our “distfiles survey meister” would appreciate
the relief to network strain that this would bring.


In the next sections, information will follow on the OS implementation
of this idea. We improved a bit on OpenBSD’s concept.



Simplified Information


This section explains how to quickly prepare fine grained fetching of
multiple distribution files and patches from different sites and
subdirectories. We describe here a case of simplified MASTER_SITES:n
usage. This will be sufficient for most scenarios. More detailed
information are available in ?.


Some applications consist of multiple distribution files that must be
downloaded from a number of different sites. For example, Ghostscript
consists of the core of the program, and then a large number of driver
files that are used depending on the user’s printer. Some of these
driver files are supplied with the core, but many others must be
downloaded from a variety of different sites.


To support this, each entry in DISTFILES may be followed by a colon
and a “tag name”. Each site listed in MASTER_SITES is then followed
by a colon, and the tag that indicates which distribution files are
downloaded from this site.


For example, consider an application with the source split in two parts,
source1.tar.gz and source2.tar.gz, which must be downloaded from
two different sites. The port’s Makefile would include lines like ?.


MASTER_SITES= ftp://ftp1.example.com/:source1 \
        http://www.example.com/:source2
DISTFILES=  source1.tar.gz:source1 \
        source2.tar.gz:source2






Multiple distribution files can have the same tag. Continuing the
previous example, suppose that there was a third distfile,
source3.tar.gz, that is downloaded from ftp.example2.com. The
Makefile would then be written like ?.


MASTER_SITES= ftp://ftp.example.com/:source1 \
        http://www.example.com/:source2
DISTFILES=  source1.tar.gz:source1 \
        source2.tar.gz:source2 \
        source3.tar.gz:source2









Detailed Information


Okay, so the previous example did not reflect the new port’s needs? In
this section we will explain in detail how the fine grained fetching
mechanism MASTER_SITES:n works and how it can be used.



		Elements can be postfixed with :n where n is [^:,]+, that is,
n could conceptually be any alphanumeric string but we will limit it
to [a-zA-Z_][0-9a-zA-Z_]+ for now.


Moreover, string matching is case sensitive; that is, n is
different from N.


However, these words cannot be used for postfixing purposes since
they yield special meaning: default, all and ALL (they
are used internally in item ?). Furthermore, DEFAULT is a special
purpose word (check item ?).





		Elements postfixed with :n belong to the group n, :m
belong to group m and so forth.





		Elements without a postfix are groupless, they all belong to the
special group DEFAULT. Any elements postfixed with DEFAULT,
is just being redundant unless an element belongs to both DEFAULT
and other groups at the same time (check item ?).


These examples are equivalent but the first one is preferred:


MASTER_SITES=   alpha






MASTER_SITES=   alpha:DEFAULT









		Groups are not exclusive, an element may belong to several different
groups at the same time and a group can either have either several
different elements or none at all.





		When an element belongs to several groups at the same time, use the
comma operator (,).


Instead of repeating it several times, each time with a different
postfix, we can list several groups at once in a single postfix. For
instance, :m,n,o marks an element that belongs to group m,
n and o.


All these examples are equivalent but the last one is preferred:


MASTER_SITES=   alpha alpha:SOME_SITE






MASTER_SITES=   alpha:DEFAULT alpha:SOME_SITE






MASTER_SITES=   alpha:SOME_SITE,DEFAULT






MASTER_SITES=   alpha:DEFAULT,SOME_SITE









		All sites within a given group are sorted according to
MASTER_SORT_AWK. All groups within MASTER_SITES and
PATCH_SITES are sorted as well.





		Group semantics can be used in any of the variables MASTER_SITES,
PATCH_SITES, MASTER_SITE_SUBDIR, PATCH_SITE_SUBDIR,
DISTFILES, and PATCHFILES according to this syntax:



		All MASTER_SITES, PATCH_SITES, MASTER_SITE_SUBDIR and
PATCH_SITE_SUBDIR elements must be terminated with the forward
slash / character. If any elements belong to any groups, the
group postfix :n must come right after the terminator /.
The MASTER_SITES:n mechanism relies on the existence of the
terminator / to avoid confusing elements where a :n is a
valid part of the element with occurrences where :n denotes
group n. For compatibility purposes, since the /
terminator was not required before in both MASTER_SITE_SUBDIR
and PATCH_SITE_SUBDIR elements, if the postfix immediate
preceding character is not a / then :n will be considered
a valid part of the element instead of a group postfix even if an
element is postfixed with :n. See both ? and ?.


MASTER_SITE_SUBDIR=   old:n new/:NEW







		Directories within group DEFAULT -> old:n


		Directories within group NEW -> new





MASTER_SITES= http://site1/%SUBDIR%/ http://site2/:DEFAULT \
        http://site3/:group3 http://site4/:group4 \
        http://site5/:group5 http://site6/:group6 \
        http://site7/:DEFAULT,group6 \
        http://site8/%SUBDIR%/:group6,group7 \
        http://site9/:group8
DISTFILES=  file1 file2:DEFAULT file3:group3 \
        file4:group4,group5,group6 file5:grouping \
        file6:group7
MASTER_SITE_SUBDIR= directory-trial:1 directory-n/:groupn \
        directory-one/:group6,DEFAULT \
        directory






The previous example results in this fine grained fetching. Sites
are listed in the exact order they will be used.



		file1 will be fetched from
		MASTER_SITE_OVERRIDE


		http://site1/directory-trial:1/


		http://site1/directory-one/


		http://site1/directory/


		http://site2/


		http://site7/


		MASTER_SITE_BACKUP








		file2 will be fetched exactly as file1 since they both
belong to the same group
		MASTER_SITE_OVERRIDE


		http://site1/directory-trial:1/


		http://site1/directory-one/


		http://site1/directory/


		http://site2/


		http://site7/


		MASTER_SITE_BACKUP








		file3 will be fetched from
		MASTER_SITE_OVERRIDE


		http://site3/


		MASTER_SITE_BACKUP








		file4 will be fetched from
		MASTER_SITE_OVERRIDE


		http://site4/


		http://site5/


		http://site6/


		http://site7/


		http://site8/directory-one/


		MASTER_SITE_BACKUP








		file5 will be fetched from
		MASTER_SITE_OVERRIDE


		MASTER_SITE_BACKUP








		file6 will be fetched from
		MASTER_SITE_OVERRIDE


		http://site8/


		MASTER_SITE_BACKUP




















		How do I group one of the special macros from bsd.sites.mk, for
example, SourceForge (SF)?


This has been simplified as much as possible. See ?.


MASTER_SITES= http://site1/ SF/something/1.0:sourceforge,TEST
DISTFILES=  something.tar.gz:sourceforge






something.tar.gz will be fetched from all sites within
SourceForge.





		How do I use this with PATCH*?


All examples were done with MASTER* but they work exactly the
same for PATCH* ones as can be seen in ?.


PATCH_SITES=  http://site1/ http://site2/:test
PATCHFILES= patch1:test















What Does Change for Ports? What Does Not?



		All current ports remain the same. The MASTER_SITES:n feature
code is only activated if there are elements postfixed with :n
like elements according to the aforementioned syntax rules,
especially as shown in item ?.





		The port targets remain the same: checksum, makesum, patch,
configure, build, etc. With the obvious exceptions of do-fetch,
fetch-list, master-sites and patch-sites.



		do-fetch: deploys the new grouping postfixed DISTFILES and
PATCHFILES with their matching group elements within both
MASTER_SITES and PATCH_SITES which use matching group
elements within both MASTER_SITE_SUBDIR and
PATCH_SITE_SUBDIR. Check ?.





		fetch-list: works like old fetch-list with the exception that it
groups just like do-fetch.





		master-sites and patch-sites: (incompatible with older versions)
only return the elements of group DEFAULT; in fact, they
execute targets master-sites-default and patch-sites-default
respectively.


Furthermore, using target either master-sites-all or
patch-sites-all is preferred to directly checking either
MASTER_SITES or PATCH_SITES. Also, directly checking is not
guaranteed to work in any future versions. Check item ? for more
information on these new port targets.











		New port targets



		There are master-sites-n and patch-sites-n targets which will
list the elements of the respective group n within
MASTER_SITES and PATCH_SITES respectively. For instance,
both master-sites-DEFAULT and patch-sites-DEFAULT will return
the elements of group DEFAULT, master-sites-test and
patch-sites-test of group test, and thereon.


		There are new targets master-sites-all and patch-sites-all which
do the work of the old master-sites and patch-sites ones. They
return the elements of all groups as if they all belonged to the
same group with the caveat that it lists as many
MASTER_SITE_BACKUP and MASTER_SITE_OVERRIDE as there are
groups defined within either DISTFILES or PATCHFILES;
respectively for master-sites-all and patch-sites-all.
















DIST_SUBDIR


Do not let the port clutter /usr/ports/distfiles. If the port
requires a lot of files to be fetched, or contains a file that has a
name that might conflict with other ports (for example, Makefile),
set DIST_SUBDIR to the name of the port (${PORTNAME} or
${PKGNAMEPREFIX}${PORTNAME} are fine). This will change DISTDIR
from the default /usr/ports/distfiles to
/usr/ports/distfiles/${DIST_SUBDIR}, and in effect puts everything
that is required for the port into that subdirectory.


It will also look at the subdirectory with the same name on the backup
master site at ftp.FreeBSD.org. (Setting DISTDIR explicitly in
Makefile will not accomplish this, so please use DIST_SUBDIR.)



Note


This does not affect MASTER_SITES defined in the Makefile.









ALWAYS_KEEP_DISTFILES


If the port uses binary distfiles and has a license that requires that
the source code is provided with packages distributed in binary form,
like GPL, ALWAYS_KEEP_DISTFILES will instruct the OS build cluster
to keep a copy of the files specified in DISTFILES. Users of these
ports will generally not need these files, so it is a good idea to only
add the source distfiles to DISTFILES when PACKAGE_BUILDING is
defined.


.if defined(PACKAGE_BUILDING)
DISTFILES+=     foo.tar.gz
ALWAYS_KEEP_DISTFILES=  yes
.endif






When adding extra files to DISTFILES, make sure to also add them to
distinfo. Also, the additional files will normally be extracted into
WRKDIR as well, which for some ports may lead to undesirable side
effects and require special handling.







MAINTAINER


Set your mail-address here. Please. :-)


Only a single address without the comment part is allowed as a
MAINTAINER value. The format used is user@hostname.domain.
Please do not include any descriptive text such as a real name in this
entry. That merely confuses the Ports infrastructure and most tools
using it.


The maintainer is responsible for keeping the port up to date and making
sure that it works correctly. For a detailed description of the
responsibilities of a port maintainer, refer to The challenge for port
maintainers.



Note


A maintainer volunteers to keep a port in good working order.
Maintainers have the primary responsibility for their ports, but not
exclusive ownership. Ports exist for the benefit of the community
and, in reality, belong to the community. What this means is that
people other than the maintainer can make changes to a port. Large
changes to the Ports Collection might require changes to many ports.
The OS Ports Management Team or members of other teams might modify
ports to fix dependency issues or other problems, like a version
bump for a shared library update.


Some types of fixes have “blanket approval” from the A.PORTMGR,
allowing any committer to fix those categories of problems on any
port. These fixes do not need approval from the maintainer. Blanket
approval does not apply to ports that are maintained by teams like
autotools@FreeBSD.org, x11@FreeBSD.org, gnome@FreeBSD.org, or
kde@FreeBSD.org. These teams use external repositories and can have
work that would conflict with changes that would normally fall under
blanket approval.


Blanket approval for most ports applies to these types of fixes:



		Most infrastructure changes to a port (that is, modernizing, but
not changing the functionality). For example, converting to
staging, USE_GMAKE to USES=gmake, the new LIB_DEPENDS
format...


		Trivial and tested build and runtime fixes.









Other changes to the port will be sent to the maintainer for review and
approval before being committed. If the maintainer does not respond to
an update request after two weeks (excluding major public holidays),
then that is considered a maintainer timeout, and the update may be made
without explicit maintainer approval. If the maintainer does not respond
within three months, or if there have been three consecutive timeouts,
then that maintainer is considered absent without leave, and can be
replaced as the maintainer of the particular port in question.
Exceptions to this are anything maintained by the A.PORTMGR, or the
A.SECURITY-OFFICER. No unauthorized commits may ever be made to ports
maintained by those groups.


We reserve the right to modify the maintainer’s submission to better
match existing policies and style of the Ports Collection without
explicit blessing from the submitter or the maintainer. Also, large
infrastructural changes can result in a port being modified without the
maintainer’s consent. These kinds of changes will never affect the
port’s functionality.


The A.PORTMGR reserves the right to revoke or override anyone’s
maintainership for any reason, and the A.SECURITY-OFFICER reserves the
right to revoke or override maintainership for security reasons.





COMMENT


This is a one-line description of the port. Please respect these rules:



		Try to keep the COMMENT value at no longer than 70 characters, as
this line will be used by pkg info (see MAN.PKG-INFO.8) to
display a one-line summary of the port;


		Do not include the package name (or version number of the
software);


		The comment must begin with a capital and end without a period;


		Do not start with an indefinite article (that is, A or An);


		Names are capitalized (for example, Apache, JavaScript, Perl);


		For lists of words, use the Oxford comma (for example, green,
red, and blue);


		Spell check the text.





Here is an example:


COMMENT=    Cat chasing a mouse all over the screen






The COMMENT variable immediately follows the MAINTAINER variable in the
Makefile.





PORTSCOUT


Portscout is an automated distfile check utility for the OS Ports
Collection, described in detail in ?.


PORTSCOUT defines special conditions within which the Portscout
distfile scanner is restricted.


Situations where PORTSCOUT is set include:



		When distfiles have to be ignored, whether for specific versions, or
specific minor revisions. For example, to exclude version 8.2 from
distfile version checks because it is known to be broken, add:


PORTSCOUT=  ignore:8.2









		When specific versions or specific major and minor revisions of a
distfile must be checked. For example, if only version 0.6.4 must be
monitored because newer versions have compatibility issues with OS,
add:


PORTSCOUT=  limit:^0\.6\.4









		When URLs listing the available versions differ from the download
URLs. For example, to limit distfile version checks to the download
page for the databases/pgtune port, add:


PORTSCOUT=  site:http://pgfoundry.org/frs/?group_id=1000416















Dependencies


Many ports depend on other ports. This is a very convenient feature of
most Unix-like operating systems, including OS. Multiple ports can share
a common dependency, rather than bundling that dependency with every
port or package that needs it. There are seven variables that can be
used to ensure that all the required bits will be on the user’s machine.
There are also some pre-supported dependency variables for common cases,
plus a few more to control the behavior of dependencies.



LIB_DEPENDS


This variable specifies the shared libraries this port depends on. It is
a list of lib:dir tuples where lib is the name of the shared library,
dir is the directory in which to find it in case it is not available.
For example,


LIB_DEPENDS=   libjpeg.so:${PORTSDIR}/graphics/jpeg






will check for a shared jpeg library with any version, and descend into
the graphics/jpeg subdirectory of the ports tree to build and
install it if it is not found.


The dependency is checked twice, once from within the build target and
then from within the install target. Also, the name of the dependency is
put into the package so that pkg install (see MAN.PKG-INSTALL.8)
will automatically install it if it is not on the user’s system.





RUN_DEPENDS


This variable specifies executables or files this port depends on during
run-time. It is a list of path:dir[:target] tuples where path is the
name of the executable or file, dir is the directory in which to find it
in case it is not available, and target is the target to call in that
directory. If path starts with a slash (/), it is treated as a file
and its existence is tested with test -e; otherwise, it is assumed
to be an executable, and which -s is used to determine if the
program exists in the search path.


For example,


RUN_DEPENDS=  ${LOCALBASE}/news/bin/innd:${PORTSDIR}/news/inn \
        xmlcatmgr:${PORTSDIR}/textproc/xmlcatmgr






will check if the file or directory /usr/local/news/bin/innd exists,
and build and install it from the news/inn subdirectory of the ports
tree if it is not found. It will also see if an executable called
xmlcatmgr is in the search path, and descend into
textproc/xmlcatmgr to build and install it if it is not found.



Note


In this case, innd is actually an executable; if an executable
is in a place that is not expected to be in the search path, use the
full pathname.


Note


The official search PATH used on the ports build cluster is


/sbin:/bin:/usr/sbin:/usr/bin:/usr/local/sbin:/usr/local/bin










The dependency is checked from within the install target. Also, the name
of the dependency is put into the package so that pkg install (see
MAN.PKG-INSTALL.8) will automatically install it if it is not on the
user’s system. The target part can be omitted if it is the same as
DEPENDS_TARGET.


A quite common situation is when RUN_DEPENDS is literally the same
as BUILD_DEPENDS, especially if ported software is written in a
scripted language or if it requires the same build and run-time
environment. In this case, it is both tempting and intuitive to directly
assign one to the other:


RUN_DEPENDS=  ${BUILD_DEPENDS}






However, such assignment can pollute run-time dependencies with entries
not defined in the port’s original BUILD_DEPENDS. This happens
because of MAN.MAKE.1’s lazy evaluation of variable assignment. Consider
a Makefile with USE_*, which are processed by
ports/Mk/bsd.*.mk to augment initial build dependencies. For
example, USES= gmake adds devel/gmake to BUILD_DEPENDS. To
prevent such additional dependencies from polluting RUN_DEPENDS,
create another variable with the current content of BUILD_DEPENDS
and assign it to both BUILD_DEPENDS and RUN_DEPENDS:


MY_DEPENDS=   some:${PORTSDIR}/devel/some \
        other:${PORTSDIR}/lang/other
BUILD_DEPENDS=  ${MY_DEPENDS}
RUN_DEPENDS=    ${MY_DEPENDS}









BUILD_DEPENDS


This variable specifies executables or files this port requires to
build. Like RUN_DEPENDS, it is a list of path:dir[:target] tuples.
For example,


BUILD_DEPENDS=    unzip:${PORTSDIR}/archivers/unzip






will check for an executable called unzip, and descend into the
archivers/unzip subdirectory of the ports tree to build and install
it if it is not found.



Note


“build” here means everything from extraction to compilation. The
dependency is checked from within the extract target. The target
part can be omitted if it is the same as DEPENDS_TARGET









FETCH_DEPENDS


This variable specifies executables or files this port requires to
fetch. Like the previous two, it is a list of path:dir[:target] tuples.
For example,


FETCH_DEPENDS=    ncftp2:${PORTSDIR}/net/ncftp2






will check for an executable called ncftp2, and descend into the
net/ncftp2 subdirectory of the ports tree to build and install it if
it is not found.


The dependency is checked from within the fetch target. The target part
can be omitted if it is the same as DEPENDS_TARGET.





EXTRACT_DEPENDS


This variable specifies executables or files this port requires for
extraction. Like the previous, it is a list of path:dir[:target] tuples.
For example,


EXTRACT_DEPENDS=  unzip:${PORTSDIR}/archivers/unzip






will check for an executable called unzip, and descend into the
archivers/unzip subdirectory of the ports tree to build and install
it if it is not found.


The dependency is checked from within the extract target. The target
part can be omitted if it is the same as DEPENDS_TARGET.



Note


Use this variable only if the extraction does not already work (the
default assumes tar) and cannot be made to work using
USES=tar, USES=lha or USES=zip described in ?.









PATCH_DEPENDS


This variable specifies executables or files this port requires to
patch. Like the previous, it is a list of path:dir[:target] tuples. For
example,


PATCH_DEPENDS=    ${NONEXISTENT}:${PORTSDIR}/java/jfc:extract






will descend into the java/jfc subdirectory of the ports tree to
extract it.


The dependency is checked from within the patch target. The target part
can be omitted if it is the same as DEPENDS_TARGET.





USES


Parameters can be added to define different features and dependencies
used by the port. They are specified by adding this line to the
Makefile:


USES= feature[:arguments]






For the complete list of values, please see ?.



Warning


USES cannot be assigned after inclusion of bsd.port.pre.mk.









USE_*


Several variables exist to define common dependencies shared by many
ports. Their use is optional, but helps to reduce the verbosity of the
port Makefiles. Each of them is styled as USE_*. These
variables may be used only in the port Makefiles and
ports/Mk/bsd.*.mk. They are not meant for user-settable options —
use PORT_OPTIONS for that purpose.



Note


It is always incorrect to set any USE_* in /etc/make.conf.
For instance, setting


USE_GCC=X.Y






(where X.Y is version number) would add a dependency on gccXY for
every port, including lang/gccXY itself!












		Variable
		Means





		USE_GCC
		The port requires GCC (gcc or g++) to build. Some ports need any GCC version, some require modern, recent versions. It is typically set to any (in this case, GCC from base would be used on versions of OS that still have it, or lang/gcc port would be installed when default C/C++ compiler is Clang); or yes (means always use stable, modern GCC from lang/gcc port). The exact version can also be specified, with a value such as 4.7. The minimal required version can be specified as 4.6+. The GCC from the base system is used when it satisfies the requested version, otherwise an appropriate compiler is built from the port, and CC and CXX are adjusted accordingly.







Table: USE_*


Variables related to gmake and configure are described in ?, while
autoconf, automake and libtool are described in ?. Perl related
variables are described in ?. X11 variables are listed in ?. ? deals
with GNOME and ? with KDE related variables. ? documents Java variables,
while ? contains information on Apache, PHP and PEAR modules. Python is
discussed in ?, while Ruby in ?. ? provides variables used for SDL
applications and finally, ? contains information on Xfce.





Minimal Version of a Dependency


A minimal version of a dependency can be specified in any *_DEPENDS
except LIB_DEPENDS using this syntax:


p5-Spiffy>=0.26:${PORTSDIR}/devel/p5-Spiffy






The first field contains a dependent package name, which must match the
entry in the package database, a comparison sign, and a package version.
The dependency is satisfied if p5-Spiffy-0.26 or newer is installed on
the machine.





Notes on Dependencies


As mentioned above, the default target to call when a dependency is
required is DEPENDS_TARGET. It defaults to install. This is a user
variable; it is never defined in a port’s Makefile. If the port
needs a special way to handle a dependency, use the :target part of
*_DEPENDS instead of redefining DEPENDS_TARGET.


When running make clean, the port dependencies are automatically
cleaned too. If this is not desirable, define NOCLEANDEPENDS in the
environment. This may be particularly desirable if the port has
something that takes a long time to rebuild in its dependency list, such
as KDE, GNOME or Mozilla.


To depend on another port unconditionally, use the variable
${NONEXISTENT} as the first field of BUILD_DEPENDS or
RUN_DEPENDS. Use this only when the source of the other port is
needed. Compilation time can be saved by specifying the target too. For
instance


BUILD_DEPENDS=    ${NONEXISTENT}:${PORTSDIR}/graphics/jpeg:extract






will always descend to the jpeg port and extract it.





Circular Dependencies Are Fatal



Important


Do not introduce any circular dependencies into the ports tree!






The ports building technology does not tolerate circular dependencies.
If one is introduced, someone, somewhere in the world, will have their
OS installation broken almost immediately, with many others quickly to
follow. These can really be hard to detect. If in doubt, before making
that change, make sure to run: cd /usr/ports; make index. That
process can be quite slow on older machines, but it may be able to save
a large number of people, including yourself, a lot of grief in the
process.





Problems Caused by Automatic Dependencies


Dependencies must be declared either explicitly or by using the OPTIONS
framework. Using other methods like automatic
detection complicates indexing, which causes problems for port and
package management.


.include <bsd.port.pre.mk>

.if exists(${LOCALBASE}/bin/foo)
LIB_DEPENDS=    libbar.so:${PORTSDIR}/foo/bar
.endif






The problem with trying to automatically add dependencies is that files
and settings outside an individual port can change at any time. For
example: an index is built, then a batch of ports are installed. But one
of the ports installs the tested file. The index is now incorrect,
because an installed port unexpectedly has a new dependency. The index
may still be wrong even after rebuilding if other ports also determine
their need for dependencies based on the existence of other files.


OPTIONS_DEFINE= BAR
BAR_DESC=   Calling cellphones via bar

BAR_LIB_DEPENDS=    libbar.so:${PORTSDIR}/foo/bar






Testing option variables is the correct method. It will not cause
inconsistencies in the index of a batch of ports, provided the options
were defined prior to the index build. Simple scripts can then be used
to automate the building, installation, and updating of these ports and
their packages.





USE_* and WANT_*


USE_* are set by the port maintainer to define software on which
this port depends. A port that needs Firefox would set


USE_FIREFOX=  yes






Some USE_* can accept version numbers or other parameters. For
example, a port that requires Apache 2.2 would set


USE_APACHE=   22






For more control over dependencies in some cases, WANT_* are
available to more precisely specify what is needed. For example,
consider the mail/squirrelmail port. This port needs some PHP modules,
which are listed in USE_PHP:


USE_PHP=  session mhash gettext mbstring pcre openssl xml






Those modules may be available in CLI or web versions, so the web
version is selected with WANT_*:


WANT_PHP_WEB= yes






Available USE_* and WANT_* are defined in the files in
/usr/ports/Mk.







MASTERDIR


If the port needs to build slightly different versions of packages by
having a variable (for instance, resolution, or paper size) take
different values, create one subdirectory per package to make it easier
for users to see what to do, but try to share as many files as possible
between ports. Typically, by using variables cleverly, only a very short
Makefile is needed in all but one of the directories. In the sole
Makefile, use MASTERDIR to specify the directory where the rest
of the files are. Also, use a variable as part of
`PKGNAMESUFFIX <#porting-pkgname>`__ so the packages will have
different names.


This will be best demonstrated by an example. This is part of
japanese/xdvi300/Makefile;


PORTNAME=   xdvi
PORTVERSION=    17
PKGNAMEPREFIX=  ja-
PKGNAMESUFFIX=  ${RESOLUTION}

# default
RESOLUTION?=    300
.if ${RESOLUTION} != 118 && ${RESOLUTION} != 240 && \
    ${RESOLUTION} != 300 && ${RESOLUTION} != 400
pre-everything::
    @${ECHO_MSG} "Error: invalid value for RESOLUTION: \"${RESOLUTION}\""
    @${ECHO_MSG} "Possible values are: 118, 240, 300 (default) and 400."
    @${FALSE}
.endif






japanese/xdvi300 also has all the regular patches, package files, etc.
Running make there, it will take the default value for the
resolution (300) and build the port normally.


As for other resolutions, this is the entire xdvi118/Makefile:


RESOLUTION= 118
MASTERDIR=  ${.CURDIR}/../xdvi300

.include "${MASTERDIR}/Makefile"






(xdvi240/Makefile and xdvi400/Makefile are similar).
MASTERDIR definition tells bsd.port.mk that the regular set of
subdirectories like FILESDIR and SCRIPTDIR are to be found under
xdvi300. The RESOLUTION=118 line will override the
RESOLUTION=300 line in xdvi300/Makefile and the port will be
built with resolution set to 118.





Man Pages


If the port anchors its man tree somewhere other than PREFIX, use
MANDIRS to specify those directories. Note that the files
corresponding to manual pages must be placed in pkg-plist along with
the rest of the files. The purpose of MANDIRS is to enable automatic
compression of manual pages, therefore the file names are suffixed with
.gz.





Info Files


If the package needs to install GNU info files, list them in INFO
(without the trailing .info), one entry per document. These files
are assumed to be installed to PREFIX/INFO_PATH. Change
INFO_PATH if the package uses a different location. However, this is
not recommended. These entries contain just the path relative to
PREFIX/INFO_PATH. For example, lang/gcc34 installs info files to
PREFIX/INFO_PATH/gcc34, and INFO will be something like this:


INFO=   gcc34/cpp gcc34/cppinternals gcc34/g77 ...






Appropriate installation/de-installation code will be automatically
added to the temporary pkg-plist before package registration.





Makefile Options


Many applications can be built with optional or differing
configurations. Examples include choice of natural (human) language, GUI
versus command-line, or type of database to support. Users may need a
different configuration than the default, so the ports system provides
hooks the port author can use to control which variant will be built.
Supporting these options properly will make users happy, and effectively
provide two or more ports for the price of one.



OPTIONS



Background


OPTIONS_* give the user installing the port a dialog showing the
available options, and then saves those options to
${PORT_DBDIR}/${OPTIONS_NAME}/options. The next time the port is
built, the options are reused. PORT_DBDIR defaults to
/var/db/ports. OPTIONS_NAME is to the port origin with an
underscore as the space separator, for example, for dns/bind99 it will
be dns_bind99.


When the user runs make config (or runs make build for the first
time), the framework checks for
${PORT_DBDIR}/${OPTIONS_NAME}/options. If that file does not exist,
the values of OPTIONS_* are used, and a dialog box is displayed
where the options can be enabled or disabled. Then options is saved
and the configured variables are used when building the port.


If a new version of the port adds new OPTIONS, the dialog will be
presented to the user with the saved values of old OPTIONS
prefilled.


make showconfig shows the saved configuration. Use make rmconfig
to remove the saved configuration.





Syntax


OPTIONS_DEFINE contains a list of OPTIONS to be used. These are
independent of each other and are not grouped:


OPTIONS_DEFINE= OPT1 OPT2






Once defined, OPTIONS are described (optional, but strongly
recommended):


OPT1_DESC=  Describe OPT1
OPT2_DESC=  Describe OPT2
OPT3_DESC=  Describe OPT3
OPT4_DESC=  Describe OPT4
OPT5_DESC=  Describe OPT5
OPT6_DESC=  Describe OPT6






ports/Mk/bsd.options.desc.mk has descriptions for many common
OPTIONS. While often useful, override them if the description is
insufficient for the port.



Tip


When describing options, view it from the perspective of the user:
“What functionality does it change?” and “Why would I want to enable
this?” Do not just repeat the name. For example, describing the
NLS option as “include NLS support” does not help the user, who
can already see the option name but may not know what it means.
Describing it as “Native Language Support via gettext utilities” is
much more helpful.


Important


Option names are always in all uppercase. They cannot use mixed case
or lowercase.






OPTIONS can be grouped as radio choices, where only one choice from
each group is allowed:


OPTIONS_SINGLE=     SG1
OPTIONS_SINGLE_SG1= OPT3 OPT4

**Warning**

There *must* be one of each ``OPTIONS_SINGLE`` group selected at all
times for the options to be valid. One option of each group *must*
be added to ``OPTIONS_DEFAULT``.






OPTIONS can be grouped as radio choices, where none or only one
choice from each group is allowed:


OPTIONS_RADIO=      RG1
OPTIONS_RADIO_RG1=  OPT7 OPT8






OPTIONS can also be grouped as “multiple-choice” lists, where at
least one option must be enabled:


OPTIONS_MULTI=      MG1
OPTIONS_MULTI_MG1=  OPT5 OPT6






OPTIONS can also be grouped as “multiple-choice” lists, where none
or any option can be enabled:


OPTIONS_GROUP=      GG1
OPTIONS_GROUP_GG1=  OPT9 OPT10






OPTIONS are unset by default, unless they are listed in
OPTIONS_DEFAULT:


OPTIONS_DEFAULT=    OPT1 OPT3 OPT6






OPTIONS definitions must appear before the inclusion of
bsd.port.options.mk. PORT_OPTIONS values can only be tested
after the inclusion of bsd.port.options.mk. Inclusion of
bsd.port.pre.mk can be used instead, too, and is still widely used
in ports written before the introduction of bsd.port.options.mk. But
be aware that some variables will not work as expected after the
inclusion of bsd.port.pre.mk, typically some USE_* flags.


OPTIONS_DEFINE=   FOO BAR
FOO_DESC=   Option foo support
BAR_DESC=   Feature bar support

OPTIONS_DEFAULT=FOO

# Will add --with-foo / --without-foo
FOO_CONFIGURE_WITH= foo
BAR_RUN_DEPENDS=    bar:${PORTSDIR}/bar/bar

.include <bsd.port.mk>






.if ! ${PORT_OPTIONS:MEXAMPLES}
CONFIGURE_ARGS+=--without-examples
.endif






The form shown above is discouraged. The preferred method is using a
configure knob to really enable and disable the feature to match the
option:


# Will add --with-examples / --without-examples
EXAMPLES_CONFIGURE_WITH=    examples






OPTIONS_DEFINE=       EXAMPLES

OPTIONS_SINGLE=     BACKEND
OPTIONS_SINGLE_BACKEND= MYSQL PGSQL BDB

OPTIONS_MULTI=      AUTH
OPTIONS_MULTI_AUTH= LDAP PAM SSL

EXAMPLES_DESC=      Install extra examples
MYSQL_DESC=     Use MySQL as backend
PGSQL_DESC=     Use PostgreSQL as backend
BDB_DESC=       Use Berkeley DB as backend
LDAP_DESC=      Build with LDAP authentication support
PAM_DESC=       Build with PAM support
SSL_DESC=       Build with OpenSSL support

OPTIONS_DEFAULT=    PGSQL LDAP SSL

# Will add USE_PGSQL=yes
PGSQL_USE=  pgsql=yes
# Will add --enable-postgres / --disable-postgres
PGSQL_CONFIGURE_ENABLE= postgres

ICU_LIB_DEPENDS=    libicuuc.so:${PORTSDIR}/devel/icu

# Will add --with-examples / --without-examples
EXAMPLES_CONFIGURE_WITH=    examples

# Check other OPTIONS

.include <bsd.port.mk>









Default Options


These options are always on by default.



		DOCS — build and install documentation.





		NLS — Native Language Support.





		EXAMPLES — build and install examples.





		IPV6 — IPv6 protocol support.



Note


There is no need to add these to OPTIONS_DEFAULT. To have them
active, and show up in the options selection dialog, however, they
must be added to OPTIONS_DEFINE.

















Feature Auto-Activation


When using a GNU configure script, keep an eye on which optional
features are activated by auto-detection. Explicitly disable optional
features that are not needed by adding --without-xxx or
--disable-xxx in CONFIGURE_ARGS.


.if ${PORT_OPTIONS:MFOO}
LIB_DEPENDS+=       libfoo.so:${PORTSDIR}/devel/foo
CONFIGURE_ARGS+=    --enable-foo
.endif






In the example above, imagine a library libfoo is installed on the
system. The user does not want this application to use libfoo, so he
toggled the option off in the make config dialog. But the
application’s configure script detects the library present in the system
and includes its support in the resulting executable. Now when the user
decides to remove libfoo from the system, the ports system does not
protest (no dependency on libfoo was recorded) but the application
breaks.


FOO_LIB_DEPENDS=        libfoo.so:${PORTSDIR}/devel/foo
# Will add --enable-foo / --disable-foo
FOO_CONFIGURE_ENABLE=   foo

**Note**

Under some circumstances, the shorthand conditional syntax can cause
problems with complex constructs. The errors are usually
``Malformed conditional``, an alternative syntax can be used.

::

    .if !empty(VARIABLE:MVALUE)

as an alternative to

::

    .if ${VARIABLE:MVALUE}









Options Helpers


There are some macros to help simplify conditional values which differ
based on the options set.



OPTIONS_SUB


If OPTIONS_SUB is set to yes then each of the options added to
OPTIONS_DEFINE will be added to PLIST_SUB and SUB_LIST, for
example:


OPTIONS_DEFINE= OPT1
OPTIONS_SUB=    yes






is equivalent to:


OPTIONS_DEFINE= OPT1

.include <bsd.port.options.mk>

.if ${PORT_OPTIONS:MOPT1}
PLIST_SUB+= OPT1="" NO_OPT1="@comment "
SUB_LIST+=  OPT1="" NO_OPT1="@comment "
.else
PLIST_SUB+= OPT1="@comment " NO_OPT1=""
SUB_LIST+=  OPT1="@comment " NO_OPT1=""
.endif

**Note**

The value of ``OPTIONS_SUB`` is ignored. Setting it to any value
will add ``PLIST_SUB`` and ``SUB_LIST`` entries for *all* options.









OPT_USE


When option OPT is selected, for each key=value pair in OPT_USE,
value is appended to the corresponding USE_KEY. If value has spaces
in it, replace them with commas and they will be changed back to spaces
during processing. For example:


OPTIONS_DEFINE= OPT1
OPT1_USE=   mysql=yes xorg=x11,xextproto,xext,xrandr






is equivalent to:


OPTIONS_DEFINE= OPT1

.include <bsd.port.options.mk>

.if ${PORT_OPTIONS:MOPT1}
USE_MYSQL=  yes
USE_XORG=   x11 xextproto xext xrandr
.endif









OPT_USE_OFF


When option OPT is not selected, for each key=value pair in
OPT_USE_OFF, value is appended to the corresponding USE_KEY. If
value has spaces in it, replace them with commas and they will be
changed back to spaces during processing. For example:


OPTIONS_DEFINE= OPT1
OPT1_USE_OFF=   mysql=yes xorg=x11,xextproto,xext,xrandr






is equivalent to:


OPTIONS_DEFINE= OPT1

.include <bsd.port.options.mk>

.if ! ${PORT_OPTIONS:MOPT1}
USE_MYSQL=  yes
USE_XORG=   x11 xextproto xext xrandr
.endif









OPT_CONFIGURE_ENABLE


When option OPT is selected, for each entry in OPT_CONFIGURE_ENABLE
then --enable-entry is appended to CONFIGURE_ARGS. When option
OPT is not selected, --disable-entry is appended to
CONFIGURE_ARGS. An optional argument can be specified with an =
symbol. This argument is only appended to the --enable-entry
configure option. For example:


OPTIONS_DEFINE= OPT1 OPT2
OPT1_CONFIGURE_ENABLE=  test1 test2
OPT2_CONFIGURE_ENABLE=  test2=exhaustive






is equivalent to:


OPTIONS_DEFINE= OPT1

.include <bsd.port.options.mk>

.if ${PORT_OPTIONS:MOPT1}
CONFIGURE_ARGS+=    --enable-test1 --enable-test2
.else
CONFIGURE_ARGS+=    --disable-test1 --disable-test2
.endif

.if ${PORT_OPTIONS:MOPT2}
CONFIGURE_ARGS+=    --enable-test2=exhaustive
.else
CONFIGURE_ARGS+=    --disable-test2
.endif









OPT_CONFIGURE_WITH


When option OPT is selected, for each entry in OPT_CONFIGURE_WITH
then --with-entry is appended to CONFIGURE_ARGS. When option OPT
is not selected, --without-entry is appended to CONFIGURE_ARGS.
An optional argument can be specified with an = symbol. This
argument is only appended to the --with-entry configure option. For
example:


OPTIONS_DEFINE= OPT1 OPT2
OPT1_CONFIGURE_WITH=    test1
OPT2_CONFIGURE_WITH=    test2=exhaustive






is equivalent to:


OPTIONS_DEFINE= OPT1 OPT2

.include <bsd.port.options.mk>

.if ${PORT_OPTIONS:MOPT1}
CONFIGURE_ARGS+=    --with-test1
.else
CONFIGURE_ARGS+=    --without-test1
.endif

.if ${PORT_OPTIONS:MOPT2}
CONFIGURE_ARGS+=    --with-test2=exhaustive
.else
CONFIGURE_ARGS+=    --without-test2
.endif









OPT_CONFIGURE_ON


When option OPT is selected, the value of OPT_CONFIGURE_ON, if
defined, is appended to CONFIGURE_ARGS. For example:


OPTIONS_DEFINE= OPT1
OPT1_CONFIGURE_ON=  --add-test






is equivalent to:


OPTIONS_DEFINE= OPT1

.include <bsd.port.options.mk>

.if ${PORT_OPTIONS:MOPT1}
CONFIGURE_ARGS+=    --add-test
.endif









OPT_CONFIGURE_OFF


When option OPT is not selected, the value of OPT_CONFIGURE_ON, if
defined, is appended to CONFIGURE_ARGS. For example:


OPTIONS_DEFINE= OPT1
OPT1_CONFIGURE_OFF= --no-test






is equivalent to:


OPTIONS_DEFINE= OPT1

.include <bsd.port.options.mk>

.if ! ${PORT_OPTIONS:MOPT1}
CONFIGURE_ARGS+=    --no-test
.endif









OPT_CMAKE_ON


When option OPT is selected, the value of OPT_CMAKE_ON, if defined,
is appended to CMAKE_ARGS. For example:


OPTIONS_DEFINE= OPT1
OPT1_CMAKE_ON=  -DTEST:BOOL=true






is equivalent to:


OPTIONS_DEFINE= OPT1

.include <bsd.port.options.mk>

.if ${PORT_OPTIONS:MOPT1}
CMAKE_ARGS+=    -DTEST:BOOL=true
.endif









OPT_CMAKE_OFF


When option OPT is not selected, the value of OPT_CMAKE_OFF, if
defined, is appended to CMAKE_ARGS. For example:


OPTIONS_DEFINE= OPT1
OPT1_CMAKE_OFF= -DTEST:BOOL=false






is equivalent to:


OPTIONS_DEFINE= OPT1

.include <bsd.port.options.mk>

.if ! ${PORT_OPTIONS:MOPT1}
CMAKE_ARGS+=    -DTEST:BOOL=false
.endif









OPT_QMAKE_ON


When option OPT is selected, the value of OPT_QMAKE_ON, if defined,
is appended to QMAKE_ARGS. For example:


OPTIONS_DEFINE= OPT1
OPT1_QMAKE_ON=  -DTEST:BOOL=true






is equivalent to:


OPTIONS_DEFINE= OPT1

.include <bsd.port.options.mk>

.if ${PORT_OPTIONS:MOPT1}
QMAKE_ARGS+=    -DTEST:BOOL=true
.endif









OPT_QMAKE_OFF


When option OPT is not selected, the value of OPT_QMAKE_OFF, if
defined, is appended to QMAKE_ARGS. For example:


OPTIONS_DEFINE= OPT1
OPT1_QMAKE_OFF= -DTEST:BOOL=false






is equivalent to:


OPTIONS_DEFINE= OPT1

.include <bsd.port.options.mk>

.if ! ${PORT_OPTIONS:MOPT1}
QMAKE_ARGS+=    -DTEST:BOOL=false
.endif









Dependencies


For any of these dependency types:



		PKG_DEPENDS


		EXTRACT_DEPENDS


		PATCH_DEPENDS


		FETCH_DEPENDS


		BUILD_DEPENDS


		LIB_DEPENDS


		RUN_DEPENDS






OPT_ABOVEVARIABLE


When option OPT is selected, the value of OPT_ABOVEVARIABLE, if
defined, is appended to ABOVEVARIABLE. For example:


OPTIONS_DEFINE=   OPT1
OPT1_LIB_DEPENDS=   liba.so:${PORTSDIR}/devel/a






is equivalent to:


OPTIONS_DEFINE=   OPT1

.include <bsd.port.options.mk>

.if ${PORT_OPTIONS:MOPT1}
LIB_DEPENDS+=   liba.so:${PORTSDIR}/devel/a
.endif









OPT_ABOVEVARIABLE_OFF


When option OPT is not selected, the value of
OPT_ABOVEVARIABLE_OFF, if defined, is appended to ABOVEVARIABLE.
For example:


OPTIONS_DEFINE=   OPT1
OPT1_LIB_DEPENDS_OFF= liba.so:${PORTSDIR}/devel/a






is equivalent to:


OPTIONS_DEFINE= OPT1

.include <bsd.port.options.mk>

. if ! ${PORT_OPTIONS:MOPT1}
LIB_DEPENDS+=   liba.so:${PORTSDIR}/devel/a
.endif











Generic Variables Replacement


For any of these variables:



		ALL_TARGET





		CATEGORIES





		CFLAGS





		CPPFLAGS





		CXXFLAGS





		CONFIGURE_ENV





		CONFLICTS





		CONFLICTS_BUILD





		CONFLICTS_INSTALL





		DISTFILES





		EXTRA_PATCHES





		INFO





		INSTALL_TARGET





		LDFLAGS





		MAKE_ARGS





		MAKE_ENV





		PATCH_SITES





		PATCHFILES





		PLIST_FILES





		PLIST_DIRS





		PLIST_DIRSTRY





		PLIST_SUB





		USES



Note


Some variables are not in this list, in particular PKGNAMEPREFIX
and PKGNAMESUFFIX. This is intentional. A port must not change
its name when its option set changes.


Warning


Some of these variables, at least ALL_TARGET and
INSTALL_TARGET, have their default values set after the
options are processed.


With these lines in the Makefile:


ALL_TARGET=   all

DOCS_ALL_TARGET=    doc






If the DOCS option is enabled, ALL_TARGET will have a final
value of all doc; if the option is disabled, it would have a
value of all.


With only the options helper line in the Makefile:


DOCS_ALL_TARGET=  doc






If the DOCS option is enabled, ALL_TARGET will have a final
value of doc; if the option is disabled, it would have a value
of all.













OPT_ABOVEVARIABLE


When option OPT is selected, the value of OPT_ABOVEVARIABLE, if
defined, is appended to ABOVEVARIABLE. For example:


OPTIONS_DEFINE=   OPT1
OPT1_USES=  gmake
OPT1_CFLAGS=    -DTEST






is equivalent to:


OPTIONS_DEFINE= OPT1

.include <bsd.port.options.mk>

.if ${PORT_OPTIONS:MOPT1}
USES+=      gmake
CFLAGS+=    -DTEST
.endif









OPT_ABOVEVARIABLE_OFF


When option OPT is not selected, the value of OPT_ABOVEVARIABLE_OFF,
if defined, is appended to ABOVEVARIABLE. For example:


OPTIONS_DEFINE=   OPT1
OPT1_USES_OFF=  gmake






is equivalent to:


OPTIONS_DEFINE=   OPT1

.include <bsd.port.options.mk>

.if ! ${PORT_OPTIONS:MOPT1}
USES+=  gmake
.endif















Specifying the Working Directory


Each port is extracted into a working directory, which must be writable.
The ports system defaults to having DISTFILES unpack in to a
directory called ${DISTNAME}. In other words, if the Makefile
has:


PORTNAME=   foo
PORTVERSION=    1.0






then the port’s distribution files contain a top-level directory,
foo-1.0, and the rest of the files are located under that directory.


A number of variables can be overridden if that is not the case.



WRKSRC


The variable lists the name of the directory that is created when the
application’s distfiles are extracted. If our previous example extracted
into a directory called foo (and not foo-1.0) write:


WRKSRC=   ${WRKDIR}/foo






or possibly


WRKSRC=   ${WRKDIR}/${PORTNAME}









WRKSRC_SUBDIR


If the source files needed for the port are in a subdirectory of the
extracted distribution file, set WRKSRC_SUBDIR to that directory.


WRKSRC_SUBDIR=    src









NO_WRKSUBDIR


If the port does not extract in to a subdirectory at all, then set
NO_WRKSUBDIR to indicate that.


NO_WRKSUBDIR= yes

**Note**

Because ``WRKDIR`` is the only directory that is supposed to be
writable during the build, and is used to store many files recording
the status of the build, it is always better to force extraction
into a subdirectory anyway.











Conflict Handling


There are three different variables to register a conflict between
packages and ports: CONFLICTS, CONFLICTS_INSTALL and
CONFLICTS_BUILD.



Note


The conflict variables automatically set the variable IGNORE,
which is more fully documented in ?.






When removing one of several conflicting ports, it is advisable to
retain CONFLICTS in those other ports for a few months to cater for
users who only update once in a while.



CONFLICTS_INSTALL


If the package cannot coexist with other packages (because of file
conflicts, runtime incompatibilities, etc.), list the other package
names in CONFLICTS_INSTALL. Use shell globs like * and ?
here. Enumerate package names in there, not port names or origins.
Please make sure that CONFLICTS_INSTALL does not match this port’s
package itself. Otherwise enforcing its installation with
FORCE_PKG_REGISTER will no longer work. CONFLICTS_INSTALL check
is done after the build stage and prior to the install stage.





CONFLICTS_BUILD


If the port cannot be built when other specific ports are already
installed, list the other port names in CONFLICTS_BUILD. Use shell
globs like * and ? here. Use package names, not port names or
origins. CONFLICTS_BUILD check is done prior to the build stage.
Build conflicts are not recorded in the resulting package.





CONFLICTS


If the port cannot be built if a certain port is already installed and
the resulting package cannot coexist with the other package, list the
other package name in CONFLICTS. use shell globs like * and
? here. Enumerate package names in there, not port names or origins.
Please make sure that CONFLICTS does not match this port’s package
itself. Otherwise enforcing its installation with FORCE_PKG_REGISTER
will no longer work. CONFLICTS check is done prior to the build
stage and prior to the install stage.







Installing Files



INSTALL_* Macros


Use the macros provided in bsd.port.mk to ensure correct modes of
files in the port’s *-install targets. Set ownership directly in
pkg-plist with the corresponding entries, such as
@(owner,group,), @owner owner, and ``@group



group``. These operators work until overridden, or until the end



of pkg-plist, so do not forget to reset them after they are no
longer needed. The default ownership is root:wheel. See ? for more
information.



		INSTALL_PROGRAM is a command to install binary executables.


		INSTALL_SCRIPT is a command to install executable scripts.


		INSTALL_LIB is a command to install shared libraries (but not
static libraries).


		INSTALL_KLD is a command to install kernel loadable modules. Some
architectures do not like having the modules stripped, so use this
command instead of INSTALL_PROGRAM.


		INSTALL_DATA is a command to install sharable data, including
static libraries.


		INSTALL_MAN is a command to install manpages and other
documentation (it does not compress anything).





These variables are set to the MAN.INSTALL.1 command with the
appropriate flags for each situation.



Important


Do not use INSTALL_LIB to install static libraries, because
stripping them renders them useless. Use INSTALL_DATA instead.









Stripping Binaries and Shared Libraries


Installed binaries should be stripped. Do not strip binaries manually
unless absolutely required. The INSTALL_PROGRAM macro installs and
strips a binary at the same time. The INSTALL_LIB macro does the
same thing to shared libraries.


When a file must be stripped, but neither INSTALL_PROGRAM nor
INSTALL_LIB macros are desirable, ${STRIP_CMD} strips the
program or shared library. This is typically done within the
post-install target. For example:


post-install:
    ${STRIP_CMD} ${STAGEDIR}${PREFIX}/bin/xdl






When multiple files need to be stripped:


post-install:
.for l in geometry media body track world
    ${STRIP_CMD} ${STAGEDIR}${PREFIX}/lib/lib${PORTNAME}-${l}.so.0
.endfor






Use MAN.FILE.1 on a file to determine if it has been stripped. Binaries
are reported by MAN.FILE.1 as stripped, or not stripped.
Additionally, MAN.STRIP.1 will detect programs that have already been
stripped and exit cleanly.





Installing a Whole Tree of Files


Sometimes, a large number of files must be installed while preserving
their hierarchical organization. For example, copying over a whole
directory tree from WRKSRC to a target directory under PREFIX.
Note that PREFIX, EXAMPLESDIR, DATADIR, and other path
variables must always be prepended with STAGEDIR to respect staging
(see ?).


Two macros exist for this situation. The advantage of using these macros
instead of cp is that they guarantee proper file ownership and
permissions on target files. The first macro, COPYTREE_BIN, will set
all the installed files to be executable, thus being suitable for
installing into PREFIX/bin. The second macro, COPYTREE_SHARE,
does not set executable permissions on files, and is therefore suitable
for installing files under PREFIX/share target.


post-install:
    ${MKDIR} ${STAGEDIR}${EXAMPLESDIR}
    (cd ${WRKSRC}/examples && ${COPYTREE_SHARE} . ${STAGEDIR}${EXAMPLESDIR})






This example will install the contents of the examples directory in
the vendor distfile to the proper examples location of the port.


post-install:
    ${MKDIR} ${STAGEDIR}${DATADIR}/summer
    (cd ${WRKSRC}/temperatures && ${COPYTREE_SHARE} "June July August" ${STAGEDIR}${DATADIR}/summer)






And this example will install the data of summer months to the
summer subdirectory of a DATADIR.


Additional find arguments can be passed via the third argument to
COPYTREE_* macros. For example, to install all files from the first
example except Makefiles, one can use these commands.


post-install:
    ${MKDIR} ${STAGEDIR}${EXAMPLESDIR}
    (cd ${WRKSRC}/examples && \
    ${COPYTREE_SHARE} . ${STAGEDIR}${EXAMPLESDIR} "! -name Makefile")






These macros do not add the installed files to pkg-plist. They must
be added manually. For optional documentation (PORTDOCS, see ?) and
examples (PORTEXAMPLES), the %%PORTDOCS%% or
%%PORTEXAMPLES%% prefixes must be prepended in pkg-plist.





Install Additional Documentation


If the software has some documentation other than the standard man and
info pages that is useful for the user, install it under DOCSDIR
This can be done, like the previous item, in the post-install target.


Create a new directory for the port. The directory name is DOCSDIR.
This usually equals PORTNAME. However, if the user might want
different versions of the port to be installed at the same time, the
whole PKGNAME can be used.


Since only the files listed in pkg-plist are installed, it is safe
to always install documentation to STAGEDIR (see ?). Hence .if
blocks are only needed when the installed files are large enough to
cause significant I/O overhead.


post-install:
    ${MKDIR} ${STAGEDIR}${DOCSDIR}
    ${INSTALL_MAN} ${WRKSRC}/docs/xvdocs.ps ${STAGEDIR}${DOCSDIR}






Here are some handy variables and how they are expanded by default when
used in the Makefile:



		DATADIR gets expanded to PREFIX/share/PORTNAME.





		DATADIR_REL gets expanded to share/PORTNAME.





		DOCSDIR gets expanded to PREFIX/share/doc/PORTNAME.





		DOCSDIR_REL gets expanded to share/doc/PORTNAME.





		EXAMPLESDIR gets expanded to PREFIX/share/examples/PORTNAME.





		EXAMPLESDIR_REL gets expanded to share/examples/PORTNAME.



Note


The DOCS option only controls additional documentation installed
in DOCSDIR. It does not apply to standard man pages and info
pages. Things installed in DATADIR and EXAMPLESDIR are
controlled by DATA and EXAMPLES options, respectively.












These variables are exported to PLIST_SUB. Their values will appear
there as pathnames relative to PREFIX if possible. That is,
share/doc/PORTNAME will be substituted for %%DOCSDIR%% in the
packing list by default, and so on. (See more on pkg-plist
substitution here.)


All conditionally installed documentation files and directories are
included in pkg-plist with the %%PORTDOCS%% prefix, for example:


%%PORTDOCS%%%%DOCSDIR%%/AUTHORS
%%PORTDOCS%%%%DOCSDIR%%/CONTACT






As an alternative to enumerating the documentation files in
pkg-plist, a port can set the variable PORTDOCS to a list of
file names and shell glob patterns to add to the final packing list. The
names will be relative to DOCSDIR. Therefore, a port that utilizes
PORTDOCS, and uses a non-default location for its documentation,
must set DOCSDIR accordingly. If a directory is listed in
PORTDOCS or matched by a glob pattern from this variable, the entire
subtree of contained files and directories will be registered in the
final packing list. If the DOCS option has been unset then files and
directories listed in PORTDOCS would not be installed or added to
port packing list. Installing the documentation at PORTDOCS as shown
above remains up to the port itself. A typical example of utilizing
PORTDOCS looks as follows:


PORTDOCS= README.* ChangeLog docs/*

**Note**

The equivalents of ``PORTDOCS`` for files installed under
``DATADIR`` and ``EXAMPLESDIR`` are ``PORTDATA`` and
``PORTEXAMPLES``, respectively.

The contents of ``pkg-message`` are displayed upon installation. See
`the section on using ``pkg-message`` <#porting-message>`__ for
details. ``pkg-message`` does not need to be added to ``pkg-plist``.









Subdirectories Under PREFIX


Try to let the port put things in the right subdirectories of
PREFIX. Some ports lump everything and put it in the subdirectory
with the port’s name, which is incorrect. Also, many ports put
everything except binaries, header files and manual pages in a
subdirectory of lib, which does not work well with the BSD paradigm.
Many of the files must be moved to one of these directories: etc
(setup/configuration files), libexec (executables started
internally), sbin (executables for superusers/managers), info
(documentation for info browser) or share (architecture independent
files). See MAN.HIER.7 for details; the rules governing /usr pretty
much apply to /usr/local too. The exception are ports dealing with
USENET “news”. They may use PREFIX/news as a destination for their
files.








          

      

      

    


    
        © Copyright 2015, The FreeBSD Project.
      Created using Sphinx 1.3.1.
    

  

books/pmake/legalnotice.html


    
      Navigation


      
        		
          index


        		FreeBSD 10.1 documentation »

 
      


    


    
      
          
            
  All rights reserved.


This code is derived from software contributed to Berkeley by Adam de
Boor.


Redistribution and use in source and binary forms, with or without
modification, are permitted provided that the following conditions are
met:



		Redistributions of source code must retain the above copyright
notice, this list of conditions and the following disclaimer.





		Redistributions in binary form must reproduce the above copyright
notice, this list of conditions and the following disclaimer in the
documentation and/or other materials provided with the distribution.





		All advertising materials mentioning features or use of this software
must display the following acknowledgement: This product includes
software developed by the University of California, Berkeley and its
contributors.





		Neither the name of the University nor the names of its contributors
may be used to endorse or promote products derived from this software
without specific prior written permission.



Important


THIS SOFTWARE IS PROVIDED BY THE REGENTS AND CONTRIBUTORS “AS IS”
AND ANY EXPRESS OR IMPLIED WARRANTIES, INCLUDING, BUT NOT LIMITED
TO, THE IMPLIED WARRANTIES OF MERCHANTABILITY AND FITNESS FOR A
PARTICULAR PURPOSE ARE DISCLAIMED. IN NO EVENT SHALL THE REGENTS OR
CONTRIBUTORS BE LIABLE FOR ANY DIRECT, INDIRECT, INCIDENTAL,
SPECIAL, EXEMPLARY, OR CONSEQUENTIAL DAMAGES (INCLUDING, BUT NOT
LIMITED TO, PROCUREMENT OF SUBSTITUTE GOODS OR SERVICES; LOSS OF
USE, DATA, OR PROFITS; OR BUSINESS INTERRUPTION) HOWEVER CAUSED AND
ON ANY THEORY OF LIABILITY, WHETHER IN CONTRACT, STRICT LIABILITY,
OR TORT (INCLUDING NEGLIGENCE OR OTHERWISE) ARISING IN ANY WAY OUT
OF THE USE OF THIS SOFTWARE, EVEN IF ADVISED OF THE POSSIBILITY OF
SUCH DAMAGE.
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Printing


Putting information on paper is a vital function, despite many attempts
to eliminate it. Printing has two basic components. The data must be
delivered to the printer, and must be in a form that the printer can
understand.





Quick Start


Basic printing can be set up quickly. The printer must be capable of
printing plain ASCII text. For printing to other types of files, see ?.


Create a directory to store files while they are being printed:


PROMPT.ROOT mkdir -p /var/spool/lpd/lp
PROMPT.ROOT chown daemon:daemon /var/spool/lpd/lp
PROMPT.ROOT chmod 770 /var/spool/lpd/lp






As root, create /etc/printcap with these contents:


lp:\
    :lp=/dev/unlpt0:\
    :sh:\
    :mx#0:\
    :sd=/var/spool/lpd/lp:\
    :lf=/var/log/lpd-errs:







		This line is for a printer connected to a USB port.


For a printer connected to a parallel or “printer” port, use:


:lp=/dev/lpt0:\






For a printer connected directly to a network, use:


:lp=:rm=network-printer-name:rp=raw:\






Replace network-printer-name with the DNS host name of the network
printer.








Enable lpd by editing /etc/rc.conf, adding this line:


lpd_enable="YES"






Start the service:


PROMPT.ROOT service lpd start
Starting lpd.






Print a test:


PROMPT.ROOT printf "1. This printer can print.\n2. This is the second line.\n" | lpr

**Tip**

If both lines do not start at the left border, but “stairstep”
instead, see ?.






Text files can now be printed with lpr. Give the filename on the
command line, or pipe output directly into lpr.


PROMPT.USER lpr textfile.txt
PROMPT.USER ls -lh | lpr









Printer Connections


Printers are connected to computer systems in a variety of ways. Small
desktop printers are usually connected directly to computer’s USB port.
Older printers are connected to a parallel or “printer” port. Some
printers are directly connected to a network, making it easy for
multiple computers share them. A few printers use a much less common
serial port connection.


OS can communicate with all of these types of printers.



		USB


		USB printers can be connected to any available USB port on the
computer.


When OS detects a USB printer, two device entries are created:
/dev/ulpt0 and /dev/unlpt0. Data sent to either device will
be relayed to the printer. After each print job, ulpt0 resets
the USB port. Resetting the port can cause problems with some
printers, so the unlpt0 device is used instead. unlpt0 does
not reset the USB port at all.





		Parallel (IEEE-1284)


		The parallel port device is /dev/lpt0. This device appears
whether a printer is attached or not, it is not autodetected.


Vendors have largely moved away from these “legacy” ports, and many
computers no longer have them. Adapters can be used to connect a
parallel printer to a USB port. With such an adapter, the printer
can be treated as if it were actually a USB printer. Devices called
print servers can also be used to connect parallel printers
directly to a network.





		Serial (RS-232)


		Serial ports are another legacy port, rarely used for printers
except in certain niche applications. Cables, connectors, and
required wiring vary widely.


For serial ports built into a motherboard, the serial device name is
/dev/cuau0 or /dev/cuau1. Serial USB adapters can also be
used, and these will appear as /dev/cuaU0.


Several communication parameters must be known to communicate with a
serial printer. The most important are baud rate and parity.
Values vary, but typical serial printers often use a baud rate of
9600 and no parity.





		Network


		Network printers are connected directly to the local computer
network.


The DNS hostname of the printer must be known. If the printer is
assigned a dynamic address by DHCP, DNS should be dynamically
updated so that the host name always has the correct IP address.
Network printers are often given static IP addresses to avoid this
problem.


Most network printers understand print jobs sent with the LPD
protocol. A print queue name can also be specified. Some printers
process data differently depending on which queue is used. For
example, a raw queue prints the data unchanged, while the
text queue adds carriage returns to plain text.


Many network printers can also print data sent directly to port
9100.









Summary


Wired network connections are usually the easiest to set up and give the
fastest printing. For direct connection to the computer, USB is
preferred for speed and simplicity. Parallel connections work but have
limitations on cable length and speed. Serial connections are more
difficult to configure. Cable wiring differs between models, and
communication parameters like baud rate and parity bits must add to the
complexity. Fortunately, serial printers are rare.







Common Page Description Languages


Data sent to a printer must be in a language that the printer can
understand. These languages are called Page Description Languages, or
PDLs.



		ASCII


		Plain ASCII text is the simplest way to send data to a printer.
Characters correspond one to one with what will be printed: an A
in the data prints an A on the page. Very little formatting is
available. There is no way to select a font or proportional spacing.
The forced simplicity of plain ASCII means that text can be printed
straight from the computer with little or no encoding or
translation. The printed output corresponds directly with what was
sent.


Some inexpensive printers cannot print plain ASCII text. This makes
them more difficult to set up, but it is usually still possible.





		POSTSCRIPT


		POSTSCRIPT is almost the opposite of ASCII. Rather than simple text,
a POSTSCRIPT program is a set of instructions that draw the final
document. Different fonts and graphics can be used. However, this
power comes at a price. The program that draws the page must be
written. Usually this program is generated by application software,
so the process is invisible to the user.


Inexpensive printers sometimes leave out POSTSCRIPT compatibility as
a cost-saving measure.





		PCL (Printer Command Language)


		PCL is an extension of ASCII, adding escape sequences for
formatting, font selection, and printing graphics. Many printers
provide PCL5 support. Some support the newer PCL6 or PCLXL. These
later versions are supersets of PCL5 and can provide faster
printing.


		Host-Based


		Manufacturers can reduce the cost of a printer by giving it a simple
processor and very little memory. These printers are not capable of
printing plain text. Instead, bitmaps of text and graphics are drawn
by a driver on the host computer and then sent to the printer. These
are called host-based printers.


Communication between the driver and a host-based printer is often
through proprietary or undocumented protocols, making them
functional only on the most common operating systems.









Converting POSTSCRIPT to Other PDLs


Many applications from the Ports Collection and OS utilities produce
POSTSCRIPT output. This table shows the utilities available to convert
that into other common PDLs:









		Output PDL
		Generated By
		Notes





		PCL or PCL5
		print/ghostscript9
		-sDEVICE=ljet4 for monochrome, -sDEVICE=cljet5 for color



		PCLXL or PCL6
		print/ghostscript9
		-sDEVICE=pxlmono for monochrome, -sDEVICE=pxlcolor for color



		ESC/P2
		print/ghostscript9
		-sDEVICE=uniprint



		XQX
		print/foo2zjs
		 







Table: Output PDLs





Summary


For the easiest printing, choose a printer that supports POSTSCRIPT.
Printers that support PCL are the next preferred. With
print/ghostscript, these printers can be used as if they understood
POSTSCRIPT natively. Printers that support POSTSCRIPT or PCL directly
almost always support direct printing of plain ASCII text files also.


Line-based printers like typical inkjets usually do not support
POSTSCRIPT or PCL. They often can print plain ASCII text files.
print/ghostscript supports the PDLs used by some of these printers.
However, printing an entire graphic-based page on these printers is
often very slow due to the large amount of data to be transferred and
printed.


Host-based printers are often more difficult to set up. Some cannot be
used at all because of proprietary PDLs. Avoid these printers when
possible.


Descriptions of many PDLs can be found at
http://www.undocprint.org/formats/page_description_languages. The
particular PDL used by various models of printers can be found at
http://www.openprinting.org/printers.







Direct Printing


For occasional printing, files can be sent directly to a printer device
without any setup. For example, a file called sample.txt can be sent
to a USB printer:


PROMPT.ROOT cp sample.txt /dev/unlpt0






Direct printing to network printers depends on the abilities of the
printer, but most accept print jobs on port 9100, and MAN.NC.1 can be
used with them. To print the same file to a printer with the DNS
hostname of netlaser:


PROMPT.ROOT nc netlaser 9100 < sample.txt









LPD (Line Printer Daemon)


Printing a file in the background is called spooling. A spooler allows
the user to continue with other programs on the computer without waiting
for the printer to slowly complete the print job.


OS includes a spooler called MAN.LPD.8. Print jobs are submitted with
MAN.LPR.1.



Initial Setup


A directory for storing print jobs is created, ownership is set, and the
permissions are set to prevent other users from viewing the contents of
those files:


PROMPT.ROOT mkdir -p /var/spool/lpd/lp
PROMPT.ROOT chown daemon:daemon /var/spool/lpd/lp
PROMPT.ROOT chmod 770 /var/spool/lpd/lp






Printers are defined in /etc/printcap. An entry for each printer
includes details like a name, the port where it is attached, and various
other settings. Create /etc/printcap with these contents:


lp:\
    :lp=/dev/unlpt0:\
    :sh:\
    :mx#0:\
    :sd=/var/spool/lpd/lp:\
    :lf=/var/log/lpd-errs:







		The name of this printer. MAN.LPR.1 sends print jobs to the lp
printer unless another printer is specified with -P, so the
default printer should be named lp.





		The device where the printer is connected. Replace this line with the
appropriate one for the connection type shown here.








		Connection Type
		Device Entry in /etc/printcap





		USB
		:lp=/dev/unlpt0:\






This is the non-resetting USB printer device. If problems are experienced, use ulpt0 instead, which resets the USB port on each use.






		Parallel
		:lp=/dev/lpt0:\










		Network
		For a printer supporting the LPD protocol:


:lp=:rm=network-printer-name:rp=raw:\






For printers supporting port 9100 printing:


:lp=9100@network-printer-name:\






For both types, replace network-printer-name with the DNS host name of the network printer.






		Serial
		:lp=/dev/cuau0:br=9600:pa=none:\






These values are for a typical serial printer connected to a motherboard serial port. The baud rate is 9600, and no parity is used.













		Suppress the printing of a header page at the start of a print job.





		Do not limit the maximum size of a print job.





		The path to the spooling directory for this printer. Each printer
uses its own spooling directory.





		The log file where errors on this printer will be reported.








After creating /etc/printcap, use MAN.CHKPRINTCAP.8 to test it for
errors:


PROMPT.ROOT chkprintcap






Fix any reported problems before continuing.


Enable MAN.LPD.8 in /etc/rc.conf:


lpd_enable="YES"






Start the service:


PROMPT.ROOT service lpd start









Printing with MAN.LPR.1


Documents are sent to the printer with lpr. A file to be printed can
be named on the command line or piped into lpr. These two commands
are equivalent, sending the contents of doc.txt to the default
printer:


PROMPT.USER lpr doc.txt
PROMPT.USER cat doc.txt | lpr






Printers can be selected with -P. To print to a printer called
laser:


PROMPT.USER lpr -Plaser doc.txt









Filters


The examples shown so far have sent the contents of a text file directly
to the printer. As long as the printer understands the content of those
files, output will be printed correctly.


Some printers are not capable of printing plain text, and the input file
might not even be plain text.


Filters allow files to be translated or processed. The typical use is
to translate one type of input, like plain text, into a form that the
printer can understand, like POSTSCRIPT or PCL. Filters can also be used
to provide additional features, like adding page numbers or highlighting
source code to make it easier to read.


The filters discussed here are input filters or text filters. These
filters convert the incoming file into different forms. Use MAN.SU.1 to
become root before creating the files.


Filters are specified in /etc/printcap with the if= identifier.
To use /usr/local/libexec/lf2crlf as a filter, modify
/etc/printcap like this:


lp:\
    :lp=/dev/unlpt0:\
    :sh:\
    :mx#0:\
    :sd=/var/spool/lpd/lp:\
    :if=/usr/local/libexec/lf2crlf:\
    :lf=/var/log/lpd-errs:







		if= identifies the input filter that will be used on incoming
text.



Tip


The backslash line continuation characters at the end of the lines
in printcap entries reveal that an entry for a printer is really
just one long line with entries delimited by colon characters. An
earlier example can be rewritten as a single less-readable line:


lp:lp=/dev/unlpt0:sh:mx#0:sd=/var/spool/lpd/lp:if=/usr/local/libexec/lf2crlf:lf=/var/log/lpd-errs:

















Preventing Stairstepping on Plain Text Printers


Typical OS text files contain only a single line feed character at the
end of each line. These lines will “stairstep” on a standard printer:


A printed file looks
                    like the steps of a staircase
                                                 scattered by the wind






A filter can convert the newline characters into carriage returns and
newlines. The carriage returns make the printer return to the left after
each line. Create /usr/local/libexec/lf2crlf with these contents:


#!/bin/sh
CR=$'\r'
/usr/bin/sed -e "s/$/${CR}/g"






Set the permissions and make it executable:


PROMPT.ROOT chmod 555 /usr/local/libexec/lf2crlf






Modify /etc/printcap to use the new filter:


:if=/usr/local/libexec/lf2crlf:\






Test the filter by printing the same plain text file. The carriage
returns will cause each line to start at the left side of the page.





Fancy Plain Text on POSTSCRIPT Printers with print/enscript


GNU Enscript converts plain text files into nicely-formatted POSTSCRIPT
for printing on POSTSCRIPT printers. It adds page numbers, wraps long
lines, and provides numerous other features to make printed text files
easier to read. Depending on the local paper size, install either
print/enscript-letter or print/enscript-a4 from the Ports Collection.


Create /usr/local/libexec/enscript with these contents:


#!/bin/sh
/usr/local/bin/enscript -o -






Set the permissions and make it executable:


PROMPT.ROOT chmod 555 /usr/local/libexec/enscript






Modify /etc/printcap to use the new filter:


:if=/usr/local/libexec/enscript:\






Test the filter by printing a plain text file.





Printing POSTSCRIPT to PCL Printers


Many programs produce POSTSCRIPT documents. However, inexpensive
printers often only understand plain text or PCL. This filter converts
POSTSCRIPT files to PCL before sending them to the printer.


Install the Ghostscript POSTSCRIPT interpreter, print/ghostscript9, from
the Ports Collection.


Create /usr/local/libexec/ps2pcl with these contents:


#!/bin/sh
/usr/local/bin/gs -dSAFER -dNOPAUSE -dBATCH -q -sDEVICE=ljet4 -sOutputFile=- -






Set the permissions and make it executable:


PROMPT.ROOT chmod 555 /usr/local/libexec/ps2pcl






POSTSCRIPT input sent to this script will be rendered and converted to
PCL before being sent on to the printer.


Modify /etc/printcap to use this new input filter:


:if=/usr/local/libexec/ps2pcl:\






Test the filter by sending a small POSTSCRIPT program to it:


PROMPT.USER printf "%%\!PS \n /Helvetica findfont 18 scalefont setfont \
72 432 moveto (PostScript printing successful.) show showpage \004" | lpr









Smart Filters


A filter that detects the type of input and automatically converts it to
the correct format for the printer can be very convenient. The first two
characters of a POSTSCRIPT file are usually %!. A filter can detect
those two characters. POSTSCRIPT files can be sent on to a POSTSCRIPT
printer unchanged. Text files can be converted to POSTSCRIPT with
Enscript as shown earlier. Create /usr/local/libexec/psif with these
contents:


#!/bin/sh
#
#  psif - Print PostScript or plain text on a PostScript printer
#
IFS="" read -r first_line
first_two_chars=`expr "$first_line" : '\(..\)'`

case "$first_two_chars" in
%!)
    # %! : PostScript job, print it.
    echo "$first_line" && cat && exit 0
    exit 2
    ;;
*)
    # otherwise, format with enscript
    ( echo "$first_line"; cat ) | /usr/local/bin/enscript -o - && exit 0
    exit 2
    ;;
esac






Set the permissions and make it executable:


PROMPT.ROOT chmod 555 /usr/local/libexec/psif






Modify /etc/printcap to use this new input filter:


:if=/usr/local/libexec/psif:\






Test the filter by printing POSTSCRIPT and plain text files.





Other Smart Filters


Writing a filter that detects many different types of input and formats
them correctly is challenging. print/apsfilter from the Ports Collection
is a smart “magic” filter that detects dozens of file types and
automatically converts them to the PDL understood by the printer. See
http://www.apsfilter.org for more details.







Multiple Queues


The entries in /etc/printcap are really definitions of queues.
There can be more than one queue for a single printer. When combined
with filters, multiple queues provide users more control over how their
jobs are printed.


As an example, consider a networked POSTSCRIPT laser printer in an
office. Most users want to print plain text, but a few advanced users
want to be able to print POSTSCRIPT files directly. Two entries can be
created for the same printer in /etc/printcap:


textprinter:\
    :lp=9100@officelaser:\
    :sh:\
    :mx#0:\
    :sd=/var/spool/lpd/textprinter:\
    :if=/usr/local/libexec/enscript:\
    :lf=/var/log/lpd-errs:

psprinter:\
    :lp=9100@officelaser:\
    :sh:\
    :mx#0:\
    :sd=/var/spool/lpd/psprinter:\
    :lf=/var/log/lpd-errs:






Documents sent to textprinter will be formatted by the
/usr/local/libexec/enscript filter shown in an earlier example.
Advanced users can print POSTSCRIPT files on psprinter, where no
filtering is done.


This multiple queue technique can be used to provide direct access to
all kinds of printer features. A printer with a duplexer could use two
queues, one for ordinary single-sided printing, and one with a filter
that sends the command sequence to enable double-sided printing and then
sends the incoming file.





Monitoring and Controlling Printing


Several utilities are available to monitor print jobs and check and
control printer operation.



MAN.LPQ.1


MAN.LPQ.1 shows the status of a user’s print jobs. Print jobs from other
users are not shown.


Show the current user’s pending jobs on a single printer:


PROMPT.USER lpq -Plp
Rank   Owner      Job  Files                                 Total Size
1st    jsmith     0    (standard input)                      12792 bytes






Show the current user’s pending jobs on all printers:


PROMPT.USER lpq -a
lp:
Rank   Owner      Job  Files                                 Total Size
1st    jsmith     1    (standard input)                      27320 bytes

laser:
Rank   Owner      Job  Files                                 Total Size
1st    jsmith     287  (standard input)                      22443 bytes









MAN.LPRM.1


MAN.LPRM.1 is used to remove print jobs. Normal users are only allowed
to remove their own jobs. root can remove any or all jobs.


Remove all pending jobs from a printer:


PROMPT.ROOT lprm -Plp -
dfA002smithy dequeued
cfA002smithy dequeued
dfA003smithy dequeued
cfA003smithy dequeued
dfA004smithy dequeued
cfA004smithy dequeued






Remove a single job from a printer. MAN.LPQ.1 is used to find the job
number.


PROMPT.USER lpq
Rank   Owner      Job  Files                                 Total Size
1st    jsmith     5    (standard input)                      12188 bytes
PROMPT.USER lprm -Plp 5
dfA005smithy dequeued
cfA005smithy dequeued









MAN.LPC.8


MAN.LPC.8 is used to check and modify printer status. lpc is
followed by a command and an optional printer name. all can be used
instead of a specific printer name, and the command will be applied to
all printers. Normal users can view status with MAN.LPC.8. Only
class=”username”>root can use commands which modify printer status.


Show the status of all printers:


PROMPT.USER lpc status all
lp:
    queuing is enabled
    printing is enabled
    1 entry in spool area
    printer idle
laser:
    queuing is enabled
    printing is enabled
    1 entry in spool area
    waiting for laser to come up






Prevent a printer from accepting new jobs, then begin accepting new jobs
again:


PROMPT.ROOT lpc disable lp
lp:
    queuing disabled
PROMPT.ROOT lpc enable lp
lp:
    queuing enabled






Stop printing, but continue to accept new jobs. Then begin printing
again:


PROMPT.ROOT lpc stop lp
lp:
    printing disabled
PROMPT.ROOT lpc start lp
lp:
    printing enabled
    daemon started






Restart a printer after some error condition:


PROMPT.ROOT lpc restart lp
lp:
    no daemon to abort
    printing enabled
    daemon restarted






Turn the print queue off and disable printing, with a message to explain
the problem to users:


PROMPT.ROOT lpc down lp Repair parts will arrive on Monday
lp:
    printer and queuing disabled
    status message is now: Repair parts will arrive on Monday






Re-enable a printer that is down:


PROMPT.ROOT lpc up lp
lp:
    printing enabled
    daemon started






See MAN.LPC.8 for more commands and options.







Shared Printers


Printers are often shared by multiple users in businesses and schools.
Additional features are provided to make sharing printers more
convenient.



Aliases


The printer name is set in the first line of the entry in
/etc/printcap. Additional names, or aliases, can be added after
that name. Aliases are separated from the name and each other by
vertical bars:


lp|repairsprinter|salesprinter:\






Aliases can be used in place of the printer name. For example, users in
the Sales department print to their printer with


PROMPT.USER lpr -Psalesprinter sales-report.txt






Users in the Repairs department print to their printer with


PROMPT.USER lpr -Prepairsprinter repairs-report.txt






All of the documents print on that single printer. When the Sales
department grows enough to need their own printer, the alias is removed
from the shared printer entry and used as the name of the new printer.
Users in both departments continue to use the same commands, but the
Sales documents are sent to the new printer.





Header Pages


Users can have difficulty locating their documents in the stack of pages
produced by a busy shared printer. Header pages were created to solve
this problem. A header page with the user name and document name is
printed before each print job. These pages are also sometimes called
banner or separator pages.


Enabling header pages differs depending on whether the printer is
connected directly to the computer with a USB, parallel, or serial
cable, or is connected remotely by the network.


Header pages on directly-connected printers are enabled by removing the
:sh:\ (Suppress Header) line from the entry in /etc/printcap.
These header pages only use line feed characters for new lines. Some
printers will need the /usr/share/examples/printing/hpif filter to
prevent stairstepped text. The filter configures PCL printers to print
both carriage returns and line feeds when a line feed is received.


Header pages for network printers must be configured on the printer
itself. Header page entries in /etc/printcap are ignored. Settings
are usually available from the printer front panel or a configuration
web page accessible with a web browser.







References


Example files: /usr/share/examples/printing/.


The 4.3BSD Line Printer Spooler Manual,
/usr/share/doc/smm/07.lpd/paper.ascii.gz.


Manual pages: MAN.PRINTCAP.5, MAN.LPD.8, MAN.LPR.1, MAN.LPC.8,
MAN.LPRM.1, MAN.LPQ.1.







Other Printing Systems


Several other printing systems are available in addition to the built-in
MAN.LPD.8. These systems offer support for other protocols or additional
features.



CUPS (Common UNIX Printing System)


CUPS is a popular printing system available on many operating systems.
Using CUPS on OS is documented in a separate
article:&url.articles.cups;





HPLIP


Hewlett Packard provides a printing system that supports many of their
inkjet and laser printers. The port is print/hplip. The main web page is
at http://hplipopensource.com/hplip-web/index.html. The port handles all
the installation details on OS. Configuration information is shown at
http://hplipopensource.com/hplip-web/install/manual/hp_setup.html.





LPRng


LPRng was developed as an enhanced alternative to MAN.LPD.8. The port is
sysutils/LPRng. For details and documentation, see
http://www.lprng.com/.
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Moved!


This document has moved.


The FreeBSD Release Engineering document has been expanded and is now
available as part of the FreeBSD Documentation set. You will find it
here.
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Multimedia





Synopsis


OS supports a wide variety of sound cards, allowing users to enjoy high
fidelity output from a OS system. This includes the ability to record
and playback audio in the MPEG Audio Layer 3 (MP3), Waveform Audio File
(WAV), Ogg Vorbis, and other formats. The OS Ports Collection contains
many applications for editing recorded audio, adding sound effects, and
controlling attached MIDI devices.


OS also supports the playback of video files and DVDs. The OS Ports
Collection contains applications to encode, convert, and playback
various video media.


This chapter describes how to configure sound cards, video playback, TV
tuner cards, and scanners on OS. It also describes some of the
applications which are available for using these devices.


After reading this chapter, you will know how to:



		Configure a sound card on OS.


		Troubleshoot the sound setup.


		Playback and encode MP3s and other audio.


		Prepare a OS system for video playback.


		Play DVDs, .mpg, and .avi files.


		Rip CD and DVD content into files.


		Configure a TV card.


		Install and setup MythTV on OS


		Configure an image scanner.





Before reading this chapter, you should:



		Know how to install applications as described in ?.








Setting Up the Sound Card


PCI
sound cards
Before beginning the configuration, determine the model of the sound
card and the chip it uses. OS supports a wide variety of sound cards.
Check the supported audio devices list of the Hardware
Notes to see if the card is supported and
which OS driver it uses.


kernel
configuration
In order to use the sound device, its device driver must be loaded. The
easiest way is to load a kernel module for the sound card with
MAN.KLDLOAD.8. This example loads the driver for a built-in audio
chipset based on the Intel specification:


PROMPT.ROOT kldload snd_hda






To automate the loading of this driver at boot time, add the driver to
/boot/loader.conf. The line for this driver is:


snd_hda_load="YES"






Other available sound modules are listed in
/boot/defaults/loader.conf. When unsure which driver to use, load
the snd_driver module:


PROMPT.ROOT kldload snd_driver






This is a metadriver which loads all of the most common sound drivers
and can be used to speed up the search for the correct driver. It is
also possible to load all sound drivers by adding the metadriver to
/boot/loader.conf.


To determine which driver was selected for the sound card after loading
the snd_driver metadriver, type cat /dev/sndstat.



Configuring a Custom Kernel with Sound Support


This section is for users who prefer to statically compile in support
for the sound card in a custom kernel. For more information about
recompiling a kernel, refer to ?.


When using a custom kernel to provide sound support, make sure that the
audio framework driver exists in the custom kernel configuration file:


device sound






Next, add support for the sound card. To continue the example of the
built-in audio chipset based on the Intel specification from the
previous section, use the following line in the custom kernel
configuration file:


device snd_hda






Be sure to read the manual page of the driver for the device name to use
for the driver.


Non-PnP ISA sound cards may require the IRQ and I/O port settings of the
card to be added to /boot/device.hints. During the boot process,
MAN.LOADER.8 reads this file and passes the settings to the kernel. For
example, an old Creative SOUNDBLASTER 16 ISA non-PnP card will use the
MAN.SND.SBC.4 driver in conjunction with snd_sb16. For this card,
the following lines must be added to the kernel configuration file:


device snd_sbc
device snd_sb16






If the card uses the 0x220 I/O port and IRQ 5, these lines must
also be added to /boot/device.hints:


hint.sbc.0.at="isa"
hint.sbc.0.port="0x220"
hint.sbc.0.irq="5"
hint.sbc.0.drq="1"
hint.sbc.0.flags="0x15"






In this case, the card uses the 0x220 I/O port and the IRQ 5.


The syntax used in /boot/device.hints is described in MAN.SOUND.4
and the manual page for the driver of the sound card.


The settings shown above are the defaults. In some cases, the IRQ or
other settings may need to be changed to match the card. Refer to
MAN.SND.SBC.4 for more information about this card.





Testing Sound


After loading the required module or rebooting into the custom kernel,
the sound card should be detected. To confirm, run dmesg | grep pcm.
This example is from a system with a built-in Conexant CX20590 chipset:


pcm0: <NVIDIA (0x001c) (HDMI/DP 8ch)> at nid 5 on hdaa0
pcm1: <NVIDIA (0x001c) (HDMI/DP 8ch)> at nid 6 on hdaa0
pcm2: <Conexant CX20590 (Analog 2.0+HP/2.0)> at nid 31,25 and 35,27 on hdaa1






The status of the sound card may also be checked using this command:


PROMPT.ROOT cat /dev/sndstat
FreeBSD Audio Driver (newpcm: 64bit 2009061500/amd64)
Installed devices:
pcm0: <NVIDIA (0x001c) (HDMI/DP 8ch)> (play)
pcm1: <NVIDIA (0x001c) (HDMI/DP 8ch)> (play)
pcm2: <Conexant CX20590 (Analog 2.0+HP/2.0)> (play/rec) default






The output will vary depending upon the sound card. If no pcm
devices are listed, double-check that the correct device driver was
loaded or compiled into the kernel. The next section lists some common
problems and their solutions.


If all goes well, the sound card should now work in os;. If the CD or
DVD drive is properly connected to the sound card, one can insert an
audio CD in the drive and play it with MAN.CDCONTROL.1:


PROMPT.USER cdcontrol -f /dev/acd0 play 1

**Warning**

Audio CDs have specialized encodings which means that they should
not be mounted using MAN.MOUNT.8.






Various applications, such as audio/workman, provide a friendlier
interface. The audio/mpg123 port can be installed to listen to MP3 audio
files.


Another quick way to test the card is to send data to /dev/dsp:


PROMPT.USER cat filename > /dev/dsp






where filename can be any type of file. This command should produce
some noise, confirming that the sound card is working.



Note


The /dev/dsp* device nodes will be created automatically as
needed. When not in use, they do not exist and will not appear in
the output of MAN.LS.1.









Troubleshooting Sound


device nodes
I/O port
IRQ
DSP
Table 8.1 lists some common error messages and their solutions:








		Error
		Solution





		sb_dspwr(XX) timed out
		The I/O port is not set correctly.



		bad irq XX
		The IRQ is set incorrectly. Make sure that the set IRQ and the sound IRQ are the same.



		xxx: gus pcm not attached, out of memory
		There is not enough available memory to use the device.



		xxx: can’t open /dev/dsp!
		
		Type ``fstat | grep


		dsp`` to check if another application is holding the device open. Noteworthy troublemakers are esound and KDE’s sound support.













Table: Common Error Messages


Modern graphics cards often come with their own sound driver for use
with HDMI. This sound device is sometimes enumerated before the sound
card meaning that the sound card will not be used as the default
playback device. To check if this is the case, run dmesg and look for
pcm. The output looks something like this:


...
hdac0: HDA Driver Revision: 20100226_0142
hdac1: HDA Driver Revision: 20100226_0142
hdac0: HDA Codec #0: NVidia (Unknown)
hdac0: HDA Codec #1: NVidia (Unknown)
hdac0: HDA Codec #2: NVidia (Unknown)
hdac0: HDA Codec #3: NVidia (Unknown)
pcm0: <HDA NVidia (Unknown) PCM #0 DisplayPort> at cad 0 nid 1 on hdac0
pcm1: <HDA NVidia (Unknown) PCM #0 DisplayPort> at cad 1 nid 1 on hdac0
pcm2: <HDA NVidia (Unknown) PCM #0 DisplayPort> at cad 2 nid 1 on hdac0
pcm3: <HDA NVidia (Unknown) PCM #0 DisplayPort> at cad 3 nid 1 on hdac0
hdac1: HDA Codec #2: Realtek ALC889
pcm4: <HDA Realtek ALC889 PCM #0 Analog> at cad 2 nid 1 on hdac1
pcm5: <HDA Realtek ALC889 PCM #1 Analog> at cad 2 nid 1 on hdac1
pcm6: <HDA Realtek ALC889 PCM #2 Digital> at cad 2 nid 1 on hdac1
pcm7: <HDA Realtek ALC889 PCM #3 Digital> at cad 2 nid 1 on hdac1
...






In this example, the graphics card (NVidia) has been enumerated
before the sound card (Realtek ALC889). To use the sound card as the
default playback device, change hw.snd.default_unit to the unit that
should be used for playback:


PROMPT.ROOT sysctl hw.snd.default_unit=n






where n is the number of the sound device to use. In this example,
it should be 4. Make this change permanent by adding the following
line to /etc/sysctl.conf:


hw.snd.default_unit=4









Utilizing Multiple Sound Sources


It is often desirable to have multiple sources of sound that are able to
play simultaneously. OS uses “Virtual Sound Channels” to multiplex the
sound card’s playback by mixing sound in the kernel.


Three MAN.SYSCTL.8 knobs are available for configuring virtual channels:


PROMPT.ROOT sysctl dev.pcm.0.play.vchans=4
PROMPT.ROOT sysctl dev.pcm.0.rec.vchans=4
PROMPT.ROOT sysctl hw.snd.maxautovchans=4






This example allocates four virtual channels, which is a practical
number for everyday use. Both dev.pcm.0.play.vchans=4 and
dev.pcm.0.rec.vchans=4 are configurable after a device has been
attached and represent the number of virtual channels pcm0 has for
playback and recording. Since the pcm module can be loaded
independently of the hardware drivers, hw.snd.maxautovchans
indicates how many virtual channels will be given to an audio device
when it is attached. Refer to MAN.PCM.4 for more information.



Note


The number of virtual channels for a device cannot be changed while
it is in use. First, close any programs using the device, such as
music players or sound daemons.






The correct pcm device will automatically be allocated transparently
to a program that requests /dev/dsp0.





Setting Default Values for Mixer Channels


The default values for the different mixer channels are hardcoded in the
source code of the MAN.PCM.4 driver. While sound card mixer levels can
be changed using MAN.MIXER.8 or third-party applications and daemons,
this is not a permanent solution. To instead set default mixer values at
the driver level, define the appropriate values in
/boot/device.hints, as seen in this example:


hint.pcm.0.vol="50"






This will set the volume channel to a default value of 50 when the
MAN.PCM.4 module is loaded.







MP3 Audio


This section describes some MP3 players available for OS, how to rip
audio CD tracks, and how to encode and decode MP3s.



MP3 Players


A popular graphical MP3 player is XMMS. It supports Winamp skins and
additional plugins. The interface is intuitive, with a playlist, graphic
equalizer, and more. Those familiar with Winamp will find XMMS simple to
use. On OS, XMMS can be installed from the multimedia/xmms port or
package.


The audio/mpg123 package or port provides an alternative, command-line
MP3 player. Once installed, specify the MP3 file to play on the command
line. If the system has multiple audio devices, the sound device can
also be specifed:


PROMPT.ROOT mpg123 -a /dev/dsp1.0 Foobar-GreatestHits.mp3
High Performance MPEG 1.0/2.0/2.5 Audio Player for Layers 1, 2 and 3
        version 1.18.1; written and copyright by Michael Hipp and others
        free software (LGPL) without any warranty but with best wishes

Playing MPEG stream from Foobar-GreatestHits.mp3 ...
MPEG 1.0 layer III, 128 kbit/s, 44100 Hz joint-stereo






Additional MP3 players are available in the OS Ports Collection.





Ripping CD Audio Tracks


Before encoding a CD or CD track to MP3, the audio data on the CD must
be ripped to the hard drive. This is done by copying the raw CD Digital
Audio (CDDA) data to WAV files.


The cdda2wav tool, which is installed with the sysutils/cdrtools
suite, can be used to rip audio information from CDs.


With the audio CD in the drive, the following command can be issued as
root to rip an entire CD into individual, per track, WAV files:


PROMPT.ROOT cdda2wav -D 0,1,0 -B







		In this example, the ``-D


		0,1,0`` indicates the SCSI device 0,1,0 containing the CD to





rip. Use cdrecord -scanbus to determine the correct device
parameters for the system.


To rip individual tracks, use -t to specify the track:


PROMPT.ROOT cdda2wav -D 0,1,0 -t 7






To rip a range of tracks, such as track one to seven, specify a range:


PROMPT.ROOT cdda2wav -D 0,1,0 -t 1+7






To rip from an ATAPI (IDE) CDROM drive, specify the device name in place
of the SCSI unit numbers. For example, to rip track 7 from an IDE drive:


PROMPT.ROOT cdda2wav -D /dev/acd0 -t 7






Alternately, dd can be used to extract audio tracks on ATAPI drives,
as described in ?.





Encoding and Decoding MP3s


Lame is a popular MP3 encoder which can be installed from the audio/lame
port. Due to patent issues, a package is not available.


The following command will convert the ripped WAV file audio01.wav
to audio01.mp3:


PROMPT.ROOT lame -h -b 128 --tt "Foo Song Title" --ta "FooBar Artist" --tl "FooBar Album" \
--ty "2014" --tc "Ripped and encoded by Foo" --tg "Genre" audio01.wav audio01.mp3






The specified 128 kbits is a standard MP3 bitrate while the 160 and 192
bitrates provide higher quality. The higher the bitrate, the larger the
size of the resulting MP3. The -h turns on the “higher quality but a
little slower” mode. The options beginning with --t indicate ID3
tags, which usually contain song information, to be embedded within the
MP3 file. Additional encoding options can be found in the lame manual
page.


In order to burn an audio CD from MP3s, they must first be converted to
a non-compressed file format. XMMS can be used to convert to the WAV
format, while mpg123 can be used to convert to the raw Pulse-Code
Modulation (PCM) audio data format.


To convert audio01.mp3 using mpg123, specify the name of the PCM
file:


PROMPT.ROOT mpg123 -s audio01.mp3 > audio01.pcm






To use XMMS to convert a MP3 to WAV format, use these steps:


Launch XMMS.


Right-click the window to bring up the XMMS menu.


Select Preferences under Options.


Change the Output Plugin to “Disk Writer Plugin”.


Press Configure.


Enter or browse to a directory to write the uncompressed files to.


Load the MP3 file into XMMS as usual, with volume at 100% and EQ
settings turned off.


Press Play. The XMMS will appear as if it is playing the MP3, but no
music will be heard. It is actually playing the MP3 to a file.


When finished, be sure to set the default Output Plugin back to what it
was before in order to listen to MP3s again.


Both the WAV and PCM formats can be used with cdrecord. When using WAV
files, there will be a small tick sound at the beginning of each track.
This sound is the header of the WAV file. The audio/sox port or package
can be used to remove the header:


PROMPT.USER sox -t wav -r 44100 -s -w -c 2 track.wav track.raw






Refer to ? for more information on using a CD burner in OS.







Video Playback


Before configuring video playback, determine the model and chipset of
the video card. While XORG supports a wide variety of video cards, not
all provide good playback performance. To obtain a list of extensions
supported by the XORG server using the card, run xdpyinfo while XORG
is running.


It is a good idea to have a short MPEG test file for evaluating various
players and options. Since some DVD applications look for DVD media in
/dev/dvd by default, or have this device name hardcoded in them, it
might be useful to make a symbolic link to the proper device:


PROMPT.ROOT ln -sf /dev/cd0 /dev/dvd






Due to the nature of MAN.DEVFS.5, manually created links will not
persist after a system reboot. In order to recreate the symbolic link
automatically when the system boots, add the following line to
/etc/devfs.conf:


link cd0 dvd






DVD decryption invokes certain functions that require write permission
to the DVD device.


To enhance the shared memory XORG interface, it is recommended to
increase the values of these MAN.SYSCTL.8 variables:


kern.ipc.shmmax=67108864
kern.ipc.shmall=32768







Determining Video Capabilities


XVideo
SDL
DGA
There are several possible ways to display video under XORG and what
works is largely hardware dependent. Each method described below will
have varying quality across different hardware.


Common video interfaces include:



		XORG: normal output using shared memory.


		XVideo: an extension to the XORG interface which allows video to be
directly displayed in drawable objects through a special
acceleration. This extension provides good quality playback even on
low-end machines. The next section describes how to determine if this
extension is running.


		SDL: the Simple Directmedia Layer is a porting layer for many
operating systems, allowing cross-platform applications to be
developed which make efficient use of sound and graphics. SDL
provides a low-level abstraction to the hardware which can sometimes
be more efficient than the XORG interface. On OS, SDL can be
installed using the devel/sdl20 package or port.


		DGA: the Direct Graphics Access is an XORG extension which allows a
program to bypass the XORG server and directly alter the framebuffer.
Because it relies on a low level memory mapping, programs using it
must be run as root. The DGA extension can be tested and benchmarked
using MAN.DGA.1. When dga is running, it changes the colors of
the display whenever a key is pressed. To quit, press q.


		SVGAlib: a low level console graphics layer.






XVideo


To check whether this extension is running, use xvinfo:


PROMPT.USER xvinfo






XVideo is supported for the card if the result is similar to:


X-Video Extension version 2.2
  screen #0
  Adaptor #0: "Savage Streams Engine"
    number of ports: 1
    port base: 43
    operations supported: PutImage
    supported visuals:
      depth 16, visualID 0x22
      depth 16, visualID 0x23
    number of attributes: 5
      "XV_COLORKEY" (range 0 to 16777215)
              client settable attribute
              client gettable attribute (current value is 2110)
      "XV_BRIGHTNESS" (range -128 to 127)
              client settable attribute
              client gettable attribute (current value is 0)
      "XV_CONTRAST" (range 0 to 255)
              client settable attribute
              client gettable attribute (current value is 128)
      "XV_SATURATION" (range 0 to 255)
              client settable attribute
              client gettable attribute (current value is 128)
      "XV_HUE" (range -180 to 180)
              client settable attribute
              client gettable attribute (current value is 0)
    maximum XvImage size: 1024 x 1024
    Number of image formats: 7
      id: 0x32595559 (YUY2)
        guid: 59555932-0000-0010-8000-00aa00389b71
        bits per pixel: 16
        number of planes: 1
        type: YUV (packed)
      id: 0x32315659 (YV12)
        guid: 59563132-0000-0010-8000-00aa00389b71
        bits per pixel: 12
        number of planes: 3
        type: YUV (planar)
      id: 0x30323449 (I420)
        guid: 49343230-0000-0010-8000-00aa00389b71
        bits per pixel: 12
        number of planes: 3
        type: YUV (planar)
      id: 0x36315652 (RV16)
        guid: 52563135-0000-0000-0000-000000000000
        bits per pixel: 16
        number of planes: 1
        type: RGB (packed)
        depth: 0
        red, green, blue masks: 0x1f, 0x3e0, 0x7c00
      id: 0x35315652 (RV15)
        guid: 52563136-0000-0000-0000-000000000000
        bits per pixel: 16
        number of planes: 1
        type: RGB (packed)
        depth: 0
        red, green, blue masks: 0x1f, 0x7e0, 0xf800
      id: 0x31313259 (Y211)
        guid: 59323131-0000-0010-8000-00aa00389b71
        bits per pixel: 6
        number of planes: 3
        type: YUV (packed)
      id: 0x0
        guid: 00000000-0000-0000-0000-000000000000
        bits per pixel: 0
        number of planes: 0
        type: RGB (packed)
        depth: 1
        red, green, blue masks: 0x0, 0x0, 0x0






The formats listed, such as YUV2 and YUV12, are not present with every
implementation of XVideo and their absence may hinder some players.


If the result instead looks like:


X-Video Extension version 2.2
screen #0
no adaptors present






XVideo is probably not supported for the card. This means that it will
be more difficult for the display to meet the computational demands of
rendering video, depending on the video card and processor.







Ports and Packages Dealing with Video


video ports
video packages
This section introduces some of the software available from the OS Ports
Collection which can be used for video playback.



MPlayer and MEncoder


MPlayer is a command-line video player with an optional graphical
interface which aims to provide speed and flexibility. Other graphical
front-ends to MPlayer are available from the OS Ports Collection.


MPlayer
MPlayer can be installed using the multimedia/mplayer package or port.
Several compile options are available and a variety of hardware checks
occur during the build process. For these reasons, some users prefer to
build the port rather than install the package.


When compiling the port, the menu options should be reviewed to
determine the type of support to compile into the port. If an option is
not selected, MPlayer will not be able to display that type of video
format. Use the arrow keys and spacebar to select the required formats.
When finished, press Enter to continue the port compile and
installation.


By default, the package or port will build the mplayer command line
utility and the gmplayer graphical utility. To encode videos,
compile the multimedia/mencoder port. Due to licensing restrictions, a
package is not available for MEncoder.


The first time MPlayer is run, it will create ~/.mplayer in the
user’s home directory. This subdirectory contains default versions of
the user-specific configuration files.


This section describes only a few common uses. Refer to mplayer(1) for a
complete description of its numerous options.


To play the file testfile.avi, specify the video interfaces with
-vo, as seen in the following examples:


PROMPT.USER mplayer -vo xv testfile.avi






PROMPT.USER mplayer -vo sdl testfile.avi






PROMPT.USER mplayer -vo x11 testfile.avi






PROMPT.ROOT mplayer -vo dga testfile.avi






PROMPT.ROOT mplayer -vo 'sdl:dga' testfile.avi






It is worth trying all of these options, as their relative performance
depends on many factors and will vary significantly with hardware.



		To play a DVD, replace testfile.avi with ``dvd://N -dvd-device


		DEVICE``, where N is the title number to play and DEVICE is the





device node for the DVD. For example, to play title 3 from /dev/dvd:


PROMPT.ROOT mplayer -vo xv dvd://3 -dvd-device /dev/dvd

**Note**

The default DVD device can be defined during the build of the
MPlayer port by including the
``WITH_DVD_DEVICE=/path/to/desired/device`` option. By default, the
device is ``/dev/cd0``. More details can be found in the port's
``Makefile.options``.






To stop, pause, advance, and so on, use a keybinding. To see the list of
keybindings, run ``mplayer



-h`` or read mplayer(1).




		Additional playback options include ``-fs


		-zoom``, which engages fullscreen mode, and -framedrop,





which helps performance.


Each user can add commonly used options to their ~/.mplayer/config
like so:


vo=xv
fs=yes
zoom=yes






mplayer can be used to rip a DVD title to a .vob. To dump the
second title from a DVD:


PROMPT.ROOT mplayer -dumpstream -dumpfile out.vob dvd://2 -dvd-device /dev/dvd






The output file, out.vob, will be in MPEG format.


Anyone wishing to obtain a high level of expertise with UNIX video
should consult mplayerhq.hu/DOCS [http://www.mplayerhq.hu/DOCS/] as
it is technically informative. This documentation should be considered
as required reading before submitting any bug reports.


mencoder
Before using mencoder, it is a good idea to become familiar with the
options described at
mplayerhq.hu/DOCS/HTML/en/mencoder.html [http://www.mplayerhq.hu/DOCS/HTML/en/mencoder.html].
There are innumerable ways to improve quality, lower bitrate, and change
formats, and some of these options may make the difference between good
or bad performance. Improper combinations of command line options can
yield output files that are unplayable even by mplayer.


Here is an example of a simple copy:


PROMPT.USER mencoder input.avi -oac copy -ovc copy -o output.avi






To rip to a file, use -dumpfile with mplayer.


To convert input.avi to the MPEG4 codec with MPEG3 audio encoding,
first install the audio/lame port. Due to licensing restrictions, a
package is not available. Once installed, type:


PROMPT.USER mencoder input.avi -oac mp3lame -lameopts br=192 \
     -ovc lavc -lavcopts vcodec=mpeg4:vhq -o output.avi






This will produce output playable by applications such as mplayer
and xine.



		input.avi can be replaced with ``dvd://1 -dvd-device


		/dev/dvd`` and run as root to re-encode a DVD title directly.





Since it may take a few tries to get the desired result, it is
recommended to instead dump the title to a file and to work on the file.





The xine Video Player


xine is a video player with a reusable base library and a modular
executable which can be extended with plugins. It can be installed using
the multimedia/xine package or port.


In practice, xine requires either a fast CPU with a fast video card, or
support for the XVideo extension. The xine video player performs best on
XVideo interfaces.


By default, the xine player starts a graphical user interface. The menus
can then be used to open a specific file.


Alternatively, xine may be invoked from the command line by specifying
the name of the file to play:


PROMPT.USER xine -g -p mymovie.avi






Refer to xine-project.org/faq [http://www.xine-project.org/faq] for
more information and troubleshooting tips.





The Transcode Utilities


Transcode provides a suite of tools for re-encoding video and audio
files. Transcode can be used to merge video files or repair broken files
using command line tools with stdin/stdout stream interfaces.


In OS, Transcode can be installed using the multimedia/transcode package
or port. Many users prefer to compile the port as it provides a menu of
compile options for specifying the support and codecs to compile in. If
an option is not selected, Transcode will not be able to encode that
format. Use the arrow keys and spacebar to select the required formats.
When finished, press Enter to continue the port compile and
installation.


This example demonstrates how to convert a DivX file into a PAL MPEG-1
file (PAL VCD):


PROMPT.USER transcode -i
input.avi -V --export_prof vcd-pal -o output_vcd
PROMPT.USER mplex -f 1 -o output_vcd.mpg output_vcd.m1v output_vcd.mpa






The resulting MPEG file, output_vcd.mpg, is ready to be played with
MPlayer. The file can be burned on a CD media to create a video CD using
a utility such as multimedia/vcdimager or sysutils/cdrdao.


In addition to the manual page for transcode, refer to
transcoding.org/cgi-bin/transcode [http://www.transcoding.org/cgi-bin/transcode]
for further information and examples.









TV Cards


TV cards
TV cards can be used to watch broadcast or cable TV on a computer. Most
cards accept composite video via an RCA or S-video input and some cards
include a FM radio tuner.


OS provides support for PCI-based TV cards using a Brooktree
Bt848/849/878/879 video capture chip with the MAN.BKTR.4 driver. This
driver supports most Pinnacle PCTV video cards. Before purchasing a TV
card, consult MAN.BKTR.4 for a list of supported tuners.



Loading the Driver


In order to use the card, the MAN.BKTR.4 driver must be loaded. To
automate this at boot time, add the following line to
/boot/loader.conf:


bktr_load="YES"






Alternatively, one can statically compile support for the TV card into a
custom kernel. In that case, add the following lines to the custom
kernel configuration file:


device     bktr
device  iicbus
device  iicbb
device  smbus






These additional devices are necessary as the card components are
interconnected via an I2C bus. Then, build and install a new kernel.


To test that the tuner is correctly detected, reboot the system. The TV
card should appear in the boot messages, as seen in this example:


bktr0: <BrookTree 848A> mem 0xd7000000-0xd7000fff irq 10 at device 10.0 on pci0
iicbb0: <I2C bit-banging driver> on bti2c0
iicbus0: <Philips I2C bus> on iicbb0 master-only
iicbus1: <Philips I2C bus> on iicbb0 master-only
smbus0: <System Management Bus> on bti2c0
bktr0: Pinnacle/Miro TV, Philips SECAM tuner.






The messages will differ according to the hardware. If necessary, it is
possible to override some of the detected parameters using MAN.SYSCTL.8
or custom kernel configuration options. For example, to force the tuner
to a Philips SECAM tuner, add the following line to a custom kernel
configuration file:


options OVERRIDE_TUNER=6






or, use MAN.SYSCTL.8:


PROMPT.ROOT sysctl hw.bt848.tuner=6






Refer to MAN.BKTR.4 for a description of the available MAN.SYSCTL.8
parameters and kernel options.





Useful Applications


To use the TV card, install one of the following applications:



		multimedia/fxtv provides TV-in-a-window and image/audio/video capture
capabilities.


		multimedia/xawtv is another TV application with similar features.


		audio/xmradio provides an application for using the FM radio tuner of
a TV card.





More applications are available in the OS Ports Collection.





Troubleshooting


If any problems are encountered with the TV card, check that the video
capture chip and the tuner are supported by MAN.BKTR.4 and that the
right configuration options were used. For more support or to ask
questions about supported TV cards, refer to the A.MULTIMEDIA.NAME
mailing list.







MythTV


MythTV is a popular, open source Personal Video Recorder (PVR)
application. This section demonstrates how to install and setup MythTV
on OS. Refer to mythtv.org/wiki [http://www.mythtv.org/wiki/] for
more information on how to use MythTV.


MythTV requires a frontend and a backend. These components can either be
installed on the same system or on different machines.


The frontend can be installed on OS using the multimedia/mythtv-frontend
package or port. XORG must also be installed and configured as described
in ?. Ideally, this system has a video card that supports X-Video Motion
Compensation (XvMC) and, optionally, a Linux Infrared Remote Control
(LIRC)-compatible remote.


To install both the backend and the frontend on OS, use the
multimedia/mythtv package or port. A MYSQL database server is also
required and should automatically be installed as a dependency.
Optionally, this system should have a tuner card and sufficient storage
to hold recorded data.



Hardware


MythTV uses Video for Linux (V4L) to access video input devices such as
encoders and tuners. In OS, MythTV works best with USB DVB-S/C/T cards
as they are well supported by the multimedia/webcamd package or port
which provides a V4L userland application. Any Digital Video
Broadcasting (DVB) card supported by webcamd should work with MythTV. A
list of known working cards can be found at
wiki.freebsd.org/WebcamCompat [http://wiki.freebsd.org/WebcamCompat].
Drivers are also available for Hauppauge cards in the multimedia/pvr250
and multimedia/pvrxxx ports, but they provide a non-standard driver
interface that does not work with versions of MythTV greater than 0.23.
Due to licensing restrictions, no packages are available and these two
ports must be compiled.


The wiki.freebsd.org/HTPC [http://wiki.freebsd.org/HTPC] page
contains a list of all available DVB drivers.





Setting up the MythTV Backend


To install MythTV using the port:


PROMPT.ROOT cd /usr/ports/multimedia/mythtv
PROMPT.ROOT make install






Once installed, set up the MythTV database:


PROMPT.ROOT mysql -uroot -p < /usr/local/share/mythtv/database/mc.sql






Then, configure the backend:


PROMPT.ROOT mythtv-setup






Finally, start the backend:


PROMPT.ROOT echo 'mythbackend_enable="YES"' >> /etc/rc.conf
PROMPT.ROOT service mythbackend start











Image Scanners


image scanners
In OS, access to image scanners is provided by SANE (Scanner Access Now
Easy), which is available in the OS Ports Collection. SANE will also use
some OS device drivers to provide access to the scanner hardware.


OS supports both SCSI and USB scanners. Depending upon the scanner
interface, different device drivers are required. Be sure the scanner is
supported by SANE prior to performing any configuration. Refer to
http://www.sane-project.org/sane-supported-devices.html for more
information about supported scanners.


This chapter describes how to determine if the scanner has been detected
by OS. It then provides an overview of how to configure and use SANE on
a OS system.



Checking the Scanner


The GENERIC kernel includes the device drivers needed to support USB
scanners. Users with a custom kernel should ensure that the following
lines are present in the custom kernel configuration file:


device usb
device uhci
device ohci
device ehci






To determine if the USB scanner is detected, plug it in and use
dmesg to determine whether the scanner appears in the system message
buffer. If it does, it should display a message similar to this:


ugen0.2: <EPSON> at usbus0






In this example, an EPSON.PERFECTION 1650 USB scanner was detected on
/dev/ugen0.2.


If the scanner uses a SCSI interface, it is important to know which SCSI
controller board it will use. Depending upon the SCSI chipset, a custom
kernel configuration file may be needed. The GENERIC kernel supports
the most common SCSI controllers. Refer to /usr/src/sys/conf/NOTES
to determine the correct line to add to a custom kernel configuration
file. In addition to the SCSI adapter driver, the following lines are
needed in a custom kernel configuration file:


device scbus
device pass






Verify that the device is displayed in the system message buffer:


pass2 at aic0 bus 0 target 2 lun 0
pass2: <AGFA SNAPSCAN 600 1.10> Fixed Scanner SCSI-2 device
pass2: 3.300MB/s transfers






If the scanner was not powered-on at system boot, it is still possible
to manually force detection by performing a SCSI bus scan with
camcontrol:


PROMPT.ROOT camcontrol rescan all
Re-scan of bus 0 was successful
Re-scan of bus 1 was successful
Re-scan of bus 2 was successful
Re-scan of bus 3 was successful






The scanner should now appear in the SCSI devices list:


PROMPT.ROOT camcontrol devlist
<IBM DDRS-34560 S97B>              at scbus0 target 5 lun 0 (pass0,da0)
<IBM DDRS-34560 S97B>              at scbus0 target 6 lun 0 (pass1,da1)
<AGFA SNAPSCAN 600 1.10>           at scbus1 target 2 lun 0 (pass3)
<PHILIPS CDD3610 CD-R/RW 1.00>     at scbus2 target 0 lun 0 (pass2,cd0)






Refer to MAN.SCSI.4 and MAN.CAMCONTROL.8 for more details about SCSI
devices on OS.





SANE Configuration


The SANE system is split in two parts: the backends
(graphics/sane-backends) and the frontends (graphics/sane-frontends or
graphics/xsane). The backends provide access to the scanner. Refer to
http://www.sane-project.org/sane-supported-devices.html to determine
which backend supports the scanner. The frontends provide the graphical
scanning interface. graphics/sane-frontends installs xscanimage while
graphics/xsane installs xsane.


After installing the graphics/sane-backends port or package, use
sane-find-scanner to check the scanner detection by the SANE system:


PROMPT.ROOT sane-find-scanner -q
found SCSI scanner "AGFA SNAPSCAN 600 1.10" at /dev/pass3






The output should show the interface type of the scanner and the device
node used to attach the scanner to the system. The vendor and the
product model may or may not appear.



Note


Some USB scanners require firmware to be loaded. Refer to
sane-find-scanner(1) and sane(7) for details.






Next, check if the scanner will be identified by a scanning frontend.
The SANE backends include scanimage which can be used to list the
devices and perform an image acquisition. Use -L to list the scanner
devices. The first example is for a SCSI scanner and the second is for a
USB scanner:


PROMPT.ROOT scanimage -L
device `snapscan:/dev/pass3' is a AGFA SNAPSCAN 600 flatbed scanner
PROMPT.ROOT scanimage -L
device 'epson2:libusb:/dev/usb:/dev/ugen0.2' is a Epson GT-8200 flatbed scanner






In this second example, 'epson2:libusb:/dev/usb:/dev/ugen0.2' is the
backend name (epson2) and /dev/ugen0.2 is the device node used
by the scanner.


If scanimage is unable to identify the scanner, this message will
appear:


PROMPT.ROOT scanimage -L

No scanners were identified. If you were expecting something different,
check that the scanner is plugged in, turned on and detected by the
sane-find-scanner tool (if appropriate). Please read the documentation
which came with this software (README, FAQ, manpages).






If this happens, edit the backend configuration file in
/usr/local/etc/sane.d/ and define the scanner device used. For
example, if the undetected scanner model is an EPSON.PERFECTION 1650 and
it uses the epson2 backend, edit
/usr/local/etc/sane.d/epson2.conf. When editing, add a line
specifying the interface and the device node used. In this case, add the
following line:


usb /dev/ugen0.2






Save the edits and verify that the scanner is identified with the right
backend name and the device node:


PROMPT.ROOT scanimage -L
device 'epson2:libusb:/dev/usb:/dev/ugen0.2' is a Epson GT-8200 flatbed scanner






Once scanimage -L sees the scanner, the configuration is complete
and the scanner is now ready to use.


While scanimage can be used to perform an image acquisition from the
command line, it is often preferable to use a graphical interface to
perform image scanning. The graphics/sane-frontends package or port
installs a simple but efficient graphical interface, xscanimage.


Alternately, xsane, which is installed with the graphics/xsane package
or port, is another popular graphical scanning frontend. It offers
advanced features such as various scanning modes, color correction, and
batch scans. Both of these applications are usable as a GIMP plugin.





Scanner Permissions


In order to have access to the scanner, a user needs read and write
permissions to the device node used by the scanner. In the previous
example, the USB scanner uses the device node /dev/ugen0.2 which is
really a symlink to the real device node /dev/usb/0.2.0. The symlink
and the device node are owned, respectively, by the wheel and operator
groups. While adding the user to these groups will allow access to the
scanner, it is considered insecure to add a user to wheel. A better
solution is to create a group and make the scanner device accessible to
members of this group.


This example creates a group called usb:


PROMPT.ROOT pw groupadd usb






Then, make the /dev/ugen0.2 symlink and the /dev/usb/0.2.0
device node accessible to the usb group with write permissions of
0660 or 0664 by adding the following lines to
/etc/devfs.rules:


[system=5]
add path ugen0.2 mode 0660 group usb
add path usb/0.2.0 mode 0666 group usb






Finally, add the users to usb in order to allow access to the scanner:


PROMPT.ROOT pw groupmod usb -m joe






For more details refer to MAN.PW.8.
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Installing OS 9.X and Later





Synopsis


installation
Beginning with OS 9.0-RELEASE, OS provides an easy to use, text-based
installation program named bsdinstall. This chapter describes how to
install OS using bsdinstall. The use of sysinstall, which is the
installation program used by OS 8.x, is covered in ?.


In general, the installation instructions in this chapter are written
for the I386 and AMD64 architectures. Where applicable, instructions
specific to other platforms will be listed. There may be minor
differences between the installer and what is shown here, so use this
chapter as a general guide rather than as a set of literal instructions.



Note


Users who prefer to install OS using a graphical installer may be
interested in pc-sysinstall, the installer used by the PC-BSD
Project. It can be used to install either a graphical desktop
(PC-BSD) or a command line version of OS. Refer to the PC-BSD Users
Handbook for details
(http://wiki.pcbsd.org/index.php/PC-BSD%C2%AE_Users_Handbook/10.1).






After reading this chapter, you will know:



		The minimum hardware requirements and OS supported architectures.


		How to create the OS installation media.


		How to start bsdinstall.


		The questions bsdinstall will ask, what they mean, and how to answer
them.


		How to troubleshoot a failed installation.


		How to access a live version of OS before committing to an
installation.





Before reading this chapter, you should:



		Read the supported hardware list that shipped with the version of OS
to be installed and verify that the system’s hardware is supported.








Minimum Hardware Requirements


The hardware requirements to install OS vary by the OS version and the
hardware architecture. Hardware architectures and devices supported by a
OS release are listed on the Release Information page of the OS web site
(http://www.FreeBSD.org/releases/index.html).


A OS installation will require a minimum 64 MB of RAM and 1.5 GB of free
hard drive space for the most minimal installation. However, that is a
minimal install, leaving almost no free space. RAM requirements depend
on usage. Specialized FreeBSD systems can run in as little as 128MB RAM
while desktop systems should have at least 4 GB of RAM.


The processor requirements for each architecture can be summarized as
follows:



		ARCH.AMD64


		This is the most common type of processor desktop and laptop
computers will have. Other vendors may call this architecture
x86-64.


There are two primary vendors of ARCH.AMD64 processors: INTEL (which
produces Intel64 class processors) and AMD (which produces AMD64).


Examples of ARCH.AMD64 compatible processsors include: AMD.ATHLON64,
AMD.OPTERON, multi-core INTEL XEON, and INTEL CORE 2 and later
processors.





		ARCH.I386


		This architecture is the 32-bit x86 architecture.


Almost all i386-compatible processors with a floating point unit are
supported. All INTEL processors 486 or higher are supported.


OS will take advantage of Physical Address Extensions (PAE) support
on CPUs that support this feature. A kernel with the PAE feature
enabled will detect memory above 4 GB and allow it to be used by the
system. This feature places constraints on the device drivers and
other features of OS which may be used; refer to MAN.PAE.4 for
details.





		ia64


		Currently supported processors are the ITANIUM and the ITANIUM 2.
Supported chipsets include the HP zx1, INTEL 460GX, and INTEL E8870.
Both Uniprocessor (UP) and Symmetric Multi-processor (SMP)
configurations are supported.


		pc98


		NEC PC-9801/9821 series with almost all i386-compatible processors,
including 80486, PENTIUM, PENTIUM Pro, and PENTIUM II, are all
supported. All i386-compatible processors by AMD, Cyrix, IBM, and
IDT are also supported. EPSON PC-386/486/586 series, which are
compatible with NEC PC-9801 series, are supported. The NEC
FC-9801/9821 and NEC SV-98 series should be supported.


High-resolution mode is not supported. NEC PC-98XA/XL/RL/XL^2, and
NEC PC-H98 series are supported in normal (PC-9801 compatible) mode
only. The SMP-related features of OS are not supported. The New
Extend Standard Architecture (NESA) bus used in the PC-H98, SV-H98,
and FC-H98 series, is not supported.





		ARCH.POWERPC


		All New World ROM APPLE MAC systems with built-in USB are supported.
SMP is supported on machines with multiple CPUs.


A 32-bit kernel can only use the first 2 GB of RAM.





		ARCH.SPARC64


		Systems supported by OS/ARCH.SPARC64 are listed at the
FreeBSD/sparc64 Project
(http://www.freebsd.org/platforms/sparc.html).


SMP is supported on all systems with more than 1 processor. A
dedicated disk is required as it is not possible to share a disk
with another operating system at this time.











Pre-Installation Tasks


Once it has been determined that the system meets the minimum hardware
requirements for installing OS, the installation file should be
downloaded and the installation media prepared. Before doing this, check
that the system is ready for an installation by verifying the items in
this checklist:


Before installing any operating system, always backup all important
data first. Do not store the backup on the system being installed.
Instead, save the data to a removable disk such as a USB drive, another
system on the network, or an online backup service. Test the backup
before starting the installation to make sure it contains all of the
needed files. Once the installer formats the system’s disk, all data
stored on that disk will be lost.


If OS will be the only operating system installed, this step can be
skipped. But if OS will share the disk with another operating system,
decide which disk or partition will be used for OS.


In the ARCH.I386 and ARCH.AMD64 architectures, disks can be divided into
multiple partitions using one of two partitioning schemes. A traditional
Master Boot Record (MBR) holds a partition table defining up to four
primary partitions. For historical reasons, OS calls these primary
partition slices. One of these primary partitions can be made into an
extended partition containing multiple logical partitions. The GUID
Partition Table (GPT) is a newer and simpler method of partitioning a
disk. Common GPT implementations allow up to 128 partitions per disk,
eliminating the need for logical partitions.



Warning


Some older operating systems, like WINDOWS XP, are not compatible
with the GPT partition scheme. If OS will be sharing a disk with
such an operating system, MBR partitioning is required.






The OS boot loader requires either a primary or GPT partition. If all of
the primary or GPT partitions are already in use, one must be freed for
OS. To create a partition without deleting existing data, use a
partition resizing tool to shrink an existing partition and create a new
partition using the freed space.


A variety of free and commercial partition resizing tools are listed at
http://en.wikipedia.org/wiki/List_of_disk_partitioning_software. GParted
Live (http://gparted.sourceforge.net/livecd.php) is a free live CD which
includes the GParted partition editor. GParted is also included with
many other Linux live CD distributions.



Warning


When used properly, disk shrinking utilities can safely create space
for creating a new partition. Since the possibility of selecting the
wrong partition exists, always backup any important data and verify
the integrity of the backup before modifying disk partitions.






Disk partitions containing different operating systems make it possible
to install multiple operating systems on one computer. An alternative is
to use virtualization (?) which allows multiple operating systems to run
at the same time without modifying any disk partitions.


Some OS installation methods require a network connection in order to
download the installation files. After any installation, the installer
will offer to setup the system’s network interfaces.


If the network has a DHCP server, it can be used to provide automatic
network configuration. If DHCP is not available, the following network
information for the system must be obtained from the local network
administrator or Internet service provider:



		IP address


		Subnet mask


		IP address of default gateway


		Domain name of the network


		IP addresses of the network’s DNS servers





Although the OS Project strives to ensure that each release of OS is as
stable as possible, bugs occasionally creep into the process. On very
rare occasions those bugs affect the installation process. As these
problems are discovered and fixed, they are noted in the OS Errata
(http://www.freebsd.org/releases/REL.CURRENTR/errata.html)
on the OS web site. Check the errata before installing to make sure that
there are no problems that might affect the installation.


Information and errata for all the releases can be found on the release
information section of the OS web site
(http://www.freebsd.org/releases/index.html).



Prepare the Installation Media


The OS installer is not an application that can be run from within
another operating system. Instead, download a OS installation file, burn
it to the media associated with its file type and size (CD, DVD, or
USB), and boot the system to install from the inserted media.


OS installation files are available at
www.freebsd.org/where.html#download.
Each installation file’s name includes the release version of OS, the
architecture, and the type of file. For example, to install OS 10.0 on
an ARCH.AMD64 system from a DVD, download
FreeBSD-10.0-RELEASE-amd64-dvd1.iso, burn this file to a DVD, and
boot the system with the DVD inserted.


Several file types are available, though not all file types are
available for all architectures. The possible file types are:



		-bootonly.iso: This is the smallest installation file as it only
contains the installer. A working Internet connection is required
during installation as the installer will download the files it needs
to complete the OS installation. This file should be burned to a CD
using a CD burning application.


		-disc1.iso: This file contains all of the files needed to install
OS, its source, and the Ports Collection. It should be burned to a CD
using a CD burning application.


		-dvd1.iso: This file contains all of the files needed to install
OS, its source, and the Ports Collection. It also contains a set of
popular binary packages for installing a window manager and some
applications so that a complete system can be installed from media
without requiring a connection to the Internet. This file should be
burned to a DVD using a DVD burning application.


		-memstick.img: This file contains all of the files needed to
install OS, its source, and the Ports Collection. It should be burned
to a USB stick using the instructions below.





Also download CHECKSUM.SHA256 from the same directory as the image
file and use it to check the image file’s integrity by calculating a
checksum. OS provides MAN.SHA256.1 for this, while other operating
systems have similar programs. Compare the calculated checksum with the
one shown in CHECKSUM.SHA256. The checksums must match exactly. If
the checksums do not match, the file is corrupt and should be downloaded
again.



Writing an Image File to USB


The *.img file is an image of the complete contents of a memory
stick. It cannot be copied to the target device as a file. Several
applications are available for writing the *.img to a USB stick.
This section describes two of these utilities.



Important


Before proceeding, back up any important data on the USB stick. This
procedure will erase the existing data on the stick.


Warning


This example uses /dev/da0 as the target device where the image
will be written. Be very careful that the correct device is used
as this command will destroy the existing data on the specified
target device.






The MAN.DD.1 command-line utility is available on BSD, LINUX, and MACOS
systems. To burn the image using dd, insert the USB stick and
determine its device name. Then, specify the name of the downloaded
installation file and the device name for the USB stick. This example
burns the ARCH.AMD64 installation image to the first USB device on an
existing OS system.


PROMPT.ROOT dd if=FreeBSD-10.0-RELEASE-amd64-memstick.img of=/dev/da0 bs=64k






If this command fails, verify that the USB stick is not mounted and that
the device name is for the disk, not a partition. Some operating systems
might require this command to be run with MAN.SUDO.8. Systems like LINUX
might buffer writes. To force all writes to complete, use MAN.SYNC.8.



Warning


Be sure to give the correct drive letter as the existing data on the
specified drive will be overwritten and destroyed.






Image Writer for WINDOWS is a free application that can correctly write
an image file to a memory stick. Download it from
https://launchpad.net/win32-image-writer/ and extract it into a folder.


Double-click the Win32DiskImager icon to start the program. Verify that
the drive letter shown under Device is the drive with the memory
stick. Click the folder icon and select the image to be written to the
memory stick. Click [ Save ] to accept the image file name. Verify that
everything is correct, and that no folders on the memory stick are open
in other windows. When everything is ready, click [ Write ] to write the
image file to the memory stick.


You are now ready to start installing OS.









Starting the Installation



Important


By default, the installation will not make any changes to the
disk(s) before the following message:


Your changes will now be written to disk.  If you
have chosen to overwrite existing data, it will
be PERMANENTLY ERASED. Are you sure you want to
commit your changes?






The install can be exited at any time prior to this warning. If
there is a concern that something is incorrectly configured, just
turn the computer off before this point and no changes will be made
to the system’s disks.






This section describes how to boot the system from the installation
media which was prepared using the instructions in ?. When using a
bootable USB stick, plug in the USB stick before turning on the
computer. When booting from CD or DVD, turn on the computer and insert
the media at the first opportunity. How to configure the system to boot
from the inserted media depends upon the architecture.



Booting on I386 and ARCH.AMD64


These architectures provide a BIOS menu for selecting the boot device.
Depending upon the installation media being used, select the CD/DVD or
USB device as the first boot device. Most systems also provide a key for
selecting the boot device during startup without having to enter the
BIOS. Typically, the key is either F10, F11, F12, or Escape.


If the computer loads the existing operating system instead of the OS
installer, then either:



		The installation media was not inserted early enough in the boot
process. Leave the media inserted and try restarting the computer.


		The BIOS changes were incorrect or not saved. Double-check that the
right boot device is selected as the first boot device.


		This system is too old to support booting from the chosen media. In
this case, the Plop Boot Manager
(http://www.plop.at/en/bootmanagers.html) can be used to boot the
system from the selected media.








Booting on POWERPC


On most machines, holding C on the keyboard during boot will boot from
the CD. Otherwise, hold +Command+ +Option+ +O+ +F+ , or +Windows+ +Alt+
+O+ +F+ on non-APPLE keyboards. At the 0 > prompt, enter


boot cd:,\ppc\loader cd:0









Booting on SPARC64


Most SPARC64 systems are set up to boot automatically from disk. To
install OS from a CD requires a break into the PROM.


To do this, reboot the system and wait until the boot message appears.
The message depends on the model, but should look something like this:


Sun Blade 100 (UltraSPARC-IIe), Keyboard Present
Copyright 1998-2001 Sun Microsystems, Inc.  All rights reserved.
OpenBoot 4.2, 128 MB memory installed, Serial #51090132.
Ethernet address 0:3:ba:b:92:d4, Host ID: 830b92d4.






If the system proceeds to boot from disk at this point, press L1+A or
Stop+A on the keyboard, or send a BREAK over the serial console.
When using tip or cu, ~# will issue a BREAK. The PROM prompt will be
ok on systems with one CPU and ``ok {0} `` on SMP systems, where the
digit indicates the number of the active CPU.


At this point, place the CD into the drive and type boot cdrom from
the PROM prompt.





OS Boot Menu


Once the system boots from the installation media, a menu similar to the
following will be displayed:



[image: OS Boot Loader Menu]
OS Boot Loader Menu




By default, the menu will wait ten seconds for user input before booting
into the OS installer or, if OS is already installed, before booting
into OS. To pause the boot timer in order to review the selections,
press Space. To select an option, press its highlighted number,
character, or key. The following options are available.



		Boot Multi User: This will continue the OS boot process. If the
boot timer has been paused, press 1, upper- or lower-case B, or
Enter.


		Boot Single User: This mode can be used to fix an existing OS
installation as described in ?. Press 2 or the upper- or lower-case S
to enter this mode.


		Escape to loader prompt: This will boot the system into a repair
prompt that contains a limited number of low-level commands. This
prompt is described in ?. Press 3 or Esc to boot into this prompt.


		Reboot: Reboots the system.


		Configure Boot Options: Opens the menu shown in, and described
under, ?.
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The boot options menu is divided into two sections. The first section
can be used to either return to the main boot menu or to reset any
toggled options back to their defaults.


The next section is used to toggle the available options to On or
Off by pressing the option’s highlighted number or character. The
system will always boot using the settings for these options until they
are modified. Several options can be toggled using this menu:



		ACPI Support: If the system hangs during boot, try toggling this
option to Off.





		
		Safe Mode: If the system still hangs during boot even with ``ACPI


		Support`` set to Off, try setting this option to








On.





		Single User: Toggle this option to On to fix an existing OS
installation as described in ?. Once the problem is fixed, set it
back to Off.





		Verbose: Toggle this option to On to see more detailed
messages during the boot process. This can be useful when
troubleshooting a piece of hardware.








After making the needed selections, press 1 or Backspace to return to
the main boot menu, then press Enter to continue booting into OS. A
series of boot messages will appear as OS carries out its hardware
device probes and loads the installation program. Once the boot is
complete, the welcome menu shown in ? will be displayed.
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Press Enter to select the default of [ Install ] to enter the installer.
The rest of this chapter describes how to use this installer. Otherwise,
use the right or left arrows or the colorized letter to select the
desired menu item. The [ Shell ] can be used to access a OS shell in
order to use command line utilities to prepare the disks before
installation. The [ Live CD ] option can be used to try out OS before
installing it. The live version is described in ?.



Tip


To review the boot messages, including the hardware device probe,
press the upper- or lower-case S and then Enter to access a shell.
At the shell prompt, type ``more



/var/run/dmesg.boot`` and use the space bar to scroll



through the messages. When finished, type exit to return to the
welcome menu.











Using bsdinstall


This section shows the order of the bsdinstall menus and the type of
information that will be asked before the system is installed. Use the
arrow keys to highlight a menu option, then Space to select or deselect
that menu item. When finished, press Enter to save the selection and
move onto the next screen.



Selecting the Keymap Menu


Depending on the system console being used, bsdinstall may initially
display the menu shown in ?.
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To configure the keyboard layout, press Enter with [ YES ] selected,
which will display the menu shown in ?. To instead use the default
layout, use the arrow key to select [ NO ] and press Enter to skip this
menu screen.
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When configuring the keyboard layout, use the up and down arrows to
select the keymap that most closely represents the mapping of the
keyboard attached to the system. Press Enter to save the selection.



Note


Pressing Esc will exit this menu and use the default keymap. If the
choice of keymap is not clear, United States of America ISO-8859-1
is also a safe option.






In OS 10.0-RELEASE and later, this menu has been enhanced. The full
selection of keymaps is shown, with the default preselected. In
addition, when selecting a different keymap, a dialog is displayed that
allows the user to try the keymap and ensure it is correct before
proceeding.
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Setting the Hostname


The next bsdinstall menu is used to set the hostname for the newly
installed system.
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Type in a hostname that is unique for the network. It should be a
fully-qualified hostname, such as machine3.example.com.





Selecting Components to Install


Next, bsdinstall will prompt to select optional components to install.
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Deciding which components to install will depend largely on the intended
use of the system and the amount of disk space available. The OS kernel
and userland, collectively known as the base system, are always
installed. Depending on the architecture, some of these components may
not appear:



		doc - Additional documentation, mostly of historical interest, to
install into /usr/share/doc. The documentation provided by the
FreeBSD Documentation Project may be installed later using the
instructions in ?.





		games - Several traditional BSD games, including fortune, rot13,
and others.





		lib32 - Compatibility libraries for running 32-bit applications
on a 64-bit version of OS.





		ports - The OS Ports Collection is a collection of files which
automates the downloading, compiling and installation of third-party
software packages. ? discusses how to use the Ports Collection.



Warning


The installation program does not check for adequate disk space.
Select this option only if sufficient hard disk space is
available. The OS Ports Collection takes up about PORTS.SIZE of
disk space.









		src - The complete OS source code for both the kernel and the
userland. Although not required for the majority of applications, it
may be required to build device drivers, kernel modules, or some
applications from the Ports Collection. It is also used for
developing OS itself. The full source tree requires 1 GB of disk
space and recompiling the entire OS system requires an additional
5 GB of space.











Installing from the Network


The menu shown in ? only appears when installing from a
-bootonly.iso CD as this installation media does not hold copies of
the installation files. Since the installation files must be retrieved
over a network connection, this menu indicates that the network
interface must be first configured.
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To configure the network connection, press Enter and follow the
instructions in ?. Once the interface is configured, select a mirror
site that is located in the same region of the world as the computer on
which OS is being installed. Files can be retrieved more quickly when
the mirror is close to the target computer, reducing installation time.
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Installation will then continue as if the installation files were
located on the local installation media.







Allocating Disk Space


The next menu is used to determine the method for allocating disk space.
The options available in the menu depend upon the version of OS being
installed.
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Guided partitioning automatically sets up the disk partitions,
Manual partitioning allows advanced users to create customized
partitions from menu options, and Shell opens a shell prompt where
advanced users can create customized partitions using command-line
utilities like MAN.GPART.8, MAN.FDISK.8, and MAN.BSDLABEL.8. ZFS
partitioning, only available in OS 10 and later, creates an optionally
encrypted root-on-ZFS system with support for boot environments.


This section describes what to consider when laying out the disk
partitions. It then demonstrates how to use the different partitioning
methods.



Designing the Partition Layout


partition layout
/etc
/var
/usr
When laying out file systems, remember that hard drives transfer data
faster from the outer tracks to the inner. Thus, smaller and
heavier-accessed file systems should be closer to the outside of the
drive, while larger partitions like /usr should be placed toward the
inner parts of the disk. It is a good idea to create partitions in an
order similar to: /, swap, /var, and /usr.


The size of the /var partition reflects the intended machine’s
usage. This partition is used to hold mailboxes, log files, and printer
spools. Mailboxes and log files can grow to unexpected sizes depending
on the number of users and how long log files are kept. On average, most
users rarely need more than about a gigabyte of free disk space in
/var.



Note


Sometimes, a lot of disk space is required in /var/tmp. When new
software is installed, the packaging tools extract a temporary copy
of the packages under /var/tmp. Large software packages, like
Firefox, OpenOffice or LibreOffice may be tricky to install if there
is not enough disk space under /var/tmp.






The /usr partition holds many of the files which support the system,
including the OS Ports Collection and system source code. At least 2
gigabytes is recommended for this partition.


When selecting partition sizes, keep the space requirements in mind.
Running out of space in one partition while barely using another can be
a hassle.


swap sizing
swap partition
As a rule of thumb, the swap partition should be about double the size
of physical memory (RAM). Systems with minimal RAM may perform better
with more swap. Configuring too little swap can lead to inefficiencies
in the VM page scanning code and might create issues later if more
memory is added.


On larger systems with multiple SCSI disks or multiple IDE disks
operating on different controllers, it is recommended that swap be
configured on each drive, up to four drives. The swap partitions should
be approximately the same size. The kernel can handle arbitrary sizes
but internal data structures scale to 4 times the largest swap
partition. Keeping the swap partitions near the same size will allow the
kernel to optimally stripe swap space across disks. Large swap sizes are
fine, even if swap is not used much. It might be easier to recover from
a runaway program before being forced to reboot.


By properly partitioning a system, fragmentation introduced in the
smaller write heavy partitions will not bleed over into the mostly read
partitions. Keeping the write loaded partitions closer to the disk’s
edge will increase I/O performance in the partitions where it occurs the
most. While I/O performance in the larger partitions may be needed,
shifting them more toward the edge of the disk will not lead to a
significant performance improvement over moving /var to the edge.





Guided Partitioning


When this method is selected, a menu will display the available disk(s).
If multiple disks are connected, choose the one where OS is to be
installed.
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Once the disk is selected, the next menu prompts to install to either
the entire disk or to create a partition using free space. If
[ Entire Disk ] is chosen, a general partition layout filling the whole
disk is automatically created. Selecting [ Partition ] creates a
partition layout from the unused space on the disk.
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After the partition layout has been created, review it to ensure it
meets the needs of the installation. Selecting [ Revert ] will reset the
partitions to their original values and pressing [ Auto ] will recreate
the automatic OS partitions. Partitions can also be manually created,
modified, or deleted. When the partitioning is correct, select
[ Finish ] to continue with the installation.



[image: Review Created Partitions]
Review Created Partitions







Manual Partitioning


Selecting this method opens the partition editor:
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Highlight the installation drive (ada0 in this example) and select
[ Create ] to display a menu of available partition schemes:
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GPT is usually the most appropriate choice for ARCH.AMD64 computers.
Older computers that are not compatible with GPT should use MBR. The
other partition schemes are generally used for uncommon or older
computers.








		Abbreviation
		Description





		APM
		Apple Partition Map, used by POWERPC.



		BSD
		BSD label without an MBR, sometimes called dangerously dedicated mode as non-BSD disk utilities may not recognize it.



		GPT
		GUID Partition Table (http://en.wikipedia.org/wiki/GUID_Partition_Table).



		MBR
		Master Boot Record (http://en.wikipedia.org/wiki/Master_boot_record).



		PC98
		MBR variant used by NEC PC-98 computers (http://en.wikipedia.org/wiki/Pc9801).



		VTOC8
		Volume Table Of Contents used by Sun SPARC64 and UltraSPARC computers.







Table: Partitioning Schemes


After the partitioning scheme has been selected and created, select
[ Create ] again to create the partitions.
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A standard OS GPT installation uses at least three partitions:



		freebsd-boot - Holds the OS boot code.


		freebsd-ufs - A OS UFS file system.


		freebsd-swap - OS swap space.





Another partition type worth noting is freebsd-zfs, used for
partitions that will contain a OS ZFS file system (?). Refer to
MAN.GPART.8 for descriptions of the available GPT partition types.


Multiple file system partitions can be created and some people prefer a
traditional layout with separate partitions for /, /var,
/tmp, and /usr. See ? for an example.


The Size may be entered with common abbreviations: K for
kilobytes, M for megabytes, or G for gigabytes.



Tip


Proper sector alignment provides the best performance, and making
partition sizes even multiples of 4K bytes helps to ensure alignment
on drives with either 512-byte or 4K-byte sectors. Generally, using
partition sizes that are even multiples of 1M or 1G is the easiest
way to make sure every partition starts at an even multiple of 4K.
There is one exception: the freebsd-boot partition should be no
larger than 512K due to current boot code limitations.






A Mountpoint is needed if the partition will contain a file system.
If only a single UFS partition will be created, the mountpoint should be
/.


The Label is a name by which the partition will be known. Drive
names or numbers can change if the drive is connected to a different
controller or port, but the partition label does not change. Referring
to labels instead of drive names and partition numbers in files like
/etc/fstab makes the system more tolerant to hardware changes. GPT
labels appear in /dev/gpt/ when a disk is attached. Other
partitioning schemes have different label capabilities and their labels
appear in different directories in /dev/.



Tip


Use a unique label on every partition to avoid conflicts from
identical labels. A few letters from the computer’s name, use, or
location can be added to the label. For instance, use labroot or
rootfslab for the UFS root partition on the computer named
lab.






For a traditional partition layout where the /, /var, /tmp,
and /usr directories are separate file systems on their own
partitions, create a GPT partitioning scheme, then create the partitions
as shown. Partition sizes shown are typical for a 20G target disk. If
more space is available on the target disk, larger swap or /var
partitions may be useful. Labels shown here are prefixed with ex for
“example”, but readers should use other unique label values as described
above.


By default, OS’s gptboot expects the first UFS partition to be the
/ partition.


After the custom partitions have been created, select [ Finish ] to
continue with the installation.





Root-on-ZFS Automatic Partitioning


Support for automatic creation of root-on-ZFS installations was added in
OS 10.0-RELEASE. This partitioning mode only works with whole disks and
will erase the contents of the entire disk. The installer will
automatically create partitions aligned to 4k boundaries and force ZFS
to use 4k sectors. This is safe even with 512 byte sector disks, and has
the added benefit of ensuring that pools created on 512 byte disks will
be able to have 4k sector disks added in the future, either as
additional storage space or as replacements for failed disks. The
installer can also optionally employ GELI disk encryption as described
in ?. If encryption is enabled, a 2 GB unencrypted boot pool containing
the /boot directory is created. It holds the kernel and other files
necessary to boot the system. A swap partition of a user selectable size
is also created, and all remaining space is used for the ZFS pool.


The main ZFS configuration menu offers a number of options to control
the creation of the pool.
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		Select T to configure the ``Pool


		Type`` and the disk(s) that will constitute the pool. The





automatic ZFS installer currently only supports the creation of a single
top level vdev, except in stripe mode. To create more complex pools, use
the instructions in ? to create the pool. The installer supports the
creation of various pool types, including stripe (not recommended, no
redundancy), mirror (best performance, least usable space), and RAID-Z
1, 2, and 3 (with the capability to withstand the concurrent failure of
1, 2, and 3 disks, respectively). while selecting the pool type, a
tooltip is displayed across the bottom of the screen with advice about
the number of required disks, and in the case of RAID-Z, the optimal
number of disks for each configuration.
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Once a Pool Type has been selected, a list of available disks is
displayed, and the user is prompted to select one or more disks to make
up the pool. The configuration is then validated, to ensure enough disks
are selected. If not, select <Change Selection> to return to the list of
disks, or <Cancel> to change the pool type.
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If one or more disks are missing from the list, or if disks were
attached after the installer was started, select - Rescan Devices to
repopulate the list of available disks. To ensure that the correct disks
are selected, so as not to accidently destroy the wrong disks, the -
Disk Info menu can be used to inspect each disk, including its partition
table and various other information such as the device model number and
serial number, if available.
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The main ZFS configuration menu also allows the user to enter a pool
name, disable forcing 4k sectors, enable or disable encryption, switch
between GPT (recommended) and MBR partition table types, and select the
amount of swap space. Once all options have been set to the desired
values, select the >>> Install option at the top of the menu.


If GELI disk encryption was enabled, the installer will prompt twice for
the passphrase to be used to encrypt the disks.
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The installer then offers a last chance to cancel before the contents of
the selected drives are destroyed to create the ZFS pool.
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The installation then proceeds normally.





Shell Mode Partitioning


When creating advanced installations, the bsdinstall paritioning menus
may not provide the level of flexibility required. Advanced users can
select the Shell option from the partitioning menu in order to manually
partition the drives, create the file system(s), populate
/tmp/bsdinstall_etc/fstab, and mount the file systems under
/mnt. Once this is done, type exit to return to bsdinstall and
continue the installation.







Committing to the Installation


Once the disks are configured, the next menu provides the last chance to
make changes before the selected hard drive(s) are formatted. If changes
need to be made, select [ Back ] to return to the main partitioning
menu. [ Revert & Exit ] will exit the installer without making any
changes to the hard drive.
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To instead start the actual installation, select [ Commit ] and press
Enter.


Installation time will vary depending on the distributions chosen,
installation media, and speed of the computer. A series of messages will
indicate the progress.


First, the installer formats the selected disk(s) and initializes the
partitions. Next, in the case of a bootonly media, it downloads the
selected components:
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Next, the integrity of the distribution files is verified to ensure they
have not been corrupted during download or misread from the installation
media:
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Finally, the verified distribution files are extracted to the disk:
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Once all requested distribution files have been extracted, bsdinstall
displays the first post-installation configuration screen. The available
post-configuration options are described in the next section.





Post-Installation


Once OS is installed, bsdinstall will prompt to configure several
options before booting into the newly installed system. This section
describes these configuration options.



Tip


Once the system has booted, bsdconfig provides a menu-driven
method for configuring the system using these and additional
options.







Setting the root Password


First, the root password must be set. While entering the password, the
characters being typed are not displayed on the screen. After the
password has been entered, it must be entered again. This helps prevent
typing errors.
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Configuring Network Interfaces


Next, a list of the network interfaces found on the computer is shown.
Select the interface to configure.



Note


The network configuration menus will be skipped if the network was
previously configured as part of a bootonly installation.
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If an Ethernet interface is selected, the installer will skip ahead to
the menu shown in ?. If a wireless network interface is chosen, the
system will instead scan for wireless access points:
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Wireless networks are identified by a Service Set Identifier (SSID), a
short, unique name given to each network. SSIDs found during the scan
are listed, followed by a description of the encryption types available
for that network. If the desired SSID does not appear in the list,
select [ Rescan ] to scan again. If the desired network still does not
appear, check for problems with antenna connections or try moving the
computer closer to the access point. Rescan after each change is made.
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Next, enter the encryption information for connecting to the selected
wireless network. WPA2 encryption is strongly recommended as older
encryption types, like WEP, offer little security. If the network uses
WPA2, input the password, also known as the Pre-Shared Key (PSK). For
security reasons, the characters typed into the input box are displayed
as asterisks.
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Next, choose whether or not an IPv4 address should be configured on the
Ethernet or wireless interface:
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There are two methods of IPv4 configuration. DHCP will automatically
configure the network interface correctly and should be used if the
network provides a DHCP server. Otherwise, the addressing information
needs to be input manually as a static configuration.



Note


Do not enter random network information as it will not work. If a
DHCP server is not available, obtain the information listed in ?
from the network administrator or Internet service provider.






If a DHCP server is available, select [ Yes ] in the next menu to
automatically configure the network interface. The installer will appear
to pause for a minute or so as it finds the DHCP server and obtains the
addressing information for the system.
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If a DHCP server is not available, select [ No ] and input the following
addressing information in this menu:
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		IP Address - The IPv4 address assigned to this computer. The
address must be unique and not already in use by another piece of
equipment on the local network.


		Subnet Mask - The subnet mask for the network.


		Default Router - The IP address of the network’s default gateway.





The next screen will ask if the interface should be configured for IPv6.
If IPv6 is available and desired, choose [ Yes ] to select it.
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IPv6 also has two methods of configuration. StateLess Address
AutoConfiguration (SLAAC) will automatically request the correct
configuration information from a local router. Refer to
http://tools.ietf.org/html/rfc4862 for more information. Static
configuration requires manual entry of network information.


If an IPv6 router is available, select [ Yes ] in the next menu to
automatically configure the network interface. The installer will appear
to pause for a minute or so as it finds the router and obtains the
addressing information for the system.
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If an IPv6 router is not available, select [ No ] and input the
following addressing information in this menu:
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		IPv6 Address - The IPv6 address assigned to this computer. The
address must be unique and not already in use by another piece of
equipment on the local network.


		Default Router - The IPv6 address of the network’s default
gateway.





The last network configuration menu is used to configure the Domain Name
System (DNS) resolver, which converts hostnames to and from network
addresses. If DHCP or SLAAC was used to autoconfigure the network
interface, the ``Resolver



Configuration`` values may already be filled in. Otherwise, enter



the local network’s domain name in the Search field. DNS #1 and
DNS #2 are the IPv4 and/or IPv6 addresses of the DNS servers. At
least one DNS server is required.
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Setting the Time Zone


The next menu asks if the system clock uses UTC or local time. When in
doubt, select [ No ] to choose the more commonly-used local time.
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The next series of menus are used to determine the correct local time by
selecting the geographic region, country, and time zone. Setting the
time zone allows the system to automatically correct for regional time
changes, such as daylight savings time, and perform other time zone
related functions properly.


The example shown here is for a machine located in the Eastern time zone
of the United States. The selections will vary according to the
geographical location.
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The appropriate region is selected using the arrow keys and then
pressing Enter.
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Select the appropriate country using the arrow keys and press Enter.
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The appropriate time zone is selected using the arrow keys and pressing
Enter.
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Confirm the abbreviation for the time zone is correct. If it is, press
Enter to continue with the post-installation configuration.





Enabling Services


The next menu is used to configure which system services will be started
whenever the system boots. All of these services are optional. Only
start the services that are needed for the system to function.
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Here is a summary of the services which can be enabled in this menu:



		sshd - The Secure Shell (SSH) daemon is used to remotely access a
system over an encrypted connection. Only enable this service if the
system should be available for remote logins.


		moused - Enable this service if the mouse will be used from the
command-line system console.


		ntpd - The Network Time Protocol (NTP) daemon for automatic clock
synchronization. Enable this service if there is a WINDOWS, Kerberos,
or LDAP server on the network.


		powerd - System power control utility for power control and
energy saving.








Enabling Crash Dumps


The next menu is used to configure whether or not crash dumps should be
enabled. Enabling crash dumps can be useful in debugging issues with the
system, so users are encouraged to enable crash dumps.
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Add Users


The next menu prompts to create at least one user account. It is
recommended to login to the system using a user account rather than as
root. When logged in as root, there are essentially no limits or
protection on what can be done. Logging in as a normal user is safer and
more secure.


Select [ Yes ] to add new users.
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Follow the prompts and input the requested information for the user
account. The example shown in ? creates the asample user account.
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Here is a summary of the information to input:



		Username - The name the user will enter to log in. A common
convention is to use the first letter of the first name combined with
the last name, as long as each username is unique for the system. The
username is case sensitive and should not contain any spaces.





		Full name - The user’s full name. This can contain spaces and is
used as a description for the user account.





		Uid - User ID. Typically, this is left blank so the system will
assign a value.





		Login group - The user’s group. Typically this is left blank to
accept the default.





		
		``Invite user into


		other groups?`` - Additional groups to which the user will








be added as a member. If the user needs administrative access, type
wheel here.





		Login class - Typically left blank for the default.





		Shell - Type in one of the listed values to set the interactive
shell for the user. Refer to ? for more information about shells.





		Home directory - The user’s home directory. The default is
usually correct.





		Home directory permissions - Permissions on the user’s home
directory. The default is usually correct.





		Use password-based authentication? - Typically yes so that
the user is prompted to input their password at login.





		Use an empty password? - Typically no as it is insecure to
have a blank password.





		Use a random password? - Typically no so that the user can
set their own password in the next prompt.





		Enter password - The password for this user. Characters typed
will not show on the screen.





		Enter password again - The password must be typed again for
verification.





		
		``Lock out the account after


		creation?`` - Typically no so that the user can login.














After entering everything, a summary is shown for review. If a mistake
was made, enter no and try again. If everything is correct, enter
yes to create the new user.
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		If there are more users to add, answer the ``Add


		another user?`` question with yes. Enter no to finish





adding users and continue the installation.


For more information on adding users and user management, see ?.





Final Configuration


After everything has been installed and configured, a final chance is
provided to modify settings.
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Use this menu to make any changes or do any additional configuration
before completing the installation.



		Add User - Described in ?.


		Root Password - Described in ?.


		Hostname - Described in ?.


		Network - Described in ?.


		Services - Described in ?.


		Time Zone - Described in ?.


		Handbook - Download and install the OS Handbook.





After any final configuration is complete, select Exit.
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bsdinstall will prompt if there are any additional configuration that
needs to be done before rebooting into the new system. Select [ Yes ] to
exit to a shell within the new system or [ No ] to proceed to the last
step of the installation.
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If further configuration or special setup is needed, select [ Live CD ]
to boot the install media into Live CD mode.


If the installation is complete, select [ Reboot ] to reboot the
computer and start the new OS system. Do not forget to remove the OS
install media or the computer may boot from it again.


As OS boots, informational messages are displayed. After the system
finishes booting, a login prompt is displayed. At the login: prompt,
enter the username added during the installation. Avoid logging in as
root. Refer to ? for instructions on how to become the superuser when
administrative access is needed.


The messages that appeared during boot can be reviewed by pressing
Scroll-Lock to turn on the scroll-back buffer. The PgUp, PgDn, and arrow
keys can be used to scroll back through the messages. When finished,
press Scroll-Lock again to unlock the display and return to the console.
To review these messages once the system has been up for some time, type
``less



/var/run/dmesg.boot`` from a command prompt. Press q to return to



the command line after viewing.


If sshd was enabled in ?, the first boot may be a bit slower as the
system will generate the RSA and DSA keys. Subsequent boots will be
faster. The fingerprints of the keys will be displayed, as seen in this
example:


Generating public/private rsa1 key pair.
Your identification has been saved in /etc/ssh/ssh_host_key.
Your public key has been saved in /etc/ssh/ssh_host_key.pub.
The key fingerprint is:
10:a0:f5:af:93:ae:a3:1a:b2:bb:3c:35:d9:5a:b3:f3 root@machine3.example.com
The key's randomart image is:
+--[RSA1 1024]----+
|    o..          |
|   o . .         |
|  .   o          |
|       o         |
|    o   S        |
|   + + o         |
|o . + *          |
|o+ ..+ .         |
|==o..o+E         |
+-----------------+
Generating public/private dsa key pair.
Your identification has been saved in /etc/ssh/ssh_host_dsa_key.
Your public key has been saved in /etc/ssh/ssh_host_dsa_key.pub.
The key fingerprint is:
7e:1c:ce:dc:8a:3a:18:13:5b:34:b5:cf:d9:d1:47:b2 root@machine3.example.com
The key's randomart image is:
+--[ DSA 1024]----+
|       ..     . .|
|      o  .   . + |
|     . ..   . E .|
|    . .  o o . . |
|     +  S = .    |
|    +  . = o     |
|     +  . * .    |
|    . .  o .     |
|      .o. .      |
+-----------------+
Starting sshd.






Refer to ? for more information about fingerprints and SSH.


OS does not install a graphical environment by default. Refer to ? for
more information about installing and configuring a graphical window
manager.


Proper shutdown of a OS computer helps protect data and hardware from
damage. Do not turn off the power before the system has been properly
shut down! If the user is a member of the wheel group, become the
superuser by typing su at the command line and entering the root
password. Then, type shutdown -p now and the system will shut down
cleanly, and if the hardware supports it, turn itself off.







Troubleshooting


installation
troubleshooting
This section covers basic installation troubleshooting, such as common
problems people have reported.


Check the Hardware Notes
(http://www.freebsd.org/releases/index.html)
document for the version of OS to make sure the hardware is supported.
If the hardware is supported and lock-ups or other problems occur, build
a custom kernel using the instructions in ? to add support for devices
which are not present in the GENERIC kernel. The default kernel
assumes that most hardware devices are in their factory default
configuration in terms of IRQs, I/O addresses, and DMA channels. If the
hardware has been reconfigured, a custom kernel configuration file can
tell OS where to find things.



Note


Some installation problems can be avoided or alleviated by updating
the firmware on various hardware components, most notably the
motherboard. Motherboard firmware is usually referred to as the
BIOS. Most motherboard and computer manufacturers have a website for
upgrades and upgrade information.


Manufacturers generally advise against upgrading the motherboard
BIOS unless there is a good reason for doing so, like a critical
update. The upgrade process can go wrong, leaving the BIOS
incomplete and the computer inoperative.






If the system hangs while probing hardware during boot, or it behaves
strangely during install, ACPI may be the culprit. OS makes extensive
use of the system ACPI service on the ARCH.I386, ARCH.AMD64, and ia64
platforms to aid in system configuration if it is detected during boot.
Unfortunately, some bugs still exist in both the ACPI driver and within
system motherboards and BIOS firmware. ACPI can be disabled by setting
the hint.acpi.0.disabled hint in the third stage boot loader:


set hint.acpi.0.disabled="1"






This is reset each time the system is booted, so it is necessary to add
hint.acpi.0.disabled="1" to the file /boot/loader.conf. More
information about the boot loader can be found in ?.





Using the Live CD


The welcome menu of bsdinstall, shown in ?, provides a [ Live CD ]
option. This is useful for those who are still wondering whether OS is
the right operating system for them and want to test some of the
features before installing.


The following points should be noted before using the [ Live CD ]:



		To gain access to the system, authentication is required. The
username is root and the password is blank.


		As the system runs directly from the installation media, performance
will be significantly slower than that of a system installed on a
hard disk.


		This option only provides a command prompt and not a graphical
interface.
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Electronic Mail





Synopsis


email
“Electronic Mail”, better known as email, is one of the most widely used
forms of communication today. This chapter provides a basic introduction
to running a mail server on OS, as well as an introduction to sending
and receiving email using OS. For more complete coverage of this
subject, refer to the books listed in ?.


After reading this chapter, you will know:



		Which software components are involved in sending and receiving
electronic mail.


		Where basic sendmail configuration files are located in OS.


		The difference between remote and local mailboxes.


		How to block spammers from illegally using a mail server as a relay.


		How to install and configure an alternate Mail Transfer Agent,
replacing sendmail.


		How to troubleshoot common mail server problems.


		How to set up the system to send mail only.


		How to use mail with a dialup connection.


		How to configure SMTP authentication for added security.


		How to install and use a Mail User Agent, such as mutt, to send and
receive email.


		How to download mail from a remote POP or IMAP server.


		How to automatically apply filters and rules to incoming email.





Before reading this chapter, you should:



		Properly set up a network connection (?).


		Properly set up the DNS information for a mail host (?).


		Know how to install additional third-party software (?).








Mail Components


POP
IMAP
DNS
mail server daemons
Sendmail
mail server daemons
Postfix
mail server daemons
qmail
mail server daemons
Exim
email
receiving
MX record
mail host
There are five major parts involved in an email exchange: the Mail User
Agent (MUA), the Mail Transfer Agent (MTA), a mail host, a remote or
local mailbox, and DNS. This section provides an overview of these
components.



		Mail User Agent (MUA)


		The Mail User Agent (MUA) is an application which is used to
compose, send, and receive emails. This application can be a command
line program, such as the built-in mail utility or a third-party
application from the Ports Collection, such as mutt, alpine, or elm.
Dozens of graphical programs are also available in the Ports
Collection, including Claws Mail, Evolution, and Thunderbird. Some
organizations provide a web mail program which can be accessed
through a web browser. More information about installing and using a
MUA on OS can be found in ?.


		Mail Transfer Agent (MTA)


		The Mail Transfer Agent (MTA) is responsible for receiving incoming
mail and delivering outgoing mail. OS ships with Sendmail as the
default MTA, but it also supports numerous other mail server
daemons, including Exim, Postfix, and qmail. Sendmail configuration
is described in ?. If another MTA is installed using the Ports
Collection, refer to its post-installation message for OS-specific
configuration details and the application’s website for more general
configuration instructions.


		Mail Host and Mailboxes


		The mail host is a server that is responsible for delivering and
receiving mail for a host or a network. The mail host collects all
mail sent to the domain and stores it either in the default mbox
or the alternative Maildir format, depending on the configuration.
Once mail has been stored, it may either be read locally using a MUA
or remotely accessed and collected using protocols such as POP or
IMAP. If mail is read locally, a POP or IMAP server does not need to
be installed.


To access mailboxes remotely, a POP or IMAP server is required as
these protocols allow users to connect to their mailboxes from
remote locations. IMAP offers several advantages over POP. These
include the ability to store a copy of messages on a remote server
after they are downloaded and concurrent updates. IMAP can be useful
over low-speed links as it allows users to fetch the structure of
messages without downloading them. It can also perform tasks such as
searching on the server in order to minimize data transfer between
clients and servers.


Several POP and IMAP servers are available in the Ports Collection.
These include mail/qpopper, mail/imap-uw, mail/courier-imap, and
mail/dovecot2.



Warning


It should be noted that both POP and IMAP transmit information,
including username and password credentials, in clear-text. To
secure the transmission of information across these protocols,
consider tunneling sessions over MAN.SSH.1 (?) or using SSL (?).









		Domain Name System (DNS)


		The Domain Name System (DNS) and its daemon named play a large
role in the delivery of email. In order to deliver mail from one
site to another, the MTA will look up the remote site in DNS to
determine which host will receive mail for the destination. This
process also occurs when mail is sent from a remote host to the MTA.


In addition to mapping hostnames to IP addresses, DNS is responsible
for storing information specific to mail delivery, known as Mail
eXchanger MX records. The MX record specifies which hosts will
receive mail for a particular domain.


To view the MX records for a domain, specify the type of record.
Refer to MAN.HOST.1, for more details about this command:


PROMPT.USER host -t mx FreeBSD.org
FreeBSD.org mail is handled by 10 mx1.FreeBSD.org






Refer to ? for more information about DNS and its configuration.











Sendmail Configuration Files


Sendmail
Sendmail is the default MTA installed with OS. It accepts mail from MUAs
and delivers it to the appropriate mail host, as defined by its
configuration. Sendmail can also accept network connections and deliver
mail to local mailboxes or to another program.


The configuration files for Sendmail are located in /etc/mail. This
section describes these files in more detail.


/etc/mail/access
/etc/mail/aliases
/etc/mail/local-host-names
/etc/mail/mailer.conf
/etc/mail/mailertable
/etc/mail/sendmail.cf
/etc/mail/virtusertable



		/etc/mail/access


		This access database file defines which hosts or IP addresses have
access to the local mail server and what kind of access they have.
Hosts listed as OK, which is the default option, are allowed to
send mail to this host as long as the mail’s final destination is
the local machine. Hosts listed as REJECT are rejected for all
mail connections. Hosts listed as RELAY are allowed to send mail
for any destination using this mail server. Hosts listed as
ERROR will have their mail returned with the specified mail
error. If a host is listed as SKIP, Sendmail will abort the
current search for this entry without accepting or rejecting the
mail. Hosts listed as QUARANTINE will have their messages held
and will receive the specified text as the reason for the hold.


Examples of using these options for both IPv4 and IPv6 addresses can
be found in the OS sample configuration,
/etc/mail/access.sample:


# $FreeBSD$
#
# Mail relay access control list.  Default is to reject mail unless the
# destination is local, or listed in /etc/mail/local-host-names
#
## Examples (commented out for safety)
#From:cyberspammer.com          ERROR:"550 We don't accept mail from spammers"
#From:okay.cyberspammer.com     OK
#Connect:sendmail.org           RELAY
#To:sendmail.org                RELAY
#Connect:128.32                 RELAY
#Connect:128.32.2               SKIP
#Connect:IPv6:1:2:3:4:5:6:7     RELAY
#Connect:suspicious.example.com QUARANTINE:Mail from suspicious host
#Connect:[127.0.0.3]            OK
#Connect:[IPv6:1:2:3:4:5:6:7:8] OK






To configure the access database, use the format shown in the sample
to make entries in /etc/mail/access, but do not put a comment
symbol (#) in front of the entries. Create an entry for each
host or network whose access should be configured. Mail senders that
match the left side of the table are affected by the action on the
right side of the table.


Whenever this file is updated, update its database and restart
Sendmail:


PROMPT.ROOT makemap hash /etc/mail/access < /etc/mail/access
PROMPT.ROOT service sendmail restart









		/etc/mail/aliases


		This database file contains a list of virtual mailboxes that are
expanded to users, files, programs, or other aliases. Here are a few
entries to illustrate the file format:


root: localuser
ftp-bugs: joe,eric,paul
bit.bucket:  /dev/null
procmail: "|/usr/local/bin/procmail"






The mailbox name on the left side of the colon is expanded to the
target(s) on the right. The first entry expands the root mailbox to
the localuser mailbox, which is then looked up in the
/etc/mail/aliases database. If no match is found, the message is
delivered to localuser. The second entry shows a mail list. Mail to
ftp-bugs is expanded to the three local mailboxes joe, eric, and
paul. A remote mailbox could be specified as user@example.com. The
third entry shows how to write mail to a file, in this case
/dev/null. The last entry demonstrates how to send mail to a
program, /usr/local/bin/procmail, through a UNIX pipe. Refer to
MAN.ALIASES.5 for more information about the format of this file.


Whenever this file is updated, run newaliases to update and
initialize the aliases database.





		/etc/mail/sendmail.cf


		This is the master configuration file for Sendmail. It controls the
overall behavior of Sendmail, including everything from rewriting
email addresses to printing rejection messages to remote mail
servers. Accordingly, this configuration file is quite complex.
Fortunately, this file rarely needs to be changed for standard mail
servers.


The master Sendmail configuration file can be built from MAN.M4.1
macros that define the features and behavior of Sendmail. Refer to
/usr/src/contrib/sendmail/cf/README for some of the details.


Whenever changes to this file are made, Sendmail needs to be
restarted for the changes to take effect.





		/etc/mail/virtusertable


		This database file maps mail addresses for virtual domains and users
to real mailboxes. These mailboxes can be local, remote, aliases
defined in /etc/mail/aliases, or files. This allows multiple
virtual domains to be hosted on one machine.


OS provides a sample configuration file in
/etc/mail/virtusertable.sample to further demonstrate its
format. The following example demonstrates how to create custom
entries using that format:


root@example.com                root
postmaster@example.com          postmaster@noc.example.net
@example.com                    joe






This file is processed in a first match order. When an email address
matches the address on the left, it is mapped to the local mailbox
listed on the right. The format of the first entry in this example
maps a specific email address to a local mailbox, whereas the format
of the second entry maps a specific email address to a remote
mailbox. Finally, any email address from example.com which has
not matched any of the previous entries will match the last mapping
and be sent to the local mailbox joe. When creating custom
entries, use this format and add them to
/etc/mail/virtusertable. Whenever this file is edited, update
its database and restart Sendmail:


PROMPT.ROOT makemap hash /etc/mail/virtusertable < /etc/mail/virtusertable
PROMPT.ROOT service sendmail restart









		/etc/mail/relay-domains


		In a default OS installation, Sendmail is configured to only send
mail from the host it is running on. For example, if a POP server is
available, users will be able to check mail from remote locations
but they will not be able to send outgoing emails from outside
locations. Typically, a few moments after the attempt, an email will
be sent from MAILER-DAEMON with a 5.7 Relaying Denied message.


The most straightforward solution is to add the ISP’s FQDN to
/etc/mail/relay-domains. If multiple addresses are needed, add
them one per line:


your.isp.example.com
other.isp.example.net
users-isp.example.org
www.example.org






After creating or editing this file, restart Sendmail with
service sendmail restart.


Now any mail sent through the system by any host in this list,
provided the user has an account on the system, will succeed. This
allows users to send mail from the system remotely without opening
the system up to relaying SPAM from the Internet.











Changing the Mail Transfer Agent


email
change mta
OS comes with Sendmail already installed as the MTA which is in charge
of outgoing and incoming mail. However, the system administrator can
change the system’s MTA. A wide choice of alternative MTAs is available
from the mail category of the OS Ports Collection.


Once a new MTA is installed, configure and test the new software before
replacing Sendmail. Refer to the documentation of the new MTA for
information on how to configure the software.


Once the new MTA is working, use the instructions in this section to
disable Sendmail and configure OS to use the replacement MTA.



Disable Sendmail



Warning


If Sendmail’s outgoing mail service is disabled, it is important
that it is replaced with an alternative mail delivery system.
Otherwise, system functions such as MAN.PERIODIC.8 will be unable to
deliver their results by email. Many parts of the system expect a
functional MTA. If applications continue to use Sendmail’s binaries
to try to send email after they are disabled, mail could go into an
inactive Sendmail queue and never be delivered.






In order to completely disable Sendmail, add or edit the following lines
in /etc/rc.conf:


sendmail_enable="NO"
sendmail_submit_enable="NO"
sendmail_outbound_enable="NO"
sendmail_msp_queue_enable="NO"






To only disable Sendmail’s incoming mail service, use only this entry in
/etc/rc.conf:


sendmail_enable="NO"






More information on Sendmail’s startup options is available in
MAN.RC.SENDMAIL.8.





Replace the Default MTA


When a new MTA is installed using the Ports Collection, its startup
script is also installed and startup instructions are mentioned in its
package message. Before starting the new MTA, stop the running Sendmail
processes. This example stops all of these services, then starts the
Postfix service:


PROMPT.ROOT service sendmail stop
PROMPT.ROOT service postfix start






To start the replacement MTA at system boot, add its configuration line
to /etc/rc.conf. This entry enables the Postfix MTA:


postfix_enable="YES"






Some extra configuration is needed as Sendmail is so ubiquitous that
some software assumes it is already installed and configured. Check
/etc/periodic.conf and make sure that these values are set to
NO. If this file does not exist, create it with these entries:


daily_clean_hoststat_enable="NO"
daily_status_mail_rejects_enable="NO"
daily_status_include_submit_mailq="NO"
daily_submit_queuerun="NO"






Some alternative MTAs provide their own compatible implementations of
the Sendmail command-line interface in order to facilitate using them as
drop-in replacements for Sendmail. However, some MUAs may try to execute
standard Sendmail binaries instead of the new MTA’s binaries. OS uses
/etc/mail/mailer.conf to map the expected Sendmail binaries to the
location of the new binaries. More information about this mapping can be
found in MAN.MAILWRAPPER.8.


The default /etc/mail/mailer.conf looks like this:


# $FreeBSD$
#
# Execute the "real" sendmail program, named /usr/libexec/sendmail/sendmail
#
sendmail        /usr/libexec/sendmail/sendmail
send-mail       /usr/libexec/sendmail/sendmail
mailq           /usr/libexec/sendmail/sendmail
newaliases      /usr/libexec/sendmail/sendmail
hoststat        /usr/libexec/sendmail/sendmail
purgestat       /usr/libexec/sendmail/sendmail






When any of the commands listed on the left are run, the system actually
executes the associated command shown on the right. This system makes it
easy to change what binaries are executed when these default binaries
are invoked.


Some MTAs, when installed using the Ports Collection, will prompt to
update this file for the new binaries. For example, Postfix will update
the file like this:


#
# Execute the Postfix sendmail program, named /usr/local/sbin/sendmail
#
sendmail        /usr/local/sbin/sendmail
send-mail       /usr/local/sbin/sendmail
mailq           /usr/local/sbin/sendmail
newaliases      /usr/local/sbin/sendmail






If the installation of the MTA does not automatically update
/etc/mail/mailer.conf, edit this file in a text editor so that it
points to the new binaries. This example points to the binaries
installed by mail/ssmtp:


sendmail        /usr/local/sbin/ssmtp
send-mail       /usr/local/sbin/ssmtp
mailq           /usr/libexec/sendmail/sendmail
newaliases      /usr/libexec/sendmail/sendmail
hoststat        /usr/libexec/sendmail/sendmail
purgestat       /usr/libexec/sendmail/sendmail






Once everything is configured, it is recommended to reboot the system.
Rebooting provides the opportunity to ensure that the system is
correctly configured to start the new MTA automatically on boot.







Troubleshooting


email
troubleshooting
Q: Why do I have to use the FQDN for hosts on my site?


A: The host may actually be in a different domain. For example, in
order for a host in foo.bar.edu to reach a host called mumble in the
bar.edu domain, refer to it by the Fully-Qualified Domain Name FQDN,
mumble.bar.edu, instead of just mumble.


This is because the version of BINDBIND which ships with OS no longer
provides default abbreviations for non-FQDNs other than the local
domain. An unqualified host such as mumble must either be found as
mumble.foo.bar.edu, or it will be searched for in the root domain.


In older versions of BIND, the search continued across mumble.bar.edu,
and mumble.edu. RFC 1535 details why this is considered bad practice or
even a security hole.


As a good workaround, place the line:


search foo.bar.edu bar.edu






instead of the previous:


domain foo.bar.edu






into /etc/resolv.conf. However, make sure that the search order does
not go beyond the “boundary between local and public administration”, as
RFC 1535 calls it.


Q: How can I run a mail server on a dial-up PPP host?


A: Connect to a OS mail gateway on the LAN. The PPP connection is
non-dedicated.


One way to do this is to get a full-time Internet server to provide
secondary MXMX record services for the domain. In this example, the
domain is example.com and the ISP has configured example.net to provide
secondary MX services to the domain:


example.com.          MX        10      example.com.
                      MX        20      example.net.






Only one host should be specified as the final recipient. For Sendmail,
add Cw example.com in /etc/mail/sendmail.cf on example.com.


When the sending MTA attempts to deliver mail, it will try to connect to
the system, example.com, over the PPP link. This will time out if the
destination is offline. The MTA will automatically deliver it to the
secondary MX site at the Internet Service Provider (ISP), example.net.
The secondary MX site will periodically try to connect to the primary MX
host, example.com.


Use something like this as a login script:


#!/bin/sh
# Put me in /usr/local/bin/pppmyisp
( sleep 60 ; /usr/sbin/sendmail -q ) &
/usr/sbin/ppp -direct pppmyisp






When creating a separate login script for users, instead use
sendmail -qRexample.com in the script above. This will force all
mail in the queue for example.com to be processed immediately.


A further refinement of the situation can be seen from this example from
the A.ISP:


> we provide the secondary MX for a customer. The customer connects to
> our services several times a day automatically to get the mails to
> his primary MX (We do not call his site when a mail for his domains
> arrived). Our sendmail sends the mailqueue every 30 minutes. At the
> moment he has to stay 30 minutes online to be sure that all mail is
> gone to the primary MX.
>
> Is there a command that would initiate sendmail to send all the mails
> now? The user has not root-privileges on our machine of course.

In the privacy flags section of sendmail.cf, there is a
definition Opgoaway,restrictqrun

Remove restrictqrun to allow non-root users to start the queue processing.
You might also like to rearrange the MXs. We are the 1st MX for our
customers like this, and we have defined:

# If we are the best MX for a host, try directly instead of generating
# local config error.
OwTrue

That way a remote site will deliver straight to you, without trying
the customer connection.  You then send to your customer.  Only works for
hosts, so you need to get your customer to name their mail
machine customer.com as well as
hostname.customer.com in the DNS.  Just put an A record in
the DNS for customer.com.









Advanced Topics


This section covers more involved topics such as mail configuration and
setting up mail for an entire domain.



Basic Configuration


email
configuration
Out of the box, one can send email to external hosts as long as
/etc/resolv.conf is configured or the network has access to a
configured DNS server. To have email delivered to the MTA on the OS
host, do one of the following:



		Run a DNS server for the domain.


		Get mail delivered directly to to the FQDN for the machine.





SMTP
In order to have mail delivered directly to a host, it must have a
permanent static IP address, not a dynamic IP address. If the system is
behind a firewall, it must be configured to allow SMTP traffic. To
receive mail directly at a host, one of these two must be configured:



		Make sure that the lowest-numbered MXMX record record in DNS points
to the host’s static IP address.


		Make sure there is no MX entry in the DNS for the host.





Either of the above will allow mail to be received directly at the host.


Try this:


PROMPT.ROOT hostname
example.FreeBSD.org
PROMPT.ROOT host example.FreeBSD.org
example.FreeBSD.org has address 204.216.27.XX






In this example, mail sent directly to yourlogin@example.FreeBSD.org
should work without problems, assuming Sendmail is running correctly on
example.FreeBSD.org.


For this example:


PROMPT.ROOT host example.FreeBSD.org
example.FreeBSD.org has address 204.216.27.XX
example.FreeBSD.org mail is handled (pri=10) by nevdull.FreeBSD.org






All mail sent to example.FreeBSD.org will be collected on hub under the
same username instead of being sent directly to your host.


The above information is handled by the DNS server. The DNS record that
carries mail routing information is the MX entry. If no MX record
exists, mail will be delivered directly to the host by way of its IP
address.


The MX entry for freefall.FreeBSD.org at one time looked like this:


freefall      MX  30  mail.crl.net
freefall        MX  40  agora.rdrop.com
freefall        MX  10  freefall.FreeBSD.org
freefall        MX  20  who.cdrom.com






freefall had many MX entries. The lowest MX number is the host that
receives mail directly, if available. If it is not accessible for some
reason, the next lower-numbered host will accept messages temporarily,
and pass it along when a lower-numbered host becomes available.


Alternate MX sites should have separate Internet connections in order to
be most useful. Your ISP can provide this service.





Mail for a Domain


When configuring a MTA for a network, any mail sent to hosts in its
domain should be diverted to the MTA so that users can receive their
mail on the master mail server.


DNS
To make life easiest, a user account with the same username should
exist on both the MTA and the system with the MUA. Use MAN.ADDUSER.8 to
create the user accounts.


The MTA must be the designated mail exchanger for each workstation on
the network. This is done in theDNS configuration with an MX record:


example.FreeBSD.org   A   204.216.27.XX       ; Workstation
            MX  10 nevdull.FreeBSD.org  ; Mailhost






This will redirect mail for the workstation to the MTA no matter where
the A record points. The mail is sent to the MX host.


This must be configured on a DNS server. If the network does not run its
own DNS server, talk to the ISP or DNS provider.


The following is an example of virtual email hosting. Consider a
customer with the domain customer1.org, where all the mail for
customer1.org should be sent to mail.myhost.com. The DNS entry should
look like this:


customer1.org     MX  10  mail.myhost.com






An A> record is not needed for customer1.org in order to only
handle email for that domain. However, running ping against
customer1.org will not work unless an A record exists for it.


Tell the MTA which domains and/or hostnames it should accept mail for.
Either of the following will work for Sendmail:



		Add the hosts to /etc/mail/local-host-names when using the
FEATURE(use_cw_file). For versions of Sendmail earlier than 8.10,
edit /etc/sendmail.cw instead.


		Add a Cwyour.host.com line to /etc/sendmail.cf. For Sendmail
8.10 or higher, add that line to /etc/mail/sendmail.cf.










Setting Up to Send Only


There are many instances where one may only want to send mail through a
relay. Some examples are:



		The computer is a desktop machine that needs to use programs such as
MAN.SEND-PR.1, using the ISP’s mail relay.


		The computer is a server that does not handle mail locally, but needs
to pass off all mail to a relay for processing.





While any MTA is capable of filling this particular niche, it can be
difficult to properly configure a full-featured MTA just to handle
offloading mail. Programs such as Sendmail and Postfix are overkill for
this use.


Additionally, a typical Internet access service agreement may forbid one
from running a “mail server”.


The easiest way to fulfill those needs is to install the mail/ssmtp
port:


PROMPT.ROOT cd /usr/ports/mail/ssmtp
PROMPT.ROOT make install replace clean






Once installed, mail/ssmtp can be configured with
/usr/local/etc/ssmtp/ssmtp.conf:


root=yourrealemail@example.com
mailhub=mail.example.com
rewriteDomain=example.com
hostname=_HOSTNAME_






Use the real email address for root. Enter the ISP’s outgoing mail relay
in place of mail.example.com. Some ISPs call this the “outgoing mail
server” or “SMTP server”).


Make sure to disable Sendmail, including the outgoing mail service. See
? for details.


mail/ssmtp has some other options available. Refer to the examples in
/usr/local/etc/ssmtp or the manual page of ssmtp for more
information.


Setting up ssmtp in this manner allows any software on the computer that
needs to send mail to function properly, while not violating the ISP’s
usage policy or allowing the computer to be hijacked for spamming.





Using Mail with a Dialup Connection


When using a static IP address, one should not need to adjust the
default configuration. Set the hostname to the assigned Internet name
and Sendmail will do the rest.


When using a dynamically assigned IP address and a dialup PPP connection
to the Internet, one usually has a mailbox on the ISP’s mail server. In
this example, the ISP’s domain is example.net, the user name is user,
the hostname is bsd.home, and the ISP has allowed relay.example.net as a
mail relay.


In order to retrieve mail from the ISP’s mailbox, install a retrieval
agent from the Ports Collection. mail/fetchmail is a good choice as it
supports many different protocols. Usually, the ISP will provide POP.
When using user PPP, email can be automatically fetched when an Internet
connection is established with the following entry in
/etc/ppp/ppp.linkup:


MYADDR:
!bg su user -c fetchmail






When using Sendmail to deliver mail to non-local accounts, configure
Sendmail to process the mail queue as soon as the Internet connection is
established. To do this, add this line after the above fetchmail
entry in /etc/ppp/ppp.linkup:


!bg su user -c "sendmail -q"






In this example, there is an account for user on bsd.home. In the home
directory of user on bsd.home, create a .fetchmailrc which contains
this line:


poll example.net protocol pop3 fetchall pass MySecret






This file should not be readable by anyone except user as it contains
the password MySecret.


In order to send mail with the correct from: header, configure
Sendmail to use user@example.net rather than user@bsd.home and to send
all mail via relay.example.net, allowing quicker mail transmission.


The following .mc should suffice:


VERSIONID(`bsd.home.mc version 1.0')
OSTYPE(bsd4.4)dnl
FEATURE(nouucp)dnl
MAILER(local)dnl
MAILER(smtp)dnl
Cwlocalhost
Cwbsd.home
MASQUERADE_AS(`example.net')dnl
FEATURE(allmasquerade)dnl
FEATURE(masquerade_envelope)dnl
FEATURE(nocanonify)dnl
FEATURE(nodns)dnl
define(`SMART_HOST', `relay.example.net')
Dmbsd.home
define(`confDOMAIN_NAME',`bsd.home')dnl
define(`confDELIVERY_MODE',`deferred')dnl






Refer to the previous section for details of how to convert this file
into the sendmail.cf format. Do not forget to restart Sendmail after
updating sendmail.cf.





SMTP Authentication


Configuring SMTP authentication on the MTA provides a number of
benefits. SMTP authentication adds a layer of security to Sendmail, and
provides mobile users who switch hosts the ability to use the same MTA
without the need to reconfigure their mail client’s settings each time.


Install security/cyrus-sasl2 from the Ports Collection. This port
supports a number of compile-time options. For the SMTP authentication
method demonstrated in this example, make sure that LOGIN is not
disabled.


After installing security/cyrus-sasl2, edit
/usr/local/lib/sasl2/Sendmail.conf, or create it if it does not
exist, and add the following line:


pwcheck_method: saslauthd






Next, install security/cyrus-sasl2-saslauthd and add the following line
to /etc/rc.conf:


saslauthd_enable="YES"






Finally, start the saslauthd daemon:


PROMPT.ROOT service saslauthd start






This daemon serves as a broker for sendmail to authenticate against the
OS MAN.PASSWD.5 database. This saves the trouble of creating a new set
of usernames and passwords for each user that needs to use SMTP
authentication, and keeps the login and mail password the same.


Next, edit /etc/make.conf and add the following lines:


SENDMAIL_CFLAGS=-I/usr/local/include/sasl -DSASL
SENDMAIL_LDFLAGS=-L/usr/local/lib
SENDMAIL_LDADD=-lsasl2






These lines provide Sendmail the proper configuration options for
linking to cyrus-sasl2 at compile time. Make sure that cyrus-sasl2 has
been installed before recompiling Sendmail.


Recompile Sendmail by executing the following commands:


PROMPT.ROOT cd /usr/src/lib/libsmutil
PROMPT.ROOT make cleandir && make obj && make
PROMPT.ROOT cd /usr/src/lib/libsm
PROMPT.ROOT make cleandir && make obj && make
PROMPT.ROOT cd /usr/src/usr.sbin/sendmail
PROMPT.ROOT make cleandir && make obj && make && make install






This compile should not have any problems if /usr/src has not
changed extensively and the shared libraries it needs are available.


After Sendmail has been compiled and reinstalled, edit
/etc/mail/freebsd.mc or the local .mc. Many administrators
choose to use the output from MAN.HOSTNAME.1 as the name of .mc for
uniqueness. Add these lines:


dnl set SASL options
TRUST_AUTH_MECH(`GSSAPI DIGEST-MD5 CRAM-MD5 LOGIN')dnl
define(`confAUTH_MECHANISMS', `GSSAPI DIGEST-MD5 CRAM-MD5 LOGIN')dnl






These options configure the different methods available to Sendmail for
authenticating users. To use a method other than pwcheck, refer to the
Sendmail documentation.


Finally, run MAN.MAKE.1 while in /etc/mail. That will run the new
.mc and create a .cf named either freebsd.cf or the name
used for the local .mc. Then, run ``make



install restart``, which will copy the file to sendmail.cf,



and properly restart Sendmail. For more information about this process,
refer to /etc/mail/Makefile.


To test the configuration, use a MUA to send a test message. For further
investigation, set the LogLevel of Sendmail to 13 and watch
/var/log/maillog for any errors.


For more information, refer to SMTP
authentication [http://www.sendmail.org/~ca/email/auth.html].





Mail User Agents


Mail User Agents
A MUA is an application that is used to send and receive email. As email
“evolves” and becomes more complex, MUAs are becoming increasingly
powerful and provide users increased functionality and flexibility. The
mail category of the OS Ports Collection contains numerous MUAs.
These include graphical email clients such as Evolution or Balsa and
console based clients such as mutt or alpine.



mail


MAN.MAIL.1 is the default MUA installed with OS. It is a console based
MUA that offers the basic functionality required to send and receive
text-based email. It provides limited attachment support and can only
access local mailboxes.


Although mail does not natively support interaction with POP or IMAP
servers, these mailboxes may be downloaded to a local mbox using an
application such as fetchmail.


In order to send and receive email, run mail:


PROMPT.USER mail






The contents of the user’s mailbox in /var/mail are automatically
read by mail. Should the mailbox be empty, the utility exits with a
message indicating that no mail could be found. If mail exists, the
application interface starts, and a list of messages will be displayed.
Messages are automatically numbered, as can be seen in the following
example:


Mail version 8.1 6/6/93.  Type ? for help.
"/var/mail/marcs": 3 messages 3 new
>N  1 root@localhost        Mon Mar  8 14:05  14/510   "test"
 N  2 root@localhost        Mon Mar  8 14:05  14/509   "user account"
 N  3 root@localhost        Mon Mar  8 14:05  14/509   "sample"






Messages can now be read by typing t followed by the message number.
This example reads the first email:


& t 1
Message 1:
From root@localhost  Mon Mar  8 14:05:52 2004
X-Original-To: marcs@localhost
Delivered-To: marcs@localhost
To: marcs@localhost
Subject: test
Date: Mon,  8 Mar 2004 14:05:52 +0200 (SAST)
From: root@localhost (Charlie Root)

This is a test message, please reply if you receive it.






As seen in this example, the message will be displayed with full
headers. To display the list of messages again, press h.


If the email requires a reply, press either R or r mail keys. R
instructs mail to reply only to the sender of the email, while r
replies to all other recipients of the message. These commands can be
suffixed with the mail number of the message to reply to. After typing
the response, the end of the message should be marked by a single . on
its own line. An example can be seen below:


& R 1
To: root@localhost
Subject: Re: test

Thank you, I did get your email.
.
EOT






In order to send a new email, press m, followed by the recipient email
address. Multiple recipients may be specified by separating each address
with the , delimiter. The subject of the message may then be entered,
followed by the message contents. The end of the message should be
specified by putting a single . on its own line.


& mail root@localhost
Subject: I mastered mail

Now I can send and receive email using mail ... :)
.
EOT






While using mail, press ? to display help at any time. Refer to
MAN.MAIL.1 for more help on how to use mail.



Note


MAN.MAIL.1 was not designed to handle attachments and thus deals
with them poorly. Newer MUAs handle attachments in a more
intelligent way. Users who prefer to use mail may find the
converters/mpack port to be of considerable use.









mutt


mutt is a powerful MUA, with many features, including:



		The ability to thread messages.


		PGP support for digital signing and encryption of email.


		MIME support.


		Maildir support.


		Highly customizable.





Refer to http://www.mutt.org for more information on mutt.


mutt may be installed using the mail/mutt port. After the port has been
installed, mutt can be started by issuing the following command:


PROMPT.USER mutt






mutt will automatically read and display the contents of the user
mailbox in /var/mail. If no mails are found, mutt will wait for
commands from the user. The example below shows mutt displaying a list
of messages:


[image: image0]


To read an email, select it using the cursor keys and press Enter. An
example of mutt displaying email can be seen below:


[image: image1]


Similar to MAN.MAIL.1, mutt can be used to reply only to the sender of
the message as well as to all recipients. To reply only to the sender of
the email, press r. To send a group reply to the original sender as well
as all the message recipients, press g.



Note


By default, mutt uses the MAN.VI.1 editor for creating and replying
to emails. Each user can customize this by creating or editing the
.muttrc in their home directory and setting the editor
variable or by setting the EDITOR environment variable. Refer to
http://www.mutt.org/ for more information about configuring mutt.






To compose a new mail message, press m. After a valid subject has been
given, mutt will start MAN.VI.1 so the email can be written. Once the
contents of the email are complete, save and quit from vi. mutt will
resume, displaying a summary screen of the mail that is to be delivered.
In order to send the mail, press y. An example of the summary screen can
be seen below:


[image: image2]


mutt contains extensive help which can be accessed from most of the
menus by pressing ?. The top line also displays the keyboard shortcuts
where appropriate.





alpine


alpine is aimed at a beginner user, but also includes some advanced
features.



Warning


alpine has had several remote vulnerabilities discovered in the
past, which allowed remote attackers to execute arbitrary code as
users on the local system, by the action of sending a
specially-prepared email. While known problems have been fixed,
alpine code is written in an insecure style and the OS Security
Officer believes there are likely to be other undiscovered
vulnerabilities. Users install alpine at their own risk.






The current version of alpine may be installed using the mail/alpine
port. Once the port has installed, alpine can be started by issuing the
following command:


PROMPT.USER alpine






The first time alpine runs, it displays a greeting page with a brief
introduction, as well as a request from the alpine development team to
send an anonymous email message allowing them to judge how many users
are using their client. To send this anonymous message, press Enter.
Alternatively, press E to exit the greeting without sending an anonymous
message. An example of the greeting page is shown below:


[image: image3]


The main menu is then presented, which can be navigated using the cursor
keys. This main menu provides shortcuts for the composing new mails,
browsing mail directories, and administering address book entries. Below
the main menu, relevant keyboard shortcuts to perform functions specific
to the task at hand are shown.


The default directory opened by alpine is inbox. To view the message
index, press I, or select the MESSAGE INDEX option shown below:


[image: image4]


The message index shows messages in the current directory and can be
navigated by using the cursor keys. Highlighted messages can be read by
pressing Enter.


[image: image5]


In the screenshot below, a sample message is displayed by alpine.
Contextual keyboard shortcuts are displayed at the bottom of the screen.
An example of one of a shortcut is r, which tells the MUA to reply to
the current message being displayed.


[image: image6]


Replying to an email in alpine is done using the pico editor, which is
installed by default with alpine. pico makes it easy to navigate the
message and is easier for novice users to use than MAN.VI.1 or
MAN.MAIL.1. Once the reply is complete, the message can be sent by
pressing Ctrl+X+ . alpine will ask for confirmation before sending the
message.


[image: image7]


alpine can be customized using the SETUP option from the main menu.
Consult http://www.washington.edu/alpine/ for more information.







Using fetchmail


fetchmail
fetchmail is a full-featured IMAP and POP client. It allows users to
automatically download mail from remote IMAP and POP servers and save it
into local mailboxes where it can be accessed more easily. fetchmail can
be installed using the mail/fetchmail port, and offers various features,
including:



		Support for the POP3, APOP, KPOP, IMAP, ETRN and ODMR protocols.


		Ability to forward mail using SMTP, which allows filtering,
forwarding, and aliasing to function normally.


		May be run in daemon mode to check periodically for new messages.


		Can retrieve multiple mailboxes and forward them, based on
configuration, to different local users.





This section explains some of the basic features of fetchmail. This
utility requires a .fetchmailrc configuration in the user’s home
directory in order to run correctly. This file includes server
information as well as login credentials. Due to the sensitive nature of
the contents of this file, it is advisable to make it readable only by
the user, with the following command:


PROMPT.USER chmod 600 .fetchmailrc






The following .fetchmailrc serves as an example for downloading a
single user mailbox using POP. It tells fetchmail to connect to
example.com using a username of joesoap and a password of XXX. This
example assumes that the user joesoap exists on the local system.


poll example.com protocol pop3 username "joesoap" password "XXX"






The next example connects to multiple POP and IMAP servers and redirects
to different local usernames where applicable:


poll example.com proto pop3:
user "joesoap", with password "XXX", is "jsoap" here;
user "andrea", with password "XXXX";
poll example2.net proto imap:
user "john", with password "XXXXX", is "myth" here;






fetchmail can be run in daemon mode by running it with -d, followed
by the interval (in seconds) that fetchmail should poll servers listed
in .fetchmailrc. The following example configures fetchmail to poll
every 600 seconds:


PROMPT.USER fetchmail -d 600






More information on fetchmail can be found at
http://www.fetchmail.info/.





Using procmail


procmail
procmail is a powerful application used to filter incoming mail. It
allows users to define “rules” which can be matched to incoming mails to
perform specific functions or to reroute mail to alternative mailboxes
or email addresses. procmail can be installed using the mail/procmail
port. Once installed, it can be directly integrated into most MTAs.
Consult the MTA documentation for more information. Alternatively,
procmail can be integrated by adding the following line to a
.forward in the home directory of the user:


"|exec /usr/local/bin/procmail || exit 75"






The following section displays some basic procmail rules, as well as
brief descriptions of what they do. Rules must be inserted into a
.procmailrc, which must reside in the user’s home directory.


The majority of these rules can be found in MAN.PROCMAILEX.5.


To forward all mail from user@example.com to an external address of
goodmail@example2.com:


:0
* ^From.*user@example.com
! goodmail@example2.com






To forward all mails shorter than 1000 bytes to an external address of
goodmail@example2.com:


:0
* < 1000
! goodmail@example2.com






To send all mail sent to alternate@example.com to a mailbox called
alternate:


:0
* ^TOalternate@example.com
alternate






To send all mail with a subject of “Spam” to /dev/null:


:0
^Subject:.*Spam
/dev/null






A useful recipe that parses incoming OS.org mailing lists and places
each list in its own mailbox:


:0
* ^Sender:.owner-freebsd-\/[^@]+@FreeBSD.ORG
{
    LISTNAME=${MATCH}
    :0
    * LISTNAME??^\/[^@]+
    FreeBSD-${MATCH}
}












          

      

      

    


    
        © Copyright 2015, The FreeBSD Project.
      Created using Sphinx 1.3.1.
    

  

htdocs/internal/resources.html


    
      Navigation


      
        		
          index


        		FreeBSD 10.1 documentation »

 
      


    


    
      
          
            
  
&title;


]>



Rationale


The core team manages access to project resources including granting and
revoking both commit bits and user accounts. Core may delegate portions
of these tasks to other groups or individuals at its discretion. For
example, certain commit bits are managed by other groups as noted in
Commit Bit
Types
subject to core’s final approval. The core team has held this authority
since its inception, but wanted to make it explicit to avoid confusion.
The FreeBSD Core team approved the following commit bit and project
resources policy which was posted to the Developers mailing list on
August 4, 2011.





Policy


The core team has sole authority for managing access to project
resources. This includes granting and revoking both commit bits and user
accounts.
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Introduction





Synopsis


Thank you for your interest in OS! The following chapter covers various
aspects of the OS Project, such as its history, goals, development
model, and so on.


After reading this chapter, you will know:



		How OS relates to other computer operating systems.


		The history of the OS Project.


		The goals of the OS Project.


		The basics of the OS open-source development model.


		And of course: where the name “OS” comes from.








Welcome to OS!


4.4BSD-Lite
OS is a 4.4BSD-Lite based operating system for Intel (x86 and ITANIUM),
AMD64, Sun ULTRASPARC computers. Ports to other architectures are also
underway. You can also read about the history of OS, or
the current release. If you are interested in
contributing something to the Project (code, hardware, funding), see the
Contributing to OS article.



What Can OS Do?


OS has many noteworthy features. Some of these are:



		Preemptive multitasking preemptive multitasking with dynamic
priority adjustment to ensure smooth and fair sharing of the computer
between applications and users, even under the heaviest of loads.


		Multi-user facilitiesmulti-user facilities which allow many
people to use a OS system simultaneously for a variety of things.
This means, for example, that system peripherals such as printers and
tape drives are properly shared between all users on the system or
the network and that individual resource limits can be placed on
users or groups of users, protecting critical system resources from
over-use.


		Strong TCP/IP networkingTCP/IP networking with support for
industry standards such as SCTP, DHCP, NFS, NIS, PPP, SLIP, IPsec,
and IPv6. This means that your OS machine can interoperate easily
with other systems as well as act as an enterprise server, providing
vital functions such as NFS (remote file access) and email services
or putting your organization on the Internet with WWW, FTP, routing
and firewall (security) services.


		Memory protectionmemory protection ensures that applications (or
users) cannot interfere with each other. One application crashing
will not affect others in any way.


		The industry standard X Window SystemX Window System (X11R7) can
provide a graphical user interface (GUI) on any machine and comes
with full sources.


		binary compatibility Linux binary compatibility SCO binary
compatibility SVR4 binary compatibility BSD/OS binary compatibility
NetBSD Binary compatibility with many programs built for Linux,
SCO, SVR4, BSDI and NetBSD.


		Thousands of ready-to-run applications are available from the OS
ports and packages collection. Why search the net when you can
find it all right here?


		Thousands of additional and easy-to-port applications are available
on the Internet. OS is source code compatible with most popular
commercial UNIX systems and thus most applications require few, if
any, changes to compile.


		Demand paged virtual memoryvirtual memory and “merged VM/buffer
cache” design efficiently satisfies applications with large appetites
for memory while still maintaining interactive response to other
users.


		SMPSymmetric Multi-Processing (SMP) support for machines with
multiple CPUs.


		compilers C compilers C++ A full complement of C and C++
development tools. Many additional languages for advanced research
and development are also available in the ports and packages
collection.


		Source codesource code for the entire system means you have the
greatest degree of control over your environment. Why be locked into
a proprietary solution at the mercy of your vendor when you can have
a truly open system?


		Extensive online documentation.


		And many more!





OS is based on the 4.4BSD-Lite4.4BSD-Lite release from Computer Systems
Research Group (CSRG)Computer Systems Research Group (CSRG) at the
University of California at Berkeley, and carries on the distinguished
tradition of BSD systems development. In addition to the fine work
provided by CSRG, the OS Project has put in many thousands of hours in
fine tuning the system for maximum performance and reliability in
real-life load situations. OS offers performance and reliability on par
with commercial offerings, combined with many cutting-edge features not
available anywhere else.


The applications to which OS can be put are truly limited only by your
own imagination. From software development to factory automation,
inventory control to azimuth correction of remote satellite antennae; if
it can be done with a commercial UNIX product then it is more than
likely that you can do it with OS too! OS also benefits significantly
from literally thousands of high quality applications developed by
research centers and universities around the world, often available at
little to no cost. Commercial applications are also available and
appearing in greater numbers every day.


Because the source code for OS itself is generally available, the system
can also be customized to an almost unheard of degree for special
applications or projects, and in ways not generally possible with
operating systems from most major commercial vendors. Here is just a
sampling of some of the applications in which people are currently using
OS:



		Internet Services: The robust TCP/IP networking built into OS makes
it an ideal platform for a variety of Internet services such as:
		World Wide Web serversweb servers (standard or secure [SSL])


		IPv4 and IPv6 routing


		Firewallsfirewall and NATNAT (“IP masquerading”) gateways


		FTP serversFTP servers


		electronic mail email email Electronic Mail servers


		And more...








		Education: Are you a student of computer science or a related
engineering field? There is no better way of learning about operating
systems, computer architecture and networking than the hands on,
under the hood experience that OS can provide. A number of freely
available CAD, mathematical and graphic design packages also make it
highly useful to those whose primary interest in a computer is to get
other work done!


		Research: With source code for the entire system available, OS is
an excellent platform for research in operating systems as well as
other branches of computer science. OS’s freely available nature also
makes it possible for remote groups to collaborate on ideas or shared
development without having to worry about special licensing
agreements or limitations on what may be discussed in open forums.


		Networking: Need a new router?router A name server (DNS)?DNS Server
A firewall to keep people out of your internal network? OS can easily
turn that unused PC sitting in the corner into an advanced router
with sophisticated packet-filtering capabilities.


		Embedded: OS makes an excellent platform to build embedded systems
upon. embedded With support for the ARM, MIPS and POWERPC platforms,
coupled with a robust network stack, cutting edge features and the
permissive BSD
license
OS makes an excellent foundation for building embedded routers,
firewalls, and other devices.


		X Window System GNOME KDE Desktop: OS makes a fine choice for an
inexpensive desktop solution using the freely available X11 server.
OS offers a choice from many open-source desktop environments,
including the standard GNOME and KDE graphical user interfaces. OS
can even boot “diskless” from a central server, making individual
workstations even cheaper and easier to administer.


		Software Development: The basic OS system comes with a full
complement of development tools including a full C/C++Compiler
compiler and debugger suite. Support for many other languages are
also available through the ports and packages collection.





OS is available to download free of charge, or can be obtained on either
CD-ROM or DVD. Please see ? for more information about obtaining OS.





Who Uses OS?


users
large sites running OS
OS’s advanced features, proven security, predictable release cycle, and
permissive license have led to its use as a platform for building many
commercial and open source appliances, devices, and products. Many of
the world’s largest IT companies use OS:



		Apache [http://www.apache.org/] Apache - The Apache Software
Foundation runs most of its public facing infrastructure, including
possibly one of the largest SVN repositories in the world with over
1.4 million commits, on OS.


		Apple [http://www.apple.com/] Apple - OS X borrows heavily from
OS for the network stack, virtual file system, and many userland
components. Apple iOS also contains elements borrowed from OS.


		Cisco [http://www.cisco.com/] Cisco - IronPort network security
and anti-spam appliances run a modified OS kernel.


		Citrix [http://www.citrix.com/] Citrix - The NetScaler line of
security appliances provide layer 4-7 load balancing, content
caching, application firewall, secure VPN, and mobile cloud network
access, along with the power of a OS shell.


		Dell KACE [http://www.dell.com/KACE] Dell KACE - The KACE system
management appliances run OS because of its reliability, scalability,
and the community that supports its continued development.


		Experts Exchange [http://www.experts-exchange.com/] Experts
Exchange - All public facing web servers are powered by OS and they
make extensive use of jails to isolate development and testing
environments without the overhead of virtualization.


		Isilon [http://www.isilon.com/] Isilon - Isilon’s enterprise
storage appliances are based on OS. The extremely liberal OS license
allowed Isilon to integrate their intellectual property throughout
the kernel and focus on building their product instead of an
operating system.


		iXsystems [http://www.ixsystems.com/] iXsystems - The TrueNAS
line of unified storage appliances is based on OS. In addition to
their commercial products, iXsystems also manages development of the
open source projects PC-BSD and FreeNAS.


		Juniper [http://www.juniper.net/] Juniper - The JunOS operating
system that powers all Juniper networking gear (including routers,
switches, security, and networking appliances) is based on OS.
Juniper is one of many vendors that showcases the symbiotic
relationship between the project and vendors of commercial products.
Improvements generated at Juniper are upstreamed into OS to reduce
the complexity of integrating new features from OS back into JunOS in
the future.


		McAfee [http://www.mcafee.com/] McAfee - SecurOS, the basis of
McAfee enterprise firewall products including Sidewinder is based on
OS.


		NetApp [http://www.netapp.com/] NetApp - The Data ONTAP GX line
of storage appliances are based on OS. In addition, NetApp has
contributed back many features, including the new BSD licensed
hypervisor, bhyve.


		Netflix [http://www.netflix.com/] Netflix - The OpenConnect
appliance that Netflix uses to stream movies to its customers is
based on OS. Netflix has made extensive contributions to the codebase
and works to maintain a zero delta from mainline OS. Netflix
OpenConnect appliances are responsible for delivering more than 32%
of all Internet traffic in North America.


		Sandvine [http://www.sandvine.com/] Sandvine - Sandvine uses OS
as the basis of their high performance realtime network processing
platforms that make up their intelligent network policy control
products.


		Sony [http://www.sony.com/] Sony - The PlayStation 4 gaming
console runs a modified version of OS.


		Sophos [http://www.sophos.com/] Sophos - The Sophos Email
Appliance product is based on a hardened OS and scans inbound mail
for spam and viruses, while also monitoring outbound mail for malware
as well as the accidental loss of sensitive information.


		Spectra Logic [http://www.spectralogic.com/] Spectra Logic - The
nTier line of archive grade storage appliances run OS and OpenZFS.


		The Weather Channel [http://www.weather.com/] The Weather Channel
- The IntelliStar appliance that is installed at each local cable
providers headend and is responsible for injecting local weather
forecasts into the cable TV network’s programming runs OS.


		Verisign [http://www.verisign.com/] Verisign - Verisign is
responsible for operating the .com and .net root domain registries as
well as the accompanying DNS infrastructure. They rely on a number of
different network operating systems including OS to ensure there is
no common point of failure in their infrastructure.


		Voxer [http://www.voxer.com/] Voxer - Voxer powers their mobile
voice messaging platform with ZFS on OS. Voxer switched from a
Solaris derivative to OS because of its superior documentation,
larger and more active community, and more developer friendly
environment. In addition to critical features like ZFS and DTrace, OS
also offers TRIM support for ZFS.


		WhatsApp [http://www.whatsapp.com/] WhatsApp - When WhatsApp
needed a platform that would be able to handle more than 1 million
concurrent TCP connections per server, they chose OS. They then
proceeded to scale past 2.5 million connections per server.


		Wheel Systems [http://wheelsystems.com/en/] Wheel Systems - The
FUDO security appliance allows enterprises to monitor, control,
record, and audit contractors and administrators who work on their
systems. Based on all of the best security features of OS including
ZFS, GELI, Capsicum, HAST, and auditdistd.





OS has also spawned a number of related open source projects:



		BSD Router [http://bsdrp.net/] BSD Router - A OS based
replacement for large enterprise routers designed to run on standard
PC hardware.


		FreeNAS [http://www.freenas.org/] FreeNAS - A customized OS
designed to be used as a network file server appliance. Provides a
python based web interface to simplify the management of both the UFS
and ZFS file systems. Includes support for NFS, SMB/CIFS, AFP, FTP,
and iSCSI. Includes an extensible plugin system based on OS jails.


		GhostBSD [http://www.ghostbsd.org/] GhostBSD - A desktop oriented
distribution of OS bundled with the Gnome desktop environment.


		mfsBSD [http://mfsbsd.vx.sk/] mfsBSD - A toolkit for building a
OS system image that runs entirely from memory.


		NAS4Free [http://www.nas4free.org/] NAS4Free - A file server
distribution based on OS with a PHP powered web interface.


		PC-BSD [http://www.pcbsd.org/] PC-BSD - A customized version of
OS geared towards desktop users with graphical utilities to exposing
the power of OS to all users. Designed to ease the transition of
Windows and OS X users.


		pfSense [http://www.pfsense.org/] pfSense - A firewall
distribution based on OS with a huge array of features and extensive
IPv6 support.


		m0n0wall [http://m0n0.ch/wall/] m0n0wall - A stripped down
version of OS bundled with a web server and PHP. Designed as an
embedded firewall appliance with a footprint of less than 12 MB.


		ZRouter [http://zrouter.org/] ZRouter - An open source
alternative firmware for embedded devices based on OS. Designed to
replace the proprietary firmware on off-the-shelf routers.





OS is also used to power some of the biggest sites on the Internet,
including:



		Yahoo! [http://www.yahoo.com/] Yahoo!


		Yandex [http://www.yandex.ru/] Yandex


		Rambler [http://www.rambler.ru/] Rambler


		Sina [http://www.sina.com/] Sina


		Pair Networks [http://www.pair.com/] Pair Networks


		Sony Japan [http://www.sony.co.jp/] Sony Japan


		Netcraft [http://www.netcraft.com/] Netcraft


		Netflix [https://signup.netflix.com/openconnect] Netflix


		NetEase [http://www.163.com/] NetEase


		Weathernews [http://www.weathernews.com/] Weathernews


		TELEHOUSE America [http://www.telehouse.com/] TELEHOUSE America





and many more. Wikipedia also maintains a list of products based on
OS [http://en.wikipedia.org/wiki/List_of_products_based_on_FreeBSD].







About the OS Project


The following section provides some background information on the
project, including a brief history, project goals, and the development
model of the project.



A Brief History of OS


386BSD Patchkit
Hubbard, Jordan
Williams, Nate
Grimes, Rod
FreeBSD Project
history
The OS Project had its genesis in the early part of 1993, partially as
an outgrowth of the Unofficial 386BSDPatchkit by the patchkit’s last 3
coordinators: Nate Williams, Rod Grimes and Jordan Hubbard.


386BSD
The original goal was to produce an intermediate snapshot of 386BSD in
order to fix a number of problems with it that the patchkit mechanism
just was not capable of solving. The early working title for the project
was 386BSD 0.5 or 386BSD Interim in reference of that fact.


Jolitz, Bill
386BSD was Bill Jolitz’s operating system, which had been up to that
point suffering rather severely from almost a year’s worth of neglect.
As the patchkit swelled ever more uncomfortably with each passing day,
they decided to assist Bill by providing this interim “cleanup”
snapshot. Those plans came to a rude halt when Bill Jolitz suddenly
decided to withdraw his sanction from the project without any clear
indication of what would be done instead.


Greenman, David
Walnut Creek CDROM
The trio thought that the goal remained worthwhile, even without Bill’s
support, and so they adopted the name “OS” coined by David Greenman. The
initial objectives were set after consulting with the system’s current
users and, once it became clear that the project was on the road to
perhaps even becoming a reality, Jordan contacted Walnut Creek CDROM
with an eye toward improving OS’s distribution channels for those many
unfortunates without easy access to the Internet. Walnut Creek CDROM not
only supported the idea of distributing OS on CD but also went so far as
to provide the project with a machine to work on and a fast Internet
connection. Without Walnut Creek CDROM’s almost unprecedented degree of
faith in what was, at the time, a completely unknown project, it is
quite unlikely that OS would have gotten as far, as fast, as it has
today.


4.3BSD-Lite
Net/2
U.C. Berkeley
386BSD
Free Software Foundation
The first CD-ROM (and general net-wide) distribution was OS 1.0,
released in December of 1993. This was based on the 4.3BSD-Lite
(“Net/2”) tape from U.C. Berkeley, with many components also provided by
386BSD and the Free Software Foundation. It was a fairly reasonable
success for a first offering, and they followed it with the highly
successful OS 1.1 release in May of 1994.


Novell
U.C. Berkeley
Net/2
AT&T
Around this time, some rather unexpected storm clouds formed on the
horizon as Novell and U.C. Berkeley settled their long-running lawsuit
over the legal status of the Berkeley Net/2 tape. A condition of that
settlement was U.C. Berkeley’s concession that large parts of Net/2 were
“encumbered” code and the property of Novell, who had in turn acquired
it from AT&T some time previously. What Berkeley got in return was
Novell’s “blessing” that the 4.4BSD-Lite release, when it was finally
released, would be declared unencumbered and all existing Net/2 users
would be strongly encouraged to switch. This included OS, and the
project was given until the end of July 1994 to stop shipping its own
Net/2 based product. Under the terms of that agreement, the project was
allowed one last release before the deadline, that release being
OS 1.1.5.1.


OS then set about the arduous task of literally re-inventing itself from
a completely new and rather incomplete set of 4.4BSD-Lite bits. The
“Lite” releases were light in part because Berkeley’s CSRG had removed
large chunks of code required for actually constructing a bootable
running system (due to various legal requirements) and the fact that the
Intel port of 4.4 was highly incomplete. It took the project until
November of 1994 to make this transition, and in December it released
OS 2.0 to the world. Despite being still more than a little rough around
the edges, the release was a significant success and was followed by the
more robust and easier to install OS 2.0.5 release in June of 1995.


Since that time, OS has made a series of releases each time improving
the stability, speed, and feature set of the previous version.


For now, long-term development projects continue to take place in the
10.X-CURRENT (trunk) branch, and snapshot releases of 10.X are
continually made available from the snapshot
server [ftp://ftp.FreeBSD.org/pub/FreeBSD/snapshots/] as work
progresses.





OS Project Goals


FreeBSD Project
goals
The goals of the OS Project are to provide software that may be used for
any purpose and without strings attached. Many of us have a significant
investment in the code (and project) and would certainly not mind a
little financial compensation now and then, but we are definitely not
prepared to insist on it. We believe that our first and foremost
“mission” is to provide code to any and all comers, and for whatever
purpose, so that the code gets the widest possible use and provides the
widest possible benefit. This is, I believe, one of the most fundamental
goals of Free Software and one that we enthusiastically support.


GNU General Public License (GPL)
GNU Lesser General Public License (LGPL)
BSD Copyright
That code in our source tree which falls under the GNU General Public
License (GPL) or Library General Public License (LGPL) comes with
slightly more strings attached, though at least on the side of enforced
access rather than the usual opposite. Due to the additional
complexities that can evolve in the commercial use of GPL software we
do, however, prefer software submitted under the more relaxed BSD
copyright when it is a reasonable option to do so.





The OS Development Model


FreeBSD Project
development model
The development of OS is a very open and flexible process, being
literally built from the contributions of thousands of people around the
world, as can be seen from our list of
contributors. OS’s
development infrastructure allow these thousands of contributors to
collaborate over the Internet. We are constantly on the lookout for new
developers and ideas, and those interested in becoming more closely
involved with the project need simply contact us at the A.HACKERS. The
A.ANNOUNCE is also available to those wishing to make other OS users
aware of major areas of work.


Useful things to know about the OS Project and its development process,
whether working independently or in close cooperation:



		The SVN repositories


		CVS CVS Repository Concurrent Versions System CVS Subversion
Subversion Repository SVN Subversion For several years, the central
source tree for OS was maintained by
CVS [http://www.nongnu.org/cvs/] (Concurrent Versions System), a
freely available source code control tool. In June 2008, the Project
switched to using SVN [http://subversion.tigris.org]
(Subversion). The switch was deemed necessary, as the technical
limitations imposed by CVS were becoming obvious due to the rapid
expansion of the source tree and the amount of history already
stored. The Documentation Project and Ports Collection repositories
also moved from CVS to SVN in May 2012 and July 2012, respectively.
Please refer to the Synchronizing your source tree
section for more information on obtaining the OS src/ repository
and Using the Ports Collection for details on
obtaining the OS Ports Collection.


		The committers list


		The committers committers are the people who have write access to
the Subversion tree, and are authorized to make modifications to the
OS source (the term “committer” comes from the source control
commit command, which is used to bring new changes into the
repository). The best way of making submissions for review is to use
the MAN.SEND-PR.1 command, which is included in releases prior to
OS 10.1, or submit issues using the problem report
form [https://bugs.FreeBSD.org/submit/]. If a problem report has
not received any attention, please engage the community mailing
lists.


		The FreeBSD core team


		The OS core team core team would be equivalent to the board of
directors if the OS Project were a company. The primary task of the
core team is to make sure the project, as a whole, is in good shape
and is heading in the right directions. Inviting dedicated and
responsible developers to join our group of committers is one of the
functions of the core team, as is the recruitment of new core team
members as others move on. The current core team was elected from a
pool of committer candidates in July 2014. Elections are held every
2 years.



Note


Like most developers, most members of the core team are also
volunteers when it comes to OS development and do not benefit
from the project financially, so “commitment” should also not be
misconstrued as meaning “guaranteed support.” The “board of
directors” analogy above is not very accurate, and it may be
more suitable to say that these are the people who gave up their
lives in favor of OS against their better judgement!









		Outside contributors


		Last, but definitely not least, the largest group of developers are
the users themselves who provide feedback and bug fixes to us on an
almost constant basis. The primary way of keeping in touch with OS’s
more non-centralized development is to subscribe to the A.HACKERS
where such things are discussed. See ? for more information about
the various OS mailing lists.


The OS Contributors
List contributors is a
long and growing one, so why not join it by contributing something
back to OS today?


Providing code is not the only way of contributing to the project;
for a more complete list of things that need doing, please refer to
the OS Project web site.








In summary, our development model is organized as a loose set of
concentric circles. The centralized model is designed for the
convenience of the users of OS, who are provided with an easy way of
tracking one central code base, not to keep potential contributors out!
Our desire is to present a stable operating system with a large set of
coherent application programs that the users can easily
install and use — this model works very well in accomplishing that.


All we ask of those who would join us as OS developers is some of the
same dedication its current people have to its continued success!





Third Party Programs


In addition to the base distributions, OS offers a ported software
collection with thousands of commonly sought-after programs. At the time
of this writing, there were over OS.NUMPORTS ports! The list of ports
ranges from http servers, to games, languages, editors, and almost
everything in between. The entire Ports Collection requires
approximately PORTS.SIZE. To compile a port, you simply change to the
directory of the program you wish to install, type make install, and
let the system do the rest. The full original distribution for each port
you build is retrieved dynamically so you need only enough disk space to
build the ports you want. Almost every port is also provided as a
pre-compiled “package”, which can be installed with a simple command
(pkg install) by those who do not wish to compile their own ports
from source. More information on packages and ports can be found in ?.





Additional Documentation


All recent OS versions provide an option in the installer (either
MAN.SYSINSTALL.8 or MAN.BSDINSTALL.8) to install additional
documentation under /usr/local/share/doc/freebsd during the initial
system setup. Documentation may also be installed at any later time
using packages as described in ?. You may view the locally installed
manuals with any HTML capable browser using the following URLs:



		The FreeBSD Handbook


		`/usr/local/share/doc/freebsd/handbook/index.html <file://localhost/usr/local/share/doc/freebsd/handbook/index.html>`__


		The FreeBSD FAQ


		`/usr/local/share/doc/freebsd/faq/index.html <file://localhost/usr/local/share/doc/freebsd/faq/index.html>`__





You can also view the master (and most frequently updated) copies at
http://www.FreeBSD.org/.
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It is possible to mirror the FreeBSD web pages www.FreeBSD.org. This
can be done using a program called rsync. rsync is a software package
in the Ports Collection for distributing and updating collections of
files across a network.



Running rsync


If you keep your mirrored FreeBSD web pages in the directory
/usr/FreeBSD-mirror and are owned by the user `fred’, then run the
following command as user `fred’:


$ rsync -vaHz --delete rsync://bit0.us-west.freebsd.org/FreeBSD-www-data/ /usr/FreeBSD-mirror/






This will mirror the FreeBSD web pages into /usr/FreeBSD-mirror. You
can install this into fred’s crontab, so that it runs once a day.


FreeBSD Internal Home
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Security


security
Synopsis
========


Security, whether physical or virtual, is a topic so broad that an
entire industry has grown up around it. Hundreds of standard practices
have been authored about how to secure systems and networks, and as a
user of OS, understanding how to protect against attacks and intruders
is a must.


In this chapter, several fundamentals and techniques will be discussed.
The OS system comes with multiple layers of security, and many more
third party utilities may be added to enhance security.


After reading this chapter, you will know:



		Basic OS system security concepts.


		The various crypt mechanisms available in OS.


		How to set up one-time password authentication.


		How to configure TCP Wrapper for use with MAN.INETD.8.


		How to set up Kerberos on OS.


		How to configure IPsec and create a VPN.


		How to configure and use OpenSSH on OS.


		How to use file system ACLs.


		How to use pkg to audit third party software packages installed from
the Ports Collection.


		How to utilize OS security advisories.


		What Process Accounting is and how to enable it on OS.


		How to control user resources using login classes or the resource
limits database.





Before reading this chapter, you should:



		Understand basic OS and Internet concepts.





Additional security topics are covered elsewhere in this Handbook. For
example, Mandatory Access Control is discussed in ? and Internet
firewalls are discussed in ?.





Introduction


Security is everyone’s responsibility. A weak entry point in any system
could allow intruders to gain access to critical information and cause
havoc on an entire network. One of the core principles of information
security is the CIA triad, which stands for the Confidentiality,
Integrity, and Availability of information systems.


The CIA triad is a bedrock concept of computer security as customers and
users expect their data to be protected. For example, a customer expects
that their credit card information is securely stored (confidentiality),
that their orders are not changed behind the scenes (integrity), and
that they have access to their order information at all times
(availablility).


To provide CIA, security professionals apply a defense in depth
strategy. The idea of defense in depth is to add several layers of
security to prevent one single layer failing and the entire security
system collapsing. For example, a system administrator cannot simply
turn on a firewall and consider the network or system secure. One must
also audit accounts, check the integrity of binaries, and ensure
malicious tools are not installed. To implement an effective security
strategy, one must understand threats and how to defend against them.


What is a threat as it pertains to computer security? Threats are not
limited to remote attackers who attempt to access a system without
permission from a remote location. Threats also include employees,
malicious software, unauthorized network devices, natural disasters,
security vulnerabilities, and even competing corporations.


Systems and networks can be accessed without permission, sometimes by
accident, or by remote attackers, and in some cases, via corporate
espionage or former employees. As a user, it is important to prepare for
and admit when a mistake has lead to a security breach and report
possible issues to the security team. As an administrator, it is
important to know of the threats and be prepared to mitigate them.


When applying security to systems, it is recommended to start by
securing the basic accounts and system configuration, and then to secure
the network layer so that it adheres to the system policy and the
organization’s security procedures. Many organizations already have a
security policy that covers the configuration of technology devices. The
policy should include the security configuration of workstations,
desktops, mobile devices, phones, production servers, and development
servers. In many cases, standard operating procedures (SOPs) already
exist. When in doubt, ask the security team.


The rest of this introduction describes how some of these basic security
configurations are performed on a OS system. The rest of this chapter
describes some specific tools which can be used when implementing a
security policy on a OS system.



Preventing Logins


In securing a system, a good starting point is an audit of accounts.
Ensure that root has a strong password and that this password is not
shared. Disable any accounts that do not need login access.


To deny login access to accounts, two methods exist. The first is to
lock the account. This example locks the toor account:


PROMPT.ROOT pw lock toor






The second method is to prevent login access by changing the shell to
/sbin/nologin. Only the superuser can change the shell for other
users:


PROMPT.ROOT chsh -s /usr/sbin/nologin toor






The /usr/sbin/nologin shell prevents the system from assigning a
shell to the user when they attempt to login.





Permitted Account Escalation


In some cases, system administration needs to be shared with other
users. OS has two methods to handle this. The first one, which is not
recommended, is a shared root password used by members of the wheel
group. With this method, a user types su and enters the password for
wheel whenever superuser access is needed. The user should then type
exit to leave privileged access after finishing the commands that
required administrative access. To add a user to this group, edit
/etc/group and add the user to the end of the wheel entry. The
user must be separated by a comma character with no space.


The second, and recommended, method to permit privilege escalation is to
install the security/sudo package or port. This software provides
additional auditing, more fine-grained user control, and can be
configured to lock users into running only the specified privileged
commands.


After installation, use visudo to edit /usr/local/etc/sudoers.
This example creates a new webadmin group, adds the trhodes account to
that group, and configures that group access to restart apache24:


PROMPT.ROOT pw groupadd webadmin -M trhodes -g 6000
PROMPT.ROOT visudo
%webadmin ALL=(ALL) /usr/sbin/service apache24 *









Password Hashes


Passwords are a necessary evil of technology. When they must be used,
they should be complex and a powerful hash mechanism should be used to
encrypt the version that is stored in the password database. OS supports
the DES, MD5, SHA256, SHA512, and Blowfish hash algorithms in its
crypt() library. The default of SHA512 should not be changed to a
less secure hashing algorithm, but can be changed to the more secure
Blowfish algorithm.



Note


Blowfish is not part of AES and is not considered compliant with any
Federal Information Processing Standards (FIPS). Its use may not be
permitted in some environments.






To determine which hash algorithm is used to encrypt a user’s password,
the superuser can view the hash for the user in the OS password
database. Each hash starts with a symbol which indicates the type of
hash mechanism used to encrypt the password. If DES is used, there is no
beginning symbol. For MD5, the symbol is $. For SHA256 and SHA512,
the symbol is $6$. For Blowfish, the symbol is $2a$. In this
example, the password for dru is hashed using the default SHA512
algorithm as the hash starts with $6$. Note that the encrypted hash,
not the password itself, is stored in the password database:


PROMPT.ROOT grep dru /etc/master.passwd
dru:$6$pzIjSvCAn.PBYQBA$PXpSeWPx3g5kscj3IMiM7tUEUSPmGexxta.8Lt9TGSi2lNQqYGKszsBPuGME0:1001:1001::0:0:dru:/usr/home/dru:/bin/csh






The hash mechanism is set in the user’s login class. For this example,
the user is in the default login class and the hash algorithm is set
with this line in /etc/login.conf:


:passwd_format=sha512:\






To change the algorithm to Blowfish, modify that line to look like this:


:passwd_format=blf:\






Then run cap_mkdb /etc/login.conf as described in ?. Note that this
change will not affect any existing password hashes. This means that all
passwords should be re-hashed by asking users to run passwd in order
to change their password.


For remote logins, two-factor authentication should be used. An example
of two-factor authentication is “something you have”, such as a key, and
“something you know”, such as the passphrase for that key. Since OpenSSH
is part of the OS base system, all network logins should be over an
encrypted connection and use key-based authentication instead of
passwords. For more information, refer to ?. Kerberos users may need to
make additional changes to implement OpenSSH in their network. These
changes are described in ?.





Password Policy Enforcement


Enforcing a strong password policy for local accounts is a fundamental
aspect of system security. In OS, password length, password strength,
and password complexity can be implemented using built-in Pluggable
Authentication Modules (PAM).


This section demonstrates how to configure the minimum and maximum
password length and the enforcement of mixed characters using the
pam_passwdqc.so module. This module is enforced when a user changes
their password.


To configure this module, become the superuser and uncomment the line
containing pam_passwdqc.so in /etc/pam.d/passwd. Then, edit that
line to match the password policy:


password        requisite       pam_passwdqc.so         min=disabled,disabled,disabled,12,10 similar=deny retry=3 enforce=users






This example sets several requirements for new passwords. The min
setting controls the minimum password length. It has five values because
this module defines five different types of passwords based on their
complexity. Complexity is defined by the type of characters that must
exist in a password, such as letters, numbers, symbols, and case. The
types of passwords are described in MAN.PAM.PASSWDQC.8. In this example,
the first three types of passwords are disabled, meaning that passwords
that meet those complexity requirements will not be accepted, regardless
of their length. The 12 sets a minimum password policy of at least
twelve characters, if the password also contains characters with three
types of complexity. The 10 sets the password policy to also allow
passwords of at least ten characters, if the password contains
characters with four types of complexity.


The similar setting denies passwords that are similar to the user’s
previous password. The retry setting provides a user with three
opportunities to enter a new password.


Once this file is saved, a user changing their password will see a
message similar to the following:


PROMPT.USER passwd
Changing local password for trhodes
Old Password:

You can now choose the new password.
A valid password should be a mix of upper and lower case letters,
digits and other characters.  You can use a 12 character long
password with characters from at least 3 of these 4 classes, or
a 10 character long password containing characters from all the
classes.  Characters that form a common pattern are discarded by
the check.
Alternatively, if noone else can see your terminal now, you can
pick this as your password: "trait-useful&knob".
Enter new password:






If a password that does not match the policy is entered, it will be
rejected with a warning and the user will have an opportunity to try
again, up to the configured number of retries.


Most password policies require passwords to expire after so many days.
To set a password age time in OS, set passwordtime for the user’s
login class in /etc/login.conf. The default login class contains
an example:


#       :passwordtime=90d:\






So, to set an expiry of 90 days for this login class, remove the comment
symbol (#), save the edit, and run ``cap_mkdb



/etc/login.conf``.



To set the expiration on individual users, pass an expiration date or
the number of days to expiry and a username to pw:


PROMPT.ROOT pw usermod -p 30-apr-2015 -n trhodes






As seen here, an expiration date is set in the form of day, month, and
year. For more information, see MAN.PW.8.





Detecting Rootkits


A rootkit is any unauthorized software that attempts to gain root access
to a system. Once installed, this malicious software will normally open
up another avenue of entry for an attacker. Realistically, once a system
has been compromised by a rootkit and an investigation has been
performed, the system should be reinstalled from scratch. There is
tremendous risk that even the most prudent security or systems engineer
will miss something an attacker left behind.


A rootkit does do one thing usefulfor administrators: once detected, it
is a sign that a compromise happened at some point. But, these types of
applications tend to be very well hidden. This section demonstrates a
tool that can be used to detect rootkits, security/rkhunter.


After installation of this package or port, the system may be checked
using the following command. It will produce a lot of information and
will require some manual pressing of ENTER:


PROMPT.ROOT rkhunter -c






After the process completes, a status message will be printed to the
screen. This message will include the amount of files checked, suspect
files, possible rootkits, and more. During the check, some generic
security warnings may be produced about hidden files, the OpenSSH
protocol selection, and known vulnerable versions of installed software.
These can be handled now or after a more detailed analysis has been
performed.


Every administrator should know what is running on the systems they are
responsible for. Third-party tools like rkhunter and sysutils/lsof, and
native commands such as netstat and ps, can show a great deal of
information on the system. Take notes on what is normal, ask questions
when something seems out of place, and be paranoid. While preventing a
compromise is ideal, detecting a compromise is a must.





Binary Verification


Verification of system files and binaries is important because it
provides the system administration and security teams information about
system changes. A software application that monitors the system for
changes is called an Intrusion Detection System (IDS).


OS provides native support for a basic IDS system. While the nightly
security emails will notify an administrator of changes, the information
is stored locally and there is a chance that a malicious user could
modify this information in order to hide their changes to the system. As
such, it is recommended to create a separate set of binary signatures
and store them on a read-only, root-owned directory or, preferably, on a
removable USB disk or remote rsync server.


The built-in mtree utility can be used to generate a specification
of the contents of a directory. A seed, or a numeric constant, is used
to generate the specification and is required to check that the
specification has not changed. This makes it possible to determine if a
file or binary has been modified. Since the seed value is unknown by an
attacker, faking or checking the checksum values of files will be
difficult to impossible. The following example generates a set of SHA256
hashes, one for each system binary in /bin, and saves those values
to a hidden file in root’s home directory, /root/.bin_chksum_mtree:


PROMPT.ROOT mtree -s 3483151339707503 -c -K cksum,sha256digest -p /bin > /root/.bin_chksum_mtree
PROMPT.ROOT mtree: /bin checksum: 3427012225






The 3483151339707503 represents the seed. This value should be
remembered, but not shared.


Viewing /root/.bin_cksum_mtree should yield output similar to the
following:


#          user: root
#       machine: dreadnaught
#          tree: /bin
#          date: Mon Feb  3 10:19:53 2014

# .
/set type=file uid=0 gid=0 mode=0555 nlink=1 flags=none
.               type=dir mode=0755 nlink=2 size=1024 \
                time=1380277977.000000000
    \133        nlink=2 size=11704 time=1380277977.000000000 \
                cksum=484492447 \
                sha256digest=6207490fbdb5ed1904441fbfa941279055c3e24d3a4049aeb45094596400662a
    cat         size=12096 time=1380277975.000000000 cksum=3909216944 \
                sha256digest=65ea347b9418760b247ab10244f47a7ca2a569c9836d77f074e7a306900c1e69
    chflags     size=8168 time=1380277975.000000000 cksum=3949425175 \
                sha256digest=c99eb6fc1c92cac335c08be004a0a5b4c24a0c0ef3712017b12c89a978b2dac3
    chio        size=18520 time=1380277975.000000000 cksum=2208263309 \
                sha256digest=ddf7c8cb92a58750a675328345560d8cc7fe14fb3ccd3690c34954cbe69fc964
    chmod       size=8640 time=1380277975.000000000 cksum=2214429708 \
                sha256digest=a435972263bf814ad8df082c0752aa2a7bdd8b74ff01431ccbd52ed1e490bbe7






The machine’s hostname, the date and time the specification was created,
and the name of the user who created the specification are included in
this report. There is a checksum, size, time, and SHA256 digest for each
binary in the directory.


To verify that the binary signatures have not changed, compare the
current contents of the directory to the previously generated
specification, and save the results to a file. This command requires the
seed that was used to generate the original specification:


PROMPT.ROOT mtree -s 3483151339707503 -p /bin < /root/.bin_chksum_mtree >> /root/.bin_chksum_output
PROMPT.ROOT mtree: /bin checksum: 3427012225






This should produce the same checksum for /bin that was produced
when the specification was created. If no changes have occurred to the
binaries in this directory, the /root/.bin_chksum_output output file
will be empty. To simulate a change, change the date on /bin/cat
using touch and run the verification command again:


PROMPT.ROOT touch /bin/cat
PROMPT.ROOT mtree -s 3483151339707503 -p /bin < /root/.bin_chksum_mtree >> /root/.bin_chksum_output
PROMPT.ROOT more /root/.bin_chksum_output
cat changed
    modification time expected Fri Sep 27 06:32:55 2013 found Mon Feb  3 10:28:43 2014






It is recommended to create specifications for the directories which
contain binaries and configuration files, as well as any directories
containing sensitive data. Typically, specifications are created for
/bin, /sbin, /usr/bin, /usr/sbin, /usr/local/bin,
/etc, and /usr/local/etc.


More advanced IDS systems exist, such as security/aide. In most cases,
mtree provides the functionality administrators need. It is
important to keep the seed value and the checksum output hidden from
malicious users. More information about mtree can be found in
MAN.MTREE.8.





System Tuning for Security


In OS, many system features can be tuned using sysctl. A few of the
security features which can be tuned to prevent Denial of Service (DoS)
attacks will be covered in this section. More information about using
sysctl, including how to temporarily change values and how to make
the changes permanent after testing, can be found in ?.



Note


Any time a setting is changed with sysctl, the chance to cause
undesired harm is increased, affecting the availability of the
system. All changes should be monitored and, if possible, tried on a
testing system before being used on a production system.






By default, the OS kernel boots with a security level of -1. This is
called “insecure mode” because immutable file flags may be turned off
and all devices may be read from or written to. The security level will
remain at -1 unless it is altered through sysctl or by a setting
in the startup scripts. The security level may be increased during
system startup by setting kern_securelevel_enable to YES in
/etc/rc.conf, and the value of kern_securelevel to the desired
security level. See MAN.SECURITY.7 and MAN.INIT.8 for more information
on these settings and the available security levels.



Warning


Increasing the securelevel can break Xorg and cause other
issues. Be prepared to do some debugging.






The net.inet.tcp.blackhole and net.inet.udp.blackhole settings
can be used to drop incoming SYN packets on closed ports without sending
a return RST response. The default behavior is to return an RST to show
a port is closed. Changing the default provides some level of protection
against ports scans, which are used to determine which applications are
running on a system. Set net.inet.tcp.blackhole to 2 and
net.inet.udp.blackhole to 1. Refer to MAN.BLACKHOLE.4 for more
information about these settings.


The net.inet.icmp.drop_redirect and net.inet.ip.redirect
settings help prevent against redirect attacks. A redirect attack is a
type of DoS which sends mass numbers of ICMP type 5 packets. Since these
packets are not required, set net.inet.icmp.drop_redirect to 1
and set net.inet.ip.redirect to 0.


Source routing is a method for detecting and accessing non-routable
addresses on the internal network. This should be disabled as
non-routable addresses are normally not routable on purpose. To disable
this feature, set net.inet.ip.sourceroute and
net.inet.ip.accept_sourceroute to 0.


When a machine on the network needs to send messages to all hosts on a
subnet, an ICMP echo request message is sent to the broadcast address.
However, there is no reason for an external host to perform such an
action. To reject all external broadcast requests, set
net.inet.icmp.bmcastecho `` to ``0.


Some additional settings are documented in MAN.SECURITY.7.







One-time Passwords


one-time passwords
security
one-time passwords
By default, OS includes support for One-time Passwords In Everything
(OPIE). OPIE is designed to prevent replay attacks, in which an attacker
discovers a user’s password and uses it to access a system. Since a
password is only used once in OPIE, a discovered password is of little
use to an attacker. OPIE uses a secure hash and a challenge/response
system to manage passwords. The OS implementation uses the MD5 hash by
default.


OPIE uses three different types of passwords. The first is the usual
UNIX or Kerberos password. The second is the one-time password which is
generated by opiekey. The third type of password is the “secret
password” which is used to generate one-time passwords. The secret
password has nothing to do with, and should be different from, the UNIX
password.


There are two other pieces of data that are important to OPIE. One is
the “seed” or “key”, consisting of two letters and five digits. The
other is the “iteration count”, a number between 1 and 100. OPIE creates
the one-time password by concatenating the seed and the secret password,
applying the MD5 hash as many times as specified by the iteration count,
and turning the result into six short English words which represent the
one-time password. The authentication system keeps track of the last
one-time password used, and the user is authenticated if the hash of the
user-provided password is equal to the previous password. Because a
one-way hash is used, it is impossible to generate future one-time
passwords if a successfully used password is captured. The iteration
count is decremented after each successful login to keep the user and
the login program in sync. When the iteration count gets down to 1,
OPIE must be reinitialized.


There are a few programs involved in this process. A one-time password,
or a consecutive list of one-time passwords, is generated by passing an
iteration count, a seed, and a secret password to MAN.OPIEKEY.1. In
addition to initializing OPIE, MAN.OPIEPASSWD.1 is used to change
passwords, iteration counts, or seeds. The relevant credential files in
/etc/opiekeys are examined by MAN.OPIEINFO.1 which prints out the
invoking user’s current iteration count and seed.


This section describes four different sorts of operations. The first is
how to set up one-time-passwords for the first time over a secure
connection. The second is how to use opiepasswd over an insecure
connection. The third is how to log in over an insecure connection. The
fourth is how to generate a number of keys which can be written down or
printed out to use at insecure locations.



Initializing OPIE


To initialize OPIE for the first time, run this command from a secure
location:


PROMPT.USER opiepasswd -c
[grimreaper] ~ $ opiepasswd -f -c
Adding unfurl:
Only use this method from the console; NEVER from remote. If you are using
telnet, xterm, or a dial-in, type ^C now or exit with no password.
Then run opiepasswd without the -c parameter.
Using MD5 to compute responses.
Enter new secret pass phrase:
Again new secret pass phrase:

ID unfurl OTP key is 499 to4268
MOS MALL GOAT ARM AVID COED






The -c sets console mode which assumes that the command is being run
from a secure location, such as a computer under the user’s control or a
SSH session to a computer under the user’s control.


When prompted, enter the secret password which will be used to generate
the one-time login keys. This password should be difficult to guess and
should be different than the password which is associated with the
user’s login account. It must be between 10 and 127 characters long.
Remember this password.


The ID line lists the login name (unfurl), default iteration
count (499), and default seed (to4268). When logging in, the
system will remember these parameters and display them, meaning that
they do not have to be memorized. The last line lists the generated
one-time password which corresponds to those parameters and the secret
password. At the next login, use this one-time password.





Insecure Connection Initialization


To initialize or change the secret password on an insecure system, a
secure connection is needed to some place where opiekey can be run.
This might be a shell prompt on a trusted machine. An iteration count is
needed, where 100 is probably a good value, and the seed can either be
specified or the randomly-generated one used. On the insecure
connection, the machine being initialized, use MAN.OPIEPASSWD.1:


PROMPT.USER opiepasswd

Updating unfurl:
You need the response from an OTP generator.
Old secret pass phrase:
    otp-md5 498 to4268 ext
    Response: GAME GAG WELT OUT DOWN CHAT
New secret pass phrase:
    otp-md5 499 to4269
    Response: LINE PAP MILK NELL BUOY TROY

ID mark OTP key is 499 gr4269
LINE PAP MILK NELL BUOY TROY






To accept the default seed, press Return. Before entering an access
password, move over to the secure connection and give it the same
parameters:


PROMPT.USER opiekey 498 to4268
Using the MD5 algorithm to compute response.
Reminder: Do not use opiekey from telnet or dial-in sessions.
Enter secret pass phrase:
GAME GAG WELT OUT DOWN CHAT






Switch back over to the insecure connection, and copy the generated
one-time password over to the relevant program.





Generating a Single One-time Password


After initializing OPIE and logging in, a prompt like this will be
displayed:


PROMPT.USER telnet example.com
Trying 10.0.0.1...
Connected to example.com
Escape character is '^]'.

FreeBSD/i386 (example.com) (ttypa)

login: <username>
otp-md5 498 gr4269 ext
Password:






The OPIE prompts provides a useful feature. If Return is pressed at the
password prompt, the prompt will turn echo on and display what is typed.
This can be useful when attempting to type in a password by hand from a
printout.


MS-DOS
Windows
MacOS
At this point, generate the one-time password to answer this login
prompt. This must be done on a trusted system where it is safe to run
MAN.OPIEKEY.1. There are versions of this command for WINDOWS, MACOS and
OS. This command needs the iteration count and the seed as command line
options. Use cut-and-paste from the login prompt on the machine being
logged in to.


On the trusted system:


PROMPT.USER opiekey 498 to4268
Using the MD5 algorithm to compute response.
Reminder: Do not use opiekey from telnet or dial-in sessions.
Enter secret pass phrase:
GAME GAG WELT OUT DOWN CHAT






Once the one-time password is generated, continue to log in.





Generating Multiple One-time Passwords


Sometimes there is no access to a trusted machine or secure connection.
In this case, it is possible to use MAN.OPIEKEY.1 to generate a number
of one-time passwords beforehand. For example:


PROMPT.USER opiekey -n 5 30 zz99999
Using the MD5 algorithm to compute response.
Reminder: Do not use opiekey from telnet or dial-in sessions.
Enter secret pass phrase: <secret password>
26: JOAN BORE FOSS DES NAY QUIT
27: LATE BIAS SLAY FOLK MUCH TRIG
28: SALT TIN ANTI LOON NEAL USE
29: RIO ODIN GO BYE FURY TIC
30: GREW JIVE SAN GIRD BOIL PHI






The -n 5 requests five keys in sequence, and 30 specifies what
the last iteration number should be. Note that these are printed out in
reverse order of use. The really paranoid might want to write the
results down by hand; otherwise, print the list. Each line shows both
the iteration count and the one-time password. Scratch off the passwords
as they are used.





Restricting Use of UNIX Passwords


OPIE can restrict the use of UNIX passwords based on the IP address of a
login session. The relevant file is /etc/opieaccess, which is
present by default. Refer to MAN.OPIEACCESS.5 for more information on
this file and which security considerations to be aware of when using
it.


Here is a sample opieaccess:


permit 192.168.0.0 255.255.0.0






This line allows users whose IP source address (which is vulnerable to
spoofing) matches the specified value and mask, to use UNIX passwords at
any time.


If no rules in opieaccess are matched, the default is to deny
non-OPIE logins.







TCP Wrapper


TCP Wrapper
TCP Wrapper is a host-based access control system which extends the
abilities of ?. It can be configured to provide logging support, return
messages, and connection restrictions for the server daemons under the
control of inetd. Refer to MAN.TCPD.8 for more information about TCP
Wrapper and its features.


TCP Wrapper should not be considered a replacement for a properly
configured firewall. Instead, TCP Wrapper should be used in conjunction
with a firewall and other security enhancements in order to provide
another layer of protection in the implementation of a security policy.



Initial Configuration


To enable TCP Wrapper in OS, add the following lines to
/etc/rc.conf:


inetd_enable="YES"
inetd_flags="-Ww"






Then, properly configure /etc/hosts.allow.



Note


Unlike other implementations of TCP Wrapper, the use of
hosts.deny is deprecated in OS. All configuration options should
be placed in /etc/hosts.allow.






In the simplest configuration, daemon connection policies are set to
either permit or block, depending on the options in
/etc/hosts.allow. The default configuration in OS is to allow all
connections to the daemons started with inetd.


Basic configuration usually takes the form of
daemon : address : action, where daemon is the daemon which
inetd started, address is a valid hostname, IP address, or an IPv6
address enclosed in brackets ([ ]), and action is either allow
or deny. TCP Wrapper uses a first rule match semantic, meaning that
the configuration file is scanned from the beginning for a matching
rule. When a match is found, the rule is applied and the search process
stops.


For example, to allow POP3 connections via the mail/qpopper daemon, the
following lines should be appended to hosts.allow:


# This line is required for POP3 connections:
qpopper : ALL : allow






Whenever this file is edited, restart inetd:


PROMPT.ROOT service inetd restart









Advanced Configuration


TCP Wrapper provides advanced options to allow more control over the way
connections are handled. In some cases, it may be appropriate to return
a comment to certain hosts or daemon connections. In other cases, a log
entry should be recorded or an email sent to the administrator. Other
situations may require the use of a service for local connections only.
This is all possible through the use of configuration options known as
wildcards, expansion characters, and external command execution.


Suppose that a situation occurs where a connection should be denied yet
a reason should be sent to the host who attempted to establish that
connection. That action is possible with twist. When a connection
attempt is made, twist executes a shell command or script. An
example exists in hosts.allow:


# The rest of the daemons are protected.
ALL : ALL \
    : severity auth.info \
    : twist /bin/echo "You are not welcome to use %d from %h."






In this example, the message “You are not allowed to use daemon name
from hostname.” will be returned for any daemon not configured in
hosts.allow. This is useful for sending a reply back to the
connection initiator right after the established connection is dropped.
Any message returned must be wrapped in quote (") characters.



Warning


It may be possible to launch a denial of service attack on the
server if an attacker floods these daemons with connection requests.






Another possibility is to use spawn. Like twist, spawn
implicitly denies the connection and may be used to run external shell
commands or scripts. Unlike twist, spawn will not send a reply
back to the host who established the connection. For example, consider
the following configuration:


# We do not allow connections from example.com:
ALL : .example.com \
    : spawn (/bin/echo %a from %h attempted to access %d >> \
      /var/log/connections.log) \
    : deny






This will deny all connection attempts from *.example.com and log the
hostname, IP address, and the daemon to which access was attempted to
/var/log/connections.log. This example uses the substitution
characters %a and %h. Refer to MAN.HOSTS.ACCESS.5 for the
complete list.


To match every instance of a daemon, domain, or IP address, use ALL.
Another wildcard is PARANOID which may be used to match any host
which provides an IP address that may be forged because the IP address
differs from its resolved hostname. In this example, all connection
requests to Sendmail which have an IP address that varies from its
hostname will be denied:


# Block possibly spoofed requests to sendmail:
sendmail : PARANOID : deny

**Caution**

Using the ``PARANOID`` wildcard will result in denied connections if
the client or server has a broken DNS setup.






To learn more about wildcards and their associated functionality, refer
to MAN.HOSTS.ACCESS.5.



Note


When adding new configuration lines, make sure that any unneeded
entries for that daemon are commented out in hosts.allow.











Kerberos


Kerberos is a network authentication protocol which was originally
created by the Massachusetts Institute of Technology (MIT) as a way to
securely provide authentication across a potentially hostile network.
The Kerberos protocol uses strong cryptography so that both a client and
server can prove their identity without sending any unencrypted secrets
over the network. Kerberos can be described as an identity-verifying
proxy system and as a trusted third-party authentication system. After a
user authenticates with Kerberos, their communications can be encrypted
to assure privacy and data integrity.


The only function of Kerberos is to provide the secure authentication of
users and servers on the network. It does not provide authorization or
auditing functions. It is recommended that Kerberos be used with other
security methods which provide authorization and audit services.


The current version of the protocol is version 5, described in RFC 4120.
Several free implementations of this protocol are available, covering a
wide range of operating systems. MIT continues to develop their Kerberos
package. It is commonly used in the US as a cryptography product, and
has historically been subject to US export regulations. In OS, MIT
Kerberos is available as the security/krb5 package or port. The Heimdal
Kerberos implementation was explicitly developed outside of the US to
avoid export regulations. The Heimdal Kerberos distribution is included
in the base OS installation, and another distribution with more
configurable options is available as security/heimdal in the Ports
Collection.


In Kerberos users and services are identified as “principals” which are
contained within an administrative grouping, called a “realm”. A typical
user principal would be of the form user@REALM (realms are
traditionally uppercase).


This section provides a guide on how to set up Kerberos using the
Heimdal distribution included in OS.


For purposes of demonstrating a Kerberos installation, the name spaces
will be as follows:



		The DNS domain (zone) will be example.org.





		The Kerberos realm will be EXAMPLE.ORG.



Note


Use real domain names when setting up Kerberos, even if it will run
internally. This avoids DNS problems and assures inter-operation
with other Kerberos realms.













Setting up a Heimdal KDC


Kerberos5
Key Distribution Center
The Key Distribution Center (KDC) is the centralized authentication
service that Kerberos provides, the “trusted third party” of the system.
It is the computer that issues Kerberos tickets, which are used for
clients to authenticate to servers. Because the KDC is considered
trusted by all other computers in the Kerberos realm, it has heightened
security concerns. Direct access to the KDC should be limited.


While running a KDC requires few computing resources, a dedicated
machine acting only as a KDC is recommended for security reasons.


To begin setting up a KDC, add these lines to /etc/rc.conf:


kerberos5_server_enable="YES"
kadmind5_server_enable="YES"






Next, edit /etc/krb5.conf as follows:


[libdefaults]
    default_realm = EXAMPLE.ORG
[realms]
    EXAMPLE.ORG = {
    kdc = kerberos.example.org
    admin_server = kerberos.example.org
    }
[domain_realm]
    .example.org = EXAMPLE.ORG






In this example, the KDC will use the fully-qualified hostname
kerberos.example.org. The hostname of the KDC must be resolvable in the
DNS.


Kerberos can also use the DNS to locate KDCs, instead of a [realms]
section in /etc/krb5.conf. For large organizations that have their
own DNS servers, the above example could be trimmed to:


[libdefaults]
      default_realm = EXAMPLE.ORG
[domain_realm]
    .example.org = EXAMPLE.ORG






With the following lines being included in the example.org zone file:


_kerberos._udp      IN  SRV     01 00 88 kerberos.example.org.
_kerberos._tcp      IN  SRV     01 00 88 kerberos.example.org.
_kpasswd._udp       IN  SRV     01 00 464 kerberos.example.org.
_kerberos-adm._tcp  IN  SRV     01 00 749 kerberos.example.org.
_kerberos           IN  TXT     EXAMPLE.ORG

**Note**

In order for clients to be able to find the Kerberos services, they
*must* have either a fully configured ``/etc/krb5.conf`` or a
minimally configured ``/etc/krb5.conf`` *and* a properly configured
DNS server.






Next, create the Kerberos database which contains the keys of all
principals (users and hosts) encrypted with a master password. It is not
required to remember this password as it will be stored in
/var/heimdal/m-key; it would be reasonable to use a 45-character
random password for this purpose. To create the master key, run
kstash and enter a password:


PROMPT.ROOT kstash
Master key: xxxxxxxxxxxxxxxxxxxxxxx
Verifying password - Master key: xxxxxxxxxxxxxxxxxxxxxxx






Once the master key has been created, the database should be
initialized. The Kerberos administrative tool MAN.KADMIN.8 can be used
on the KDC in a mode that operates directly on the database, without
using the MAN.KADMIND.8 network service, as kadmin -l. This resolves
the chicken-and-egg problem of trying to connect to the database before
it is created. At the kadmin prompt, use init to create the
realm’s initial database:


PROMPT.ROOT kadmin -l
kadmin> init EXAMPLE.ORG
Realm max ticket life [unlimited]:






Lastly, while still in kadmin, create the first principal using
add. Stick to the default options for the principal for now, as
these can be changed later with modify. Type ? at the prompt to
see the available options.


kadmin> add tillman
Max ticket life [unlimited]:
Max renewable life [unlimited]:
Attributes []:
Password: xxxxxxxx
Verifying password - Password: xxxxxxxx






Next, start the KDC services by running service kerberos start and
service kadmind start. While there will not be any kerberized
daemons running at this point, it is possible to confirm that the KDC is
functioning by obtaining a ticket for the principal that was just
created:


PROMPT.USER kinit tillman
tillman@EXAMPLE.ORG's Password:






Confirm that a ticket was successfully obtained using klist:


PROMPT.USER klist
Credentials cache: FILE:/tmp/krb5cc_1001
    Principal: tillman@EXAMPLE.ORG

  Issued                Expires               Principal
Aug 27 15:37:58 2013  Aug 28 01:37:58 2013  krbtgt/EXAMPLE.ORG@EXAMPLE.ORG






The temporary ticket can be destroyed when the test is finished:


PROMPT.USER kdestroy









Configuring a Server to Use Kerberos


Kerberos5
enabling services
The first step in configuring a server to use Kerberos authentication is
to ensure that it has the correct configuration in /etc/krb5.conf.
The version from the KDC can be used as-is, or it can be regenerated on
the new system.


Next, create /etc/krb5.keytab on the server. This is the main part
of “Kerberizing” a service — it corresponds to generating a secret
shared between the service and the KDC. The secret is a cryptographic
key, stored in a “keytab”. The keytab contains the server’s host key,
which allows it and the KDC to verify each others’ identity. It must be
transmitted to the server in a secure fashion, as the security of the
server can be broken if the key is made public. Typically, the
keytab is generated on an administrator’s trusted machine using
kadmin, then securely transferred to the server, e.g., with
MAN.SCP.1; it can also be created directly on the server if that is
consistent with the desired security policy. It is very important that
the keytab is transmitted to the server in a secure fashion: if the key
is known by some other party, that party can impersonate any user to the
server! Using kadmin on the server directly is convenient, because
the entry for the host principal in the KDC database is also created
using kadmin.


Of course, kadmin is a kerberized service; a Kerberos ticket is
needed to authenticate to the network service, but to ensure that the
user running kadmin is actually present (and their session has not
been hijacked), kadmin will prompt for the password to get a fresh
ticket. The principal authenticating to the kadmin service must be
permitted to use the kadmin interface, as specified in
kadmind.acl. See the section titled “Remote administration” in
info heimdal for details on designing access control lists. Instead
of enabling remote kadmin access, the administrator could securely
connect to the KDC via the local console or MAN.SSH.1, and perform
administration locally using kadmin -l.


After installing /etc/krb5.conf, use add --random-key in
kadmin. This adds the server’s host principal to the database, but
does not extract a copy of the host principal key to a keytab. To
generate the keytab, use ext to extract the server’s host principal
key to its own keytab:


PROMPT.ROOT kadmin
kadmin> add --random-key host/myserver.example.org
Max ticket life [unlimited]:
Max renewable life [unlimited]:
Principal expiration time [never]:
Password expiration time [never]:
Attributes []:
kadmin> ext_keytab host/myserver.example.org
kadmin> exit






Note that ext_keytab stores the extracted key in
/etc/krb5.keytab by default. This is good when being run on the
server being kerberized, but the ``–keytab



path/to/file`` argument should be used when the keytab is being



extracted elsewhere:


PROMPT.ROOT kadmin
kadmin> ext_keytab --keytab=/tmp/example.keytab host/myserver.example.org
kadmin> exit






The keytab can then be securely copied to the server using MAN.SCP.1 or
a removable media. Be sure to specify a non-default keytab name to avoid
inserting unneeded keys into the system’s keytab.


At this point, the server can read encrypted messages from the KDC using
its shared key, stored in krb5.keytab. It is now ready for the
Kerberos-using services to be enabled. One of the most common such
services is MAN.SSHD.8, which supports Kerberos via the GSS-API. In
/etc/ssh/sshd_config, add the line:


GSSAPIAuthentication yes






After making this change, MAN.SSHD.8 must be restared for the new
configuration to take effect: service sshd restart.





Configuring a Client to Use Kerberos


Kerberos5
configure clients
As it was for the server, the client requires configuration in
/etc/krb5.conf. Copy the file in place (securely) or re-enter it as
needed.


Test the client by using kinit, klist, and kdestroy from the
client to obtain, show, and then delete a ticket for an existing
principal. Kerberos applications should also be able to connect to
Kerberos enabled servers. If that does not work but obtaining a ticket
does, the problem is likely with the server and not with the client or
the KDC. In the case of kerberized MAN.SSH.1, GSS-API is disabled by
default, so test using ``ssh -o



GSSAPIAuthentication=yes
hostname``.



When testing a Kerberized application, try using a packet sniffer such
as tcpdump to confirm that no sensitive information is sent in the
clear.


Various Kerberos client applications are available. With the advent of a
bridge so that applications using SASL for authentication can use
GSS-API mechanisms as well, large classes of client applications can use
Kerberos for authentication, from Jabber clients to IMAP clients.


.k5login
.k5users
Users within a realm typically have their Kerberos principal mapped to a
local user account. Occasionally, one needs to grant access to a local
user account to someone who does not have a matching Kerberos principal.
For example, tillman@EXAMPLE.ORG may need access to the local user
account webdevelopers. Other principals may also need access to that
local account.


The .k5login and .k5users files, placed in a user’s home
directory, can be used to solve this problem. For example, if the
following .k5login is placed in the home directory of webdevelopers,
both principals listed will have access to that account without
requiring a shared password.:


tillman@example.org
jdoe@example.org






Refer to MAN.KSU.1 for more information about .k5users.





MIT Differences


The major difference between the MIT and Heimdal implementations is that
kadmin has a different, but equivalent, set of commands and uses a
different protocol. If the KDC is MIT, the Heimdal version of kadmin
cannot be used to administer the KDC remotely, and vice versa.


Client applications may also use slightly different command line options
to accomplish the same tasks. Following the instructions at
http://web.mit.edu/Kerberos/www/ is recommended. Be careful of path
issues: the MIT port installs into /usr/local/ by default, and the
OS system applications run instead of the MIT versions if PATH lists the
system directories first.


When using MIT Kerberos as a KDC on OS, the following edits should also
be made to rc.conf:


kerberos5_server="/usr/local/sbin/krb5kdc"
kadmind5_server="/usr/local/sbin/kadmind"
kerberos5_server_flags=""
kerberos5_server_enable="YES"
kadmind5_server_enable="YES"









Kerberos Tips, Tricks, and Troubleshooting


When configuring and troubleshooting Kerberos, keep the following points
in mind:



		When using either Heimdal or MIT Kerberos from ports, ensure that the
PATH lists the port’s versions of the client applications before the
system versions.


		If all the computers in the realm do not have synchronized time
settings, authentication may fail. ? describes how to synchronize
clocks using NTP.


		If the hostname is changed, the host/ principal must be changed and
the keytab updated. This also applies to special keytab entries like
the HTTP/ principal used for Apache’s www/mod_auth_kerb.


		All hosts in the realm must be both forward and reverse resolvable in
DNS or, at a minimum, exist in /etc/hosts. CNAMEs will work, but
the A and PTR records must be correct and in place. The error message
for unresolvable hosts is not intuitive: Kerberos5 refuses
authentication because Read req failed: Key table entry not found.


		Some operating systems that act as clients to the KDC do not set the
permissions for ksu to be setuid root. This means that ksu
does not work. This is a permissions problem, not a KDC error.


		With MIT Kerberos, to allow a principal to have a ticket life longer
than the default lifetime of ten hours, use modify_principal at
the MAN.KADMIN.8 prompt to change the maxlife of both the
principal in question and the krbtgt principal. The principal can
then use kinit -l to request a ticket with a longer lifetime.


		When running a packet sniffer on the KDC to aid in troubleshooting
while running kinit from a workstation, the Ticket Granting
Ticket (TGT) is sent immediately, even before the password is typed.
This is because the Kerberos server freely transmits a TGT to any
unauthorized request. However, every TGT is encrypted in a key
derived from the user’s password. When a user types their password,
it is not sent to the KDC, it is instead used to decrypt the TGT that
kinit already obtained. If the decryption process results in a
valid ticket with a valid time stamp, the user has valid Kerberos
credentials. These credentials include a session key for establishing
secure communications with the Kerberos server in the future, as well
as the actual TGT, which is encrypted with the Kerberos server’s own
key. This second layer of encryption allows the Kerberos server to
verify the authenticity of each TGT.


		Host principals can have a longer ticket lifetime. If the user
principal has a lifetime of a week but the host being connected to
has a lifetime of nine hours, the user cache will have an expired
host principal and the ticket cache will not work as expected.


		When setting up krb5.dict to prevent specific bad passwords from
being used as described in MAN.KADMIND.8, remember that it only
applies to principals that have a password policy assigned to them.
The format used in krb5.dict is one string per line. Creating a
symbolic link to /usr/share/dict/words might be useful.








Mitigating Kerberos Limitations


Kerberos5
limitations and shortcomings
Since Kerberos is an all or nothing approach, every service enabled on
the network must either be modified to work with Kerberos or be
otherwise secured against network attacks. This is to prevent user
credentials from being stolen and re-used. An example is when Kerberos
is enabled on all remote shells but the non-Kerberized POP3 mail server
sends passwords in plain text.


The KDC is a single point of failure. By design, the KDC must be as
secure as its master password database. The KDC should have absolutely
no other services running on it and should be physically secure. The
danger is high because Kerberos stores all passwords encrypted with the
same master key which is stored as a file on the KDC.


A compromised master key is not quite as bad as one might fear. The
master key is only used to encrypt the Kerberos database and as a seed
for the random number generator. As long as access to the KDC is secure,
an attacker cannot do much with the master key.


If the KDC is unavailable, network services are unusable as
authentication cannot be performed. This can be alleviated with a single
master KDC and one or more slaves, and with careful implementation of
secondary or fall-back authentication using PAM.


Kerberos allows users, hosts and services to authenticate between
themselves. It does not have a mechanism to authenticate the KDC to the
users, hosts, or services. This means that a trojanned kinit could
record all user names and passwords. File system integrity checking
tools like security/tripwire can alleviate this.





Resources and Further Information


Kerberos5
external resources



		The Kerberos
FAQ [http://www.faqs.org/faqs/Kerberos-faq/general/preamble.html]


		Designing an Authentication System: a Dialog in Four
Scenes [http://web.mit.edu/Kerberos/www/dialogue.html]


		RFC 4120, The Kerberos Network Authentication Service
(V5) [http://www.ietf.org/rfc/rfc4120.txt?number=4120]


		MIT Kerberos home page [http://web.mit.edu/Kerberos/www/]


		Heimdal Kerberos home page [http://www.pdc.kth.se/heimdal/]










OpenSSL


security
OpenSSL
OpenSSL is an open source implementation of the SSL and TLS protocols.
It provides an encryption transport layer on top of the normal
communications layer, allowing it to be intertwined with many network
applications and services.


The version of OpenSSL included in OS supports the Secure Sockets Layer
v2/v3 (SSLv2/SSLv3) and Transport Layer Security v1 (TLSv1) network
security protocols and can be used as a general cryptographic library.


OpenSSL is often used to encrypt authentication of mail clients and to
secure web based transactions such as credit card payments. Some ports,
such as www/apache24 and databases/postgresql91-server, include a
compile option for building with OpenSSL.


OS provides two versions of OpenSSL: one in the base system and one in
the Ports Collection. Users can choose which version to use by default
for other ports using the following knobs:



		WITH_OPENSSL_PORT: when set, the port will use OpenSSL from the
security/openssl port, even if the version in the base system is up
to date or newer.


		WITH_OPENSSL_BASE: when set, the port will compile against OpenSSL
provided by the base system.





Another common use of OpenSSL is to provide certificates for use with
software applications. Certificates can be used to verify the
credentials of a company or individual. If a certificate has not been
signed by an external Certificate Authority (CA), such as
http://www.verisign.com, the application that uses the certificate will
produce a warning. There is a cost associated with obtaining a signed
certificate and using a signed certificate is not mandatory as
certificates can be self-signed. However, using an external authority
will prevent warnings and can put users at ease.


This section demonstrates how to create and use certificates on a OS
system. Refer to ? for an example of how to create a CA for signing
one’s own certificates.


For more information about SSL, read the free OpenSSL
Cookbook [https://www.feistyduck.com/books/openssl-cookbook/].



Generating Certificates


OpenSSL
certificate generation
To generate a certificate that will be signed by an external CA, issue
the following command and input the information requested at the
prompts. This input information will be written to the certificate. At
the Common Name prompt, input the fully qualified name for the
system that will use the certificate. If this name does not match the
server, the application verifying the certificate will issue a warning
to the user, rendering the verification provided by the certificate as
useless.


PROMPT.ROOT openssl req -new -nodes -out req.pem -keyout cert.key -sha256 -newkey rsa:2048
Generating a 2048 bit RSA private key
..................+++
.............................................................+++
writing new private key to 'cert.key'
-----
You are about to be asked to enter information that will be incorporated
into your certificate request.
What you are about to enter is what is called a Distinguished Name or a DN.
There are quite a few fields but you can leave some blank
For some fields there will be a default value,
If you enter '.', the field will be left blank.
-----
Country Name (2 letter code) [AU]:US
State or Province Name (full name) [Some-State]:PA
Locality Name (eg, city) []:Pittsburgh
Organization Name (eg, company) [Internet Widgits Pty Ltd]:My Company
Organizational Unit Name (eg, section) []:Systems Administrator
Common Name (eg, YOUR name) []:localhost.example.org
Email Address []:trhodes@FreeBSD.org

Please enter the following 'extra' attributes
to be sent with your certificate request
A challenge password []:
An optional company name []:Another Name






Other options, such as the expire time and alternate encryption
algorithms, are available when creating a certificate. A complete list
of options is described in MAN.OPENSSL.1.


This command will create two files in the current directory. The
certificate request, req.pem, can be sent to a CA who will validate
the entered credentials, sign the request, and return the signed
certificate. The second file, cert.key, is the private key for the
certificate and should be stored in a secure location. If this falls in
the hands of others, it can be used to impersonate the user or the
server.


Alternately, if a signature from a CA is not required, a self-signed
certificate can be created. First, generate the RSA key:


PROMPT.ROOT openssl genrsa -rand -genkey -out cert.key 2048
0 semi-random bytes loaded
Generating RSA private key, 2048 bit long modulus
.............................................+++
.................................................................................................................+++
e is 65537 (0x10001)






Use this key to create a self-signed certificate. Follow the usual
prompts for creating a certificate:


PROMPT.ROOT openssl req -new -x509 -days 365 -key cert.key -out cert.crt -sha256
You are about to be asked to enter information that will be incorporated
into your certificate request.
What you are about to enter is what is called a Distinguished Name or a DN.
There are quite a few fields but you can leave some blank
For some fields there will be a default value,
If you enter '.', the field will be left blank.
-----
Country Name (2 letter code) [AU]:US
State or Province Name (full name) [Some-State]:PA
Locality Name (eg, city) []:Pittsburgh
Organization Name (eg, company) [Internet Widgits Pty Ltd]:My Company
Organizational Unit Name (eg, section) []:Systems Administrator
Common Name (e.g. server FQDN or YOUR name) []:localhost.example.org
Email Address []:trhodes@FreeBSD.org






This will create two new files in the current directory: a private key
file cert.key, and the certificate itself, cert.crt. These
should be placed in a directory, preferably under /etc/ssl/, which
is readable only by root. Permissions of 0700 are appropriate for
these files and can be set using chmod.





Using Certificates


One use for a certificate is to encrypt connections to the Sendmail mail
server in order to prevent the use of clear text authentication.



Note


Some mail clients will display an error if the user has not
installed a local copy of the certificate. Refer to the
documentation included with the software for more information on
certificate installation.






In OS 10.0-RELEASE and above, it is possible to create a self-signed
certificate for Sendmail automatically. To enable this, add the
following lines to /etc/rc.conf:


sendmail_enable="YES"
sendmail_cert_create="YES"
sendmail_cert_cn="localhost.example.org"






This will automatically create a self-signed certificate,
/etc/mail/certs/host.cert, a signing key,
/etc/mail/certs/host.key, and a CA certificate,
/etc/mail/certs/cacert.pem. The certificate will use the
Common Name specified in sendmail_cert_cn. After saving the
edits, restart Sendmail:


PROMPT.ROOT service sendmail restart






If all went well, there will be no error messages in
/var/log/maillog. For a simple test, connect to the mail server’s
listening port using telnet:


PROMPT.ROOT telnet example.com 25
Trying 192.0.34.166...
Connected to example.com.
Escape character is '^]'.
220 example.com ESMTP Sendmail 8.14.7/8.14.7; Fri, 18 Apr 2014 11:50:32 -0400 (EDT)
ehlo example.com
250-example.com Hello example.com [192.0.34.166], pleased to meet you
250-ENHANCEDSTATUSCODES
250-PIPELINING
250-8BITMIME
250-SIZE
250-DSN
250-ETRN
250-AUTH LOGIN PLAIN
250-STARTTLS
250-DELIVERBY
250 HELP
quit
221 2.0.0 example.com closing connection
Connection closed by foreign host.






If the STARTTLS line appears in the output, everything is working
correctly.







VPN over IPsec


IPsec
Internet Protocol Security (IPsec) is a set of protocols which sit on
top of the Internet Protocol (IP) layer. It allows two or more hosts to
communicate in a secure manner by authenticating and encrypting each IP
packet of a communication session. The OS IPsec network stack is based
on the http://www.kame.net/ implementation and supports both IPv4 and
IPv6 sessions.


IPsec
ESP
IPsec
AH
IPsec is comprised of the following sub-protocols:



		Encapsulated Security Payload (ESP): this protocol protects the IP
packet data from third party interference by encrypting the contents
using symmetric cryptography algorithms such as Blowfish and 3DES.


		Authentication Header (AH)): this protocol protects the IP packet
header from third party interference and spoofing by computing a
cryptographic checksum and hashing the IP packet header fields with a
secure hashing function. This is then followed by an additional
header that contains the hash, to allow the information in the packet
to be authenticated.


		IP Payload Compression Protocol (IPComp): this protocol tries to
increase communication performance by compressing the IP payload in
order to reduce the amount of data sent.





These protocols can either be used together or separately, depending on
the environment.


VPN
virtual private network
VPN
IPsec supports two modes of operation. The first mode, Transport Mode,
protects communications between two hosts. The second mode, Tunnel Mode,
is used to build virtual tunnels, commonly known as Virtual Private
Networks (VPNs). Consult MAN.IPSEC.4 for detailed information on the
IPsec subsystem in OS.


To add IPsec support to the kernel, add the following options to the
custom kernel configuration file and rebuild the kernel using the
instructions in ?:


kernel options
IPSEC


options   IPSEC        #IP security
device    crypto






kernel options
IPSEC_DEBUG
If IPsec debugging support is desired, the following kernel option
should also be added:


options   IPSEC_DEBUG  #debug for IP security






This rest of this chapter demonstrates the process of setting up an
IPsec VPN between a home network and a corporate network. In the example
scenario:



		Both sites are connected to the Internet through a gateway that is
running OS.


		The gateway on each network has at least one external IP address. In
this example, the corporate LAN’s external IP address is 172.16.5.4
and the home LAN’s external IP address is 192.168.1.12.


		The internal addresses of the two networks can be either public or
private IP addresses. However, the address space must not collide.
For example, both networks cannot use 192.168.1.x. In this example,
the corporate LAN’s internal IP address is 10.246.38.1 and the home
LAN’s internal IP address is 10.0.0.5.






Configuring a VPN on OS


To begin, security/ipsec-tools must be installed from the Ports
Collection. This software provides a number of applications which
support the configuration.


The next requirement is to create two MAN.GIF.4 pseudo-devices which
will be used to tunnel packets and allow both networks to communicate
properly. As root, run the following commands, replacing internal and
external with the real IP addresses of the internal and external
interfaces of the two gateways:


PROMPT.ROOT ifconfig gif0 create
PROMPT.ROOT ifconfig gif0 internal1 internal2
PROMPT.ROOT ifconfig gif0 tunnel external1 external2






Verify the setup on each gateway, using ifconfig. Here is the output
from Gateway 1:


gif0: flags=8051 mtu 1280
tunnel inet 172.16.5.4 --> 192.168.1.12
inet6 fe80::2e0:81ff:fe02:5881%gif0 prefixlen 64 scopeid 0x6
inet 10.246.38.1 --> 10.0.0.5 netmask 0xffffff00






Here is the output from Gateway 2:


gif0: flags=8051 mtu 1280
tunnel inet 192.168.1.12 --> 172.16.5.4
inet 10.0.0.5 --> 10.246.38.1 netmask 0xffffff00
inet6 fe80::250:bfff:fe3a:c1f%gif0 prefixlen 64 scopeid 0x4






Once complete, both internal IP addresses should be reachable using
MAN.PING.8:


priv-net# ping 10.0.0.5
PING 10.0.0.5 (10.0.0.5): 56 data bytes
64 bytes from 10.0.0.5: icmp_seq=0 ttl=64 time=42.786 ms
64 bytes from 10.0.0.5: icmp_seq=1 ttl=64 time=19.255 ms
64 bytes from 10.0.0.5: icmp_seq=2 ttl=64 time=20.440 ms
64 bytes from 10.0.0.5: icmp_seq=3 ttl=64 time=21.036 ms
--- 10.0.0.5 ping statistics ---
4 packets transmitted, 4 packets received, 0% packet loss
round-trip min/avg/max/stddev = 19.255/25.879/42.786/9.782 ms

corp-net# ping 10.246.38.1
PING 10.246.38.1 (10.246.38.1): 56 data bytes
64 bytes from 10.246.38.1: icmp_seq=0 ttl=64 time=28.106 ms
64 bytes from 10.246.38.1: icmp_seq=1 ttl=64 time=42.917 ms
64 bytes from 10.246.38.1: icmp_seq=2 ttl=64 time=127.525 ms
64 bytes from 10.246.38.1: icmp_seq=3 ttl=64 time=119.896 ms
64 bytes from 10.246.38.1: icmp_seq=4 ttl=64 time=154.524 ms
--- 10.246.38.1 ping statistics ---
5 packets transmitted, 5 packets received, 0% packet loss
round-trip min/avg/max/stddev = 28.106/94.594/154.524/49.814 ms






As expected, both sides have the ability to send and receive ICMP
packets from the privately configured addresses. Next, both gateways
must be told how to route packets in order to correctly send traffic
from either network. The following commands will achieve this goal:


PROMPT.ROOT corp-net# route add 10.0.0.0 10.0.0.5 255.255.255.0
PROMPT.ROOT corp-net# route add net 10.0.0.0: gateway 10.0.0.5
PROMPT.ROOT priv-net# route add 10.246.38.0 10.246.38.1 255.255.255.0
PROMPT.ROOT priv-net# route add host 10.246.38.0: gateway 10.246.38.1






At this point, internal machines should be reachable from each gateway
as well as from machines behind the gateways. Again, use MAN.PING.8 to
confirm:


corp-net# ping 10.0.0.8
PING 10.0.0.8 (10.0.0.8): 56 data bytes
64 bytes from 10.0.0.8: icmp_seq=0 ttl=63 time=92.391 ms
64 bytes from 10.0.0.8: icmp_seq=1 ttl=63 time=21.870 ms
64 bytes from 10.0.0.8: icmp_seq=2 ttl=63 time=198.022 ms
64 bytes from 10.0.0.8: icmp_seq=3 ttl=63 time=22.241 ms
64 bytes from 10.0.0.8: icmp_seq=4 ttl=63 time=174.705 ms
--- 10.0.0.8 ping statistics ---
5 packets transmitted, 5 packets received, 0% packet loss
round-trip min/avg/max/stddev = 21.870/101.846/198.022/74.001 ms

priv-net# ping 10.246.38.107
PING 10.246.38.1 (10.246.38.107): 56 data bytes
64 bytes from 10.246.38.107: icmp_seq=0 ttl=64 time=53.491 ms
64 bytes from 10.246.38.107: icmp_seq=1 ttl=64 time=23.395 ms
64 bytes from 10.246.38.107: icmp_seq=2 ttl=64 time=23.865 ms
64 bytes from 10.246.38.107: icmp_seq=3 ttl=64 time=21.145 ms
64 bytes from 10.246.38.107: icmp_seq=4 ttl=64 time=36.708 ms
--- 10.246.38.107 ping statistics ---
5 packets transmitted, 5 packets received, 0% packet loss
round-trip min/avg/max/stddev = 21.145/31.721/53.491/12.179 ms






Setting up the tunnels is the easy part. Configuring a secure link is a
more in depth process. The following configuration uses pre-shared (PSK)
RSA keys. Other than the IP addresses, the
/usr/local/etc/racoon/racoon.conf on both gateways will be identical
and look similar to:


path    pre_shared_key  "/usr/local/etc/racoon/psk.txt"; #location of pre-shared key file
log     debug;  #log verbosity setting: set to 'notify' when testing and debugging is complete

padding # options are not to be changed
{
        maximum_length  20;
        randomize       off;
        strict_check    off;
        exclusive_tail  off;
}

timer   # timing options. change as needed
{
        counter         5;
        interval        20 sec;
        persend         1;
#       natt_keepalive  15 sec;
        phase1          30 sec;
        phase2          15 sec;
}

listen  # address [port] that racoon will listen on
{
        isakmp          172.16.5.4 [500];
        isakmp_natt     172.16.5.4 [4500];
}

remote  192.168.1.12 [500]
{
        exchange_mode   main,aggressive;
        doi             ipsec_doi;
        situation       identity_only;
        my_identifier   address 172.16.5.4;
        peers_identifier        address 192.168.1.12;
        lifetime        time 8 hour;
        passive         off;
        proposal_check  obey;
#       nat_traversal   off;
        generate_policy off;

                        proposal {
                                encryption_algorithm    blowfish;
                                hash_algorithm          md5;
                                authentication_method   pre_shared_key;
                                lifetime time           30 sec;
                                dh_group                1;
                        }
}

sainfo  (address 10.246.38.0/24 any address 10.0.0.0/24 any)    # address $network/$netmask $type address $network/$netmask $type ( $type being any or esp)
{                               # $network must be the two internal networks you are joining.
        pfs_group       1;
        lifetime        time    36000 sec;
        encryption_algorithm    blowfish,3des,des;
        authentication_algorithm        hmac_md5,hmac_sha1;
        compression_algorithm   deflate;
}






For descriptions of each available option, refer to the manual page for
racoon.conf.


The Security Policy Database (SPD) needs to be configured so that OS and
racoon are able to encrypt and decrypt network traffic between the
hosts.


This can be achieved with a shell script, similar to the following, on
the corporate gateway. This file will be used during system
initialization and should be saved as
/usr/local/etc/racoon/setkey.conf.


flush;
spdflush;
# To the home network
spdadd 10.246.38.0/24 10.0.0.0/24 any -P out ipsec esp/tunnel/172.16.5.4-192.168.1.12/use;
spdadd 10.0.0.0/24 10.246.38.0/24 any -P in ipsec esp/tunnel/192.168.1.12-172.16.5.4/use;






Once in place, racoon may be started on both gateways using the
following command:


PROMPT.ROOT /usr/local/sbin/racoon -F -f /usr/local/etc/racoon/racoon.conf -l /var/log/racoon.log






The output should be similar to the following:


corp-net# /usr/local/sbin/racoon -F -f /usr/local/etc/racoon/racoon.conf
Foreground mode.
2006-01-30 01:35:47: INFO: begin Identity Protection mode.
2006-01-30 01:35:48: INFO: received Vendor ID: KAME/racoon
2006-01-30 01:35:55: INFO: received Vendor ID: KAME/racoon
2006-01-30 01:36:04: INFO: ISAKMP-SA established 172.16.5.4[500]-192.168.1.12[500] spi:623b9b3bd2492452:7deab82d54ff704a
2006-01-30 01:36:05: INFO: initiate new phase 2 negotiation: 172.16.5.4[0]192.168.1.12[0]
2006-01-30 01:36:09: INFO: IPsec-SA established: ESP/Tunnel 192.168.1.12[0]->172.16.5.4[0] spi=28496098(0x1b2d0e2)
2006-01-30 01:36:09: INFO: IPsec-SA established: ESP/Tunnel 172.16.5.4[0]->192.168.1.12[0] spi=47784998(0x2d92426)
2006-01-30 01:36:13: INFO: respond new phase 2 negotiation: 172.16.5.4[0]192.168.1.12[0]
2006-01-30 01:36:18: INFO: IPsec-SA established: ESP/Tunnel 192.168.1.12[0]->172.16.5.4[0] spi=124397467(0x76a279b)
2006-01-30 01:36:18: INFO: IPsec-SA established: ESP/Tunnel 172.16.5.4[0]->192.168.1.12[0] spi=175852902(0xa7b4d66)






To ensure the tunnel is working properly, switch to another console and
use MAN.TCPDUMP.1 to view network traffic using the following command.
Replace em0 with the network interface card as required:


PROMPT.ROOT tcpdump -i em0 host 172.16.5.4 and dst 192.168.1.12






Data similar to the following should appear on the console. If not,
there is an issue and debugging the returned data will be required.


01:47:32.021683 IP corporatenetwork.com > 192.168.1.12.privatenetwork.com: ESP(spi=0x02acbf9f,seq=0xa)
01:47:33.022442 IP corporatenetwork.com > 192.168.1.12.privatenetwork.com: ESP(spi=0x02acbf9f,seq=0xb)
01:47:34.024218 IP corporatenetwork.com > 192.168.1.12.privatenetwork.com: ESP(spi=0x02acbf9f,seq=0xc)






At this point, both networks should be available and seem to be part of
the same network. Most likely both networks are protected by a firewall.
To allow traffic to flow between them, rules need to be added to pass
packets. For the MAN.IPFW.8 firewall, add the following lines to the
firewall configuration file:


ipfw add 00201 allow log esp from any to any
ipfw add 00202 allow log ah from any to any
ipfw add 00203 allow log ipencap from any to any
ipfw add 00204 allow log udp from any 500 to any

**Note**

The rule numbers may need to be altered depending on the current
host configuration.






For users of MAN.PF.4 or MAN.IPF.8, the following rules should do the
trick:


pass in quick proto esp from any to any
pass in quick proto ah from any to any
pass in quick proto ipencap from any to any
pass in quick proto udp from any port = 500 to any port = 500
pass in quick on gif0 from any to any
pass out quick proto esp from any to any
pass out quick proto ah from any to any
pass out quick proto ipencap from any to any
pass out quick proto udp from any port = 500 to any port = 500
pass out quick on gif0 from any to any






Finally, to allow the machine to start support for the VPN during system
initialization, add the following lines to /etc/rc.conf:


ipsec_enable="YES"
ipsec_program="/usr/local/sbin/setkey"
ipsec_file="/usr/local/etc/racoon/setkey.conf" # allows setting up spd policies on boot
racoon_enable="yes"











OpenSSH


OpenSSH
security
OpenSSH
OpenSSH is a set of network connectivity tools used to provide secure
access to remote machines. Additionally, TCP/IP connections can be
tunneled or forwarded securely through SSH connections. OpenSSH encrypts
all traffic to effectively eliminate eavesdropping, connection
hijacking, and other network-level attacks.


OpenSSH is maintained by the OpenBSD project and is installed by default
in OS. It is compatible with both SSH version 1 and 2 protocols.


When data is sent over the network in an unencrypted form, network
sniffers anywhere in between the client and server can steal
user/password information or data transferred during the session.
OpenSSH offers a variety of authentication and encryption methods to
prevent this from happening. More information about OpenSSH is available
from http://www.openssh.com/.


This section provides an overview of the built-in client utilities to
securely access other systems and securely transfer files from a OS
system. It then describes how to configure a SSH server on a OS system.
More information is available in the man pages mentioned in this
chapter.



Using the SSH Client Utilities


OpenSSH
client
To log into a SSH server, use ssh and specify a username that exists
on that server and the IP address or hostname of the server. If this is
the first time a connection has been made to the specified server, the
user will be prompted to first verify the server’s fingerprint:


PROMPT.ROOT ssh user@example.com
The authenticity of host 'example.com (10.0.0.1)' can't be established.
ECDSA key fingerprint is 25:cc:73:b5:b3:96:75:3d:56:19:49:d2:5c:1f:91:3b.
Are you sure you want to continue connecting (yes/no)? yes
Permanently added 'example.com' (ECDSA) to the list of known hosts.
Password for user@example.com: user_password






SSH utilizes a key fingerprint system to verify the authenticity of the
server when the client connects. When the user accepts the key’s
fingerprint by typing yes when connecting for the first time, a copy
of the key is saved to .ssh/known_hosts in the user’s home
directory. Future attempts to login are verified against the saved key
and ssh will display an alert if the server’s key does not match the
saved key. If this occurs, the user should first verify why the key has
changed before continuing with the connection.


By default, recent versions of OpenSSH only accept SSHv2 connections. By
default, the client will use version 2 if possible and will fall back to
version 1 if the server does not support version 2. To force ssh to
only use the specified protocol, include -1 or -2. Additional
options are described in MAN.SSH.1.


OpenSSH
secure copy
MAN.SCP.1
Use MAN.SCP.1 to securely copy a file to or from a remote machine. This
example copies COPYRIGHT on the remote system to a file of the same
name in the current directory of the local system:


PROMPT.ROOT scp user@example.com:/COPYRIGHT COPYRIGHT
Password for user@example.com: *******
COPYRIGHT            100% |*****************************|  4735
00:00
PROMPT.ROOT






Since the fingerprint was already verified for this host, the server’s
key is automatically checked before prompting for the user’s password.


The arguments passed to scp are similar to cp. The file or files
to copy is the first argument and the destination to copy to is the
second. Since the file is fetched over the network, one or more of the
file arguments takes the form user@host:<path_to_remote_file>. Be
aware when copying directories recursively that scp uses -r,
whereas cp uses -R.


To open an interactive session for copying files, use sftp. Refer to
MAN.SFTP.1 for a list of available commands while in an sftp
session.



Key-based Authentication


Instead of using passwords, a client can be configured to connect to the
remote machine using keys. To generate DSA or RSA authentication keys,
use ssh-keygen. To generate a public and private key pair, specify
the type of key and follow the prompts. It is recommended to protect the
keys with a memorable, but hard to guess passphrase.


PROMPT.USER ssh-keygen -t dsa
Generating public/private dsa key pair.
Enter file in which to save the key (/home/user/.ssh/id_dsa):
Created directory '/home/user/.ssh'.
Enter passphrase (empty for no passphrase): type some passphrase here which can contain spaces
Enter same passphrase again: type some passphrase here which can contain spaces
Your identification has been saved in /home/user/.ssh/id_dsa.
Your public key has been saved in /home/user/.ssh/id_dsa.pub.
The key fingerprint is:
bb:48:db:f2:93:57:80:b6:aa:bc:f5:d5:ba:8f:79:17 user@host.example.com






Depending upon the specified protocol, the private key is stored in
~/.ssh/id_dsa (or ~/.ssh/id_rsa), and the public key is stored
in ~/.ssh/id_dsa.pub (or ~/.ssh/id_rsa.pub). The public key
must be first copied to ~/.ssh/authorized_keys on the remote machine
in order for key-based authentication to work.



Warning


Many users believe that keys are secure by design and will use a key
without a passphrase. This is dangerous behavior. An administrator
can verify that a key pair is protected by a passphrase by viewing
the private key manually. If the private key file contains the word
ENCRYPTED, the key owner is using a passphrase. In addition, to
better secure end users, from may be placed in the public key
file. For example, adding from="192.168.10.5" in the front of
ssh-rsa or rsa-dsa prefix will only allow that specific user
to login from that IP address.






The various options and files can be different according to the OpenSSH
version. To avoid problems, consult MAN.SSH-KEYGEN.1.


If a passphrase is used, the user will be prompted for the passphrase
each time a connection is made to the server. To load SSH keys into
memory, without needing to type the passphrase each time, use
MAN.SSH-AGENT.1 and MAN.SSH-ADD.1.


Authentication is handled by ssh-agent, using the private key(s)
that are loaded into it. Then, ssh-agent should be used to launch
another application such as a shell or a window manager.


To use ssh-agent in a shell, start it with a shell as an argument.
Next, add the identity by running ssh-add and providing it the
passphrase for the private key. Once these steps have been completed,
the user will be able to ssh to any host that has the corresponding
public key installed. For example:


PROMPT.USER ssh-agent csh
PROMPT.USER ssh-add
Enter passphrase for key '/usr/home/user/.ssh/id_dsa': type passphrase here
Identity added: /usr/home/user/.ssh/id_dsa (/usr/home/user/.ssh/id_dsa)
PROMPT.USER






To use ssh-agent in XORG, add an entry for it in ~/.xinitrc.
This provides the ssh-agent services to all programs launched in
XORG. An example ~/.xinitrc might look like this:


exec ssh-agent startxfce4






This launches ssh-agent, which in turn launches XFCE, every time
XORG starts. Once XORG has been restarted so that the changes can take
effect, run ssh-add to load all of the SSH keys.





SSH Tunneling


OpenSSH
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OpenSSH has the ability to create a tunnel to encapsulate another
protocol in an encrypted session.


The following command tells ssh to create a tunnel for telnet:


PROMPT.USER ssh -2 -N -f -L 5023:localhost:23 user@foo.example.com
PROMPT.USER






This example uses the following options:



		-2


		Forces ssh to use version 2 to connect to the server.


		-N


		Indicates no command, or tunnel only. If omitted, ssh initiates
a normal session.


		-f


		Forces ssh to run in the background.


		-L


		Indicates a local tunnel in localport:remotehost:remoteport format.


		user@foo.example.com


		The login name to use on the specified remote SSH server.





An SSH tunnel works by creating a listen socket on localhost on the
specified localport. It then forwards any connections received on
localport via the SSH connection to the specified
remotehost:remoteport. In the example, port 5023 on the client
is forwarded to port 23 on the remote machine. Since port 23 is used
by telnet, this creates an encrypted telnet session through an SSH
tunnel.


This method can be used to wrap any number of insecure TCP protocols
such as SMTP, POP3, and FTP, as seen in the following examples.


PROMPT.USER ssh -2 -N -f -L 5025:localhost:25 user@mailserver.example.com
user@mailserver.example.com's password: *****
PROMPT.USER telnet localhost 5025
Trying 127.0.0.1...
Connected to localhost.
Escape character is '^]'.
220 mailserver.example.com ESMTP






This can be used in conjunction with ssh-keygen and additional user
accounts to create a more seamless SSH tunneling environment. Keys can
be used in place of typing a password, and the tunnels can be run as a
separate user.


In this example, there is an SSH server that accepts connections from
the outside. On the same network resides a mail server running a POP3
server. To check email in a secure manner, create an SSH connection to
the SSH server and tunnel through to the mail server:


PROMPT.USER ssh -2 -N -f -L 2110:mail.example.com:110 user@ssh-server.example.com
user@ssh-server.example.com's password: ******






Once the tunnel is up and running, point the email client to send POP3
requests to localhost on port 2110. This connection will be forwarded
securely across the tunnel to mail.example.com.


Some firewalls filter both incoming and outgoing connections. For
example, a firewall might limit access from remote machines to ports 22
and 80 to only allow SSH and web surfing. This prevents access to any
other service which uses a port other than 22 or 80.


The solution is to create an SSH connection to a machine outside of the
network’s firewall and use it to tunnel to the desired service:


PROMPT.USER ssh -2 -N -f -L 8888:music.example.com:8000 user@unfirewalled-system.example.org
user@unfirewalled-system.example.org's password: *******






In this example, a streaming Ogg Vorbis client can now be pointed to
localhost port 8888, which will be forwarded over to music.example.com
on port 8000, successfully bypassing the firewall.







Enabling the SSH Server
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In addition to providing built-in SSH client utilities, a OS system can
be configured as an SSH server, accepting connections from other SSH
clients.


To see if sshd is enabled, check /etc/rc.conf for this line and add
it if it is missing:


sshd_enable="YES"






This will start sshd, the daemon program for OpenSSH, the next time the
system boots. To start it now:


PROMPT.ROOT service sshd start






The first time sshd starts on a OS system, the system’s host keys will
be automatically created and the fingerprint will be displayed on the
console. Provide users with the fingerprint so that they can verify it
the first time they connect to the server.


Refer to MAN.SSHD.8 for the list of available options when starting sshd
and a more complete discussion about authentication, the login process,
and the various configuration files.


It is a good idea to limit which users can log into the SSH server and
from where using the AllowUsers keyword in the OpenSSH server
configuration file. For example, to only allow root to log in from
192.168.1.32, add this line to /etc/ssh/sshd_config:


AllowUsers root@192.168.1.32






To allow admin to log in from anywhere, list that user without
specifying an IP address:


AllowUsers admin






Multiple users should be listed on the same line, like so:


AllowUsers root@192.168.1.32 admin






After making changes to /etc/ssh/sshd_config, tell sshd to reload
its configuration file by running:


PROMPT.ROOT service sshd reload

**Note**

When this keyword is used, it is important to list each user that
needs to log into this machine. Any user that is not specified in
that line will be locked out. Also, the keywords used in the OpenSSH
server configuration file are case-sensitive. If the keyword is not
spelled correctly, including its case, it will be ignored. Always
test changes to this file to make sure that the edits are working as
expected. Refer to MAN.SSHD.CONFIG.5 to verify the spelling and use
of the available keywords.

**Tip**

Do not confuse ``/etc/ssh/sshd_config`` with ``/etc/ssh/ssh_config``
(note the extra ``d`` in the first filename). The first file
configures the server and the second file configures the client.
Refer to MAN.SSH.CONFIG.5 for a listing of the available client
settings,.











Access Control Lists


ACL
Access Control Lists (ACLs) extend the standard UNIX permission model in
a POSIX.1e compatible way. This permits an administrator to take
advantage of a more fine-grained permissions model.


The OS GENERIC kernel provides ACL support for UFS file systems.
Users who prefer to compile a custom kernel must include the following
option in their custom kernel configuration file:


options UFS_ACL






If this option is not compiled in, a warning message will be displayed
when attempting to mount a file system with ACL support. ACLs rely on
extended attributes which are natively supported in UFS2.


This chapter describes how to enable ACL support and provides some usage
examples.



Enabling ACL Support


ACLs are enabled by the mount-time administrative flag, acls, which
may be added to /etc/fstab. The mount-time flag can also be
automatically set in a persistent manner using MAN.TUNEFS.8 to modify a
superblock ACLs flag in the file system header. In general, it is
preferred to use the superblock flag for several reasons:



		The superblock flag cannot be changed by a remount using mount -u
as it requires a complete umount and fresh mount. This means
that ACLs cannot be enabled on the root file system after boot. It
also means that ACL support on a file system cannot be changed while
the system is in use.





		Setting the superblock flag causes the file system to always be
mounted with ACLs enabled, even if there is not an fstab entry or
if the devices re-order. This prevents accidental mounting of the
file system without ACL support.



Note


It is desirable to discourage accidental mounting without ACLs
enabled because nasty things can happen if ACLs are enabled, then
disabled, then re-enabled without flushing the extended attributes.
In general, once ACLs are enabled on a file system, they should not
be disabled, as the resulting file protections may not be compatible
with those intended by the users of the system, and re-enabling ACLs
may re-attach the previous ACLs to files that have since had their
permissions changed, resulting in unpredictable behavior.












File systems with ACLs enabled will show a plus (+) sign in their
permission settings:


drwx------  2 robert  robert  512 Dec 27 11:54 private
drwxrwx---+ 2 robert  robert  512 Dec 23 10:57 directory1
drwxrwx---+ 2 robert  robert  512 Dec 22 10:20 directory2
drwxrwx---+ 2 robert  robert  512 Dec 27 11:57 directory3
drwxr-xr-x  2 robert  robert  512 Nov 10 11:54 public_html






In this example, directory1, directory2, and directory3 are
all taking advantage of ACLs, whereas public_html is not.





Using ACLs


File system ACLs can be viewed using getfacl. For instance, to view
the ACL settings on test:


PROMPT.USER getfacl test
    #file:test
    #owner:1001
    #group:1001
    user::rw-
    group::r--
    other::r--






To change the ACL settings on this file, use setfacl. To remove all
of the currently defined ACLs from a file or file system, include
-k. However, the preferred method is to use -b as it leaves the
basic fields required for ACLs to work.


PROMPT.USER setfacl -k test






To modify the default ACL entries, use -m:


PROMPT.USER setfacl -m u:trhodes:rwx,group:web:r--,o::--- test






In this example, there were no pre-defined entries, as they were removed
by the previous command. This command restores the default options and
assigns the options listed. If a user or group is added which does not
exist on the system, an Invalid argument error will be displayed.


Refer to MAN.GETFACL.1 and MAN.SETFACL.1 for more information about the
options available for these commands.







Monitoring Third Party Security Issues


pkg
In recent years, the security world has made many improvements to how
vulnerability assessment is handled. The threat of system intrusion
increases as third party utilities are installed and configured for
virtually any operating system available today.


Vulnerability assessment is a key factor in security. While OS releases
advisories for the base system, doing so for every third party utility
is beyond the OS Project’s capability. There is a way to mitigate third
party vulnerabilities and warn administrators of known security issues.
A OS add on utility known as pkg includes options explicitly for this
purpose.


pkg polls a database for security issues. The database is updated and
maintained by the OS Security Team and ports developers.


Please refer to instructions
for installing pkg.


Installation provides MAN.PERIODIC.8 configuration files for maintaining
the pkg audit database, and provides a programmatic method of keeping it
updated. This functionality is enabled if
daily_status_security_pkgaudit_enable is set to YES in
MAN.PERIODIC.CONF.5. Ensure that daily security run emails, which are
sent to root’s email account, are being read.


After installation, and to audit third party utilities as part of the
Ports Collection at any time, an administrator may choose to update the
database and view known vulnerabilities of installed packages by
invoking:


PROMPT.ROOT pkg audit -F






pkg displays messages any published vulnerabilities in installed
packages:


Affected package: cups-base-1.1.22.0_1
Type of problem: cups-base -- HPGL buffer overflow vulnerability.
Reference: <http://www.FreeBSD.org/ports/portaudit/40a3bca2-6809-11d9-a9e7-0001020eed82.html>

1 problem(s) in your installed packages found.

You are advised to update or deinstall the affected package(s) immediately.






By pointing a web browser to the displayed URL, an administrator may
obtain more information about the vulnerability. This will include the
versions affected, by OS port version, along with other web sites which
may contain security advisories.


pkg is a powerful utility and is extremely useful when coupled with
ports-mgmt/portmaster.





OS Security Advisories


OS Security Advisories
Like many producers of quality operating systems, the OS Project has a
security team which is responsible for determining the End-of-Life (EoL)
date for each OS release and to provide security updates for supported
releases which have not yet reached their EoL. More information about
the OS security team and the supported releases is available on the OS
security page.


One task of the security team is to respond to reported security
vulnerabilities in the OS operating system. Once a vulnerability is
confirmed, the security team verifies the steps necessary to fix the
vulnerability and updates the source code with the fix. It then
publishes the details as a “Security Advisory”. Security advisories are
published on the OS website
and mailed to the A.SECURITY-NOTIFICATIONS.NAME, A.SECURITY.NAME, and
A.ANNOUNCE.NAME mailing lists.


This section describes the format of a OS security advisory.



Format of a Security Advisory


Here is an example of a OS security advisory:


=============================================================================
-----BEGIN PGP SIGNED MESSAGE-----
Hash: SHA512

=============================================================================
FreeBSD-SA-14:04.bind                                       Security Advisory
                                                          The FreeBSD Project

Topic:          BIND remote denial of service vulnerability

Category:       contrib
Module:         bind
Announced:      2014-01-14
Credits:        ISC
Affects:        FreeBSD 8.x and FreeBSD 9.x
Corrected:      2014-01-14 19:38:37 UTC (stable/9, 9.2-STABLE)
                2014-01-14 19:42:28 UTC (releng/9.2, 9.2-RELEASE-p3)
                2014-01-14 19:42:28 UTC (releng/9.1, 9.1-RELEASE-p10)
                2014-01-14 19:38:37 UTC (stable/8, 8.4-STABLE)
                2014-01-14 19:42:28 UTC (releng/8.4, 8.4-RELEASE-p7)
                2014-01-14 19:42:28 UTC (releng/8.3, 8.3-RELEASE-p14)
CVE Name:       CVE-2014-0591

For general information regarding FreeBSD Security Advisories,
including descriptions of the fields above, security branches, and the
following sections, please visit <URL:http://security.FreeBSD.org/>.

I.   Background

BIND 9 is an implementation of the Domain Name System (DNS) protocols.
The named(8) daemon is an Internet Domain Name Server.

II.  Problem Description

Because of a defect in handling queries for NSEC3-signed zones, BIND can
crash with an "INSIST" failure in name.c when processing queries possessing
certain properties.  This issue only affects authoritative nameservers with
at least one NSEC3-signed zone.  Recursive-only servers are not at risk.

III. Impact

An attacker who can send a specially crafted query could cause named(8)
to crash, resulting in a denial of service.

IV.  Workaround

No workaround is available, but systems not running authoritative DNS service
with at least one NSEC3-signed zone using named(8) are not vulnerable.

V.   Solution

Perform one of the following:

1) Upgrade your vulnerable system to a supported FreeBSD stable or
release / security branch (releng) dated after the correction date.

2) To update your vulnerable system via a source code patch:

The following patches have been verified to apply to the applicable
FreeBSD release branches.

a) Download the relevant patch from the location below, and verify the
detached PGP signature using your PGP utility.

[FreeBSD 8.3, 8.4, 9.1, 9.2-RELEASE and 8.4-STABLE]
# fetch http://security.FreeBSD.org/patches/SA-14:04/bind-release.patch
# fetch http://security.FreeBSD.org/patches/SA-14:04/bind-release.patch.asc
# gpg --verify bind-release.patch.asc

[FreeBSD 9.2-STABLE]
# fetch http://security.FreeBSD.org/patches/SA-14:04/bind-stable-9.patch
# fetch http://security.FreeBSD.org/patches/SA-14:04/bind-stable-9.patch.asc
# gpg --verify bind-stable-9.patch.asc

b) Execute the following commands as root:

# cd /usr/src
# patch < /path/to/patch

Recompile the operating system using buildworld and installworld as
described in <URL:http://www.FreeBSD.org/handbook/makeworld.html>.

Restart the applicable daemons, or reboot the system.

3) To update your vulnerable system via a binary patch:

Systems running a RELEASE version of FreeBSD on the i386 or amd64
platforms can be updated via the freebsd-update(8) utility:

# freebsd-update fetch
# freebsd-update install

VI.  Correction details

The following list contains the correction revision numbers for each
affected branch.

Branch/path                                                      Revision
- -------------------------------------------------------------------------
stable/8/                                                         r260646
releng/8.3/                                                       r260647
releng/8.4/                                                       r260647
stable/9/                                                         r260646
releng/9.1/                                                       r260647
releng/9.2/                                                       r260647
- -------------------------------------------------------------------------

To see which files were modified by a particular revision, run the
following command, replacing NNNNNN with the revision number, on a
machine with Subversion installed:

# svn diff -cNNNNNN --summarize svn://svn.freebsd.org/base

Or visit the following URL, replacing NNNNNN with the revision number:

<URL:http://svnweb.freebsd.org/base?view=revision&revision=NNNNNN>

VII. References

<URL:https://kb.isc.org/article/AA-01078>

<URL:http://cve.mitre.org/cgi-bin/cvename.cgi?name=CVE-2014-0591>

The latest revision of this advisory is available at
<URL:http://security.FreeBSD.org/advisories/FreeBSD-SA-14:04.bind.asc>
-----BEGIN PGP SIGNATURE-----

iQIcBAEBCgAGBQJS1ZTYAAoJEO1n7NZdz2rnOvQP/2/68/s9Cu35PmqNtSZVVxVG
ZSQP5EGWx/lramNf9566iKxOrLRMq/h3XWcC4goVd+gZFrvITJSVOWSa7ntDQ7TO
XcinfRZ/iyiJbs/Rg2wLHc/t5oVSyeouyccqODYFbOwOlk35JjOTMUG1YcX+Zasg
ax8RV+7Zt1QSBkMlOz/myBLXUjlTZ3Xg2FXVsfFQW5/g2CjuHpRSFx1bVNX6ysoG
9DT58EQcYxIS8WfkHRbbXKh9I1nSfZ7/Hky/kTafRdRMrjAgbqFgHkYTYsBZeav5
fYWKGQRJulYfeZQ90yMTvlpF42DjCC3uJYamJnwDIu8OhS1WRBI8fQfr9DRzmRua
OK3BK9hUiScDZOJB6OqeVzUTfe7MAA4/UwrDtTYQ+PqAenv1PK8DZqwXyxA9ThHb
zKO3OwuKOVHJnKvpOcr+eNwo7jbnHlis0oBksj/mrq2P9m2ueF9gzCiq5Ri5Syag
Wssb1HUoMGwqU0roS8+pRpNC8YgsWpsttvUWSZ8u6Vj/FLeHpiV3mYXPVMaKRhVm
067BA2uj4Th1JKtGleox+Em0R7OFbCc/9aWC67wiqI6KRyit9pYiF3npph+7D5Eq
7zPsUdDd+qc+UTiLp3liCRp5w6484wWdhZO6wRtmUgxGjNkxFoNnX8CitzF8AaqO
UWWemqWuz3lAZuORQ9KX
=OQzQ
-----END PGP SIGNATURE-----






Every security advisory uses the following format:



		Each security advisory is signed by the PGP key of the Security
Officer. The public key for the Security Officer can be verified at
?.


		The name of the security advisory always begins with FreeBSD-SA-
(for FreeBSD Security Advisory), followed by the year in two digit
format (14:), followed by the advisory number for that year
(04.), followed by the name of the affected application or
subsystem (bind). The advisory shown here is the fourth advisory
for 2014 and it affects BIND.


		The Topic field summarizes the vulnerability.


		The Category refers to the affected part of the system which may
be one of core, contrib, or ports. The core category
means that the vulnerability affects a core component of the OS
operating system. The contrib category means that the
vulnerability affects software included with OS, such as BIND. The
ports category indicates that the vulnerability affects software
available through the Ports Collection.


		The Module field refers to the component location. In this
example, the bind module is affected; therefore, this
vulnerability affects an application installed with the operating
system.


		The Announced field reflects the date the security advisory was
published. This means that the security team has verified that the
problem exists and that a patch has been committed to the OS source
code repository.


		The Credits field gives credit to the individual or organization
who noticed the vulnerability and reported it.


		The Affects field explains which releases of OS are affected by
this vulnerability.


		The Corrected field indicates the date, time, time offset, and
releases that were corrected. The section in parentheses shows each
branch for which the fix has been merged, and the version number of
the corresponding release from that branch. The release identifier
itself includes the version number and, if appropriate, the patch
level. The patch level is the letter p followed by a number,
indicating the sequence number of the patch, allowing users to track
which patches have already been applied to the system.


		The CVE Name field lists the advisory number, if one exists, in
the public cve.mitre.org [http://cve.mitre.org] security
vulnerabilities database.


		The Background field provides a description of the affected
module.


		The Problem Description field explains the vulnerability. This
can include information about the flawed code and how the utility
could be maliciously used.


		The Impact field describes what type of impact the problem could
have on a system.


		The Workaround field indicates if a workaround is available to
system administrators who cannot immediately patch the system .


		The Solution field provides the instructions for patching the
affected system. This is a step by step tested and verified method
for getting a system patched and working securely.


		The Correction Details field displays each affected Subversion
branch with the revision number that contains the corrected code.


		The References field offers sources of additional information
regarding the vulnerability.










Process Accounting


Process Accounting
Process accounting is a security method in which an administrator may
keep track of system resources used and their allocation among users,
provide for system monitoring, and minimally track a user’s commands.


Process accounting has both positive and negative points. One of the
positives is that an intrusion may be narrowed down to the point of
entry. A negative is the amount of logs generated by process accounting,
and the disk space they may require. This section walks an administrator
through the basics of process accounting.



Note


If more fine-grained accounting is needed, refer to ?.







Enabling and Utilizing Process Accounting


Before using process accounting, it must be enabled using the following
commands:


PROMPT.ROOT touch /var/account/acct
PROMPT.ROOT chmod 600 /var/account/acct
PROMPT.ROOT accton /var/account/acct
PROMPT.ROOT echo 'accounting_enable="YES"' >> /etc/rc.conf






Once enabled, accounting will begin to track information such as CPU
statistics and executed commands. All accounting logs are in a non-human
readable format which can be viewed using sa. If issued without any
options, sa prints information relating to the number of per-user
calls, the total elapsed time in minutes, total CPU and user time in
minutes, and the average number of I/O operations. Refer to MAN.SA.8 for
the list of available options which control the output.


To display the commands issued by users, use lastcomm. For example,
this command prints out all usage of ls by trhodes on the ttyp1
terminal:


PROMPT.ROOT lastcomm ls trhodes ttyp1






Many other useful options exist and are explained in MAN.LASTCOMM.1,
MAN.ACCT.5, and MAN.SA.8.







Resource Limits


Resource limits
OS provides several methods for an administrator to limit the amount of
system resources an individual may use. Disk quotas limit the amount of
disk space available to users. Quotas are discussed in ?.


quotas
limiting users
quotas
disk quotas
Limits to other resources, such as CPU and memory, can be set using
either a flat file or a command to configure a resource limits database.
The traditional method defines login classes by editing
/etc/login.conf. While this method is still supported, any changes
require a multi-step process of editing this file, rebuilding the
resource database, making necessary changes to /etc/master.passwd,
and rebuilding the password database. This can become time consuming,
depending upon the number of users to configure.


Beginning with OS 9.0-RELEASE, rctl can be used to provide a more
fine-grained method for controlling resource limits. This command
supports more than user limits as it can also be used to set resource
constraints on processes and jails.


This section demonstrates both methods for controlling resources,
beginning with the traditional method.



Configuring Login Classes


limiting users
accounts
limiting
/etc/login.conf
In the traditional method, login classes and the resource limits to
apply to a login class are defined in /etc/login.conf. Each user
account can be assigned to a login class, where default is the
default login class. Each login class has a set of login capabilities
associated with it. A login capability is a name=value pair, where
name is a well-known identifier and value is an arbitrary string which
is processed accordingly depending on the name.



Note


Whenever /etc/login.conf is edited, the /etc/login.conf.db
must be updated by executing the following command:


PROMPT.ROOT cap_mkdb /etc/login.conf










Resource limits differ from the default login capabilities in two ways.
First, for every limit, there is a soft and hard limit. A soft limit may
be adjusted by the user or application, but may not be set higher than
the hard limit. The hard limit may be lowered by the user, but can only
be raised by the superuser. Second, most resource limits apply per
process to a specific user.


? lists the most commonly used resource limits. All of the available
resource limits and capabilities are described in detail in
MAN.LOGIN.CONF.5.


limiting users
coredumpsize
limiting users
cputime
limiting users
filesize
limiting users
maxproc
limiting users
memorylocked
limiting users
memoryuse
limiting users
openfiles
limiting users
sbsize
limiting users
stacksize
+——————+——————————————————————————————————————————————————————————————————————————————————————————————————————————————————————————————————-+
| Resource Limit   | Description                                                                                                                                                                                                                                                                                                                                                                                           |
+==================+=======================================================================================================================================================================================================================================================================================================================================================================================================+
| coredumpsize     | The limit on the size of a core file generated by a program is subordinate to other limits on disk usage, such as filesize or disk quotas. This limit is often used as a less severe method of controlling disk space consumption. Since users do not generate core files and often do not delete them, this setting may save them from running out of disk space should a large program crash.   |
+——————+——————————————————————————————————————————————————————————————————————————————————————————————————————————————————————————————————-+
| cputime          | The maximum amount of CPU time a user’s process may consume. Offending processes will be killed by the kernel. This is a limit on CPU time consumed, not the percentage of the CPU as displayed in some of the fields generated by top and ps.                                                                                                                                              |
+——————+——————————————————————————————————————————————————————————————————————————————————————————————————————————————————————————————————-+
| filesize         | The maximum size of a file the user may own. Unlike disk quotas (?), this limit is enforced on individual files, not the set of all files a user owns.                                                                                                                                                                                                                                                |
+——————+——————————————————————————————————————————————————————————————————————————————————————————————————————————————————————————————————-+
| maxproc          | The maximum number of foreground and background processes a user can run. This limit may not be larger than the system limit specified by kern.maxproc. Setting this limit too small may hinder a user’s productivity as some tasks, such as compiling a large program, start lots of processes.                                                                                                  |
+——————+——————————————————————————————————————————————————————————————————————————————————————————————————————————————————————————————————-+
| memorylocked     | The maximum amount of memory a process may request to be locked into main memory using MAN.MLOCK.2. Some system-critical programs, such as MAN.AMD.8, lock into main memory so that if the system begins to swap, they do not contribute to disk thrashing.                                                                                                                                           |
+——————+——————————————————————————————————————————————————————————————————————————————————————————————————————————————————————————————————-+
| memoryuse        | The maximum amount of memory a process may consume at any given time. It includes both core memory and swap usage. This is not a catch-all limit for restricting memory consumption, but is a good start.                                                                                                                                                                                             |
+——————+——————————————————————————————————————————————————————————————————————————————————————————————————————————————————————————————————-+
| openfiles        | The maximum number of files a process may have open. In OS, files are used to represent sockets and IPC channels, so be careful not to set this too low. The system-wide limit for this is defined by kern.maxfiles.                                                                                                                                                                              |
+——————+——————————————————————————————————————————————————————————————————————————————————————————————————————————————————————————————————-+
| sbsize           | The limit on the amount of network memory a user may consume. This can be generally used to limit network communications.                                                                                                                                                                                                                                                                             |
+——————+——————————————————————————————————————————————————————————————————————————————————————————————————————————————————————————————————-+
| stacksize        | The maximum size of a process stack. This alone is not sufficient to limit the amount of memory a program may use, so it should be used in conjunction with other limits.                                                                                                                                                                                                                             |
+——————+——————————————————————————————————————————————————————————————————————————————————————————————————————————————————————————————————-+


Table: Login Class Resource Limits


There are a few other things to remember when setting resource limits:



		Processes started at system startup by /etc/rc are assigned to
the daemon login class.


		Although the default /etc/login.conf is a good source of
reasonable values for most limits, they may not be appropriate for
every system. Setting a limit too high may open the system up to
abuse, while setting it too low may put a strain on productivity.


		XORG takes a lot of resources and encourages users to run more
programs simultaneously.


		Many limits apply to individual processes, not the user as a whole.
For example, setting openfiles to 50 means that each process
the user runs may open up to 50 files. The total amount of files
a user may open is the value of openfiles multiplied by the value
of maxproc. This also applies to memory consumption.





For further information on resource limits and login classes and
capabilities in general, refer to MAN.CAP.MKDB.1, MAN.GETRLIMIT.2, and
MAN.LOGIN.CONF.5.





Enabling and Configuring Resource Limits


By default, kernel support for rctl is not built-in, meaning that
the kernel will first need to be recompiled using the instructions in ?.
Add these lines to either GENERIC or a custom kernel configuration
file, then rebuild the kernel:


options         RACCT
options         RCTL






Once the system has rebooted into the new kernel, rctl may be used
to set rules for the system.


Rule syntax is controlled through the use of a subject, subject-id,
resource, and action, as seen in this example rule:


user:trhodes:maxproc:deny=10/user






In this rule, the subject is user, the subject-id is trhodes,
the resource, maxproc, is the maximum number of processes, and the
action is deny, which blocks any new processes from being created.
This means that the user, trhodes, will be constrained to no greater
than 10 processes. Other possible actions include logging to the
console, passing a notification to MAN.DEVD.8, or sending a sigterm to
the process.


Some care must be taken when adding rules. Since this user is
constrained to 10 processes, this example will prevent the user from
performing other tasks after logging in and executing a screen
session. Once a resource limit has been hit, an error will be printed,
as in this example:


PROMPT.USER man test
    /usr/bin/man: Cannot fork: Resource temporarily unavailable
eval: Cannot fork: Resource temporarily unavailable






As another example, a jail can be prevented from exceeding a memory
limit. This rule could be written as:


PROMPT.ROOT rctl -a jail:httpd:memoryuse:deny=2G/jail






Rules will persist across reboots if they have been added to
/etc/rctl.conf. The format is a rule, without the preceding command.
For example, the previous rule could be added as:


# Block jail from using more than 2G memory:
jail:httpd:memoryuse:deny=2G/jail






To remove a rule, use rctl to remove it from the list:


PROMPT.ROOT rctl -r user:trhodes:maxproc:deny=10/user






A method for removing all rules is documented in MAN.RCTL.8. However, if
removing all rules for a single user is required, this command may be
issued:


PROMPT.ROOT rctl -r user:trhodes






Many other resources exist which can be used to exert additional control
over various subjects. See MAN.RCTL.8 to learn about them.
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Policy


When listing countries or other geographic areas in documentation,
menus, mirror/FTP lists, or other contexts, it is important to introduce
such lists as “Countries or Regions” so that an implied sovereignty
claim is neither made nor denied to those regions which have their own
top level domains.


The ISO 3166 country codes do not necessarily refer to nation-states
(e.g. Hong Kong) and should not be treated as such. Likewise the
“official” ISO 3166 short English names for those countries and regions
which have top level domains are in some cases controversial, and not
all of them are commonly used in the software industry.


We follow the guidelines used by IBM, Microsoft, Google, and other
prominent software companies in their documentation in that Taiwan
should never be included with a distinction referring to the Republic of
China, People’s Republic of China, or a national flag. Interpretation of
the word “Taiwan” is in the eye of the beholder, and The FreeBSD Project
does not endorse any particular position.


Reference:



		IBM Localization
guidelines [http://www-01.ibm.com/software/globalization/topics/writing/]
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Security Event Auditing





Synopsis


AUDIT
Security Event Auditing
MAC
The OS operating system includes support for security event auditing.
Event auditing supports reliable, fine-grained, and configurable logging
of a variety of security-relevant system events, including logins,
configuration changes, and file and network access. These log records
can be invaluable for live system monitoring, intrusion detection, and
postmortem analysis. OS implements SUN’s published Basic Security Module
(BSM) Application Programming Interface (API) and file format, and is
interoperable with the SOLARIS and MACOS X audit implementations.


This chapter focuses on the installation and configuration of event
auditing. It explains audit policies and provides an example audit
configuration.


After reading this chapter, you will know:



		What event auditing is and how it works.


		How to configure event auditing on OS for users and processes.


		How to review the audit trail using the audit reduction and review
tools.





Before reading this chapter, you should:



		Understand UNIX and OS basics (?).





		Be familiar with the basics of kernel configuration/compilation (?).





		Have some familiarity with security and how it pertains to OS (?).



Warning


The audit facility has some known limitations. Not all
security-relevant system events are auditable and some login
mechanisms, such as Xorg-based display managers and third-party
daemons, do not properly configure auditing for user login sessions.


The security event auditing facility is able to generate very
detailed logs of system activity. On a busy system, trail file data
can be very large when configured for high detail, exceeding
gigabytes a week in some configurations. Administrators should take
into account the disk space requirements associated with high volume
audit configurations. For example, it may be desirable to dedicate a
file system to /var/audit so that other file systems are not
affected if the audit file system becomes full.















Key Terms


The following terms are related to security event auditing:



		event: an auditable event is any event that can be logged using the
audit subsystem. Examples of security-relevant events include the
creation of a file, the building of a network connection, or a user
logging in. Events are either “attributable”, meaning that they can
be traced to an authenticated user, or “non-attributable”. Examples
of non-attributable events are any events that occur before
authentication in the login process, such as bad password attempts.


		class: a named set of related events which are used in selection
expressions. Commonly used classes of events include “file creation”
(fc), “exec” (ex), and “login_logout” (lo).


		record: an audit log entry describing a security event. Records
contain a record event type, information on the subject (user)
performing the action, date and time information, information on any
objects or arguments, and a success or failure condition.


		trail: a log file consisting of a series of audit records
describing security events. Trails are in roughly chronological order
with respect to the time events completed. Only authorized processes
are allowed to commit records to the audit trail.


		selection expression: a string containing a list of prefixes and
audit event class names used to match events.


		preselection: the process by which the system identifies which
events are of interest to the administrator. The preselection
configuration uses a series of selection expressions to identify
which classes of events to audit for which users, as well as global
settings that apply to both authenticated and unauthenticated
processes.


		reduction: the process by which records from existing audit trails
are selected for preservation, printing, or analysis. Likewise, the
process by which undesired audit records are removed from the audit
trail. Using reduction, administrators can implement policies for the
preservation of audit data. For example, detailed audit trails might
be kept for one month, but after that, trails might be reduced in
order to preserve only login information for archival purposes.








Audit Configuration


User space support for event auditing is installed as part of the base
OS operating system. Kernel support is available in the GENERIC
kernel by default, and MAN.AUDITD.8 can be enabled by adding the
following line to /etc/rc.conf:


auditd_enable="YES"






Then, start the audit daemon:


PROMPT.ROOT service auditd start






Users who prefer to compile a custom kernel must include the following
line in their custom kernel configuration file:


options AUDIT







Event Selection Expressions


Selection expressions are used in a number of places in the audit
configuration to determine which events should be audited. Expressions
contain a list of event classes to match. Selection expressions are
evaluated from left to right, and two expressions are combined by
appending one onto the other.


? summarizes the default audit event classes:









		Class Name
		Description
		Action





		all
		all
		Match all event classes.



		aa
		authentication and authorization
		 



		ad
		administrative
		Administrative actions performed on the system as a whole.



		ap
		application
		Application defined action.



		cl
		file close
		Audit calls to the close system call.



		ex
		exec
		Audit program execution. Auditing of command line arguments and environmental variables is controlled via MAN.AUDIT.CONTROL.5 using the argv and envv parameters to the policy setting.



		fa
		file attribute access
		Audit the access of object attributes such as MAN.STAT.1 and MAN.PATHCONF.2.



		fc
		file create
		Audit events where a file is created as a result.



		fd
		file delete
		Audit events where file deletion occurs.



		fm
		file attribute modify
		Audit events where file attribute modification occurs, such as by MAN.CHOWN.8, MAN.CHFLAGS.1, and MAN.FLOCK.2.



		fr
		file read
		Audit events in which data is read or files are opened for reading.



		fw
		file write
		Audit events in which data is written or files are written or modified.



		io
		ioctl
		Audit use of the ioctl system call.



		ip
		ipc
		Audit various forms of Inter-Process Communication, including POSIX pipes and System V IPC operations.



		lo
		login_logout
		Audit MAN.LOGIN.1 and MAN.LOGOUT.1 events.



		na
		non attributable
		Audit non-attributable events.



		no
		invalid class
		Match no audit events.



		nt
		network
		Audit events related to network actions such as MAN.CONNECT.2 and MAN.ACCEPT.2.



		ot
		other
		Audit miscellaneous events.



		pc
		process
		Audit process operations such as MAN.EXEC.3 and MAN.EXIT.3.







Table: Default Audit Event Classes


These audit event classes may be customized by modifying the
audit_class and audit_event configuration files.


Each audit event class may be combined with a prefix indicating whether
successful/failed operations are matched, and whether the entry is
adding or removing matching for the class and type. ? summarizes the
available prefixes:








		Prefix
		Action





		
		






		Audit successful events in this class.



		
		






		Audit failed events in this class.



		^
		Audit neither successful nor failed events in this class.



		^+
		Do not audit successful events in this class.



		^-
		Do not audit failed events in this class.







Table: Prefixes for Audit Event Classes


If no prefix is present, both successful and failed instances of the
event will be audited.


The following example selection string selects both successful and
failed login/logout events, but only successful execution events:


lo,+ex









Configuration Files


The following configuration files for security event auditing are found
in /etc/security:



		audit_class: contains the definitions of the audit classes.





		audit_control: controls aspects of the audit subsystem, such as
default audit classes, minimum disk space to leave on the audit log
volume, and maximum audit trail size.





		audit_event: textual names and descriptions of system audit
events and a list of which classes each event is in.





		audit_user: user-specific audit requirements to be combined with
the global defaults at login.





		audit_warn: a customizable shell script used by MAN.AUDITD.8 to
generate warning messages in exceptional situations, such as when
space for audit records is running low or when the audit trail file
has been rotated.



Warning


Audit configuration files should be edited and maintained carefully,
as errors in configuration may result in improper logging of events.












In most cases, administrators will only need to modify audit_control
and audit_user. The first file controls system-wide audit properties
and policies and the second file may be used to fine-tune auditing by
user.



The audit_control File


A number of defaults for the audit subsystem are specified in
audit_control:


dir:/var/audit
dist:off
flags:lo,aa
minfree:5
naflags:lo,aa
policy:cnt,argv
filesz:2M
expire-after:10M






The dir entry is used to set one or more directories where audit
logs will be stored. If more than one directory entry appears, they will
be used in order as they fill. It is common to configure audit so that
audit logs are stored on a dedicated file system, in order to prevent
interference between the audit subsystem and other subsystems if the
file system fills.


If the dist field is set to on or yes, hard links will be
created to all trail files in /var/audit/dist.


The flags field sets the system-wide default preselection mask for
attributable events. In the example above, successful and failed
login/logout events as well as authentication and authorization are
audited for all users.


The minfree entry defines the minimum percentage of free space for
the file system where the audit trail is stored.


The naflags entry specifies audit classes to be audited for
non-attributed events, such as the login/logout process and
authentication and authorization.


The policy entry specifies a comma-separated list of policy flags
controlling various aspects of audit behavior. The cnt indicates
that the system should continue running despite an auditing failure
(this flag is highly recommended). The other flag, argv, causes
command line arguments to the MAN.EXECVE.2 system call to be audited as
part of command execution.


The filesz entry specifies the maximum size for an audit trail
before automatically terminating and rotating the trail file. A value of
0 disables automatic log rotation. If the requested file size is
below the minimum of 512k, it will be ignored and a log message will be
generated.


The expire-after field specifies when audit log files will expire
and be removed.





The audit_user File


The administrator can specify further audit requirements for specific
users in audit_user. Each line configures auditing for a user via
two fields: the alwaysaudit field specifies a set of events that
should always be audited for the user, and the neveraudit field
specifies a set of events that should never be audited for the user.


The following example entries audit login/logout events and successful
command execution for root and file creation and successful command
execution for www. If used with the default audit_control, the
lo entry for root is redundant, and login/logout events will also be
audited for www.


root:lo,+ex:no
www:fc,+ex:no













Working with Audit Trails


Since audit trails are stored in the BSM binary format, several built-in
tools are available to modify or convert these trails to text. To
convert trail files to a simple text format, use praudit. To reduce
the audit trail file for analysis, archiving, or printing purposes, use
auditreduce. This utility supports a variety of selection
parameters, including event type, event class, user, date or time of the
event, and the file path or object acted on.


For example, to dump the entire contents of a specified audit log in
plain text:


PROMPT.ROOT praudit /var/audit/AUDITFILE






Where AUDITFILE is the audit log to dump.


Audit trails consist of a series of audit records made up of tokens,
which praudit prints sequentially, one per line. Each token is of a
specific type, such as header (an audit record header) or path
(a file path from a name lookup). The following is an example of an
execve event:


header,133,10,execve(2),0,Mon Sep 25 15:58:03 2006, + 384 msec
exec arg,finger,doug
path,/usr/bin/finger
attribute,555,root,wheel,90,24918,104944
subject,robert,root,wheel,root,wheel,38439,38032,42086,128.232.9.100
return,success,0
trailer,133






This audit represents a successful execve call, in which the command
finger doug has been run. The exec arg token contains the
processed command line presented by the shell to the kernel. The
path token holds the path to the executable as looked up by the
kernel. The attribute token describes the binary and includes the
file mode. The subject token stores the audit user ID, effective
user ID and group ID, real user ID and group ID, process ID, session ID,
port ID, and login address. Notice that the audit user ID and real user
ID differ as the user robert switched to the root account before running
this command, but it is audited using the original authenticated user.
The return token indicates the successful execution and the
trailer concludes the record.


XML output format is also supported and can be selected by including
-x.


Since audit logs may be very large, a subset of records can be selected
using auditreduce. This example selects all audit records produced
for the user trhodes stored in AUDITFILE:


PROMPT.ROOT auditreduce -u trhodes /var/audit/AUDITFILE | praudit






Members of the audit group have permission to read audit trails in
/var/audit. By default, this group is empty, so only the root user
can read audit trails. Users may be added to the audit group in order to
delegate audit review rights. As the ability to track audit log contents
provides significant insight into the behavior of users and processes,
it is recommended that the delegation of audit review rights be
performed with caution.



Live Monitoring Using Audit Pipes


Audit pipes are cloning pseudo-devices which allow applications to tap
the live audit record stream. This is primarily of interest to authors
of intrusion detection and system monitoring applications. However, the
audit pipe device is a convenient way for the administrator to allow
live monitoring without running into problems with audit trail file
ownership or log rotation interrupting the event stream. To track the
live audit event stream:


PROMPT.ROOT praudit /dev/auditpipe






By default, audit pipe device nodes are accessible only to the root
user. To make them accessible to the members of the audit group, add a
devfs rule to /etc/devfs.rules:


add path 'auditpipe*' mode 0440 group audit






See MAN.DEVFS.RULES.5 for more information on configuring the devfs file
system.



Warning


It is easy to produce audit event feedback cycles, in which the
viewing of each audit event results in the generation of more audit
events. For example, if all network I/O is audited, and praudit
is run from an SSH session, a continuous stream of audit events will
be generated at a high rate, as each event being printed will
generate another event. For this reason, it is advisable to run
praudit on an audit pipe device from sessions without
fine-grained I/O auditing.









Rotating and Compressing Audit Trail Files


Audit trails are written to by the kernel and managed by the audit
daemon, MAN.AUDITD.8. Administrators should not attempt to use
MAN.NEWSYSLOG.CONF.5 or other tools to directly rotate audit logs.
Instead, audit should be used to shut down auditing, reconfigure the
audit system, and perform log rotation. The following command causes the
audit daemon to create a new audit log and signal the kernel to switch
to using the new log. The old log will be terminated and renamed, at
which point it may then be manipulated by the administrator:


PROMPT.ROOT audit -n






If MAN.AUDITD.8 is not currently running, this command will fail and an
error message will be produced.


Adding the following line to /etc/crontab will schedule this
rotation every twelve hours:


0     */12       *       *       *       root    /usr/sbin/audit -n






The change will take effect once /etc/crontab is saved.


Automatic rotation of the audit trail file based on file size is
possible using filesz in audit_control as described in ?.


As audit trail files can become very large, it is often desirable to
compress or otherwise archive trails once they have been closed by the
audit daemon. The audit_warn script can be used to perform
customized operations for a variety of audit-related events, including
the clean termination of audit trails when they are rotated. For
example, the following may be added to /etc/security/audit_warn to
compress audit trails on close:


#
# Compress audit trail files on close.
#
if [ "$1" = closefile ]; then
        gzip -9 $2
fi






Other archiving activities might include copying trail files to a
centralized server, deleting old trail files, or reducing the audit
trail to remove unneeded records. This script will be run only when
audit trail files are cleanly terminated, so will not be run on trails
left unterminated following an improper shutdown.
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Rationale


The FreeBSD Project provides several resources for developers including
various machines and data storage. These resources are intended to be
used for activities related to the FreeBSD Project. The project does not
make any guarantees to developers regarding non-project-related data
stored on project resources. Developers are strongly encouraged to not
use project resources for storing non-project-related data. The FreeBSD
Core team approved the following user data policy which was posted to
the Developers mailing list on August 4, 2011.





Policy


FreeBSD Project resources should only be used for project-related
activities and storing project-related data.
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Configuration and Tuning





Synopsis


system configuration
system optimization
One of the important aspects of OS is proper system configuration. This
chapter explains much of the OS configuration process, including some of
the parameters which can be set to tune a OS system.


After reading this chapter, you will know:



		The basics of rc.conf configuration and /usr/local/etc/rc.d
startup scripts.


		How to configure and test a network card.


		How to configure virtual hosts on network devices.


		How to use the various configuration files in /etc.


		How to tune OS using MAN.SYSCTL.8 variables.


		How to tune disk performance and modify kernel limitations.





Before reading this chapter, you should:



		Understand UNIX and OS basics (?).


		Be familiar with the basics of kernel configuration and compilation
(?).








Starting Services


services
Many users install third party software on OS from the Ports Collection
and require the installed services to be started upon system
initialization. Services, such as mail/postfix or www/apache22 are just
two of the many software packages which may be started during system
initialization. This section explains the procedures available for
starting third party software.


In OS, most included services, such as MAN.CRON.8, are started through
the system start up scripts.



Extended Application Configuration


Now that OS includes rc.d, configuration of application startup is
easier and provides more features. Using the key words discussed in ?,
applications can be set to start after certain other services and extra
flags can be passed through /etc/rc.conf in place of hard coded
flags in the start up script. A basic script may look similar to the
following:


#!/bin/sh
#
# PROVIDE: utility
# REQUIRE: DAEMON
# KEYWORD: shutdown

. /etc/rc.subr

name=utility
rcvar=utility_enable

command="/usr/local/sbin/utility"

load_rc_config $name

#
# DO NOT CHANGE THESE DEFAULT VALUES HERE
# SET THEM IN THE /etc/rc.conf FILE
#
utility_enable=${utility_enable-"NO"}
pidfile=${utility_pidfile-"/var/run/utility.pid"}

run_rc_command "$1"






This script will ensure that the provided utility will be started
after the DAEMON pseudo-service. It also provides a method for
setting and tracking the process ID (PID).


This application could then have the following line placed in
/etc/rc.conf:


utility_enable="YES"






This method allows for easier manipulation of command line arguments,
inclusion of the default functions provided in /etc/rc.subr,
compatibility with MAN.RCORDER.8, and provides for easier configuration
via rc.conf.





Using Services to Start Services


Other services can be started using MAN.INETD.8. Working with
MAN.INETD.8 and its configuration is described in depth in ?.


In some cases, it may make more sense to use MAN.CRON.8 to start system
services. This approach has a number of advantages as MAN.CRON.8 runs
these processes as the owner of the MAN.CRONTAB.5. This allows regular
users to start and maintain their own applications.


The @reboot feature of MAN.CRON.8, may be used in place of the time
specification. This causes the job to run when MAN.CRON.8 is started,
normally during system initialization.







Configuring MAN.CRON.8


cron
configuration
One of the most useful utilities in OS is cron. This utility runs in the
background and regularly checks /etc/crontab for tasks to execute
and searches /var/cron/tabs for custom crontab files. These files
are used to schedule tasks which cron runs at the specified times. Each
entry in a crontab defines a task to run and is known as a cron job.


Two different types of configuration files are used: the system crontab,
which should not be modified, and user crontabs, which can be created
and edited as needed. The format used by these files is documented in
MAN.CRONTAB.5. The format of the system crontab, /etc/crontab
includes a who column which does not exist in user crontabs. In the
system crontab, cron runs the command as the user specified in this
column. In a user crontab, all commands run as the user who created the
crontab.


User crontabs allow individual users to schedule their own tasks. The
root user can also have a user crontab which can be used to schedule
tasks that do not exist in the system crontab.


Here is a sample entry from the system crontab, /etc/crontab:


# /etc/crontab - root's crontab for FreeBSD
#
# $FreeBSD$
#
SHELL=/bin/sh
PATH=/etc:/bin:/sbin:/usr/bin:/usr/sbin
#
#minute hour    mday    month   wday    who command
#
*/5 *   *   *   *   root    /usr/libexec/atrun







		Lines that begin with the # character are comments. A comment can
be placed in the file as a reminder of what and why a desired action
is performed. Comments cannot be on the same line as a command or
else they will be interpreted as part of the command; they must be on
a new line. Blank lines are ignored.





		The equals (=) character is used to define any environment
settings. In this example, it is used to define the SHELL and PATH.
If the SHELL is omitted, cron will use the default Bourne shell. If
the PATH is omitted, the full path must be given to the command or
script to run.





		This line defines the seven fields used in a system crontab:
minute, hour, mday, month, wday, who, and
command. The minute field is the time in minutes when the
specified command will be run, the hour is the hour when the
specified command will be run, the mday is the day of the month,
month is the month, and wday is the day of the week. These
fields must be numeric values, representing the twenty-four hour
clock, or a *, representing all values for that field. The
who field only exists in the system crontab and specifies which
user the command should be run as. The last field is the command to
be executed.





		This entry defines the values for this cron job. The */5,
followed by several more * characters, specifies that
/usr/libexec/atrun is invoked by root every five minutes of every
hour, of every day and day of the week, of every month.


Commands can include any number of switches. However, commands which
extend to multiple lines need to be broken with the backslash “\”
continuation character.









Creating a User Crontab


To create a user crontab, invoke crontab in editor mode:


PROMPT.USER crontab -e






This will open the user’s crontab using the default text editor. The
first time a user runs this command, it will open an empty file. Once a
user creates a crontab, this command will open that file for editing.


It is useful to add these lines to the top of the crontab file in order
to set the environment variables and to remember the meanings of the
fields in the crontab:


SHELL=/bin/sh
PATH=/etc:/bin:/sbin:/usr/bin:/usr/sbin
# Order of crontab fields
# minute    hour    mday    month   wday    command






Then add a line for each command or script to run, specifying the time
to run the command. This example runs the specified custom Bourne shell
script every day at two in the afternoon. Since the path to the script
is not specified in PATH, the full path to the script is given:


0 14  *   *   *   /usr/home/dru/bin/mycustomscript.sh

**Tip**

Before using a custom script, make sure it is executable and test it
with the limited set of environment variables set by cron. To
replicate the environment that would be used to run the above cron
entry, use:

::

    env -i SHELL=/bin/sh PATH=/etc:/bin:/sbin:/usr/bin:/usr/sbin HOME=/home/dru LOGNAME=dru /usr/home/dru/bin/mycustomscript.sh

The environment set by cron is discussed in MAN.CRONTAB.5. Checking
that scripts operate correctly in a cron environment is especially
important if they include any commands that delete files using
wildcards.






When finished editing the crontab, save the file. It will automatically
be installed and cron will read the crontab and run its cron jobs at
their specified times. To list the cron jobs in a crontab, use this
command:


PROMPT.USER crontab -l
0   14  *   *   *   /usr/home/dru/bin/mycustomscript.sh






To remove all of the cron jobs in a user crontab:


PROMPT.USER crontab -r
remove crontab for dru? y











Managing Services in OS


OS uses the MAN.RC.8 system of startup scripts during system
initialization and for managing services. The scripts listed in
/etc/rc.d provide basic services which can be controlled with the
start, stop, and restart options to MAN.SERVICE.8. For
instance, MAN.SSHD.8 can be restarted with the following command:


PROMPT.ROOT service sshd restart






This procedure can be used to start services on a running system.
Services will be started automatically at boot time as specified in
MAN.RC.CONF.5. For example, to enable MAN.NATD.8 at system startup, add
the following line to /etc/rc.conf:


natd_enable="YES"






If a natd_enable="NO" line is already present, change the NO to
YES. The MAN.RC.8 scripts will automatically load any dependent
services during the next boot, as described below.


Since the MAN.RC.8 system is primarily intended to start and stop
services at system startup and shutdown time, the start, stop
and restart options will only perform their action if the
appropriate /etc/rc.conf variable is set. For instance,
sshd restart will only work if sshd_enable is set to YES in
/etc/rc.conf. To start, stop or restart a service
regardless of the settings in /etc/rc.conf, these commands should be
prefixed with “one”. For instance, to restart MAN.SSHD.8 regardless of
the current /etc/rc.conf setting, execute the following command:


PROMPT.ROOT service sshd onerestart






To check if a service is enabled in /etc/rc.conf, run the
appropriate MAN.RC.8 script with rcvar. This example checks to see
if MAN.SSHD.8 is enabled in /etc/rc.conf:


PROMPT.ROOT service sshd rcvar
# sshd
#
sshd_enable="YES"
#   (default: "")

**Note**

The ``# sshd`` line is output from the above command, not a root
console.






To determine whether or not a service is running, use status. For
instance, to verify that MAN.SSHD.8 is running:


PROMPT.ROOT service sshd status
sshd is running as pid 433.






In some cases, it is also possible to reload a service. This
attempts to send a signal to an individual service, forcing the service
to reload its configuration files. In most cases, this means sending the
service a SIGHUP signal. Support for this feature is not included
for every service.


The MAN.RC.8 system is used for network services and it also contributes
to most of the system initialization. For instance, when the
/etc/rc.d/bgfsck script is executed, it prints out the following
message:


Starting background file system checks in 60 seconds.






This script is used for background file system checks, which occur only
during system initialization.


Many system services depend on other services to function properly. For
example, MAN.YP.8 and other RPC-based services may fail to start until
after the MAN.RPCBIND.8 service has started. To resolve this issue,
information about dependencies and other meta-data is included in the
comments at the top of each startup script. The MAN.RCORDER.8 program is
used to parse these comments during system initialization to determine
the order in which system services should be invoked to satisfy the
dependencies.


The following key word must be included in all startup scripts as it is
required by MAN.RC.SUBR.8 to “enable” the startup script:



		PROVIDE: Specifies the services this file provides.





The following key words may be included at the top of each startup
script. They are not strictly necessary, but are useful as hints to
MAN.RCORDER.8:



		REQUIRE: Lists services which are required for this service. The
script containing this key word will run after the specified
services.


		BEFORE: Lists services which depend on this service. The script
containing this key word will run before the specified services.





By carefully setting these keywords for each startup script, an
administrator has a fine-grained level of control of the startup order
of the scripts, without the need for “runlevels” used by some UNIX
operating systems.


Additional information can be found in MAN.RC.8 and MAN.RC.SUBR.8. Refer
to this article for instructions on
how to create custom MAN.RC.8 scripts.



Managing System-Specific Configuration


rc files
rc.conf
The principal location for system configuration information is
/etc/rc.conf. This file contains a wide range of configuration
information and it is read at system startup to configure the system. It
provides the configuration information for the rc* files.


The entries in /etc/rc.conf override the default settings in
/etc/defaults/rc.conf. The file containing the default settings
should not be edited. Instead, all system-specific changes should be
made to /etc/rc.conf.


A number of strategies may be applied in clustered applications to
separate site-wide configuration from system-specific configuration in
order to reduce administration overhead. The recommended approach is to
place system-specific configuration into /etc/rc.conf.local. For
example, these entries in /etc/rc.conf apply to all systems:


sshd_enable="YES"
keyrate="fast"
defaultrouter="10.1.1.254"






Whereas these entries in /etc/rc.conf.local apply to this system
only:


hostname="node1.example.org"
ifconfig_fxp0="inet 10.1.1.1/8"






Distribute /etc/rc.conf to every system using an application such as
rsync or puppet, while /etc/rc.conf.local remains unique.


Upgrading the system will not overwrite /etc/rc.conf, so system
configuration information will not be lost.



Tip


Both /etc/rc.conf and /etc/rc.conf.local are parsed by
MAN.SH.1. This allows system operators to create complex
configuration scenarios. Refer to MAN.RC.CONF.5 for further
information on this topic.











Setting Up Network Interface Cards


network cards
configuration
Adding and configuring a network interface card (NIC) is a common task
for any OS administrator.



Locating the Correct Driver


network cards
driver
First, determine the model of the NIC and the chip it uses. OS supports
a wide variety of NICs. Check the Hardware Compatibility List for the OS
release to see if the NIC is supported.


If the NIC is supported, determine the name of the OS driver for the
NIC. Refer to /usr/src/sys/conf/NOTES and
/usr/src/sys/arch/conf/NOTES for the list of NIC drivers with some
information about the supported chipsets. When in doubt, read the manual
page of the driver as it will provide more information about the
supported hardware and any known limitations of the driver.


The drivers for common NICs are already present in the GENERIC
kernel, meaning the NIC should be probed during boot. The system’s boot
messages can be viewed by typing more /var/run/dmesg.boot and using
the spacebar to scroll through the text. In this example, two Ethernet
NICs using the MAN.DC.4 driver are present on the system:


dc0: <82c169 PNIC 10/100BaseTX> port 0xa000-0xa0ff mem 0xd3800000-0xd38
000ff irq 15 at device 11.0 on pci0
miibus0: <MII bus> on dc0
bmtphy0: <BCM5201 10/100baseTX PHY> PHY 1 on miibus0
bmtphy0:  10baseT, 10baseT-FDX, 100baseTX, 100baseTX-FDX, auto
dc0: Ethernet address: 00:a0:cc:da:da:da
dc0: [ITHREAD]
dc1: <82c169 PNIC 10/100BaseTX> port 0x9800-0x98ff mem 0xd3000000-0xd30
000ff irq 11 at device 12.0 on pci0
miibus1: <MII bus> on dc1
bmtphy1: <BCM5201 10/100baseTX PHY> PHY 1 on miibus1
bmtphy1:  10baseT, 10baseT-FDX, 100baseTX, 100baseTX-FDX, auto
dc1: Ethernet address: 00:a0:cc:da:da:db
dc1: [ITHREAD]






If the driver for the NIC is not present in GENERIC, but a driver is
available, the driver will need to be loaded before the NIC can be
configured and used. This may be accomplished in one of two ways:



		The easiest way is to load a kernel module for the NIC using
MAN.KLDLOAD.8. To also automatically load the driver at boot time,
add the appropriate line to /boot/loader.conf. Not all NIC
drivers are available as modules.


		Alternatively, statically compile support for the NIC into a custom
kernel. Refer to /usr/src/sys/conf/NOTES,
/usr/src/sys/arch/conf/NOTES and the manual page of the driver to
determine which line to add to the custom kernel configuration file.
For more information about recompiling the kernel, refer to ?. If the
NIC was detected at boot, the kernel does not need to be recompiled.






Using WINDOWS NDIS Drivers


NDIS
NDISulator
WINDOWS drivers
MICROSOFT.WINDOWS
device drivers
KLD
(kernel loadable object)
Unfortunately, there are still many vendors that do not provide
schematics for their drivers to the open source community because they
regard such information as trade secrets. Consequently, the developers
of OS and other operating systems are left with two choices: develop the
drivers by a long and pain-staking process of reverse engineering or
using the existing driver binaries available for MICROSOFT.WINDOWS
platforms.


OS provides “native” support for the Network Driver Interface
Specification (NDIS). It includes MAN.NDISGEN.8 which can be used to
convert a WINDOWSXP driver into a format that can be used on OS. Because
the MAN.NDIS.4 driver uses a WINDOWSXP binary, it only runs on I386 and
amd64 systems. PCI, CardBus, PCMCIA, and USB devices are supported.


To use MAN.NDISGEN.8, three things are needed:



		OS kernel sources.


		A WINDOWSXP driver binary with a .SYS extension.


		A WINDOWSXP driver configuration file with a .INF extension.





Download the .SYS and .INF files for the specific NIC.
Generally, these can be found on the driver CD or at the vendor’s
website. The following examples use W32DRIVER.SYS and
W32DRIVER.INF.


The driver bit width must match the version of OS. For OS/i386, use a
WINDOWS 32-bit driver. For OS/amd64, a WINDOWS 64-bit driver is needed.


The next step is to compile the driver binary into a loadable kernel
module. As root, use MAN.NDISGEN.8:


PROMPT.ROOT ndisgen /path/to/W32DRIVER.INF /path/to/W32DRIVER.SYS






This command is interactive and prompts for any extra information it
requires. A new kernel module will be generated in the current
directory. Use MAN.KLDLOAD.8 to load the new module:


PROMPT.ROOT kldload ./W32DRIVER_SYS.ko






In addition to the generated kernel module, the ndis.ko and
if_ndis.ko modules must be loaded. This should happen automatically
when any module that depends on MAN.NDIS.4 is loaded. If not, load them
manually, using the following commands:


PROMPT.ROOT kldload ndis
PROMPT.ROOT kldload if_ndis






The first command loads the MAN.NDIS.4 miniport driver wrapper and the
second loads the generated NIC driver.


Check MAN.DMESG.8 to see if there were any load errors. If all went
well, the output should be similar to the following:


ndis0: <Wireless-G PCI Adapter> mem 0xf4100000-0xf4101fff irq 3 at device 8.0 on pci1
ndis0: NDIS API version: 5.0
ndis0: Ethernet address: 0a:b1:2c:d3:4e:f5
ndis0: 11b rates: 1Mbps 2Mbps 5.5Mbps 11Mbps
ndis0: 11g rates: 6Mbps 9Mbps 12Mbps 18Mbps 36Mbps 48Mbps 54Mbps






From here, ndis0 can be configured like any other NIC.


To configure the system to load the MAN.NDIS.4 modules at boot time,
copy the generated module, W32DRIVER_SYS.ko, to /boot/modules.
Then, add the following line to /boot/loader.conf:


W32DRIVER_SYS_load="YES"











Configuring the Network Card


network cards
configuration
Once the right driver is loaded for the NIC, the card needs to be
configured. It may have been configured at installation time by
MAN.SYSINSTALL.8.


To display the NIC configuration, enter the following command:


PROMPT.USER ifconfig
dc0: flags=8843<UP,BROADCAST,RUNNING,SIMPLEX,MULTICAST> metric 0 mtu 1500
        options=80008<VLAN_MTU,LINKSTATE>
        ether 00:a0:cc:da:da:da
        inet 192.168.1.3 netmask 0xffffff00 broadcast 192.168.1.255
        media: Ethernet autoselect (100baseTX <full-duplex>)
        status: active
dc1: flags=8802<UP,BROADCAST,RUNNING,SIMPLEX,MULTICAST> metric 0 mtu 1500
        options=80008<VLAN_MTU,LINKSTATE>
        ether 00:a0:cc:da:da:db
        inet 10.0.0.1 netmask 0xffffff00 broadcast 10.0.0.255
        media: Ethernet 10baseT/UTP
        status: no carrier
lo0: flags=8049<UP,LOOPBACK,RUNNING,MULTICAST> metric 0 mtu 16384
        options=3<RXCSUM,TXCSUM>
        inet6 fe80::1%lo0 prefixlen 64 scopeid 0x4
        inet6 ::1 prefixlen 128
        inet 127.0.0.1 netmask 0xff000000
        nd6 options=3<PERFORMNUD,ACCEPT_RTADV>






In this example, the following devices were displayed:



		dc0: The first Ethernet interface.


		dc1: The second Ethernet interface.


		lo0: The loopback device.





OS uses the driver name followed by the order in which the card is
detected at boot to name the NIC. For example, sis2 is the third NIC
on the system using the MAN.SIS.4 driver.


In this example, dc0 is up and running. The key indicators are:



		UP means that the card is configured and ready.





		The card has an Internet (inet) address, 192.168.1.3.





		It has a valid subnet mask (netmask), where 0xffffff00 is the
same as 255.255.255.0.





		It has a valid broadcast address, 192.168.1.255.





		The MAC address of the card (ether) is 00:a0:cc:da:da:da.





		The physical media selection is on autoselection mode
(``media: Ethernet autoselect (100baseTX



<full-duplex>)``). In this example, dc1 is configured






to run with 10baseT/UTP media. For more information on available
media types for a driver, refer to its manual page.





		The status of the link (status) is active, indicating that
the carrier signal is detected. For dc1, the
status: no carrier status is normal when an Ethernet cable is not
plugged into the card.








If the MAN.IFCONFIG.8 output had shown something similar to:


dc0: flags=8843<BROADCAST,SIMPLEX,MULTICAST> metric 0 mtu 1500
        options=80008<VLAN_MTU,LINKSTATE>
        ether 00:a0:cc:da:da:da
        media: Ethernet autoselect (100baseTX <full-duplex>)
        status: active






it would indicate the card has not been configured.


The card must be configured as root. The NIC configuration can be
performed from the command line with MAN.IFCONFIG.8 but will not persist
after a reboot unless the configuration is also added to
/etc/rc.conf. Add a line for each NIC present on the system, as seen
in this example:


ifconfig_dc0="inet 192.168.1.3 netmask 255.255.255.0"
ifconfig_dc1="inet 10.0.0.1 netmask 255.255.255.0 media 10baseT/UTP"






Replace dc0 and dc1 and the IP address information with the
correct values for the system. Refer to the man page for the driver,
MAN.IFCONFIG.8, and MAN.RC.CONF.5 for more details about the allowed
options and the syntax of /etc/rc.conf.


If the network was configured during installation, some entries for the
NIC(s) may be already present. Double check /etc/rc.conf before
adding any lines.


If the network is not using DNS, edit /etc/hosts to add the names
and IP addresses of the hosts on the LAN, if they are not already there.
For more information, refer to MAN.HOSTS.5 and to
/usr/share/examples/etc/hosts.



Note


If there is no DHCP server and access to the Internet is needed,
manually configure the default gateway and the nameserver:


PROMPT.ROOT echo 'defaultrouter="your_default_router"' >> /etc/rc.conf
PROMPT.ROOT echo 'nameserver your_DNS_server' >> /etc/resolv.conf













Testing and Troubleshooting


Once the necessary changes to /etc/rc.conf are saved, a reboot can
be used to test the network configuration and to verify that the system
restarts without any configuration errors. Alternatively, apply the
settings to the networking system with this command:


PROMPT.ROOT service netif restart

**Note**

If a default gateway has been set in ``/etc/rc.conf``, also issue
this command:

::

    PROMPT.ROOT service routing restart






Once the networking system has been relaunched, test the NICs.



Testing the Ethernet Card


network cards
testing
To verify that an Ethernet card is configured correctly, MAN.PING.8 the
interface itself, and then MAN.PING.8 another machine on the LAN:


PROMPT.USER ping -c5 192.168.1.3
PING 192.168.1.3 (192.168.1.3): 56 data bytes
64 bytes from 192.168.1.3: icmp_seq=0 ttl=64 time=0.082 ms
64 bytes from 192.168.1.3: icmp_seq=1 ttl=64 time=0.074 ms
64 bytes from 192.168.1.3: icmp_seq=2 ttl=64 time=0.076 ms
64 bytes from 192.168.1.3: icmp_seq=3 ttl=64 time=0.108 ms
64 bytes from 192.168.1.3: icmp_seq=4 ttl=64 time=0.076 ms

--- 192.168.1.3 ping statistics ---
5 packets transmitted, 5 packets received, 0% packet loss
round-trip min/avg/max/stddev = 0.074/0.083/0.108/0.013 ms






PROMPT.USER ping -c5 192.168.1.2
PING 192.168.1.2 (192.168.1.2): 56 data bytes
64 bytes from 192.168.1.2: icmp_seq=0 ttl=64 time=0.726 ms
64 bytes from 192.168.1.2: icmp_seq=1 ttl=64 time=0.766 ms
64 bytes from 192.168.1.2: icmp_seq=2 ttl=64 time=0.700 ms
64 bytes from 192.168.1.2: icmp_seq=3 ttl=64 time=0.747 ms
64 bytes from 192.168.1.2: icmp_seq=4 ttl=64 time=0.704 ms

--- 192.168.1.2 ping statistics ---
5 packets transmitted, 5 packets received, 0% packet loss
round-trip min/avg/max/stddev = 0.700/0.729/0.766/0.025 ms






To test network resolution, use the host name instead of the IP address.
If there is no DNS server on the network, /etc/hosts must first be
configured.





Troubleshooting


network cards
troubleshooting
When troubleshooting hardware and software configurations, check the
simple things first. Is the network cable plugged in? Are the network
services properly configured? Is the firewall configured correctly? Is
the NIC supported by OS? Before sending a bug report, always check the
Hardware Notes, update the version of OS to the latest STABLE version,
check the mailing list archives, and search the Internet.


If the card works, yet performance is poor, read through MAN.TUNING.7.
Also, check the network configuration as incorrect network settings can
cause slow connections.


Some users experience one or two device timeout messages, which is
normal for some cards. If they continue, or are bothersome, determine if
the device is conflicting with another device. Double check the cable
connections. Consider trying another card.


To resolve watchdog timeout errors, first check the network cable. Many
cards require a PCI slot which supports bus mastering. On some old
motherboards, only one PCI slot allows it, usually slot 0. Check the NIC
and the motherboard documentation to determine if that may be the
problem.


No route to host messages occur if the system is unable to route a
packet to the destination host. This can happen if no default route is
specified or if a cable is unplugged. Check the output of
netstat -rn and make sure there is a valid route to the host. If
there is not, read ?.


ping: sendto: Permission denied error messages are often caused by a
misconfigured firewall. If a firewall is enabled on OS but no rules have
been defined, the default policy is to deny all traffic, even
MAN.PING.8. Refer to ? for more information.


Sometimes performance of the card is poor or below average. In these
cases, try setting the media selection mode from autoselect to the
correct media selection. While this works for most hardware, it may or
may not resolve the issue. Again, check all the network settings, and
refer to MAN.TUNING.7.









Virtual Hosts


virtual hosts
IP
aliases
A common use of OS is virtual site hosting, where one server appears to
the network as many servers. This is achieved by assigning multiple
network addresses to a single interface.


A given network interface has one “real” address, and may have any
number of “alias” addresses. These aliases are normally added by placing
alias entries in /etc/rc.conf, as seen in this example:


ifconfig_fxp0_alias0="inet xxx.xxx.xxx.xxx netmask xxx.xxx.xxx.xxx"






Alias entries must start with alias0 using a sequential number such
as alias0, alias1, and so on. The configuration process will
stop at the first missing number.


The calculation of alias netmasks is important. For a given interface,
there must be one address which correctly represents the network’s
netmask. Any other addresses which fall within this network must have a
netmask of all 1s, expressed as either 255.255.255.255 or
0xffffffff.


For example, consider the case where the fxp0 interface is connected
to two networks: 10.1.1.0 with a netmask of 255.255.255.0 and
202.0.75.16 with a netmask of 255.255.255.240. The system is to be
configured to appear in the ranges 10.1.1.1 through 10.1.1.5 and
202.0.75.17 through 202.0.75.20. Only the first address in a given
network range should have a real netmask. All the rest (10.1.1.2 through
10.1.1.5 and 202.0.75.18 through 202.0.75.20) must be configured with a
netmask of 255.255.255.255.


The following /etc/rc.conf entries configure the adapter correctly
for this scenario:


ifconfig_fxp0="inet 10.1.1.1 netmask 255.255.255.0"
ifconfig_fxp0_alias0="inet 10.1.1.2 netmask 255.255.255.255"
ifconfig_fxp0_alias1="inet 10.1.1.3 netmask 255.255.255.255"
ifconfig_fxp0_alias2="inet 10.1.1.4 netmask 255.255.255.255"
ifconfig_fxp0_alias3="inet 10.1.1.5 netmask 255.255.255.255"
ifconfig_fxp0_alias4="inet 202.0.75.17 netmask 255.255.255.240"
ifconfig_fxp0_alias5="inet 202.0.75.18 netmask 255.255.255.255"
ifconfig_fxp0_alias6="inet 202.0.75.19 netmask 255.255.255.255"
ifconfig_fxp0_alias7="inet 202.0.75.20 netmask 255.255.255.255"






A simpler way to express this is with a space-separated list of IP
address ranges. The first address will be given the indicated subnet
mask and the additional addresses will have a subnet mask of
255.255.255.255.


ifconfig_fxp0_aliases="inet 10.1.1.1-5/24 inet 202.0.75.17-20/28"









Configuring System Logging


system logging
syslog
MAN.SYSLOGD.8
Generating and reading system logs is an important aspect of system
administration. The information in system logs can be used to detect
hardware and software issues as well as application and system
configuration errors. This information also plays an important role in
security auditing and incident response. Most system daemons and
applications will generate log entries.


OS provides a system logger, syslogd, to manage logging. By default,
syslogd is started when the system boots. This is controlled by the
variable syslogd_enable in /etc/rc.conf. There are numerous
application arguments that can be set using syslogd_flags in
/etc/rc.conf. Refer to MAN.SYSLOGD.8 for more information on the
available arguments.


This section describes how to configure the OS system logger for both
local and remote logging and how to perform log rotation and log
management.



Configuring Local Logging


syslog.conf
The configuration file, /etc/syslog.conf, controls what syslogd does
with log entries as they are received. There are several parameters to
control the handling of incoming events. The facility describes which
subsystem generated the message, such as the kernel or a daemon, and the
level describes the severity of the event that occurred. This makes it
possible to configure if and where a log message is logged, depending on
the facility and level. It is also possible to take action depending on
the application that sent the message, and in the case of remote
logging, the hostname of the machine generating the logging event.


This configuration file contains one line per action, where the syntax
for each line is a selector field followed by an action field. The
syntax of the selector field is facility.level which will match log
messages from facility at level level or higher. It is also possible to
add an optional comparison flag before the level to specify more
precisely what is logged. Multiple selector fields can be used for the
same action, and are separated with a semicolon (;). Using *
will match everything. The action field denotes where to send the log
message, such as to a file or remote log host. As an example, here is
the default syslog.conf from OS:


# $OS$
#
#       Spaces ARE valid field separators in this file. However,
#       other *nix-like systems still insist on using tabs as field
#       separators. If you are sharing this file between systems, you
#       may want to use only tabs as field separators here.
#       Consult the syslog.conf(5) manpage.
*.err;kern.warning;auth.notice;mail.crit                /dev/console
*.notice;authpriv.none;kern.debug;lpr.info;mail.crit;news.err   /var/log/messages
security.*                                      /var/log/security
auth.info;authpriv.info                         /var/log/auth.log
mail.info                                       /var/log/maillog
lpr.info                                        /var/log/lpd-errs
ftp.info                                        /var/log/xferlog
cron.*                                          /var/log/cron
!-devd
*.=debug                                        /var/log/debug.log
*.emerg                                         *
# uncomment this to log all writes to /dev/console to /var/log/console.log
#console.info                                   /var/log/console.log
# uncomment this to enable logging of all log messages to /var/log/all.log
# touch /var/log/all.log and chmod it to mode 600 before it will work
#*.*                                            /var/log/all.log
# uncomment this to enable logging to a remote loghost named loghost
#*.*                                            @loghost
# uncomment these if you're running inn
# news.crit                                     /var/log/news/news.crit
# news.err                                      /var/log/news/news.err
# news.notice                                   /var/log/news/news.notice
# Uncomment this if you wish to see messages produced by devd
# !devd
# *.>=info
!ppp
*.*                                             /var/log/ppp.log
!*






In this example:



		Line 8 matches all messages with a level of err or higher, as
well as kern.warning, auth.notice and mail.crit, and
sends these log messages to the console (/dev/console).


		Line 12 matches all messages from the mail facility at level
info or above and logs the messages to /var/log/maillog.


		Line 17 uses a comparison flag (=) to only match messages at
level debug and logs them to /var/log/debug.log.


		Line 33 is an example usage of a program specification. This makes
the rules following it only valid for the specified program. In this
case, only the messages generated by ppp are logged to
/var/log/ppp.log.





The available levels, in order from most to least critical are
emerg, alert, crit, err, warning, notice,
info, and debug.


The facilities, in no particular order, are auth, authpriv,
console, cron, daemon, ftp, kern, lpr, mail,
mark, news, security, syslog, user, uucp, and
local0 through local7. Be aware that other operating systems
might have different facilities.


To log everything of level notice and higher to
/var/log/daemon.log, add the following entry:


daemon.notice                                        /var/log/daemon.log






For more information about the different levels and facilities, refer to
MAN.SYSLOG.3 and MAN.SYSLOGD.8. For more information about
/etc/syslog.conf, its syntax, and more advanced usage examples, see
MAN.SYSLOG.CONF.5.





Log Management and Rotation


newsyslog
newsyslog.conf
log rotation
log management
Log files can grow quickly, taking up disk space and making it more
difficult to locate useful information. Log management attempts to
mitigate this. In OS, newsyslog is used to manage log files. This
built-in program periodically rotates and compresses log files, and
optionally creates missing log files and signals programs when log files
are moved. The log files may be generated by syslogd or by any other
program which generates log files. While newsyslog is normally run from
MAN.CRON.8, it is not a system daemon. In the default configuration, it
runs every hour.


To know which actions to take, newsyslog reads its configuration file,
/etc/newsyslog.conf. This file contains one line for each log file
that newsyslog manages. Each line states the file owner, permissions,
when to rotate that file, optional flags that affect log rotation, such
as compression, and programs to signal when the log is rotated. Here is
the default configuration in OS:


# configuration file for newsyslog
# $FreeBSD$
#
# Entries which do not specify the '/pid_file' field will cause the
# syslogd process to be signalled when that log file is rotated.  This
# action is only appropriate for log files which are written to by the
# syslogd process (ie, files listed in /etc/syslog.conf).  If there
# is no process which needs to be signalled when a given log file is
# rotated, then the entry for that file should include the 'N' flag.
#
# The 'flags' field is one or more of the letters: BCDGJNUXZ or a '-'.
#
# Note: some sites will want to select more restrictive protections than the
# defaults.  In particular, it may be desirable to switch many of the 644
# entries to 640 or 600.  For example, some sites will consider the
# contents of maillog, messages, and lpd-errs to be confidential.  In the
# future, these defaults may change to more conservative ones.
#
# logfilename          [owner:group]    mode count size when  flags [/pid_file] [sig_num]
/var/log/all.log                        600  7     *    @T00  J
/var/log/amd.log                        644  7     100  *     J
/var/log/auth.log                       600  7     100  @0101T JC
/var/log/console.log                    600  5     100  *     J
/var/log/cron                           600  3     100  *     JC
/var/log/daily.log                      640  7     *    @T00  JN
/var/log/debug.log                      600  7     100  *     JC
/var/log/kerberos.log                   600  7     100  *     J
/var/log/lpd-errs                       644  7     100  *     JC
/var/log/maillog                        640  7     *    @T00  JC
/var/log/messages                       644  5     100  @0101T JC
/var/log/monthly.log                    640  12    *    $M1D0 JN
/var/log/pflog                          600  3     100  *     JB    /var/run/pflogd.pid
/var/log/ppp.log        root:network    640  3     100  *     JC
/var/log/devd.log                       644  3     100  *     JC
/var/log/security                       600  10    100  *     JC
/var/log/sendmail.st                    640  10    *    168   B
/var/log/utx.log                        644  3     *    @01T05 B
/var/log/weekly.log                     640  5     1    $W6D0 JN
/var/log/xferlog                        600  7     100  *     JC






Each line starts with the name of the log to be rotated, optionally
followed by an owner and group for both rotated and newly created files.
The mode field sets the permissions on the log file and count
denotes how many rotated log files should be kept. The size and
when fields tell newsyslog when to rotate the file. A log file is
rotated when either its size is larger than the size field or when
the time in the when filed has passed. An asterisk (*) means
that this field is ignored. The flags field gives further instructions,
such as how to compress the rotated file or to create the log file if it
is missing. The last two fields are optional and specify the name of the
Process ID (PID) file of a process and a signal number to send to that
process when the file is rotated.


For more information on all fields, valid flags, and how to specify the
rotation time, refer to MAN.NEWSYSLOG.CONF.5. Since newsyslog is run
from MAN.CRON.8, it cannot rotate files more often than it is scheduled
to run from MAN.CRON.8.





Configuring Remote Logging


Monitoring the log files of multiple hosts can become unwieldy as the
number of systems increases. Configuring centralized logging can reduce
some of the administrative burden of log file administration.


In OS, centralized log file aggregation, merging, and rotation can be
configured using syslogd and newsyslog. This section demonstrates an
example configuration, where host A, named logserv.example.com, will
collect logging information for the local network. Host B, named
logclient.example.com, will be configured to pass logging information to
the logging server.



Log Server Configuration


A log server is a system that has been configured to accept logging
information from other hosts. Before configuring a log server, check the
following:



		If there is a firewall between the logging server and any logging
clients, ensure that the firewall ruleset allows UDP port 514 for
both the clients and the server.


		The logging server and all client machines must have forward and
reverse entries in the local DNS. If the network does not have a DNS
server, create entries in each system’s /etc/hosts. Proper name
resolution is required so that log entries are not rejected by the
logging server.





On the log server, edit /etc/syslog.conf to specify the name of the
client to receive log entries from, the logging facility to be used, and
the name of the log to store the host’s log entries. This example adds
the hostname of B, logs all facilities, and stores the log entries in
/var/log/logclient.log.


+logclient.example.com
*.*     /var/log/logclient.log






When adding multiple log clients, add a similar two-line entry for each
client. More information about the available facilities may be found in
MAN.SYSLOG.CONF.5.


Next, configure /etc/rc.conf:


syslogd_enable="YES"
syslogd_flags="-a logclient.example.com -v -v"






The first entry starts syslogd at system boot. The second entry allows
log entries from the specified client. The -v -v increases the
verbosity of logged messages. This is useful for tweaking facilities as
administrators are able to see what type of messages are being logged
under each facility.


Multiple -a options may be specified to allow logging from multiple
clients. IP addresses and whole netblocks may also be specified. Refer
to MAN.SYSLOGD.8 for a full list of possible options.


Finally, create the log file:


PROMPT.ROOT touch /var/log/logclient.log






At this point, syslogd should be restarted and verified:


PROMPT.ROOT service syslogd restart
PROMPT.ROOT pgrep syslog






If a PID is returned, the server restarted successfully, and client
configuration can begin. If the server did not restart, consult
/var/log/messages for the error.





Log Client Configuration


A logging client sends log entries to a logging server on the network.
The client also keeps a local copy of its own logs.


Once a logging server has been configured, edit /etc/rc.conf on the
logging client:


syslogd_enable="YES"
syslogd_flags="-s -v -v"






The first entry enables syslogd on boot up. The second entry prevents
logs from being accepted by this client from other hosts (-s) and
increases the verbosity of logged messages.


Next, define the logging server in the client’s /etc/syslog.conf. In
this example, all logged facilities are sent to a remote system, denoted
by the @ symbol, with the specified hostname:


*.*     @logserv.example.com






After saving the edit, restart syslogd for the changes to take effect:


PROMPT.ROOT service syslogd restart






To test that log messages are being sent across the network, use
MAN.LOGGER.1 on the client to send a message to syslogd:


PROMPT.ROOT logger "Test message from logclient"






This message should now exist both in /var/log/messages on the
client and /var/log/logclient.log on the log server.





Debugging Log Servers


If no messages are being received on the log server, the cause is most
likely a network connectivity issue, a hostname resolution issue, or a
typo in a configuration file. To isolate the cause, ensure that both the
logging server and the logging client are able to ping each other
using the hostname specified in their /etc/rc.conf. If this fails,
check the network cabling, the firewall ruleset, and the hostname
entries in the DNS server or /etc/hosts on both the logging server
and clients. Repeat until the ping is successful from both hosts.


If the ping succeeds on both hosts but log messages are still not
being received, temporarily increase logging verbosity to narrow down
the configuration issue. In the following example,
/var/log/logclient.log on the logging server is empty and
/var/log/messages on the logging client does not indicate a reason
for the failure. To increase debugging output, edit the
syslogd_flags entry on the logging server and issue a restart:


syslogd_flags="-d -a logclien.example.com -v -v"






PROMPT.ROOT service syslogd restart






Debugging data similar to the following will flash on the console
immediately after the restart:


logmsg: pri 56, flags 4, from logserv.example.com, msg syslogd: restart
syslogd: restarted
logmsg: pri 6, flags 4, from logserv.example.com, msg syslogd: kernel boot file is /boot/kernel/kernel
Logging to FILE /var/log/messages
syslogd: kernel boot file is /boot/kernel/kernel
cvthname(192.168.1.10)
validate: dgram from IP 192.168.1.10, port 514, name logclient.example.com;
rejected in rule 0 due to name mismatch.






In this example, the log messages are being rejected due to a typo which
results in a hostname mismatch. The client’s hostname should be
logclient, not logclien. Fix the typo, issue a restart, and
verify the results:


PROMPT.ROOT service syslogd restart
logmsg: pri 56, flags 4, from logserv.example.com, msg syslogd: restart
syslogd: restarted
logmsg: pri 6, flags 4, from logserv.example.com, msg syslogd: kernel boot file is /boot/kernel/kernel
syslogd: kernel boot file is /boot/kernel/kernel
logmsg: pri 166, flags 17, from logserv.example.com,
msg Dec 10 20:55:02 <syslog.err> logserv.example.com syslogd: exiting on signal 2
cvthname(192.168.1.10)
validate: dgram from IP 192.168.1.10, port 514, name logclient.example.com;
accepted in rule 0.
logmsg: pri 15, flags 0, from logclient.example.com, msg Dec 11 02:01:28 trhodes: Test message 2
Logging to FILE /var/log/logclient.log
Logging to FILE /var/log/messages






At this point, the messages are being properly received and placed in
the correct file.





Security Considerations


As with any network service, security requirements should be considered
before implementing a logging server. Log files may contain sensitive
data about services enabled on the local host, user accounts, and
configuration data. Network data sent from the client to the server will
not be encrypted or password protected. If a need for encryption exists,
consider using security/stunnel, which will transmit the logging data
over an encrypted tunnel.


Local security is also an issue. Log files are not encrypted during use
or after log rotation. Local users may access log files to gain
additional insight into system configuration. Setting proper permissions
on log files is critical. The built-in log rotator, newsyslog, supports
setting permissions on newly created and rotated log files. Setting log
files to mode 600 should prevent unwanted access by local users.
Refer to MAN.NEWSYSLOG.CONF.5 for additional information.









Configuration Files



/etc Layout


There are a number of directories in which configuration information is
kept. These include:








		/etc
		Generic system-specific configuration
information.



		/etc/defaults
		Default versions of system configuration files.



		/etc/mail
		Extra MAN.SENDMAIL.8 configuration and other MTA
configuration files.



		/etc/ppp
		Configuration for both user- and kernel-ppp
programs.



		/etc/namedb
		Default location for MAN.NAMED.8 data. Normally
named.conf and zone files are stored here.



		/usr/local/etc
		Configuration files for installed applications.
May contain per-application subdirectories.



		/usr/local/etc/rc.d
		MAN.RC.8 scripts for installed applications.



		/var/db
		Automatically generated system-specific database
files, such as the package database and the
MAN.LOCATE.1 database.










Hostnames


hostname
DNS
/etc/resolv.conf
~~~~~~~~~~~~~~~~~~~~


resolv.conf
How a OS system accesses the Internet Domain Name System (DNS) is
controlled by MAN.RESOLV.CONF.5.


The most common entries to /etc/resolv.conf are:








		nameserver
		The IP address of a name server the resolver
should query. The servers are queried in the
order listed with a maximum of three.



		search
		Search list for hostname lookup. This is
normally determined by the domain of the local
hostname.



		domain
		The local domain name.







A typical /etc/resolv.conf looks like this:


search example.com
nameserver 147.11.1.11
nameserver 147.11.100.30

**Note**

Only one of the ``search`` and ``domain`` options should be used.






When using DHCP, MAN.DHCLIENT.8 usually rewrites /etc/resolv.conf
with information received from the DHCP server.



/etc/hosts


hosts
/etc/hosts is a simple text database which works in conjunction with
DNS and NIS to provide host name to IP address mappings. Entries for
local computers connected via a LAN can be added to this file for
simplistic naming purposes instead of setting up a MAN.NAMED.8 server.
Additionally, /etc/hosts can be used to provide a local record of
Internet names, reducing the need to query external DNS servers for
commonly accessed names.


# $OS$
#
#
# Host Database
#
# This file should contain the addresses and aliases for local hosts that
# share this file.  Replace 'my.domain' below with the domainname of your
# machine.
#
# In the presence of the domain name service or NIS, this file may
# not be consulted at all; see /etc/nsswitch.conf for the resolution order.
#
#
::1         localhost localhost.my.domain
127.0.0.1       localhost localhost.my.domain
#
# Imaginary network.
#10.0.0.2       myname.my.domain myname
#10.0.0.3       myfriend.my.domain myfriend
#
# According to RFC 1918, you can use the following IP networks for
# private nets which will never be connected to the Internet:
#
#   10.0.0.0    -   10.255.255.255
#   172.16.0.0  -   172.31.255.255
#   192.168.0.0 -   192.168.255.255
#
# In case you want to be able to connect to the Internet, you need
# real official assigned numbers.  Do not try to invent your own network
# numbers but instead get one from your network provider (if any) or
# from your regional registry (ARIN, APNIC, LACNIC, RIPE NCC, or AfriNIC.)
#






The format of /etc/hosts is as follows:


[Internet address] [official hostname] [alias1] [alias2] ...






For example:


10.0.0.1 myRealHostname.example.com myRealHostname foobar1 foobar2






Consult MAN.HOSTS.5 for more information.









Tuning with MAN.SYSCTL.8


sysctl
tuning
with sysctl
MAN.SYSCTL.8 is used to make changes to a running OS system. This
includes many advanced options of the TCP/IP stack and virtual memory
system that can dramatically improve performance for an experienced
system administrator. Over five hundred system variables can be read and
set using MAN.SYSCTL.8.


At its core, MAN.SYSCTL.8 serves two functions: to read and to modify
system settings.


To view all readable variables:


PROMPT.USER sysctl -a






To read a particular variable, specify its name:


PROMPT.USER sysctl kern.maxproc
kern.maxproc: 1044






To set a particular variable, use the variable=value syntax:


PROMPT.ROOT sysctl kern.maxfiles=5000
kern.maxfiles: 2088 -> 5000






Settings of sysctl variables are usually either strings, numbers, or
booleans, where a boolean is 1 for yes or 0 for no.


To automatically set some variables each time the machine boots, add
them to /etc/sysctl.conf. For more information, refer to
MAN.SYSCTL.CONF.5 and ?.



sysctl.conf


sysctl.conf
sysctl
The configuration file for MAN.SYSCTL.8, /etc/sysctl.conf, looks
much like /etc/rc.conf. Values are set in a variable=value form.
The specified values are set after the system goes into multi-user mode.
Not all variables are settable in this mode.


For example, to turn off logging of fatal signal exits and prevent users
from seeing processes started by other users, the following tunables can
be set in /etc/sysctl.conf:


# Do not log fatal signal exits (e.g., sig 11)
kern.logsigexit=0

# Prevent users from seeing information about processes that
# are being run under another UID.
security.bsd.see_other_uids=0









MAN.SYSCTL.8 Read-only


In some cases it may be desirable to modify read-only MAN.SYSCTL.8
values, which will require a reboot of the system.


For instance, on some laptop models the MAN.CARDBUS.4 device will not
probe memory ranges and will fail with errors similar to:


cbb0: Could not map register memory
device_probe_and_attach: cbb0 attach returned 12






The fix requires the modification of a read-only MAN.SYSCTL.8 setting.
Add hw.pci.allow_unsupported_io_range=1 to /boot/loader.conf and
reboot. Now MAN.CARDBUS.4 should work properly.







Tuning Disks


The following section will discuss various tuning mechanisms and options
which may be applied to disk devices. In many cases, disks with
mechanical parts, such as SCSI drives, will be the bottleneck driving
down the overall system performance. While a solution is to install a
drive without mechanical parts, such as a solid state drive, mechanical
drives are not going away anytime in the near future. When tuning disks,
it is advisable to utilize the features of the MAN.IOSTAT.8 command to
test various changes to the system. This command will allow the user to
obtain valuable information on system IO.



Sysctl Variables



vfs.vmiodirenable


vfs.vmiodirenable
The vfs.vmiodirenable MAN.SYSCTL.8 variable may be set to either
0 (off) or 1 (on). It is set to 1 by default. This variable
controls how directories are cached by the system. Most directories are
small, using just a single fragment (typically 1 K) in the file system
and typically 512 bytes in the buffer cache. With this variable turned
off, the buffer cache will only cache a fixed number of directories,
even if the system has a huge amount of memory. When turned on, this
MAN.SYSCTL.8 allows the buffer cache to use the VM page cache to cache
the directories, making all the memory available for caching
directories. However, the minimum in-core memory used to cache a
directory is the physical page size (typically 4 K) rather than 512
bytes. Keeping this option enabled is recommended if the system is
running any services which manipulate large numbers of files. Such
services can include web caches, large mail systems, and news systems.
Keeping this option on will generally not reduce performance, even with
the wasted memory, but one should experiment to find out.





vfs.write_behind


vfs.write_behind
The vfs.write_behind MAN.SYSCTL.8 variable defaults to 1 (on).
This tells the file system to issue media writes as full clusters are
collected, which typically occurs when writing large sequential files.
This avoids saturating the buffer cache with dirty buffers when it would
not benefit I/O performance. However, this may stall processes and under
certain circumstances should be turned off.





vfs.hirunningspace


vfs.hirunningspace
The vfs.hirunningspace MAN.SYSCTL.8 variable determines how much
outstanding write I/O may be queued to disk controllers system-wide at
any given instance. The default is usually sufficient, but on machines
with many disks, try bumping it up to four or five megabytes. Setting
too high a value which exceeds the buffer cache’s write threshold can
lead to bad clustering performance. Do not set this value arbitrarily
high as higher write values may add latency to reads occurring at the
same time.


There are various other buffer cache and VM page cache related
MAN.SYSCTL.8 values. Modifying these values is not recommended as the VM
system does a good job of automatically tuning itself.





vm.swap_idle_enabled


vm.swap_idle_enabled
The vm.swap_idle_enabled MAN.SYSCTL.8 variable is useful in large
multi-user systems with many active login users and lots of idle
processes. Such systems tend to generate continuous pressure on free
memory reserves. Turning this feature on and tweaking the swapout
hysteresis (in idle seconds) via vm.swap_idle_threshold1 and
vm.swap_idle_threshold2 depresses the priority of memory pages
associated with idle processes more quickly then the normal pageout
algorithm. This gives a helping hand to the pageout daemon. Only turn
this option on if needed, because the tradeoff is essentially pre-page
memory sooner rather than later which eats more swap and disk bandwidth.
In a small system this option will have a determinable effect, but in a
large system that is already doing moderate paging, this option allows
the VM system to stage whole processes into and out of memory easily.





hw.ata.wc


hw.ata.wc
Turning off IDE write caching reduces write bandwidth to IDE disks, but
may sometimes be necessary due to data consistency issues introduced by
hard drive vendors. The problem is that some IDE drives lie about when a
write completes. With IDE write caching turned on, IDE hard drives write
data to disk out of order and will sometimes delay writing some blocks
indefinitely when under heavy disk load. A crash or power failure may
cause serious file system corruption. Check the default on the system by
observing the hw.ata.wc MAN.SYSCTL.8 variable. If IDE write caching
is turned off, one can set this read-only variable to 1 in
/boot/loader.conf in order to enable it at boot time.


For more information, refer to MAN.ATA.4.





SCSI_DELAY (kern.cam.scsi_delay)


kern.cam.scsi_delay
kernel options
SCSI DELAY
The SCSI_DELAY kernel configuration option may be used to reduce
system boot times. The defaults are fairly high and can be responsible
for 15 seconds of delay in the boot process. Reducing it to 5
seconds usually works with modern drives. The kern.cam.scsi_delay
boot time tunable should be used. The tunable and kernel configuration
option accept values in terms of milliseconds and not seconds.







Soft Updates


Soft Updates
MAN.TUNEFS.8
To fine-tune a file system, use MAN.TUNEFS.8. This program has many
different options. To toggle Soft Updates on and off, use:


PROMPT.ROOT tunefs -n enable /filesystem
PROMPT.ROOT tunefs -n disable /filesystem






A file system cannot be modified with MAN.TUNEFS.8 while it is mounted.
A good time to enable Soft Updates is before any partitions have been
mounted, in single-user mode.


Soft Updates is recommended for UFS file systems as it drastically
improves meta-data performance, mainly file creation and deletion,
through the use of a memory cache. There are two downsides to Soft
Updates to be aware of. First, Soft Updates guarantee file system
consistency in the case of a crash, but could easily be several seconds
or even a minute behind updating the physical disk. If the system
crashes, unwritten data may be lost. Secondly, Soft Updates delay the
freeing of file system blocks. If the root file system is almost full,
performing a major update, such as make installworld, can cause the
file system to run out of space and the update to fail.



More Details About Soft Updates


Soft Updates
details
Meta-data updates are updates to non-content data like inodes or
directories. There are two traditional approaches to writing a file
system’s meta-data back to disk.


Historically, the default behavior was to write out meta-data updates
synchronously. If a directory changed, the system waited until the
change was actually written to disk. The file data buffers (file
contents) were passed through the buffer cache and backed up to disk
later on asynchronously. The advantage of this implementation is that it
operates safely. If there is a failure during an update, meta-data is
always in a consistent state. A file is either created completely or not
at all. If the data blocks of a file did not find their way out of the
buffer cache onto the disk by the time of the crash, MAN.FSCK.8
recognizes this and repairs the file system by setting the file length
to 0. Additionally, the implementation is clear and simple. The
disadvantage is that meta-data changes are slow. For example, rm -r
touches all the files in a directory sequentially, but each directory
change will be written synchronously to the disk. This includes updates
to the directory itself, to the inode table, and possibly to indirect
blocks allocated by the file. Similar considerations apply for unrolling
large hierarchies using tar -x.


The second approach is to use asynchronous meta-data updates. This is
the default for a UFS file system mounted with mount -o async. Since
all meta-data updates are also passed through the buffer cache, they
will be intermixed with the updates of the file content data. The
advantage of this implementation is there is no need to wait until each
meta-data update has been written to disk, so all operations which cause
huge amounts of meta-data updates work much faster than in the
synchronous case. This implementation is still clear and simple, so
there is a low risk for bugs creeping into the code. The disadvantage is
that there is no guarantee for a consistent state of the file system. If
there is a failure during an operation that updated large amounts of
meta-data, like a power failure or someone pressing the reset button,
the file system will be left in an unpredictable state. There is no
opportunity to examine the state of the file system when the system
comes up again as the data blocks of a file could already have been
written to the disk while the updates of the inode table or the
associated directory were not. It is impossible to implement a
MAN.FSCK.8 which is able to clean up the resulting chaos because the
necessary information is not available on the disk. If the file system
has been damaged beyond repair, the only choice is to reformat it and
restore from backup.


The usual solution for this problem is to implement dirty region
logging, which is also referred to as journaling. Meta-data updates
are still written synchronously, but only into a small region of the
disk. Later on, they are moved to their proper location. Because the
logging area is a small, contiguous region on the disk, there are no
long distances for the disk heads to move, even during heavy operations,
so these operations are quicker than synchronous updates. Additionally,
the complexity of the implementation is limited, so the risk of bugs
being present is low. A disadvantage is that all meta-data is written
twice, once into the logging region and once to the proper location, so
performance “pessimization” might result. On the other hand, in case of
a crash, all pending meta-data operations can be either quickly rolled
back or completed from the logging area after the system comes up again,
resulting in a fast file system startup.


Kirk McKusick, the developer of Berkeley FFS, solved this problem with
Soft Updates. All pending meta-data updates are kept in memory and
written out to disk in a sorted sequence (“ordered meta-data updates”).
This has the effect that, in case of heavy meta-data operations, later
updates to an item “catch” the earlier ones which are still in memory
and have not already been written to disk. All operations are generally
performed in memory before the update is written to disk and the data
blocks are sorted according to their position so that they will not be
on the disk ahead of their meta-data. If the system crashes, an implicit
“log rewind” causes all operations which were not written to the disk
appear as if they never happened. A consistent file system state is
maintained that appears to be the one of 30 to 60 seconds earlier. The
algorithm used guarantees that all resources in use are marked as such
in their blocks and inodes. After a crash, the only resource allocation
error that occurs is that resources are marked as “used” which are
actually “free”. MAN.FSCK.8 recognizes this situation, and frees the
resources that are no longer used. It is safe to ignore the dirty state
of the file system after a crash by forcibly mounting it with
mount -f. In order to free resources that may be unused, MAN.FSCK.8
needs to be run at a later time. This is the idea behind the background
MAN.FSCK.8: at system startup time, only a snapshot of the file
system is recorded and MAN.FSCK.8 is run afterwards. All file systems
can then be mounted “dirty”, so the system startup proceeds in
multi-user mode. Then, background MAN.FSCK.8 is scheduled for all file
systems where this is required, to free resources that may be unused.
File systems that do not use Soft Updates still need the usual
foreground MAN.FSCK.8.


The advantage is that meta-data operations are nearly as fast as
asynchronous updates and are faster than logging, which has to write
the meta-data twice. The disadvantages are the complexity of the code, a
higher memory consumption, and some idiosyncrasies. After a crash, the
state of the file system appears to be somewhat “older”. In situations
where the standard synchronous approach would have caused some
zero-length files to remain after the MAN.FSCK.8, these files do not
exist at all with Soft Updates because neither the meta-data nor the
file contents have been written to disk. Disk space is not released
until the updates have been written to disk, which may take place some
time after running MAN.RM.1. This may cause problems when installing
large amounts of data on a file system that does not have enough free
space to hold all the files twice.









Tuning Kernel Limits


tuning
kernel limits
File/Process Limits
——————-


kern.maxfiles
The kern.maxfiles MAN.SYSCTL.8 variable can be raised or lowered
based upon system requirements. This variable indicates the maximum
number of file descriptors on the system. When the file descriptor table
is full, file: table is full will show up repeatedly in the system
message buffer, which can be viewed using MAN.DMESG.8.


Each open file, socket, or fifo uses one file descriptor. A large-scale
production server may easily require many thousands of file descriptors,
depending on the kind and number of services running concurrently.


In older OS releases, the default value of kern.maxfiles is derived
from maxusers in the kernel configuration file. kern.maxfiles
grows proportionally to the value of maxusers. When compiling a
custom kernel, consider setting this kernel configuration option
according to the use of the system. From this number, the kernel is
given most of its pre-defined limits. Even though a production machine
may not have 256 concurrent users, the resources needed may be similar
to a high-scale web server.


The read-only MAN.SYSCTL.8 variable kern.maxusers is automatically
sized at boot based on the amount of memory available in the system, and
may be determined at run-time by inspecting the value of
kern.maxusers. Some systems require larger or smaller values of
kern.maxusers and values of 64, 128, and 256 are not
uncommon. Going above 256 is not recommended unless a huge number of
file descriptors is needed. Many of the tunable values set to their
defaults by kern.maxusers may be individually overridden at
boot-time or run-time in /boot/loader.conf. Refer to
MAN.LOADER.CONF.5 and /boot/defaults/loader.conf for more details
and some hints.


In older releases, the system will auto-tune maxusers if it is set
to 0.  [1]. When setting this option, set maxusers to at least
4, especially if the system runs XORG or is used to compile
software. The most important table set by maxusers is the maximum
number of processes, which is set to 20 + 16 * maxusers. If
maxusers is set to 1, there can only be 36 simultaneous
processes, including the 18 or so that the system starts up at boot
time and the 15 or so used by XORG. Even a simple task like reading
a manual page will start up nine processes to filter, decompress, and
view it. Setting maxusers to 64 allows up to 1044
simultaneous processes, which should be enough for nearly all uses. If,
however, the proc table full error is displayed when trying to start
another program, or a server is running with a large number of
simultaneous users, increase the number and rebuild.



Note


maxusers does not limit the number of users which can log into
the machine. It instead sets various table sizes to reasonable
values considering the maximum number of users on the system and how
many processes each user will be running.






kern.ipc.somaxconn
The kern.ipc.somaxconn MAN.SYSCTL.8 variable limits the size of the
listen queue for accepting new TCP connections. The default value of
128 is typically too low for robust handling of new connections on a
heavily loaded web server. For such environments, it is recommended to
increase this value to 1024 or higher. A service such as
MAN.SENDMAIL.8, or Apache may itself limit the listen queue size, but
will often have a directive in its configuration file to adjust the
queue size. Large listen queues do a better job of avoiding Denial of
Service (DoS) attacks.



Network Limits


The NMBCLUSTERS kernel configuration option dictates the amount of
network Mbufs available to the system. A heavily-trafficked server with
a low number of Mbufs will hinder performance. Each cluster represents
approximately 2 K of memory, so a value of 1024 represents 2
megabytes of kernel memory reserved for network buffers. A simple
calculation can be done to figure out how many are needed. A web server
which maxes out at 1000 simultaneous connections where each
connection uses a 6 K receive and 16 K send buffer, requires
approximately 32 MB worth of network buffers to cover the web server. A
good rule of thumb is to multiply by 2, so 2x32 MB / 2 KB =
64 MB / 2 kB = 32768. Values between 4096 and 32768 are
recommended for machines with greater amounts of memory. Never specify
an arbitrarily high value for this parameter as it could lead to a boot
time crash. To observe network cluster usage, use -m with
MAN.NETSTAT.1.


The kern.ipc.nmbclusters loader tunable should be used to tune this
at boot time. Only older versions of OS will require the use of the
NMBCLUSTERS kernel MAN.CONFIG.8 option.


For busy servers that make extensive use of the MAN.SENDFILE.2 system
call, it may be necessary to increase the number of MAN.SENDFILE.2
buffers via the NSFBUFS kernel configuration option or by setting
its value in /boot/loader.conf (see MAN.LOADER.8 for details). A
common indicator that this parameter needs to be adjusted is when
processes are seen in the sfbufa state. The MAN.SYSCTL.8 variable
kern.ipc.nsfbufs is read-only. This parameter nominally scales with
kern.maxusers, however it may be necessary to tune accordingly.



Important


Even though a socket has been marked as non-blocking, calling
MAN.SENDFILE.2 on the non-blocking socket may result in the
MAN.SENDFILE.2 call blocking until enough struct sf_buf‘s are
made available.







net.inet.ip.portrange.*


net.inet.ip.portrange.*
The net.inet.ip.portrange.* MAN.SYSCTL.8 variables control the port
number ranges automatically bound to TCP and UDP sockets. There
are three ranges: a low range, a default range, and a high range. Most
network programs use the default range which is controlled by
net.inet.ip.portrange.first and net.inet.ip.portrange.last,
which default to 1024 and 5000, respectively. Bound port ranges
are used for outgoing connections and it is possible to run the system
out of ports under certain circumstances. This most commonly occurs when
running a heavily loaded web proxy. The port range is not an issue when
running a server which handles mainly incoming connections, such as a
web server, or has a limited number of outgoing connections, such as a
mail relay. For situations where there is a shortage of ports, it is
recommended to increase net.inet.ip.portrange.last modestly. A value
of 10000, 20000 or 30000 may be reasonable. Consider
firewall effects when changing the port range. Some firewalls may block
large ranges of ports, usually low-numbered ports, and expect systems to
use higher ranges of ports for outgoing connections. For this reason, it
is not recommended that the value of net.inet.ip.portrange.first be
lowered.





TCP Bandwidth Delay Product


TCP
Bandwidth Delay Product Limiting
net.inet.tcp.inflight.enable
TCP bandwidth delay product limiting can be enabled by setting the
net.inet.tcp.inflight.enable MAN.SYSCTL.8 variable to 1. This
instructs the system to attempt to calculate the bandwidth delay product
for each connection and limit the amount of data queued to the network
to just the amount required to maintain optimum throughput.


This feature is useful when serving data over modems, Gigabit Ethernet,
high speed WAN links, or any other link with a high bandwidth delay
product, especially when also using window scaling or when a large send
window has been configured. When enabling this option, also set
net.inet.tcp.inflight.debug to 0 to disable debugging. For
production use, setting net.inet.tcp.inflight.min to at least
6144 may be beneficial. Setting high minimums may effectively
disable bandwidth limiting, depending on the link. The limiting feature
reduces the amount of data built up in intermediate route and switch
packet queues and reduces the amount of data built up in the local
host’s interface queue. With fewer queued packets, interactive
connections, especially over slow modems, will operate with lower Round
Trip Times. This feature only effects server side data transmission
such as uploading. It has no effect on data reception or downloading.


Adjusting net.inet.tcp.inflight.stab is not recommended. This
parameter defaults to 20, representing 2 maximal packets added to
the bandwidth delay product window calculation. The additional window is
required to stabilize the algorithm and improve responsiveness to
changing conditions, but it can also result in higher MAN.PING.8 times
over slow links, though still much lower than without the inflight
algorithm. In such cases, try reducing this parameter to 15, 10,
or 5 and reducing net.inet.tcp.inflight.min to a value such as
3500 to get the desired effect. Reducing these parameters should be
done as a last resort only.







Virtual Memory



kern.maxvnodes


A vnode is the internal representation of a file or directory.
Increasing the number of vnodes available to the operating system
reduces disk I/O. Normally, this is handled by the operating system and
does not need to be changed. In some cases where disk I/O is a
bottleneck and the system is running out of vnodes, this setting needs
to be increased. The amount of inactive and free RAM will need to be
taken into account.


To see the current number of vnodes in use:


PROMPT.ROOT sysctl vfs.numvnodes
vfs.numvnodes: 91349






To see the maximum vnodes:


PROMPT.ROOT sysctl kern.maxvnodes
kern.maxvnodes: 100000






If the current vnode usage is near the maximum, try increasing
kern.maxvnodes by a value of 1000. Keep an eye on the number of
vfs.numvnodes. If it climbs up to the maximum again,
kern.maxvnodes will need to be increased further. Otherwise, a shift
in memory usage as reported by MAN.TOP.1 should be visible and more
memory should be active.









Adding Swap Space


Sometimes a system requires more swap space. This section describes two
methods to increase swap space: adding swap to an existing partition or
new hard drive, and creating a swap file on an existing partition.


For information on how to encrypt swap space, which options exist, and
why it should be done, refer to ?.



Swap on a New Hard Drive or Existing Partition


Adding a new hard drive for swap gives better performance than using a
partition on an existing drive. Setting up partitions and hard drives is
explained in ? while ? discusses partition layouts and swap partition
size considerations.


Use swapon to add a swap partition to the system. For example:


PROMPT.ROOT swapon /dev/ada1s1b

**Warning**

It is possible to use any partition not currently mounted, even if
it already contains data. Using ``swapon`` on a partition that
contains data will overwrite and destroy that data. Make sure that
the partition to be added as swap is really the intended partition
before running ``swapon``.






To automatically add this swap partition on boot, add an entry to
/etc/fstab:


/dev/ada1s1b   none    swap    sw  0   0






See MAN.FSTAB.5 for an explanation of the entries in /etc/fstab.
More information about swapon can be found in MAN.SWAPON.8.





Creating a Swap File


These examples create a 64M swap file called /usr/swap0 instead of
using a partition.


Using swap files requires that the module needed by MAN.MD.4 has either
been built into the kernel or has been loaded before swap is enabled.
See ? for information about building a custom kernel.


Create the swap file:


PROMPT.ROOT dd if=/dev/zero of=/usr/swap0 bs=1m count=64






Set the proper permissions on the new file:


PROMPT.ROOT chmod 0600 /usr/swap0






Inform the system about the swap file by adding a line to
/etc/fstab:


md99    none    swap    sw,file=/usr/swap0  0   0






The MAN.MD.4 device md99 is used, leaving lower device numbers
available for interactive use.


Swap space will be added on system startup. To add swap space
immediately, use MAN.SWAPON.8:


PROMPT.ROOT swapon -aq






Create the swap file, /usr/swap0:


PROMPT.ROOT dd if=/dev/zero of=/usr/swap0 bs=1m count=64






Set the proper permissions on /usr/swap0:


PROMPT.ROOT chmod 0600 /usr/swap0






Enable the swap file in /etc/rc.conf:


swapfile="/usr/swap0"   # Set to name of swap file






Swap space will be added on system startup. To enable the swap file
immediately, specify a free memory device. Refer to ? for more
information about memory devices.


PROMPT.ROOT mdconfig -a -t vnode -f /usr/swap0 -u 0 && swapon /dev/md0











Power and Resource Management


It is important to utilize hardware resources in an efficient manner.
Power and resource management allows the operating system to monitor
system limits and to possibly provide an alert if the system temperature
increases unexpectedly. An early specification for providing power
management was the Advanced Power Management (APM) facility. APM
controls the power usage of a system based on its activity. However, it
was difficult and inflexible for operating systems to manage the power
usage and thermal properties of a system. The hardware was managed by
the BIOS and the user had limited configurability and visibility into
the power management settings. The APM BIOS is supplied by the vendor
and is specific to the hardware platform. An APM driver in the operating
system mediates access to the APM Software Interface, which allows
management of power levels.


There are four major problems in APM. First, power management is done by
the vendor-specific BIOS, separate from the operating system. For
example, the user can set idle-time values for a hard drive in the APM
BIOS so that, when exceeded, the BIOS spins down the hard drive without
the consent of the operating system. Second, the APM logic is embedded
in the BIOS, and it operates outside the scope of the operating system.
This means that users can only fix problems in the APM BIOS by flashing
a new one into the ROM, which is a dangerous procedure with the
potential to leave the system in an unrecoverable state if it fails.
Third, APM is a vendor-specific technology, meaning that there is a lot
of duplication of efforts and bugs found in one vendor’s BIOS may not be
solved in others. Lastly, the APM BIOS did not have enough room to
implement a sophisticated power policy or one that can adapt well to the
purpose of the machine.


The Plug and Play BIOS (PNPBIOS) was unreliable in many situations.
PNPBIOS is 16-bit technology, so the operating system has to use 16-bit
emulation in order to interface with PNPBIOS methods. OS provides an APM
driver as APM should still be used for systems manufactured at or before
the year 2000. The driver is documented in MAN.APM.4.


ACPI
APM
The successor to APM is the Advanced Configuration and Power Interface
(ACPI). ACPI is a standard written by an alliance of vendors to provide
an interface for hardware resources and power management. It is a key
element in Operating System-directed configuration and Power
Management as it provides more control and flexibility to the operating
system.


This chapter demonstrates how to configure ACPI on OS. It then offers
some tips on how to debug ACPI and how to submit a problem report
containing debugging information so that developers can diagnosis and
fix ACPI issues.



Configuring ACPI


In OS the MAN.ACPI.4 driver is loaded by default at system boot and
should not be compiled into the kernel. This driver cannot be unloaded
after boot because the system bus uses it for various hardware
interactions. However, if the system is experiencing problems, ACPI can
be disabled altogether by rebooting after setting
hint.acpi.0.disabled="1" in /boot/loader.conf or by setting this
variable at the loader prompt, as described in ?.



Note


ACPI and APM cannot coexist and should be used separately. The last
one to load will terminate if the driver notices the other is
running.






ACPI can be used to put the system into a sleep mode with acpiconf,
the -s flag, and a number from 1 to 5. Most users only need
1 (quick suspend to RAM) or 3 (suspend to RAM). Option 5
performs a soft-off which is the same as running halt -p.


Other options are available using sysctl. Refer to MAN.ACPI.4 and
MAN.ACPICONF.8 for more information.





Common Problems


ACPI
ACPI is present in all modern computers that conform to the ia32 (x86),
ia64 (Itanium), and amd64 (AMD) architectures. The full standard has
many features including CPU performance management, power planes
control, thermal zones, various battery systems, embedded controllers,
and bus enumeration. Most systems implement less than the full standard.
For instance, a desktop system usually only implements bus enumeration
while a laptop might have cooling and battery management support as
well. Laptops also have suspend and resume, with their own associated
complexity.


An ACPI-compliant system has various components. The BIOS and chipset
vendors provide various fixed tables, such as FADT, in memory that
specify things like the APIC map (used for SMP), config registers, and
simple configuration values. Additionally, a bytecode table, the
Differentiated System Description Table DSDT, specifies a tree-like name
space of devices and methods.


The ACPI driver must parse the fixed tables, implement an interpreter
for the bytecode, and modify device drivers and the kernel to accept
information from the ACPI subsystem. For OS, INTEL has provided an
interpreter (ACPI-CA) that is shared with LINUX and NetBSD. The path to
the ACPI-CA source code is src/sys/contrib/dev/acpica. The glue code
that allows ACPI-CA to work on OS is in src/sys/dev/acpica/Osd.
Finally, drivers that implement various ACPI devices are found in
src/sys/dev/acpica.


ACPI
problems
For ACPI to work correctly, all the parts have to work correctly. Here
are some common problems, in order of frequency of appearance, and some
possible workarounds or fixes. If a fix does not resolve the issue,
refer to ? for instructions on how to submit a bug report.



Mouse Issues


In some cases, resuming from a suspend operation will cause the mouse to
fail. A known work around is to add hint.psm.0.flags="0x3000" to
/boot/loader.conf.





Suspend/Resume


ACPI has three suspend to RAM (STR) states, S1-S3, and one
suspend to disk state (STD), called S4. STD can be implemented in
two separate ways. The S4BIOS is a BIOS-assisted suspend to disk
and S4OS is implemented entirely by the operating system. The
normal state the system is in when plugged in but not powered up is
“soft off” (S5).


Use sysctl hw.acpi to check for the suspend-related items. These
example results are from a Thinkpad:


hw.acpi.supported_sleep_state: S3 S4 S5
hw.acpi.s4bios: 0






Use acpiconf -s to test S3, S4, and S5. An s4bios of
one (1) indicates S4BIOS support instead of S4 operating
system support.


When testing suspend/resume, start with S1, if supported. This state
is most likely to work since it does not require much driver support. No
one has implemented S2, which is similar to S1. Next, try
S3. This is the deepest STR state and requires a lot of driver
support to properly reinitialize the hardware.


A common problem with suspend/resume is that many device drivers do not
save, restore, or reinitialize their firmware, registers, or device
memory properly. As a first attempt at debugging the problem, try:


PROMPT.ROOT sysctl debug.bootverbose=1
PROMPT.ROOT sysctl debug.acpi.suspend_bounce=1
PROMPT.ROOT acpiconf -s 3






This test emulates the suspend/resume cycle of all device drivers
without actually going into S3 state. In some cases, problems such
as losing firmware state, device watchdog time out, and retrying
forever, can be captured with this method. Note that the system will not
really enter S3 state, which means devices may not lose power, and
many will work fine even if suspend/resume methods are totally missing,
unlike real S3 state.


Harder cases require additional hardware, such as a serial port and
cable for debugging through a serial console, a Firewire port and cable
for using MAN.DCONS.4, and kernel debugging skills.


To help isolate the problem, unload as many drivers as possible. If it
works, narrow down which driver is the problem by loading drivers until
it fails again. Typically, binary drivers like nvidia.ko, display
drivers, and USB will have the most problems while Ethernet interfaces
usually work fine. If drivers can be properly loaded and unloaded,
automate this by putting the appropriate commands in /etc/rc.suspend
and /etc/rc.resume. Try setting hw.acpi.reset_video to 0 if
the display is messed up after resume. Try setting longer or shorter
values for hw.acpi.sleep_delay to see if that helps.


Try loading a recent LINUX distribution to see if suspend/resume works
on the same hardware. If it works on LINUX, it is likely a OS driver
problem. Narrowing down which driver causes the problem will assist
developers in fixing the problem. Since the ACPI maintainers rarely
maintain other drivers, such as sound or ATA, any driver problems should
also be posted to the A.CURRENT.NAME list and mailed to the driver
maintainer. Advanced users can include debugging MAN.PRINTF.3s in a
problematic driver to track down where in its resume function it hangs.


Finally, try disabling ACPI and enabling APM instead. If suspend/resume
works with APM, stick with APM, especially on older hardware (pre-2000).
It took vendors a while to get ACPI support correct and older hardware
is more likely to have BIOS problems with ACPI.





System Hangs


Most system hangs are a result of lost interrupts or an interrupt storm.
Chipsets may have problems based on boot, how the BIOS configures
interrupts before correctness of the APIC (MADT) table, and routing of
the System Control Interrupt (SCI).


interrupt storms
Interrupt storms can be distinguished from lost interrupts by checking
the output of vmstat -i and looking at the line that has acpi0.
If the counter is increasing at more than a couple per second, there is
an interrupt storm. If the system appears hung, try breaking to DDB (
+CTRL+ +ALT+ +ESC+ on console) and type show interrupts.


APIC
disabling
When dealing with interrupt problems, try disabling APIC support with
hint.apic.0.disabled="1" in /boot/loader.conf.





Panics


Panics are relatively rare for ACPI and are the top priority to be
fixed. The first step is to isolate the steps to reproduce the panic, if
possible, and get a backtrace. Follow the advice for enabling
options DDB and setting up a serial console in ? or setting up a
dump partition. To get a backtrace in DDB, use tr. When handwriting
the backtrace, get at least the last five and the top five lines in the
trace.


Then, try to isolate the problem by booting with ACPI disabled. If that
works, isolate the ACPI subsystem by using various values of
debug.acpi.disable. See MAN.ACPI.4 for some examples.





System Powers Up After Suspend or Shutdown


First, try setting hw.acpi.disable_on_poweroff="0" in
/boot/loader. This keeps ACPI from disabling various events during
the shutdown process. Some systems need this value set to 1 (the
default) for the same reason. This usually fixes the problem of a system
powering up spontaneously after a suspend or poweroff.





BIOS Contains Buggy Bytecode


ACPI
ASL
Some BIOS vendors provide incorrect or buggy bytecode. This is usually
manifested by kernel console messages like this:


ACPI-1287: *** Error: Method execution failed [\\_SB_.PCI0.LPC0.FIGD._STA] \\
(Node 0xc3f6d160), AE_NOT_FOUND






Often, these problems may be resolved by updating the BIOS to the latest
revision. Most console messages are harmless, but if there are other
problems, like the battery status is not working, these messages are a
good place to start looking for problems.







Overriding the Default AML


The BIOS bytecode, known as ACPI Machine Language (AML), is compiled
from a source language called ACPI Source Language (ASL). The AML is
found in the table known as the Differentiated System Description Table
(DSDT).


ACPI
ASL
The goal of OS is for everyone to have working ACPI without any user
intervention. Workarounds are still being developed for common mistakes
made by BIOS vendors. The MICROSOFT interpreter (acpi.sys and
acpiec.sys) does not strictly check for adherence to the standard,
and thus many BIOS vendors who only test ACPI under WINDOWS never fix
their ASL. OS developers continue to identify and document which
non-standard behavior is allowed by MICROSOFT’s interpreter and
replicate it so that OS can work without forcing users to fix the ASL.


To help identify buggy behavior and possibly fix it manually, a copy can
be made of the system’s ASL. To copy the system’s ASL to a specified
file name, use acpidump with -t, to show the contents of the
fixed tables, and -d, to disassemble the AML:


PROMPT.ROOT acpidump -td > my.asl






Some AML versions assume the user is running WINDOWS. To override this,
set ``hw.acpi.osname=”Windows



2009”`` in /boot/loader.conf, using the most recent WINDOWS



version listed in the ASL.


Other workarounds may require my.asl to be customized. If this file
is edited, compile the new ASL using the following command. Warnings can
usually be ignored, but errors are bugs that will usually prevent ACPI
from working correctly.


PROMPT.ROOT iasl -f my.asl






Including -f forces creation of the AML, even if there are errors
during compilation. Some errors, such as missing return statements, are
automatically worked around by the OS interpreter.


The default output filename for iasl is DSDT.aml. Load this file
instead of the BIOS’s buggy copy, which is still present in flash
memory, by editing /boot/loader.conf as follows:


acpi_dsdt_load="YES"
acpi_dsdt_name="/boot/DSDT.aml"






Be sure to copy DSDT.aml to /boot, then reboot the system. If
this fixes the problem, send a MAN.DIFF.1 of the old and new ASL to
A.ACPI.NAME so that developers can work around the buggy behavior in
acpica.





Getting and Submitting Debugging Info


ACPI
problems
ACPI
debugging
The ACPI driver has a flexible debugging facility. A set of subsystems
and the level of verbosity can be specified. The subsystems to debug are
specified as layers and are broken down into components
(ACPI_ALL_COMPONENTS) and ACPI hardware support
(ACPI_ALL_DRIVERS). The verbosity of debugging output is specified
as the level and ranges from just report errors (ACPI_LV_ERROR) to
everything (ACPI_LV_VERBOSE). The level is a bitmask so multiple
options can be set at once, separated by spaces. In practice, a serial
console should be used to log the output so it is not lost as the
console message buffer flushes. A full list of the individual layers and
levels is found in MAN.ACPI.4.


Debugging output is not enabled by default. To enable it, add
options ACPI_DEBUG to the custom kernel configuration file if ACPI
is compiled into the kernel. Add ACPI_DEBUG=1 to /etc/make.conf
to enable it globally. If a module is used instead of a custom kernel,
recompile just the acpi.ko module as follows:


PROMPT.ROOT cd /sys/modules/acpi/acpi && make clean && make ACPI_DEBUG=1






Copy the compiled acpi.ko to /boot/kernel and add the desired
level and layer to /boot/loader.conf. The entries in this example
enable debug messages for all ACPI components and hardware drivers and
output error messages at the least verbose level:


debug.acpi.layer="ACPI_ALL_COMPONENTS ACPI_ALL_DRIVERS"
debug.acpi.level="ACPI_LV_ERROR"






If the required information is triggered by a specific event, such as a
suspend and then resume, do not modify /boot/loader.conf. Instead,
use sysctl to specify the layer and level after booting and
preparing the system for the specific event. The variables which can be
set using sysctl are named the same as the tunables in
/boot/loader.conf.


ACPI
problems
Once the debugging information is gathered, it can be sent to
A.ACPI.NAME so that it can be used by the OS ACPI maintainers to
identify the root cause of the problem and to develop a solution.



Note


Before submitting debugging information to this mailing list, ensure
the latest BIOS version is installed and, if available, the embedded
controller firmware version.






When submitting a problem report, include the following information:



		Description of the buggy behavior, including system type, model, and
anything that causes the bug to appear. Note as accurately as
possible when the bug began occurring if it is new.





		The output of dmesg after running boot -v, including any
error messages generated by the bug.





		
		The dmesg output from ``boot


		-v`` with ACPI disabled, if disabling ACPI helps to fix the








problem.





		Output from sysctl hw.acpi. This lists which features the system
offers.





		The URL to a pasted version of the system’s ASL. Do not send the
ASL directly to the list as it can be very large. Generate a copy of
the ASL by running this command:


PROMPT.ROOT acpidump -dt > name-system.asl






Substitute the login name for name and manufacturer/model for system.
For example, use njl-FooCo6000.asl.








Most OS developers watch the A.CURRENT, but one should submit problems
to A.ACPI.NAME to be sure it is seen. Be patient when waiting for a
response. If the bug is not immediately apparent, submit a PR using
MAN.SEND-PR.1. When entering a PR, include the same information as
requested above. This helps developers to track the problem and resolve
it. Do not send a PR without emailing A.ACPI.NAME first as it is likely
that the problem has been reported before.





References


More information about ACPI may be found in the following locations:



		The OS ACPI Mailing List Archives
(http://lists.freebsd.org/pipermail/freebsd-acpi/)


		The ACPI 2.0 Specification (http://acpi.info/spec.htm)


		MAN.ACPI.4, MAN.ACPI.THERMAL.4, MAN.ACPIDUMP.8, MAN.IASL.8, and
MAN.ACPIDB.8








		[1]		The auto-tuning algorithm sets maxusers equal to the amount of
memory in the system, with a minimum of 32, and a maximum of
384.
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Philosophy


The FreeBSD Project aims to produce a complete, BSD-licensed operating
system allowing consumers of the system to produce derivative products
without constraint or further license obligations. We invite and greatly
appreciate the contribution of both changes and additions under the
two-clause BSD license, and encourage the adoption of this license by
other open source projects. Use of the BSD license is key to encouraging
the adoption of advanced operating system technology, and on many
notable occasions has been pivotal to widespread use of new technology.


We accept however that compelling reasons exist to allow
differently-licensed software to be included in the FreeBSD source tree.


We require any software under alternative licenses to be carefully
isolated in the source tree so that it cannot contaminate BSD-only
components. Such cautious management encourages licensing clarity and
facilitates the production of BSD-only derivative products.


Unless a special exception is made, no existing BSD-licensed components
may be replaced with differently-licensed software. We instead encourage
FreeBSD and third party developers to seek the relicensing or
reimplementation of critical components under the BSD license. Such
would ease their more integral adoption into the FreeBSD operating
system.





Policy



		The import of new software licensed under any licenses other than the
BSD license and BSD-Like Licenses (as defined below) requires the
prior approval of the FreeBSD Core Team. Requests for import must
include:



		A list of features or bug fixes that the new version or patches
contain, along with evidence that our users need those features.
PRs or references to mailing list discussions are ideal forms of
evidence.


This process should be used for all software imports, not just
those that require Core Team review. The mere existence of a new
version does not justify an import of software to source or ports.





		A list of FreeBSD branches that may be affected. Expansions of
scope require a new request to and approval from the FreeBSD Core
Team.











		We will allow existing GPLv2 licensed software to be converted to
GPLv3 or other similar license changes on a case-by-case basis
provided that the FreeBSD Core Team is given appropriate technical
justification.


Each piece of software that is being converted to a different license
must be submitted to the FreeBSD Core Team for approval through this
process as though it were a new piece of software.


For Free Software Foundation maintained software except GCC, GDB, and
binutils, all patches posted after the date the software switched to
GPLv3 will be considered to be covered by the GPLv3 and thus will be
subject to this rule. For GCC, GDB and binutils we accept the
community practice of allowing patches to be relicensed under GPLv2
at the patch author’s discretion. The author’s permission must be
documented in the commit message for each patch that is committed.









Acceptable licenses


The following licenses are considered to be acceptable BSD-Like Licenses
for the purpose of this Policy. They must be reproduced verbatim on any
new code. Deviations or the use of any other license must be approved by
the FreeBSD Core Team:



		The 2 clause version of the BSD license


/*-
 * Copyright (c) [year] [your name]
 * All rights reserved.
 *
 * Redistribution and use in source and binary forms, with or without
 * modification, are permitted provided that the following conditions
 * are met:
 * 1. Redistributions of source code must retain the above copyright
 *    notice, this list of conditions and the following disclaimer.
 * 2. Redistributions in binary form must reproduce the above copyright
 *    notice, this list of conditions and the following disclaimer in the
 *    documentation and/or other materials provided with the distribution.
 *
 * THIS SOFTWARE IS PROVIDED BY THE AUTHOR AND CONTRIBUTORS ``AS IS'' AND
 * ANY EXPRESS OR IMPLIED WARRANTIES, INCLUDING, BUT NOT LIMITED TO, THE
 * IMPLIED WARRANTIES OF MERCHANTABILITY AND FITNESS FOR A PARTICULAR PURPOSE
 * ARE DISCLAIMED.  IN NO EVENT SHALL THE AUTHOR OR CONTRIBUTORS BE LIABLE
 * FOR ANY DIRECT, INDIRECT, INCIDENTAL, SPECIAL, EXEMPLARY, OR CONSEQUENTIAL
 * DAMAGES (INCLUDING, BUT NOT LIMITED TO, PROCUREMENT OF SUBSTITUTE GOODS
 * OR SERVICES; LOSS OF USE, DATA, OR PROFITS; OR BUSINESS INTERRUPTION)
 * HOWEVER CAUSED AND ON ANY THEORY OF LIABILITY, WHETHER IN CONTRACT, STRICT
 * LIABILITY, OR TORT (INCLUDING NEGLIGENCE OR OTHERWISE) ARISING IN ANY WAY
 * OUT OF THE USE OF THIS SOFTWARE, EVEN IF ADVISED OF THE POSSIBILITY OF
 * SUCH DAMAGE.
 *
 * [id for your version control system, if any]
 */









		The 3 clause version of the BSD license


/*-
 * Copyright (c) [year] [your name]
 * All rights reserved.
 *
 * Redistribution and use in source and binary forms, with or without
 * modification, are permitted provided that the following conditions
 * are met:
 * 1. Redistributions of source code must retain the above copyright
 *    notice, this list of conditions and the following disclaimer.
 * 2. Redistributions in binary form must reproduce the above copyright
 *    notice, this list of conditions and the following disclaimer in the
 *    documentation and/or other materials provided with the distribution.
 * 3. Neither the name of the author nor the names of its contributors may
 *    be used to endorse or promote products derived from this software
 *
 * THIS SOFTWARE IS PROVIDED BY THE AUTHOR AND CONTRIBUTORS ``AS IS'' AND
 * ANY EXPRESS OR IMPLIED WARRANTIES, INCLUDING, BUT NOT LIMITED TO, THE
 * IMPLIED WARRANTIES OF MERCHANTABILITY AND FITNESS FOR A PARTICULAR PURPOSE
 * ARE DISCLAIMED.  IN NO EVENT SHALL THE AUTHOR OR CONTRIBUTORS BE LIABLE
 * FOR ANY DIRECT, INDIRECT, INCIDENTAL, SPECIAL, EXEMPLARY, OR CONSEQUENTIAL
 * DAMAGES (INCLUDING, BUT NOT LIMITED TO, PROCUREMENT OF SUBSTITUTE GOODS
 * OR SERVICES; LOSS OF USE, DATA, OR PROFITS; OR BUSINESS INTERRUPTION)
 * HOWEVER CAUSED AND ON ANY THEORY OF LIABILITY, WHETHER IN CONTRACT, STRICT
 * LIABILITY, OR TORT (INCLUDING NEGLIGENCE OR OTHERWISE) ARISING IN ANY WAY
 * OUT OF THE USE OF THIS SOFTWARE, EVEN IF ADVISED OF THE POSSIBILITY OF
 * SUCH DAMAGE.
 *
 * [id for your version control system, if any]
 */









		The ISC License


/*-
 * Copyright (c) [year] [copyright holder]
 *
 * Permission to use, copy, modify, and distribute this software for any
 * purpose with or without fee is hereby granted, provided that the above
 * copyright notice and this permission notice appear in all copies.
 *
 * THE SOFTWARE IS PROVIDED "AS IS" AND THE AUTHOR DISCLAIMS ALL WARRANTIES
 * WITH REGARD TO THIS SOFTWARE INCLUDING ALL IMPLIED WARRANTIES OF
 * MERCHANTABILITY AND FITNESS. IN NO EVENT SHALL THE AUTHOR BE LIABLE FOR
 * ANY SPECIAL, DIRECT, INDIRECT, OR CONSEQUENTIAL DAMAGES OR ANY DAMAGES
 * WHATSOEVER RESULTING FROM LOSS OF USE, DATA OR PROFITS, WHETHER IN AN
 * ACTION OF CONTRACT, NEGLIGENCE OR OTHER TORTIOUS ACTION, ARISING OUT OF
 * OR IN CONNECTION WITH THE USE OR PERFORMANCE OF THIS SOFTWARE.
 *
 * [id for your version control system, if any]
 */









		The MIT License


/*-
 * Copyright (c) [year] [copyright holders]
 *
 * Permission is hereby granted, free of charge, to any person obtaining a copy
 * of this software and associated documentation files (the "Software"), to deal
 * in the Software without restriction, including without limitation the rights
 * to use, copy, modify, merge, publish, distribute, sublicense, and/or sell
 * copies of the Software, and to permit persons to whom the Software is
 * furnished to do so, subject to the following conditions:
 *
 * The above copyright notice and this permission notice shall be included in
 * all copies or substantial portions of the Software.
 *
 * THE SOFTWARE IS PROVIDED "AS IS", WITHOUT WARRANTY OF ANY KIND, EXPRESS OR
 * IMPLIED, INCLUDING BUT NOT LIMITED TO THE WARRANTIES OF MERCHANTABILITY,
 * FITNESS FOR A PARTICULAR PURPOSE AND NONINFRINGEMENT. IN NO EVENT SHALL THE
 * AUTHORS OR COPYRIGHT HOLDERS BE LIABLE FOR ANY CLAIM, DAMAGES OR OTHER
 * LIABILITY, WHETHER IN AN ACTION OF CONTRACT, TORT OR OTHERWISE, ARISING FROM,
 * OUT OF OR IN CONNECTION WITH THE SOFTWARE OR THE USE OR OTHER DEALINGS IN
 * THE SOFTWARE.
 *
 * [id for your version control system, if any]
 */
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Installing Applications: Packages and Ports





Synopsis


ports
packages
OS is bundled with a rich collection of system tools as part of the base
system. In addition, OS provides two complementary technologies for
installing third-party software: the OS Ports Collection, for installing
from source, and packages, for installing from pre-built binaries.
Either method may be used to install software from local media or from
the network.


After reading this chapter, you will know:



		The difference between binary packages and ports.


		How to find third-party software that has been ported to OS.


		How to manage binary packages using pkg.


		How to build third-party software from source using the Ports
Collection.


		How to find the files installed with the application for
post-installation configuration.


		What to do if a software installation fails.








Overview of Software Installation


The typical steps for installing third-party software on a UNIX system
include:


Find and download the software, which might be distributed in source
code format or as a binary.


Unpack the software from its distribution format. This is typically a
tarball compressed with MAN.COMPRESS.1, MAN.GZIP.1, or MAN.BZIP2.1.


Locate the documentation in INSTALL, README or some file in a
doc/ subdirectory and read up on how to install the software.


If the software was distributed in source format, compile it. This may
involve editing a Makefile or running a configure script.


Test and install the software.


If the software package was not deliberately ported, or tested to work,
on OS, the source code may need editing in order for it to install and
run properly. At the time of this writing, over OS.NUMPORTS third-party
applications have been ported to OS.


A OS package contains pre-compiled copies of all the commands for an
application, as well as any configuration files and documentation. A
package can be manipulated with the pkg commands, such as
pkg install.


A OS port is a collection of files designed to automate the process of
compiling an application from source code. The files that comprise a
port contain all the necessary information to automatically download,
extract, patch, compile, and install the application.


The ports system can also be used to generate packages which can be
manipulated with the OS package management commands.


Both packages and ports understand dependencies. If a package or port is
used to install an application and a dependent library is not already
installed, the library will automatically be installed first.


While the two technologies are similar, packages and ports each have
their own strengths. Select the technology that meets your requirements
for installing a particular application.



		A compressed package tarball is typically smaller than the compressed
tarball containing the source code for the application.





		Packages do not require compilation time. For large applications,
such as Mozilla, KDE, or GNOME, this can be important on a slow
system.





		Packages do not require any understanding of the process involved in
compiling software on OS.





		Packages are normally compiled with conservative options because they
have to run on the maximum number of systems. By compiling from the
port, one can change the compilation options.





		Some applications have compile-time options relating to which
features are installed. For example, Apache can be configured with a
wide variety of different built-in options.


In some cases, multiple packages will exist for the same application
to specify certain settings. For example, Ghostscript is available as
a ghostscript package and a ghostscript-nox11 package,
depending on whether or not Xorg is installed. Creating multiple
packages rapidly becomes impossible if an application has more than
one or two different compile-time options.





		The licensing conditions of some software forbid binary distribution.
Such software must be distributed as source code which must be
compiled by the end-user.





		Some people do not trust binary distributions or prefer to read
through source code in order to look for potential problems.





		Source code is needed in order to apply custom patches.








To keep track of updated ports, subscribe to the A.PORTS and the
A.PORTS-BUGS.



Warning


Before installing any application, check http://vuxml.freebsd.org/
for security issues related to the application or type
pkg audit -F to check all installed applications for known
vulnerabilities.






The remainder of this chapter explains how to use packages and ports to
install and manage third-party software on OS.





Finding Software


OS’s list of available applications is growing all the time. There are a
number of ways to find software to install:



		The OS web site maintains an up-to-date searchable list of all the
available applications, at
http://www.FreeBSD.org/ports/. The
ports can be searched by application name or by software category.





		FreshPorts
Dan Langille maintains
FreshPorts.org [http://www.FreshPorts.org/] which provides a
comprehensive search utility and also tracks changes to the
applications in the Ports Collection. Registered users can create a
customized watch list in order to receive an automated email when
their watched ports are updated.





		SourceForge
If finding a particular application becomes challenging, try
searching a site like
SourceForge.net [http://www.sourceforge.net/] or
GitHub.com [http://www.github.com/] then check back at the OS
site to see if the application has
been ported.





		pkg
search
To search the binary package repository for an application:


PROMPT.ROOT pkg search subversion
git-subversion-1.9.2
java-subversion-1.8.8_2
p5-subversion-1.8.8_2
py27-hgsubversion-1.6
py27-subversion-1.8.8_2
ruby-subversion-1.8.8_2
subversion-1.8.8_2
subversion-book-4515
subversion-static-1.8.8_2
subversion16-1.6.23_4
subversion17-1.7.16_2






Package names include the version number and in case of ports based
on python, the version number of the version of python the package
was built with. Some ports also have multiple versions available. In
case of subversion there are different versions available, as well as
different compile options. In this case, the staticly linked version
of subversion. When indicating which package to install, it is best
to specify the application by the port origin, which is the path in
the ports tree. Repeat the pkg search with -o to list the
origin of each package:


PROMPT.ROOT pkg search -o subversion
devel/git-subversion
java/java-subversion
devel/p5-subversion
devel/py-hgsubversion
devel/py-subversion
devel/ruby-subversion
devel/subversion16
devel/subversion17
devel/subversion
devel/subversion-book
devel/subversion-static






Searching by shell globs, regular expressions, exact match, by
description, or any other field in the repository database is also
supported by pkg search. After installing ports-mgmt/pkg or
ports-mgmt/pkg-devel, see MAN.PKG-SEARCH.8 for more details.





		If the Ports Collection is already installed, there are several
methods to query the local version of the ports tree. To find out
which category a port is in, type whereis file, where file is the
program to be installed:


PROMPT.ROOT whereis lsof
lsof: /usr/ports/sysutils/lsof






Alternately, an MAN.ECHO.1 statement can be used:


PROMPT.ROOT echo /usr/ports/*/*lsof*
/usr/ports/sysutils/lsof






Note that this will also return any matched files downloaded into the
/usr/ports/distfiles directory.





		Another way to find software is by using the Ports Collection’s
built-in search mechanism. To use the search feature, cd to
/usr/ports then run ``make



search name=program-name`` where program-name is the name of






the software. For example, to search for lsof:


PROMPT.ROOT cd /usr/ports
PROMPT.ROOT make search name=lsof
Port:   lsof-4.88.d,8
Path:   /usr/ports/sysutils/lsof
Info:   Lists information about open files (similar to fstat(1))
Maint:  ler@lerctr.org
Index:  sysutils
B-deps:
R-deps:

**Tip**

The built-in search mechanism uses a file of index information.
If a message indicates that the ``INDEX`` is required, run
``make fetchindex`` to download the current index file. With the
``INDEX`` present, ``make search`` will be able to perform the
requested search.






The “Path:” line indicates where to find the port.


To receive less information, use the quicksearch feature:


PROMPT.ROOT cd /usr/ports
PROMPT.ROOT make quicksearch name=lsof
Port:   lsof-4.88.d,8
Path:   /usr/ports/sysutils/lsof
Info:   Lists information about open files (similar to fstat(1))







		For more in-depth searching, use ``make search


		key=string`` or make quicksearch
key=string, where string is some text to search for. The text








can be in comments, descriptions, or dependencies in order to find
ports which relate to a particular subject when the name of the
program is unknown.


When using search or quicksearch, the search string is
case-insensitive. Searching for “LSOF” will yield the same results as
searching for “lsof”.











Using pkg for Binary Package Management


pkg is the next generation replacement for the traditional OS package
management tools, offering many features that make dealing with binary
packages faster and easier.


pkg is not a replacement for port management tools like
ports-mgmt/portmaster or ports-mgmt/portupgrade. These tools can be used
to install third-party software from both binary packages and the Ports
Collection, while pkg installs only binary packages.



Getting Started with pkg


OS 8.4 and later includes a bootstrap utility which can be used to
download and install pkg, along with its manual pages.


To bootstrap the system, run:


PROMPT.ROOT /usr/sbin/pkg






For earlier OS versions, pkg must instead be installed from the Ports
Collection or as a binary package.


To install the port, run:


PROMPT.ROOT cd /usr/ports/ports-mgmt/pkg
PROMPT.ROOT make
PROMPT.ROOT make install clean






When upgrading an existing system that originally used the older package
system, the database must be converted to the new format, so that the
new tools are aware of the already installed packages. Once pkg has been
installed, the package database must be converted from the traditional
format to the new format by running this command:


PROMPT.ROOT pkg2ng

**Note**

This step is not required for new installations that do not yet have
any third-party software installed.

**Important**

This step is not reversible. Once the package database has been
converted to the pkg format, the traditional ``pkg_*`` tools should
no longer be used.

**Note**

The package database conversion may emit errors as the contents are
converted to the new version. Generally, these errors can be safely
ignored. However, a list of third-party software that was not
successfully converted will be listed after ``pkg2ng`` has finished
and these applications must be manually reinstalled.






To ensure that the OS Ports Collection registers new software with pkg,
and not the traditional packages format, OS versions earlier than 10.X
require this line in /etc/make.conf:


WITH_PKGNG=   yes






By default pkg uses the OS package mirrors. For information about
building a custom package repository, see ?


Additional pkg configuration options are described in MAN.PKG.CONF.5.


Usage information for pkg is available in the MAN.PKG.8 manpage or by
running pkg without additional arguments.


Each pkg command argument is documented in a command-specific manual
page. To read the manual page for pkg install, for example, run
either of these commands:


PROMPT.ROOT pkg help install






PROMPT.ROOT man pkg-install






The rest of this section demonstrates common binary package management
tasks which can be performed using pkg. Each demonstrated command
provides many switches to customize its use. Refer to a command’s help
or man page for details and more examples.





Obtaining Information About Installed Packages


Information about the packages installed on a system can be viewed by
running pkg info which, when run without any switches, will list the
package version for either all installed packages or the specified
package.


For example, to see which version of pkg is installed, run:


PROMPT.ROOT pkg info pkg
pkg-1.1.4_1









Installing and Removing Packages


To install a binary package use the following command, where packagename
is the name of the package to install:


PROMPT.ROOT pkg install packagename






This command uses repository data to determine which version of the
software to install and if it has any uninstalled dependencies. For
example, to install curl:


PROMPT.ROOT pkg install curl
Updating repository catalogue
/usr/local/tmp/All/curl-7.31.0_1.txz          100% of 1181 kB 1380 kBps 00m01s

/usr/local/tmp/All/ca_root_nss-3.15.1_1.txz   100% of  288 kB 1700 kBps 00m00s

Updating repository catalogue
The following 2 packages will be installed:

        Installing ca_root_nss: 3.15.1_1
        Installing curl: 7.31.0_1

The installation will require 3 MB more space

0 B to be downloaded

Proceed with installing packages [y/N]: y
Checking integrity... done
[1/2] Installing ca_root_nss-3.15.5_1... done
[2/2] Installing curl-7.31.0_1... done
Cleaning up cache files...Done






The new package and any additional packages that were installed as
dependencies can be seen in the installed packages list:


PROMPT.ROOT pkg info
ca_root_nss-3.15.5_1    The root certificate bundle from the Mozilla Project
curl-7.31.0_1   Non-interactive tool to get files from FTP, GOPHER, HTTP(S) servers
pkg-1.1.4_6 New generation package manager






Packages that are no longer needed can be removed with pkg delete.
For example:


PROMPT.ROOT pkg delete curl
The following packages will be deleted:

    curl-7.31.0_1

The deletion will free 3 MB

Proceed with deleting packages [y/N]: y
[1/1] Deleting curl-7.31.0_1... done









Upgrading Installed Packages


Installed packages can be upgraded to their latest versions by running:


PROMPT.ROOT pkg upgrade






This command will compare the installed versions with those available in
the repository catalogue and upgrade them from the repository.





Auditing Installed Packages


Occasionally, software vulnerabilities may be discovered in third-party
applications. To address this, pkg includes a built-in auditing
mechanism. To determine if there are any known vulnerabilities for the
software installed on the system, run:


PROMPT.ROOT pkg audit -F









Automatically Removing Leaf Dependencies


Removing a package may leave behind dependencies which are no longer
required. Unneeded packages that were installed as dependencies can be
automatically detected and removed using:


PROMPT.ROOT pkg autoremove
Packages to be autoremoved:
    ca_root_nss-3.13.5

The autoremoval will free 723 kB

Proceed with autoremoval of packages [y/N]: y
Deinstalling ca_root_nss-3.15.1_1... done









Restoring the Package Database


Unlike the traditional package management system, pkg includes its own
package database backup mechanism. This functionality is enabled by
default.



Tip


To disable the periodic script from backing up the package database,
set daily_backup_pkgdb_enable="NO" in MAN.PERIODIC.CONF.5.






To restore the contents of a previous package database backup, run the
following command replacing /path/to/pkg.sql with the location of the
backup:


PROMPT.ROOT pkg backup -r /path/to/pkg.sql

**Note**

If restoring a backup taken by the periodic script, it must be
decompressed prior to being restored.






To run a manual backup of the pkg database, run the following command,
replacing /path/to/pkg.sql with a suitable file name and location:


PROMPT.ROOT pkg backup -d /path/to/pkg.sql









Removing Stale Packages


By default, pkg stores binary packages in a cache directory defined by
PKG_CACHEDIR in MAN.PKG.CONF.5. Only copies of the latest installed
packages are kept. Older versions of pkg kept all previous packages. To
remove these outdated binary packages, run:


PROMPT.ROOT pkg clean






The entire cache may be cleared by running:


PROMPT.ROOT pkg clean -a









Modifying Package Metadata


Software within the OS Ports Collection can undergo major version number
changes. To address this, pkg has a built-in command to update package
origins. This can be useful, for example, if lang/php5 is renamed to
lang/php53 so that lang/php5 can now represent version 5.4.


To change the package origin for the above example, run:


PROMPT.ROOT pkg set -o lang/php5:lang/php53






As another example, to update lang/ruby18 to lang/ruby19, run:


PROMPT.ROOT pkg set -o lang/ruby18:lang/ruby19






As a final example, to change the origin of the libglut shared
libraries from graphics/libglut to graphics/freeglut, run:


PROMPT.ROOT pkg set -o graphics/libglut:graphics/freeglut

**Note**

When changing package origins, it is important to reinstall packages
that are dependent on the package with the modified origin. To force
a reinstallation of dependent packages, run:

::

    PROMPT.ROOT pkg install -Rf graphics/freeglut











Using the Ports Collection


The Ports Collection is a set of Makefiles, patches, and description
files stored in /usr/ports. This set of files is used to compile and
install applications on OS. Before an application can be compiled using
a port, the Ports Collection must first be installed. If it was not
installed during the installation of OS, use one of the following
methods to install it:


The base system of OS includes Portsnap. This is a fast and
user-friendly tool for retrieving the Ports Collection and is the
recommended choice for most users. This utility connects to a OS site,
verifies the secure key, and downloads a new copy of the Ports
Collection. The key is used to verify the integrity of all downloaded
files.


To download a compressed snapshot of the Ports Collection into
/var/db/portsnap:


PROMPT.ROOT portsnap fetch






When running Portsnap for the first time, extract the snapshot into
/usr/ports:


PROMPT.ROOT portsnap extract






After the first use of Portsnap has been completed as shown above,
/usr/ports can be updated as needed by running:


PROMPT.ROOT portsnap fetch
PROMPT.ROOT portsnap update






When using fetch, the extract or the update operation may be
run consecutively, like so:


PROMPT.ROOT portsnap fetch update






If more control over the ports tree is needed or if local changes need
to be maintained, Subversion can be used to obtain the Ports Collection.
Refer to the Subversion
Primer for a
detailed description of Subversion.


Subversion must be installed before it can be used to check out the
ports tree. If a copy of the ports tree is already present, install
Subversion like this:


PROMPT.ROOT cd /usr/ports/devel/subversion
PROMPT.ROOT make install clean






If the ports tree is not available, or pkg is being used to manage
packages, Subversion can be installed as a package:


PROMPT.ROOT pkg install subversion






Check out a copy of the ports tree. For better performance, replace
svn0.us-east.FreeBSD.org with a Subversion mirror
close to your geographic location:


PROMPT.ROOT svn checkout https://svn0.us-east.FreeBSD.org/ports/head /usr/ports






As needed, update /usr/ports after the initial Subversion checkout:


PROMPT.ROOT svn update /usr/ports






The Ports Collection installs a series of directories representing
software categories with each category having a subdirectory for each
application. Each subdirectory, also referred to as a ports skeleton,
contains a set of files that tell OS how to compile and install that
program. Each port skeleton includes these files and directories:



		Makefile: contains statements that specify how the application
should be compiled and where its components should be installed.


		distinfo: contains the names and checksums of the files that must
be downloaded to build the port.


		files/: this directory contains any patches needed for the
program to compile and install on OS. This directory may also contain
other files used to build the port.


		pkg-descr: provides a more detailed description of the program.


		pkg-plist: a list of all the files that will be installed by the
port. It also tells the ports system which files to remove upon
deinstallation.





Some ports include pkg-message or other files to handle special
situations. For more details on these files, and on ports in general,
refer to the OS Porter’s
Handbook.


The port does not include the actual source code, also known as a
distfile. The extract portion of building a port will automatically
save the downloaded source to /usr/ports/distfiles.



Installing Ports


ports
installing
This section provides basic instructions on using the Ports Collection
to install or remove software. The detailed description of available
make targets and environment variables is available in MAN.PORTS.7.



Warning


Before compiling any port, be sure to update the Ports Collection as
described in the previous section. Since the installation of any
third-party software can introduce security vulnerabilities, it is
recommended to first check http://vuxml.freebsd.org/ for known
security issues related to the port. Alternately, run
pkg audit -F before installing a new port. This command can be
configured to automatically perform a security audit and an update
of the vulnerability database during the daily security system
check. For more information, refer to MAN.PKG-AUDIT.8 and
MAN.PERIODIC.8.






Using the Ports Collection assumes a working Internet connection. It
also requires superuser privilege.


To compile and install the port, change to the directory of the port to
be installed, then type ``make



install`` at the prompt. Messages will indicate the progress:



PROMPT.ROOT cd /usr/ports/sysutils/lsof
PROMPT.ROOT make install
>> lsof_4.88D.freebsd.tar.gz doesn't seem to exist in /usr/ports/distfiles/.
>> Attempting to fetch from ftp://lsof.itap.purdue.edu/pub/tools/unix/lsof/.
===>  Extracting for lsof-4.88
...
[extraction output snipped]
...
>> Checksum OK for lsof_4.88D.freebsd.tar.gz.
===>  Patching for lsof-4.88.d,8
===>  Applying FreeBSD patches for lsof-4.88.d,8
===>  Configuring for lsof-4.88.d,8
...
[configure output snipped]
...
===>  Building for lsof-4.88.d,8
...
[compilation output snipped]
...

===>  Installing for lsof-4.88.d,8
...
[installation output snipped]
...
===>   Generating temporary packing list
===>   Compressing manual pages for lsof-4.88.d,8
===>   Registering installation for lsof-4.88.d,8
===>  SECURITY NOTE:
      This port has installed the following binaries which execute with
      increased privileges.
/usr/local/sbin/lsof
PROMPT.ROOT






Since lsof is a program that runs with increased privileges, a
security warning is displayed as it is installed. Once the installation
is complete, the prompt will be returned.


Some shells keep a cache of the commands that are available in the
directories listed in the PATH environment variable, to speed up lookup
operations for the executable file of these commands. Users of the
tcsh shell should type rehash so that a newly installed command
can be used without specifying its full path. Use hash -r instead
for the sh shell. Refer to the documentation for the shell for more
information.


During installation, a working subdirectory is created which contains
all the temporary files used during compilation. Removing this directory
saves disk space and minimizes the chance of problems later when
upgrading to the newer version of the port:


PROMPT.ROOT make clean
===>  Cleaning for lsof-88.d,8
PROMPT.ROOT

**Note**

To save this extra step, instead use ``make
        install clean`` when compiling the port.







Customizing Ports Installation


Some ports provide build options which can be used to enable or disable
application components, provide security options, or allow for other
customizations. Examples include www/firefox, security/gpgme, and
mail/sylpheed-claws. If the port depends upon other ports which have
configurable options, it may pause several times for user interaction as
the default behavior is to prompt the user to select options from a
menu. To avoid this, run ``make



config-recursive`` within the port skeleton to do this




		configuration in one batch. Then, run ``make


		
install [clean]`` to compile and install the port.



Tip


When using config-recursive, the list of ports to configure are
gathered by the all-depends-list target. It is recommended to run
``make



config-recursive`` until all dependent ports options have



been defined, and ports options screens no longer appear, to be
certain that all dependency options have been configured.








There are several ways to revisit a port’s build options menu in order
to add, remove, or change these options after a port has been built. One
method is to cd into the directory containing the port and type
make config. Another option is to use make showconfig. Another
option is to execute ``make



rmconfig`` which will remove all selected options and allow you



to start over. All of these options, and others, are explained in great
detail in MAN.PORTS.7.


The ports system uses MAN.FETCH.1 to download the source files, which
supports various environment variables. The FTP_PASSIVE_MODE,
FTP_PROXY, and FTP_PASSWORD variables may need to be set if the OS
system is behind a firewall or FTP/HTTP proxy. See MAN.FETCH.3 for the
complete list of supported variables.


For users who cannot be connected to the Internet all the time,
make fetch can be run within /usr/ports, to fetch all distfiles,
or within a category, such as /usr/ports/net, or within the specific
port skeleton. Note that if a port has any dependencies, running this
command in a category or ports skeleton will not fetch the distfiles
of ports from another category. Instead, use ``make



fetch-recursive`` to also fetch the distfiles for all the



dependencies of a port.


In rare cases, such as when an organization has a local distfiles
repository, the MASTER_SITES variable can be used to override the
download locations specified in the Makefile. When using, specify
the alternate location:


PROMPT.ROOT cd /usr/ports/directory
PROMPT.ROOT make MASTER_SITE_OVERRIDE= \
ftp://ftp.organization.org/pub/FreeBSD/ports/distfiles/ fetch






The WRKDIRPREFIX and PREFIX variables can override the default
working and target directories. For example:


PROMPT.ROOT make WRKDIRPREFIX=/usr/home/example/ports install






will compile the port in /usr/home/example/ports and install
everything under /usr/local.


PROMPT.ROOT make PREFIX=/usr/home/example/local install






will compile the port in /usr/ports and install it in
/usr/home/example/local. And:


PROMPT.ROOT make WRKDIRPREFIX=../ports PREFIX=../local install






will combine the two.


These can also be set as environmental variables. Refer to the manual
page for your shell for instructions on how to set an environmental
variable.







Removing Installed Ports


ports
removing
Installed ports can be uninstalled using ``pkg



delete``. Examples for using this command can be found in the



MAN.PKG-DELETE.8 manpage.


Alternately, make deinstall can be run in the port’s directory:


PROMPT.ROOT cd /usr/ports/sysutils/lsof
make deinstall
===>  Deinstalling for sysutils/lsof
===>   Deinstalling
Deinstallation has been requested for the following 1 packages:

    lsof-4.88.d,8

The deinstallation will free 229 kB
[1/1] Deleting lsof-4.88.d,8... done






It is recommended to read the messages as the port is uninstalled. If
the port has any applications that depend upon it, this information will
be displayed but the uninstallation will proceed. In such cases, it may
be better to reinstall the application in order to prevent broken
dependencies.





Upgrading Ports


ports
upgrading
Over time, newer versions of software become available in the Ports
Collection. This section describes how to determine which software can
be upgraded and how to perform the upgrade.


To determine if newer versions of installed ports are available, ensure
that the latest version of the ports tree is installed, using the
updating command described in either ? or ?. On OS 10 and later, or if
the system has been converted to pkg, the following command will list
the installed ports which are out of date:


PROMPT.ROOT pkg version -l "<"






For OS 9.X and lower, the following command will list the installed
ports that are out of date:


PROMPT.ROOT pkg_version -l "<"

**Important**

Before attempting an upgrade, read ``/usr/ports/UPDATING`` from the
top of the file to the date closest to the last time ports were
upgraded or the system was installed. This file describes various
issues and additional steps users may encounter and need to perform
when updating a port, including such things as file format changes,
changes in locations of configuration files, or any
incompatibilities with previous versions. Make note of any
instructions which match any of the ports that need upgrading and
follow these instructions when performing the upgrade.






To perform the actual upgrade, use either Portmaster or Portupgrade.



Upgrading Ports Using Portmaster


portmaster
The ports-mgmt/portmaster package or port is the recommended tool for
upgrading installed ports as it is designed to use the tools installed
with OS without depending upon other ports. It uses the information in
/var/db/pkg/ to determine which ports to upgrade. To install this
utility as a port:


PROMPT.ROOT cd /usr/ports/ports-mgmt/portmaster
PROMPT.ROOT make install clean






Portmaster defines four categories of ports:



		Root port: has no dependencies and is not a dependency of any other
ports.


		Trunk port: has no dependencies, but other ports depend upon it.


		Branch port: has dependencies and other ports depend upon it.


		Leaf port: has dependencies but no other ports depend upon it.





To list these categories and search for updates:


PROMPT.ROOT portmaster -L
===>>> Root ports (No dependencies, not depended on)
===>>> ispell-3.2.06_18
===>>> screen-4.0.3
        ===>>> New version available: screen-4.0.3_1
===>>> tcpflow-0.21_1
===>>> 7 root ports
...
===>>> Branch ports (Have dependencies, are depended on)
===>>> apache22-2.2.3
        ===>>> New version available: apache22-2.2.8
...
===>>> Leaf ports (Have dependencies, not depended on)
===>>> automake-1.9.6_2
===>>> bash-3.1.17
        ===>>> New version available: bash-3.2.33
...
===>>> 32 leaf ports

===>>> 137 total installed ports
        ===>>> 83 have new versions available






This command is used to upgrade all outdated ports:


PROMPT.ROOT portmaster -a

**Note**

By default, Portmaster will make a backup package before deleting
the existing port. If the installation of the new version is
successful, Portmaster will delete the backup. Using ``-b`` will
instruct Portmaster not to automatically delete the backup. Adding
``-i`` will start Portmaster in interactive mode, prompting for
confirmation before upgrading each port. Many other options are
available. Read through the manual page for portmaster(8) for
details regarding their usage.






If errors are encountered during the upgrade process, add -f to
upgrade and rebuild all ports:


PROMPT.ROOT portmaster -af






Portmaster can also be used to install new ports on the system,
upgrading all dependencies before building and installing the new port.
To use this function, specify the location of the port in the Ports
Collection:


PROMPT.ROOT portmaster shells/bash









Upgrading Ports Using Portupgrade


portupgrade
Another utility that can be used to upgrade ports is Portupgrade, which
is available as the ports-mgmt/portupgrade package or port. This utility
installs a suite of applications which can be used to manage ports.
However, it is dependent upon Ruby. To install the port:


PROMPT.ROOT cd /usr/ports/ports-mgmt/portupgrade
PROMPT.ROOT make install clean






Before performing an upgrade using this utility, it is recommended to
scan the list of installed ports using pkgdb -F and to fix all the
inconsistencies it reports.


To upgrade all the outdated ports installed on the system, use
portupgrade -a. Alternately, include -i to be asked for
confirmation of every individual upgrade:


PROMPT.ROOT portupgrade -ai






To upgrade only a specified application instead of all available ports,
use ``portupgrade



pkgname``. It is very important to include -R to first



upgrade all the ports required by the given application:


PROMPT.ROOT portupgrade -R firefox






If -P is included, Portupgrade searches for available packages in
the local directories listed in PKG_PATH. If none are available
locally, it then fetches packages from a remote site. If packages can
not be found locally or fetched remotely, Portupgrade will use ports. To
avoid using ports entirely, specify -PP. This last set of options
tells Portupgrade to abort if no packages are available:


PROMPT.ROOT portupgrade -PP gnome2






To just fetch the port distfiles, or packages, if -P is specified,
without building or installing anything, use -F. For further
information on all of the available switches, refer to the manual page
for portupgrade.







Ports and Disk Space


ports
disk-space
Using the Ports Collection will use up disk space over time. After
building and installing a port, running make clean within the ports
skeleton will clean up the temporary work directory. If Portmaster
is used to install a port, it will automatically remove this directory
unless -K is specified. If Portupgrade is installed, this command
will remove all work directories found within the local copy of the
Ports Collection:


PROMPT.ROOT portsclean -C






In addition, a lot of out-dated source distribution files will collect
in /usr/ports/distfiles over time. If Portupgrade is installed, this
command will delete all the distfiles that are no longer referenced by
any ports:


PROMPT.ROOT portsclean -D






To use Portupgrade to remove all distfiles not referenced by any port
currently installed on the system:


PROMPT.ROOT portsclean -DD






If Portmaster is installed, use:


PROMPT.ROOT portmaster --clean-distfiles






By default, this command is interactive and will prompt the user to
confirm if a distfile should be deleted.


In addition to these commands, the ports-mgmt/pkg_cutleaves package or
port automates the task of removing installed ports that are no longer
needed.







Building Packages with Poudriere


Poudriere is a BSD-licensed utility for creating and testing OS
packages. It uses OS jails to set up isolated compilation environments.
These jails can be used to build packages for versions of OS that are
different from the system on which it is installed, and also to build
packages for i386 if the host is an ARCH.AMD64 system. Once the packages
are built, they are in a layout identical to the official mirrors. These
packages are usable by MAN.PKG.8 and other package management tools.


Poudriere is installed using the ports-mgmt/poudriere package or port.
The installation includes a sample configuration file
/usr/local/etc/poudriere.conf.sample. Copy this file to
/usr/local/etc/poudriere.conf. Edit the copied file to suit the
local configuration.


While ZFS is not required on the system running poudriere, it is
beneficial. When ZFS is used, ZPOOL must be specified in
/usr/local/etc/poudriere.conf and FREEBSD_HOST should be set to
a nearby mirror. Defining CCACHE_DIR enables the use of devel/ccache
to cache compilation and reduce build times for frequently-compiled
code. It may be convenient to put poudriere datasets in an isolated tree
mounted at /poudriere. Defaults for the other configuration values
are adequate.


The number of processor cores detected is used to define how many builds
should run in parallel. Supply enough virtual memory, either with RAM or
swap space. If virtual memory runs out, compiling jails will stop and be
torn down, resulting in weird error messages.



Initialize Jails and Port Trees


After configuration, initialize poudriere so that it installs a jail
with the required OS tree and a ports tree. Specify a name for the jail
using -j and the OS version with -v. On systems running
OS/ARCH.AMD64, the architecture can be set with -a to either
i386 or amd64. The default is the architecture shown by
uname.


PROMPT.ROOT poudriere jail -c -j 10amd64 -v 10.0-RELEASE
====>> Creating 10amd64 fs... done
====>> Fetching base.txz for FreeBSD 10.0-RELEASE amd64
/poudriere/jails/10amd64/fromftp/base.txz      100% of   59 MB 1470 kBps 00m42s
====>> Extracting base.txz... done
====>> Fetching src.txz for FreeBSD 10.0-RELEASE amd64
/poudriere/jails/10amd64/fromftp/src.txz       100% of  107 MB 1476 kBps 01m14s
====>> Extracting src.txz... done
====>> Fetching games.txz for FreeBSD 10.0-RELEASE amd64
/poudriere/jails/10amd64/fromftp/games.txz     100% of  865 kB  734 kBps 00m01s
====>> Extracting games.txz... done
====>> Fetching lib32.txz for FreeBSD 10.0-RELEASE amd64
/poudriere/jails/10amd64/fromftp/lib32.txz     100% of   14 MB 1316 kBps 00m12s
====>> Extracting lib32.txz... done
====>> Cleaning up... done
====>> Jail 10amd64 10.0-RELEASE amd64 is ready to be used






PROMPT.ROOT poudriere ports -c -p local
====>> Creating local fs... done
====>> Extracting portstree "local"...
Looking up portsnap.FreeBSD.org mirrors... 7 mirrors found.
Fetching public key from ec2-eu-west-1.portsnap.freebsd.org... done.
Fetching snapshot tag from ec2-eu-west-1.portsnap.freebsd.org... done.
Fetching snapshot metadata... done.
Fetching snapshot generated at Tue Feb 11 01:07:15 CET 2014:
94a3431f0ce567f6452ffde4fd3d7d3c6e1da143efec76100% of   69 MB 1246 kBps 00m57s
Extracting snapshot... done.
Verifying snapshot integrity... done.
Fetching snapshot tag from ec2-eu-west-1.portsnap.freebsd.org... done.
Fetching snapshot metadata... done.
Updating from Tue Feb 11 01:07:15 CET 2014 to Tue Feb 11 16:05:20 CET 2014.
Fetching 4 metadata patches... done.
Applying metadata patches... done.
Fetching 0 metadata files... done.
Fetching 48 patches.
(48/48) 100.00%  done.
done.
Applying patches...
done.
Fetching 1 new ports or files... done.
/poudriere/ports/tester/CHANGES
/poudriere/ports/tester/COPYRIGHT

[...]

Building new INDEX files... done.






On a single computer, poudriere can build ports with multiple
configurations, in multiple jails, and from different port trees. Custom
configurations for these combinations are called sets. See the
CUSTOMIZATION section of MAN.POUDRIERE.8 for details after
ports-mgmt/poudriere or ports-mgmt/poudriere-devel is installed.


The basic configuration shown here puts a single jail-, port-, and
set-specific make.conf in /usr/local/etc/poudriere.d. The
filename in this example is created by combining the jail name, port
name, and set name: 10amd64-local-workstation-make.conf. The system
make.conf and this new file are combined at build time to create the
make.conf used by the build jail.


Packages to be built are entered in
10amd64-local-workstation-pkglist:


editors/emacs
devel/git
ports-mgmt/pkg
...






Options and dependencies for the specified ports are configured:


PROMPT.ROOT poudriere options -j 10amd64 -p local -z workstation -f 10amd64-local-workstation-pkglist






Finally, packages are built and a package repository is created:


PROMPT.ROOT poudriere bulk -j 10amd64 -p local -z workstation -f 10amd64-local-workstation-pkglist






Ctrl+t displays the current state of the build. Poudriere also builds
files in /poudriere/logs/bulk/jailname that can be used with a web
server to display build information.


Packages are now available for installation from the poudriere
repository.


For more information on using poudriere, see MAN.POUDRIERE.8 and the
main web site, https://github.com/freebsd/poudriere/wiki.





Configuring pkg Clients to Use a Poudriere Repository


While it is possible to use both a custom repository along side of the
official repository, sometimes it is useful to disable the official
repository. This is done by creating a configuration file that overrides
and disables the official configuration file. Create
/usr/local/etc/pkg/repos/FreeBSD.conf that contains the following:


FreeBSD: {
    enabled: no
}






Usually it is easiest to serve a poudriere repository to the client
machines via HTTP. Setup a webserver to serve up the package directory,
usually something like: /usr/local/poudriere/data/packages/10amd64.
Where 10amd64 is the name of the build.


If the URL to the package repository is:
http://pkg.example.com/10amd64, then the repository configuration
file in /usr/local/etc/pkg/repos/custom.conf would look like:


custom: {
    url: "http://pkg.example.com/10amd64",
    mirror_type: "http",
    enabled: yes,
}











Post-Installation Considerations


Regardless of whether the software was installed from a binary package
or port, most third-party applications require some level of
configuration after installation. The following commands and locations
can be used to help determine what was installed with the application.



		Most applications install at least one default configuration file in
/usr/local/etc. In the case where an application has a large
number of configuration files, a subdirectory will be created to hold
them. Often, sample configuration files are installed which end with
a suffix such as .sample. The configuration files should be
reviewed and possibly edited to meet the system’s needs. To edit a
sample file, first copy it without the .sample extension.


		Applications which provide documentation will install it into
/usr/local/share/doc and many applications also install manual
pages. This documentation should be consulted before continuing.


		Some applications run services which must be added to
/etc/rc.conf before starting the application. These applications
usually install a startup script in /usr/local/etc/rc.d. See
Starting Services for more
information.


		Users of MAN.CSH.1 should run rehash to rebuild the known binary
list in the shells PATH.


		Use pkg info to determine which files, man pages, and binaries
were installed with the application.








Dealing with Broken Ports


When a port does not build or install, try the following:



		Search to see if there is a fix pending for the port in the Problem
Report database. If so, implementing the
proposed fix may fix the issue.





		Ask the maintainer of the port for help. Type make maintainer in
the ports skeleton or read the port’s Makefile to find the
maintainer’s email address. Remember to include the $FreeBSD:
line from the port’s Makefile and the output leading up to the
error in the email to the maintainer.



Note


Some ports are not maintained by an individual but instead by a
mailing list.
Many, but not all, of these addresses look like
freebsd-listname@FreeBSD.org. Take this into account when sending
an email.


In particular, ports shown as maintained by ports@FreeBSD.org are
not maintained by a specific individual. Instead, any fixes and
support come from the general community who subscribe to that
mailing list. More volunteers are always needed!






If there is no response to the email, use Bugzilla to submit a bug
report using the instructions in Writing OS Problem
Reports.





		Fix it! The Porter’s
Handbook includes
detailed information on the ports infrastructure so that you can fix
the occasional broken port or even submit your own!





		Install the package instead of the port using the instructions in ?.
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This page documents, for those with accounts on the FreeBSD.org network,
just what machine resources are currently available and the sorts of
jobs they are being provided for.


For a list of SSH host keys and their fingerprints for the public
FreeBSD.org machines, please see this file.



Developer FreeBSD.org hosts


These systems are available for FreeBSD developer / committer use.
Reference systems can be used for build tests etc.










		Host
		OS
		Type
		Purpose





		eris
		10-STABLE
		ia64
		Reference machine.



		flame
		10-STABLE
		sparc64
		Reference machine.



		freefall
		11-CURRENT
		amd64
		Shell Logins.



		pluto
		10-STABLE
		ia64
		Reference machine.



		ref[10|9|8]-amd64
		X-STABLE
		amd64
		Reference machine.



		ref[11|10]-i386
		X-STABLE
		i386
		Reference machine.










Administrative FreeBSD.org hosts


These systems perform various administrative services. Most have
restricted access.








		Host
		Purpose





		ftp-master
		FTP Master (stage server).



		skunkworks
		Perforce server.



		svn
		Subversion master repository.










Ports building cluster


The ports building cluster is primarily managed by the Ports Management
team (portmgr).








		Host
		Purpose





		beefy[1-8]
		Package building machines










Hardware configurations








		Host
		Hardware





		freefall
		Check dmesg(8).



		ref[8-11]-amd64
		Check dmesg(8).



		ref[10-11]-i386
		Check dmesg(8).







Machines are generally connected at 1Gbit/sec full-duplex to a dedicated
switch with redundant gigabit uplinks. All systems have logged serial
consoles and remote power management.





Administrative Policies


If the machine in question is “owned” by someone specific, please direct
queries to them first when asking about administrative issues, this
includes changes to user accounts or filesystem layout.


All new user accounts must be cleared with the admin staff, and are
given only to FreeBSD developers, either in the docs, ports or general
src hacking category. Accounts may be given to non-project developers if
they have a specific need to test something of a truly experimental
nature and need access to a FreeBSD machine for the purpose. See New
Account Creation Procedure page for details on new
accounts. Accounts are not given to the general public for “vanity
domain” mail or other such uses. It would be a waste of time to ask.
Thanks.


FreeBSD Internal Home
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Obtaining OS





CD and DVD Sets


OS CD and DVD sets are available from several online retailers:



		OS Mall, Inc.
2420 Sand Creek Rd C-1 #347
Brentwood
,
CA
94513
USA
Phone:
+1 925 240-6652
Fax:
+1 925 674-0821
Email:
info@freebsdmall.com
WWW:
http://www.freebsdmall.com/


		Getlinux
78 Rue de la Croix Rochopt
Épinay-sous-Sénart
91860
France
Email:
contact@getlinux.fr
WWW:
http://www.getlinux.fr/


		Dr. Hinner EDV
Kochelseestr. 11
D-81371
München
Germany
Phone:
(0177) 428 419 0
Email:
infow@hinner.de
WWW:
http://www.hinner.de/linux/freebsd.html


		Linux Center
Galernaya Street, 55
Saint-Petersburg
190000
Russia
Phone:
+7-812-309-06-86
Email:
info@linuxcenter.ru
WWW:
http://linuxcenter.ru/shop/freebsd








FTP Sites


The official sources for OS are available via anonymous FTP from a
worldwide set of mirror sites. The site
ftp://ftp.FreeBSD.org/pub/FreeBSD/ is available via HTTP and FTP. It is
made up of many machines operated by the project cluster administrators
and behind GeoDNS to direct users to the closest available mirror.


Additionally, OS is available via anonymous FTP from the following
mirror sites. If you choose to obtain OS via anonymous FTP, please try
to use a site near you. The mirror sites listed as “Primary Mirror
Sites” typically have the entire OS archive (all the currently available
versions for each of the architectures) but you will probably have
faster download times from a site that is in your country or region. The
regional sites carry the most recent versions for the most popular
architecture(s) but might not carry the entire OS archive. All sites
provide access via anonymous FTP but some sites also provide access via
other methods. The access methods available for each site are provided
in parentheses after the hostname.


CHAP.MIRRORS.FTP.INDEX.INC CHAP.MIRRORS.LASTMOD.INC CHAP.MIRRORS.FTP.INC
Using CTM
=========


CTM
CTM is a method for keeping a remote directory tree in sync with a
central one. It is built into OS and can be used to synchronize a system
with OS’s source repositories. It supports synchronization of an entire
repository or just a specified set of branches.


CTM is specifically designed for use on lousy or non-existent TCP/IP
connections and provides the ability for changes to be automatically
sent by email. It requires the user to obtain up to three deltas per day
for the most active branches. Update sizes are always kept as small as
possible and are typically less than 5K. About one in very ten updates
is 10-50K in size, and there will occasionally be an update larger than
100K+.


When using CTM to track OS development, refer to the caveats related to
working directly from the development sources rather than a pre-packaged
release. These are discussed in Tracking a Development
Branch.


Little documentation exists on the process of creating deltas or using
CTM for other purposes. Contact the A.CTM-USERS.NAME mailing list for
answers to questions on using CTM.



Getting Deltas


The “deltas” used by CTM can be obtained either through anonymous FTP or
email.


FTP deltas can be obtained from the following mirror sites. When using
anonymous FTP to obtain CTM deltas, select a mirror that is
geographically nearby. In case of problems, contact the A.CTM-USERS.NAME
mailing list.



		California, Bay Area, official source


		
		ftp://ftp.FreeBSD.org/pub/FreeBSD/development/CTM/


		ftp://ftp.FreeBSD.org/pub/FreeBSD/CTM/








		South Africa, backup server for old deltas


		
		ftp://ftp.za.FreeBSD.org/pub/FreeBSD/CTM/








		Taiwan/R.O.C.


		
		ftp://ctm.tw.FreeBSD.org/pub/FreeBSD/development/CTM/


		ftp://ctm2.tw.FreeBSD.org/pub/FreeBSD/development/CTM/


		ftp://ctm3.tw.FreeBSD.org/pub/FreeBSD/development/CTM/











To instead receive deltas through email, subscribe to one of the
ctm-src distribution lists available from
http://lists.freebsd.org/mailman/listinfo. For example,
A.CTM-SRC-CUR.NAME supports the head development branch and
A.CTM-SRC-9.NAME supports the 9.X release branch.


As CTM updates arrive through email, use ctm_rmail to unpack and
apply them. This command can be run directly from an entry in
/etc/aliases in order to automate this process. Refer to
MAN.CTM.RMAIL.1 for more details.



Note


Regardless of the method which is used to get deltas, CTM users
should subscribe to the A.CTM-ANNOUNCE.NAME mailing list as this is
the only mechanism by which CTM announcements are posted.









CTM Usage


Before CTM deltas can be used for the first time, a starting point must
be produced.


One method is to apply a “starter” delta to an empty directory. A
starter delta can be recognized by the XEmpty in its name, such as
src-cur.3210XEmpty.gz. The designation following the X
corresponds to the origin of the initial “seed”, where Empty is an
empty directory. As a rule, a base transition from Empty is produced
every 100 deltas. Be aware that starter deltas are large and 70 to 80
Megabytes of gzip‘d data is common for the XEmpty deltas.


Another method is to copy or extract an initial source from a RELEASE
media as this can save a significant transfer of data from the Internet.


Once a base delta has been created, apply all deltas with higher
numbers. To apply the deltas:


PROMPT.ROOT cd /directory/to/store/the/stuff
PROMPT.ROOT ctm -v -v /directory/which/stores/the/deltas/src-xxx.*






Multiple deltas can be applied with a single command as they will be
processed one at a time and any deltas that are already applied will be
ignored. CTM understands gzip compressed deltas, which saves disk
space.


To verify a delta without applying it, include -c in the command
line. CTM will not actually modify the local tree but will instead
verify the integrity of the delta to see if it would apply cleanly.
Refer to MAN.CTM.1 for more information about available options and an
overview of the process CTM uses when applying deltas.


To keep the local source tree up-to-date, every time a new delta becomes
available, apply it through CTM.


Once applied, it is recommended to not delete the deltas if it is a
burden to download them again. This way, a local copy is available in
case it is needed for future disaster recovery.





Keeping Local Changes


Developers often experiment with and change files in their local source
tree. CTM supports local modifications in a limited way: before checking
for the presence of a file, it first looks for a file with the same name
and a .ctm extension. If this file exists, CTM will operate on it
instead of the original filename.


This behavior provides a simple way to maintain local changes. Before
modifying a file, make a copy with a .ctm suffix. Make any changes
to the original filename, knowing that CTM will only apply updates to
the file with the .ctm suffix.





Other CTM Options



		Finding Out Exactly What Would Be Touched by an Update


		To determine the list of changes that CTM will make to the local
source repository, use -l. This option is useful for creating
logs of the changes or when performing pre- or post-processing on
any of the modified files.


		Making Backups Before Updating


		To backup all of the files that would be changed by a CTM update,
specify ``-B



backup-file``. This option tells CTM to backup all files



touched by the applied CTM delta to backup-file.





		Restricting the Files Touched by an Update


		To restrict the scope of a given CTM update, or to extract just a
few files from a sequence of deltas, filtering regular expressions
can be specified using -e, which specifies which files to
process, or -x, which specifies which files to ignore.


For example, to extract an up-to-date copy of lib/libc/Makefile
from a collection of saved CTM deltas:


PROMPT.ROOT cd /directory/to/extract/to/
PROMPT.ROOT ctm -e '^lib/libc/Makefile' /directory/which/stores/the/deltas/src-xxx.*






For every file specified in a CTM delta, -e and -x are
applied in the order given on the command line. A file is processed
by CTM only if it is marked as eligible after all -e and -x
options are applied.













Using Subversion


Subversion
Introduction
————


As of July 2012, OS uses Subversion as the primary version control
system for storing all of OS’s source code, documentation, and the Ports
Collection.



Note


Subversion is generally a developer tool. Most users should use
freebsd-update (?) to update the OS base system, and
portsnap (?) to update the OS Ports Collection.






This chapter demonstrates how to install Subversion on a OS system and
then use it to create a local copy of a OS repository. It includes a
list of the available OS Subversion mirrors and resources to additional
information on how to use Subversion.



Installation


Subversion must be installed before it can be used to check out the
contents of any of the repositories. If a copy of the ports tree is
already present, one can install Subversion like this:


PROMPT.ROOT cd /usr/ports/devel/subversion
PROMPT.ROOT make install clean






If the ports tree is not available, Subversion can be installed as a
package:


PROMPT.ROOT pkg install devel/subversion









Running Subversion


The svn command is used to fetch a clean copy of the sources into a
local directory. The files in this directory are called a local working
copy.



Warning


Move or delete the local directory before using ``checkout``.


Checkout over an existing non-svn directory can cause
conflicts between the existing files and those brought in from the
repository.






Subversion uses URLs to designate a repository, taking the form of
protocol://hostname/path. Mirrors may support different protocols as
specified below. The first component of the path is the OS repository to
access. There are three different repositories, base for the OS base
system source code, ports for the Ports Collection, and doc for
documentation. For example, the URL
svn://svn0.us-east.FreeBSD.org/ports/head/ specifies the main branch
of the ports repository on the svn0.us-east.FreeBSD.org mirror, using
the svn protocol.


A checkout from a given repository is performed with a command like
this:


PROMPT.ROOT svn checkout svn-mirror/repository/branch lwcdir






where:



		svn-mirror is a URL for one of the Subversion mirror
sites.


		repository is one of the Project repositories, i.e., base,
ports, or doc.


		branch depends on the repository used. ports and doc are
mostly updated in the head branch, while base maintains the
latest version of -CURRENT under head and the respective latest
versions of the -STABLE branches under stable/8 (for 8.x),
stable/9 (9.x) and stable/10 (10.x).


		lwcdir is the target directory where the contents of the specified
branch should be placed. This is usually /usr/ports for
ports, /usr/src for base, and /usr/doc for doc.





This example checks out the Ports Collection from the western US
repository using the HTTPS protocol, placing the local working copy in
/usr/ports. If /usr/ports is already present but was not created
by svn, remember to rename or delete it before the checkout.


PROMPT.ROOT svn checkout https://svn0.us-west.FreeBSD.org/ports/head /usr/ports






Because the initial checkout has to download the full branch of the
remote repository, it can take a while. Please be patient.


After the initial checkout, the local working copy can be updated by
running:


PROMPT.ROOT svn update lwcdir






To update /usr/ports created in the example above, use:


PROMPT.ROOT svn update /usr/ports






The update is much quicker than a checkout, only transferring files that
have changed.


An alternate way of updating the local working copy after checkout is
provided by the Makefile in the /usr/ports, /usr/src, and
/usr/doc directories. Set SVN_UPDATE and use the update target.
For example, to update /usr/src:


PROMPT.ROOT cd /usr/src
PROMPT.ROOT make update SVN_UPDATE=yes









Subversion Mirror Sites


Subversion Repository
Mirror Sites
All mirrors carry all repositories.


The master OS Subversion server, svn.FreeBSD.org, is publicly
accessible, read-only. That may change in the future, so users are
encouraged to use one of the official mirrors. To view the OS Subversion
repositories through a browser, use http://svnweb.FreeBSD.org/.



Note


The OS Subversion mirror network is still in its early days, and
will likely change. Do not count on this list of mirrors being
static. In particular, the SSL certificates of the servers will
likely change at some point.














		Name
		Prot
ocol
s
		Location
		SSL Fingerprint





		svn0.us-west.
FreeBSD.org
		sv
n,
``h
ttp
` <h
ttp:
//sv
n0.u
s-we
st.F
reeB
SD.o
rg/>
__,
```h
ttps
` <
http
s://
svn0
.us-
west
.Fre
eBSD
.org
/>`_
_
		USA,
Californi
a
		SHA1
1C:BD:85:95:11:9F:EB:75:A5:4B:C8:A3:FE:08:E
4:02:73:06:1E:61



		svn0.us-east.
FreeBSD.org
		sv
n,
``h
ttp
` <h
ttp:
//sv
n0.u
s-ea
st.F
reeB
SD.o
rg/>
__,
```h
ttps
` <
http
s://
svn0
.us-
east
.Fre
eBSD
.org
/>`_
_,
``rs
ync`
`
		USA, New
Jersey
		SHA1
1C:BD:85:95:11:9F:EB:75:A5:4B:C8:A3:FE:08:E
4:02:73:06:1E:61



		svn0.eu.FreeB
SD.org
		sv
n,
``h
ttp
` <h
ttp:
//sv
n0.e
u.Fr
eeBS
D.or
g/>`
__,
``h
ttps
` <
http
s://
svn0
.eu.
Free
BSD.
org/
>`__
,
``rs
ync`
`
		Europe,
UK
		SHA1
98:22:1F:B0:CF:20:ED:3F:5D:05:38:AB:50:F1:4
7:53:3C:6B:14:6A



		svn0.ru.FreeB
SD.org
		sv
n,
``h
ttp
` <h
ttp:
//sv
n0.r
u.Fr
eeBS
D.or
g/>`
__,
``h
ttps
` <
http
s://
svn0
.ru.
Free
BSD.
org/
>`__
,
``rs
ync`
`
		Russia,
Moscow
		SHA1
F6:44:AA:B9:03:89:0E:3E:8C:4D:4D:14:F0:27:E
6:C7:C1:8B:17:C5







HTTPS is the preferred protocol, providing protection against another
computer pretending to be the OS mirror (commonly known as a “man in the
middle” attack) or otherwise trying to send bad content to the end user.


On the first connection to an HTTPS mirror, the user will be asked to
verify the server fingerprint:


Error validating server certificate for 'https://svn0.us-west.freebsd.org:443':
 - The certificate is not issued by a trusted authority. Use the
   fingerprint to validate the certificate manually!
 - The certificate hostname does not match.
Certificate information:
 - Hostname: svnmir.ysv.FreeBSD.org
 - Valid: from Jul 29 22:01:21 2013 GMT until Dec 13 22:01:21 2040 GMT
 - Issuer: clusteradm, FreeBSD.org, (null), CA, US (clusteradm@FreeBSD.org)
 - Fingerprint: 1C:BD:85:95:11:9F:EB:75:A5:4B:C8:A3:FE:08:E4:02:73:06:1E:61
(R)eject, accept (t)emporarily or accept (p)ermanently?






Compare the fingerprint shown to those listed in the table above. If the
fingerprint matches, the server security certificate can be accepted
temporarily or permanently. A temporary certificate will expire after a
single session with the server, and the verification step will be
repeated on the next connection. Accepting the certificate permanently
will store the authentication credentials in ~/.subversion/auth/ and
the user will not be asked to verify the fingerprint again until the
certificate expires.


If https cannot be used due to firewall or other problems, svn
is the next choice, with slightly faster transfers. When neither can be
used, use http.





For More Information


For other information about using Subversion, please see the “Subversion
Book”, titled Version Control with
Subversion [http://svnbook.red-bean.com/], or the Subversion
Documentation [http://subversion.apache.org/docs/].







Using rsync


The following sites make OS available through the rsync protocol. The
rsync utility works in much the same way as the MAN.RCP.1 command, but
has more options and uses the rsync remote-update protocol which
transfers only the differences between two sets of files, thus greatly
speeding up the synchronization over the network. This is most useful if
you are a mirror site for the OS FTP server, or the CVS repository. The
rsync suite is available for many operating systems, on OS, see the
net/rsync port or use the package.



		Czech Republic


		rsync://ftp.cz.FreeBSD.org/


Available collections:



		ftp: A partial mirror of the OS FTP server.


		OS: A full mirror of the OS FTP server.








		Netherlands


		rsync://ftp.nl.FreeBSD.org/


Available collections:



		OS: A full mirror of the OS FTP server.








		Russia


		rsync://ftp.mtu.ru/


Available collections:



		OS: A full mirror of the OS FTP server.


		OS-Archive: The mirror of OS Archive FTP server.








		Sweden


		rsync://ftp4.se.freebsd.org/


Available collections:



		OS: A full mirror of the OS FTP server.








		Taiwan


		rsync://ftp.tw.FreeBSD.org/


rsync://ftp2.tw.FreeBSD.org/


rsync://ftp6.tw.FreeBSD.org/


Available collections:



		OS: A full mirror of the OS FTP server.








		United Kingdom


		rsync://rsync.mirrorservice.org/


Available collections:



		ftp.freebsd.org: A full mirror of the OS FTP server.








		United States of America


		rsync://ftp-master.FreeBSD.org/


This server may only be used by OS primary mirror sites.


Available collections:



		OS: The master archive of the OS FTP server.


		acl: The OS master ACL list.





rsync://ftp13.FreeBSD.org/


Available collections:



		OS: A full mirror of the OS FTP server.
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Committers



		All core members vote “yes”, “no” or “no objection”.


		Successful candidates must get at least one yes vote.


		Successful candidates must not get any ‘no’ votes.


		At least three people must vote.


		Voting period is normally 1 week, or ending sooner when the result is
certain.


		Core secretary to deal with the details of voting, notification, etc.








Personnel



		All core members vote “yes” or “no”.


		Successful candidates must get at least (2/3 * core-size) yes vote.


		At least (2/3 * core-size) people must vote, or the measure will
fail.


		Voting period is normally 1 week, or ending sooner when the result is
certain.


		Core secretary to deal with the details of voting, notification, etc.








Issues



		Discussion takes place.


		When a consensus resolution appears to have been reached, a vote on
that takes place.


		All core members vote “yes” or “no”.


		Successful resolutions must get at least (2/3 * core-size) yes vote.


		At least (2/3 * core-size) people must vote, or the measure will
fail.


		Voting period is normally 1 week, or ending sooner when the result is
certain.


		Core secretary to deal with the details of voting, notification, etc.








Without Objection



		Any core member may ask core, via email, if they can take some
mundane action, subject to a quick sanity check of the rest of core.


		If no one objects within 48 hours, then that person may proceed (or
sooner if (2/3 * core-size) members agree).


		If there are any objections, then it will be resolved via the issue
voting procedure.


		Core secretary may send the OK to proceed message, as the secretary
deems appropriate.





Any committer may also use this mechanism so long as at least one core
member says ‘yes’ and the previous paragraph is otherwise followed. It
is intended to be used for mundane matters that need a quick sanity
check, but don’t need a more heavy weight and deliberative process. It
is believed that the subset of core present for any given 48 period are
sufficient for both sanity checking mundane matters and recognizing
non-mundane matters that need to be handled via the issues voting
procedure.
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]>


The doceng@ team is a body to handle some of the meta-project issues
associated with the FreeBSD Documentation Project. The main
responsibilities of this team are:



		To grant approval for new documentation committers. Documentation
includes articles and books, website pages, manual pages, release
notes and translations of the above. There are two kinds of doc
commit bits: translator commit bit, which is limited to translations
in a particular language and full commit bit, which is only granted
to aspirants, who have shown enough English writing skills.


		To maintain the doc project primer, which documents best practices
for the FreeBSD Documentation Project.


		To manage the doc/ release process. This includes coordinating the
release documentation updates with the various translation teams,
coordinating with the release engineering team to tag the doc/ tree
during the release cycle, and documenting these procedures.


		To ensure that the generated documentation (PDF, HTML, etc.) on the
Web site and FTP site are up to date with respect to the versions of
the documents in the SVN tree. This includes making sure the Web site
build is functioning correctly, and also involves working with the
admin team to ensure that the primary Web server has all of the
requisite software installed (including build scripts).


		To act as MAINTAINER (when necessary) or to work in coordination with
existing MAINTAINERs, to ensure that the documentation toolchains
(DocBook, groff, etc.) are in good working order.


		To maintain the sanctity of the FreeBSD doc/ tree. Due to the
visibility of these files and documents to the outside world, doceng@
reserves the right to immediately backout (or fix without waiting for
response from the original committer) changes that introduce broken
links, cause the Web site build to break, or otherwise degrade the
accessibility of the FreeBSD Web site and documentation.


		To appoint and oversee a &os; Webmaster Team that carries out daily
maintenance of the Project web servers in collaboration with other
teams.





It is specifically noted here that doceng@ is not a conflict
resolution body for the FreeBSD Documentation Project. Discussion and
consensus on the freebsd-doc mailing list is how the project has
conducted itself, and how it is expected to conduct itself in the
future.



Current Membership


The current members of this team are &a.doceng.members;.





New Doc Committers


New doc committers are approved by doceng@ with a vote through email and
a two week timeout. A committer is approved if at least one doceng@
member votes yes, and no doceng@ members vote no. When a commit bit
proposal is accepted, doceng@ sends out an acceptance email to the
mentor and the new committer with core@ and accounts@ CC’ed.





Idle Doc Committers


Doc Committers that have not made a commit in 18 months will be
contacted by a doceng@ member and without a response after a delay of 2
weeks, these committers will be automatically removed from the access
file. In case of no response, doceng@ will also contact core@ about the
idle committers. Committers that wish to get back their commit bits will
have to reapply with the appropriate authority.
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PC Card


PC Card
CardBus
This chapter will talk about the FreeBSD mechanisms for writing a device
driver for a PC Card or CardBus device. However, at present it just
documents how to add a new device to an existing pccard driver.





Adding a Device


Device drivers know what devices they support. There is a table of
supported devices in the kernel that drivers use to attach to a device.



Overview


CIS
PC Cards are identified in one of two ways, both based on the Card
Information Structure (CIS) stored on the card. The first method is to
use numeric manufacturer and product numbers. The second method is to
use the human readable strings that are also contained in the CIS. The
PC Card bus uses a centralized database and some macros to facilitate a
design pattern to help the driver writer match devices to his driver.


Original equipment manufacturers (OEMs) often develop a reference design
for a PC Card product, then sell this design to other companies to
market. Those companies refine the design, market the product to their
target audience or geographic area, and put their own name plate onto
the card. The refinements to the physical card are typically very minor,
if any changes are made at all. To strengthen their brand, these vendors
place their company name in the human readable strings in the CIS space,
but leave the manufacturer and product IDs unchanged.


NetGear
Linksys
D-Link
Because of this practice, FreeBSD drivers usually rely on numeric IDs
for device identification. Using numeric IDs and a centralized database
complicates adding IDs and support for cards to the system. One must
carefully check to see who really made the card, especially when it
appears that the vendor who made the card might already have a different
manufacturer ID listed in the central database. Linksys, D-Link, and
NetGear are a number of US manufacturers of LAN hardware that often sell
the same design. These same designs can be sold in Japan under names
such as Buffalo and Corega. Often, these devices will all have the same
manufacturer and product IDs.


The PC Card bus code keeps a central database of card information, but
not which driver is associated with them, in
/sys/dev/pccard/pccarddevs. It also provides a set of macros that
allow one to easily construct simple entries in the table the driver
uses to claim devices.


Finally, some really low end devices do not contain manufacturer
identification at all. These devices must be detected by matching the
human readable CIS strings. While it would be nice if we did not need
this method as a fallback, it is necessary for some very low end CD-ROM
players and Ethernet cards. This method should generally be avoided, but
a number of devices are listed in this section because they were added
prior to the recognition of the OEM nature of the PC Card business. When
adding new devices, prefer using the numeric method.





Format of pccarddevs


There are four sections in the pccarddevs files. The first section
lists the manufacturer numbers for vendors that use them. This section
is sorted in numerical order. The next section has all of the products
that are used by these vendors, along with their product ID numbers and
a description string. The description string typically is not used
(instead we set the device’s description based on the human readable
CIS, even if we match on the numeric version). These two sections are
then repeated for devices that use the string matching method. Finally,
C-style comments enclosed in /* and */ characters are allowed
anywhere in the file.


The first section of the file contains the vendor IDs. Please keep this
list sorted in numeric order. Also, please coordinate changes to this
file because we share it with NetBSD to help facilitate a common
clearing house for this information. For example, here are the first few
vendor IDs:


vendor FUJITSU            0x0004  Fujitsu Corporation
vendor NETGEAR_2        0x000b  Netgear
vendor PANASONIC        0x0032  Matsushita Electric Industrial Co.
vendor SANDISK          0x0045  Sandisk Corporation






Chances are very good that the NETGEAR_2 entry is really an OEM that
NETGEAR purchased cards from and the author of support for those cards
was unaware at the time that Netgear was using someone else’s ID. These
entries are fairly straightforward. The vendor keyword denotes the kind
of line that this is, followed by the name of the vendor. This name will
be repeated later in pccarddevs, as well as used in the driver’s
match tables, so keep it short and a valid C identifier. A numeric ID in
hex identifies the manufacturer. Do not add IDs of the form
0xffffffff or 0xffff because these are reserved IDs (the former
is “no ID set” while the latter is sometimes seen in extremely poor
quality cards to try to indicate “none”). Finally there is a string
description of the company that makes the card. This string is not used
in FreeBSD for anything but commentary purposes.


The second section of the file contains the products. As shown in this
example, the format is similar to the vendor lines:


/* Allied Telesis K.K. */
product ALLIEDTELESIS LA_PCM    0x0002 Allied Telesis LA-PCM

/* Archos */
product ARCHOS ARC_ATAPI    0x0043 MiniCD






The product keyword is followed by the vendor name, repeated from
above. This is followed by the product name, which is used by the driver
and should be a valid C identifier, but may also start with a number. As
with the vendors, the hex product ID for this card follows the same
convention for 0xffffffff and 0xffff. Finally, there is a string
description of the device itself. This string typically is not used in
FreeBSD, since FreeBSD’s pccard bus driver will construct a string from
the human readable CIS entries, but it can be used in the rare cases
where this is somehow insufficient. The products are in alphabetical
order by manufacturer, then numerical order by product ID. They have a C
comment before each manufacturer’s entries and there is a blank line
between entries.


The third section is like the previous vendor section, but with all of
the manufacturer numeric IDs set to -1, meaning “match anything
found” in the FreeBSD pccard bus code. Since these are C identifiers,
their names must be unique. Otherwise the format is identical to the
first section of the file.


The final section contains the entries for those cards that must be
identified by string entries. This section’s format is a little
different from the generic section:


product ADDTRON AWP100        { "Addtron", "AWP-100&spWireless&spPCMCIA", "Version&sp01.02", NULL }
product ALLIEDTELESIS WR211PCM  { "Allied&spTelesis&spK.K.", "WR211PCM", NULL, NULL } Allied Telesis WR211PCM






The familiar product keyword is followed by the vendor name and the
card name, just as in the second section of the file. Here the format
deviates from that used earlier. There is a {} grouping, followed by a
number of strings. These strings correspond to the vendor, product, and
extra information that is defined in a CIS_INFO tuple. These strings
are filtered by the program that generates pccarddevs.h to replace
&sp with a real space. NULL strings mean that the corresponding part of
the entry should be ignored. The example shown here contains a bad
entry. It should not contain the version number unless that is critical
for the operation of the card. Sometimes vendors will have many
different versions of the card in the field that all work, in which case
that information only makes it harder for someone with a similar card to
use it with FreeBSD. Sometimes it is necessary when a vendor wishes to
sell many different parts under the same brand due to market
considerations (availability, price, and so forth). Then it can be
critical to disambiguating the card in those rare cases where the vendor
kept the same manufacturer/product pair. Regular expression matching is
not available at this time.





Sample Probe Routine


PC Card
probe
To understand how to add a device to the list of supported devices, one
must understand the probe and/or match routines that many drivers have.
It is complicated a little in FreeBSD 5.x because there is a
compatibility layer for OLDCARD present as well. Since only the
window-dressing is different, an idealized version will be presented
here.


static const struct pccard_product wi_pccard_products[] = {
    PCMCIA_CARD(3COM, 3CRWE737A, 0),
    PCMCIA_CARD(BUFFALO, WLI_PCM_S11, 0),
    PCMCIA_CARD(BUFFALO, WLI_CF_S11G, 0),
    PCMCIA_CARD(TDK, LAK_CD011WL, 0),
    { NULL }
};

static int
wi_pccard_probe(dev)
    device_t    dev;
{
    const struct pccard_product *pp;

    if ((pp = pccard_product_lookup(dev, wi_pccard_products,
        sizeof(wi_pccard_products[0]), NULL)) != NULL) {
        if (pp->pp_name != NULL)
            device_set_desc(dev, pp->pp_name);
        return (0);
    }
    return (ENXIO);
}






Here we have a simple pccard probe routine that matches a few devices.
As stated above, the name may vary (if it is not foo_pccard_probe()
it will be foo_pccard_match()). The function
pccard_product_lookup() is a generalized function that walks the
table and returns a pointer to the first entry that it matches. Some
drivers may use this mechanism to convey additional information about
some cards to the rest of the driver, so there may be some variance in
the table. The only requirement is that each row of the table must have
a struct pccard_product as the first element.


Looking at the table wi_pccard_products, one notices that all the
entries are of the form ``PCMCIA_CARD(foo,



bar,
baz)``. The foo part is the manufacturer ID from pccarddevs.



The bar part is the product ID. baz is the expected function number for
this card. Many pccards can have multiple functions, and some way to
disambiguate function 1 from function 0 is needed. You may see
PCMCIA_CARD_D, which includes the device description from
pccarddevs. You may also see PCMCIA_CARD2 and PCMCIA_CARD2_D
which are used when you need to match both CIS strings and manufacturer
numbers, in the “use the default description” and “take the description
from pccarddevs” flavors.





Putting it All Together


To add a new device, one must first obtain the identification
information from the device. The easiest way to do this is to insert the
device into a PC Card or CF slot and issue devinfo -v. Sample
output:


cbb1 pnpinfo vendor=0x104c device=0xac51 subvendor=0x1265 subdevice=0x0300 class=0x060700 at slot=10 function=1
  cardbus1
  pccard1
    unknown pnpinfo manufacturer=0x026f product=0x030c cisvendor="BUFFALO" cisproduct="WLI2-CF-S11" function_type=6 at function=0






manufacturer and product are the numeric IDs for this product,
while cisvendor and cisproduct are the product description
strings from the CIS.


Since we first want to prefer the numeric option, first try to construct
an entry based on that. The above card has been slightly fictionalized
for the purpose of this example. The vendor is BUFFALO, which we see
already has an entry:


vendor BUFFALO            0x026f  BUFFALO (Melco Corporation)






But there is no entry for this particular card. Instead we find:


/* BUFFALO */
product BUFFALO WLI_PCM_S11 0x0305  BUFFALO AirStation 11Mbps WLAN
product BUFFALO LPC_CF_CLT  0x0307  BUFFALO LPC-CF-CLT
product BUFFALO LPC3_CLT    0x030a  BUFFALO LPC3-CLT Ethernet Adapter
product BUFFALO WLI_CF_S11G 0x030b  BUFFALO AirStation 11Mbps CF WLAN






To add the device, we can just add this entry to pccarddevs:


product BUFFALO WLI2_CF_S11G  0x030c  BUFFALO AirStation ultra 802.11b CF






Once these steps are complete, the card can be added to the driver. That
is a simple operation of adding one line:


static const struct pccard_product wi_pccard_products[] = {
    PCMCIA_CARD(3COM, 3CRWE737A, 0),
    PCMCIA_CARD(BUFFALO, WLI_PCM_S11, 0),
    PCMCIA_CARD(BUFFALO, WLI_CF_S11G, 0),
+   PCMCIA_CARD(BUFFALO, WLI_CF2_S11G, 0),
    PCMCIA_CARD(TDK, LAK_CD011WL, 0),
    { NULL }
};






Note that I have included a ‘+‘ in the line before the line that I
added, but that is simply to highlight the line. Do not add it to the
actual driver. Once you have added the line, you can recompile your
kernel or module and test it. If the device is recognized and works,
please submit a patch. If it does not work, please figure out what is
needed to make it work and submit a patch. If the device is not
recognized at all, you have done something wrong and should recheck each
step.


If you are a FreeBSD src committer, and everything appears to be
working, then you can commit the changes to the tree. However, there are
some minor tricky things to be considered. pccarddevs must be
committed to the tree first. Then pccarddevs.h must be regenerated
and committed as a second step, ensuring that the right $FreeBSD$ tag is
in the latter file. Finally, commit the additions to the driver.





Submitting a New Device


Please do not send entries for new devices to the author directly.
Instead, submit them as a PR and send the author the PR number for his
records. This ensures that entries are not lost. When submitting a PR,
it is unnecessary to include the pccardevs.h diffs in the patch,
since those will be regenerated. It is necessary to include a
description of the device, as well as the patches to the client driver.
If you do not know the name, use OEM99 as the name, and the author will
adjust OEM99 accordingly after investigation. Committers should not
commit OEM99, but instead find the highest OEM entry and commit one more
than that.
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MAC Documentation Copyright


This documentation was developed for the FreeBSD Project by Chris
Costello at Safeport Network Services and Network Associates
Laboratories, the Security Research Division of Network Associates, Inc.
under DARPA/SPAWAR contract N66001-01-C-8035 (“CBOSS”), as part of the
DARPA CHATS research program.


Redistribution and use in source (SGML DocBook) and ‘compiled’ forms
(SGML, HTML, PDF, PostScript, RTF and so forth) with or without
modification, are permitted provided that the following conditions are
met:



		Redistributions of source code (SGML DocBook) must retain the above
copyright notice, this list of conditions and the following
disclaimer as the first lines of this file unmodified.





		Redistributions in compiled form (transformed to other DTDs,
converted to PDF, PostScript, RTF and other formats) must reproduce
the above copyright notice, this list of conditions and the following
disclaimer in the documentation and/or other materials provided with
the distribution.



Important


THIS DOCUMENTATION IS PROVIDED BY THE NETWORKS ASSOCIATES
TECHNOLOGY, INC “AS IS” AND ANY EXPRESS OR IMPLIED WARRANTIES,
INCLUDING, BUT NOT LIMITED TO, THE IMPLIED WARRANTIES OF
MERCHANTABILITY AND FITNESS FOR A PARTICULAR PURPOSE ARE DISCLAIMED.
IN NO EVENT SHALL NETWORKS ASSOCIATES TECHNOLOGY, INC BE LIABLE FOR
ANY DIRECT, INDIRECT, INCIDENTAL, SPECIAL, EXEMPLARY, OR
CONSEQUENTIAL DAMAGES (INCLUDING, BUT NOT LIMITED TO, PROCUREMENT OF
SUBSTITUTE GOODS OR SERVICES; LOSS OF USE, DATA, OR PROFITS; OR
BUSINESS INTERRUPTION) HOWEVER CAUSED AND ON ANY THEORY OF
LIABILITY, WHETHER IN CONTRACT, STRICT LIABILITY, OR TORT (INCLUDING
NEGLIGENCE OR OTHERWISE) ARISING IN ANY WAY OUT OF THE USE OF THIS
DOCUMENTATION, EVEN IF ADVISED OF THE POSSIBILITY OF SUCH DAMAGE.















Synopsis


FreeBSD includes experimental support for several mandatory access
control policies, as well as a framework for kernel security
extensibility, the TrustedBSD MAC Framework. The MAC Framework is a
pluggable access control framework, permitting new security policies to
be easily linked into the kernel, loaded at boot, or loaded dynamically
at run-time. The framework provides a variety of features to make it
easier to implement new security policies, including the ability to
easily tag security labels (such as confidentiality information) onto
system objects.


This chapter introduces the MAC policy framework and provides
documentation for a sample MAC policy module.





Introduction


The TrustedBSD MAC framework provides a mechanism to allow the
compile-time or run-time extension of the kernel access control model.
New system policies may be implemented as kernel modules and linked to
the kernel; if multiple policy modules are present, their results will
be composed. The MAC Framework provides a variety of access control
infrastructure services to assist policy writers, including support for
transient and persistent policy-agnostic object security labels. This
support is currently considered experimental.


This chapter provides information appropriate for developers of policy
modules, as well as potential consumers of MAC-enabled environments, to
learn about how the MAC Framework supports access control extension of
the kernel.





Policy Background


Mandatory Access Control (MAC), refers to a set of access control
policies that are mandatorily enforced on users by the operating system.
MAC policies may be contrasted with Discretionary Access Control (DAC)
protections, by which non-administrative users may (at their discretion)
protect objects. In traditional UNIX systems, DAC protections include
file permissions and access control lists; MAC protections include
process controls preventing inter-user debugging and firewalls. A
variety of MAC policies have been formulated by operating system
designers and security researches, including the Multi-Level Security
(MLS) confidentiality policy, the Biba integrity policy, Role-Based
Access Control (RBAC), Domain and Type Enforcement (DTE), and Type
Enforcement (TE). Each model bases decisions on a variety of factors,
including user identity, role, and security clearance, as well as
security labels on objects representing concepts such as data
sensitivity and integrity.


The TrustedBSD MAC Framework is capable of supporting policy modules
that implement all of these policies, as well as a broad class of system
hardening policies, which may use existing security attributes, such as
user and group IDs, as well as extended attributes on files, and other
system properties. In addition, despite the name, the MAC Framework can
also be used to implement purely discretionary policies, as policy
modules are given substantial flexibility in how they authorize
protections.





MAC Framework Kernel Architecture


The TrustedBSD MAC Framework permits kernel modules to extend the
operating system security policy, as well as providing infrastructure
functionality required by many access control modules. If multiple
policies are simultaneously loaded, the MAC Framework will usefully (for
some definition of useful) compose the results of the policies.



Kernel Elements


The MAC Framework contains a number of kernel elements:



		Framework management interfaces


		Concurrency and synchronization primitives.


		Policy registration


		Extensible security label for kernel objects


		Policy entry point composition operators


		Label management primitives


		Entry point API invoked by kernel services


		Entry point API to policy modules


		Entry points implementations (policy life cycle, object life
cycle/label management, access control checks).


		Policy-agnostic label-management system calls


		mac_syscall() multiplex system call


		Various security policies implemented as MAC policy modules








Framework Management Interfaces


The TrustedBSD MAC Framework may be directly managed using sysctl’s,
loader tunables, and system calls.


In most cases, sysctl’s and loader tunables of the same name modify the
same parameters, and control behavior such as enforcement of protections
relating to various kernel subsystems. In addition, if MAC debugging
support is compiled into the kernel, several counters will be maintained
tracking label allocation. It is generally advisable that per-subsystem
enforcement controls not be used to control policy behavior in
production environments, as they broadly impact the operation of all
active policies. Instead, per-policy controls should be preferred, as
they provide greater granularity and greater operational consistency for
policy modules.


Loading and unloading of policy modules is performed using the system
module management system calls and other system interfaces, including
boot loader variables; policy modules will have the opportunity to
influence load and unload events, including preventing undesired
unloading of the policy.





Policy List Concurrency and Synchronization


As the set of active policies may change at run-time, and the invocation
of entry points is non-atomic, synchronization is required to prevent
loading or unloading of policies while an entry point invocation is in
progress, freezing the set of active policies for the duration. This is
accomplished by means of a framework busy count: whenever an entry point
is entered, the busy count is incremented; whenever it is exited, the
busy count is decremented. While the busy count is elevated, policy list
changes are not permitted, and threads attempting to modify the policy
list will sleep until the list is not busy. The busy count is protected
by a mutex, and a condition variable is used to wake up sleepers waiting
on policy list modifications. One side effect of this synchronization
model is that recursion into the MAC Framework from within a policy
module is permitted, although not generally used.


Various optimizations are used to reduce the overhead of the busy count,
including avoiding the full cost of incrementing and decrementing if the
list is empty or contains only static entries (policies that are loaded
before the system starts, and cannot be unloaded). A compile-time option
is also provided which prevents any change in the set of loaded policies
at run-time, which eliminates the mutex locking costs associated with
supporting dynamically loaded and unloaded policies as synchronization
is no longer required.


As the MAC Framework is not permitted to block in some entry points, a
normal sleep lock cannot be used; as a result, it is possible for the
load or unload attempt to block for a substantial period of time waiting
for the framework to become idle.





Label Synchronization


As kernel objects of interest may generally be accessed from more than
one thread at a time, and simultaneous entry of more than one thread
into the MAC Framework is permitted, security attribute storage
maintained by the MAC Framework is carefully synchronized. In general,
existing kernel synchronization on kernel object data is used to protect
MAC Framework security labels on the object: for example, MAC labels on
sockets are protected using the existing socket mutex. Likewise,
semantics for concurrent access are generally identical to those of the
container objects: for credentials, copy-on-write semantics are
maintained for label contents as with the remainder of the credential
structure. The MAC Framework asserts necessary locks on objects when
invoked with an object reference. Policy authors must be aware of these
synchronization semantics, as they will sometimes limit the types of
accesses permitted on labels: for example, when a read-only reference to
a credential is passed to a policy via an entry point, only read
operations are permitted on the label state attached to the credential.





Policy Synchronization and Concurrency


Policy modules must be written to assume that many kernel threads may
simultaneously enter one more policy entry points due to the parallel
and preemptive nature of the FreeBSD kernel. If the policy module makes
use of mutable state, this may require the use of synchronization
primitives within the policy to prevent inconsistent views on that state
resulting in incorrect operation of the policy. Policies will generally
be able to make use of existing FreeBSD synchronization primitives for
this purpose, including mutexes, sleep locks, condition variables, and
counting semaphores. However, policies should be written to employ these
primitives carefully, respecting existing kernel lock orders, and
recognizing that some entry points are not permitted to sleep, limiting
the use of primitives in those entry points to mutexes and wakeup
operations.


When policy modules call out to other kernel subsystems, they will
generally need to release any in-policy locks in order to avoid
violating the kernel lock order or risking lock recursion. This will
maintain policy locks as leaf locks in the global lock order, helping to
avoid deadlock.





Policy Registration


The MAC Framework maintains two lists of active policies: a static list,
and a dynamic list. The lists differ only with regards to their locking
semantics: an elevated reference count is not required to make use of
the static list. When kernel modules containing MAC Framework policies
are loaded, the policy module will use SYSINIT to invoke a
registration function; when a policy module is unloaded, SYSINIT
will likewise invoke a de-registration function. Registration may fail
if a policy module is loaded more than once, if insufficient resources
are available for the registration (for example, the policy might
require labeling and insufficient labeling state might be available), or
other policy prerequisites might not be met (some policies may only be
loaded prior to boot). Likewise, de-registration may fail if a policy is
flagged as not unloadable.





Entry Points


Kernel services interact with the MAC Framework in two ways: they invoke
a series of APIs to notify the framework of relevant events, and they
provide a policy-agnostic label structure pointer in security-relevant
objects. The label pointer is maintained by the MAC Framework via label
management entry points, and permits the Framework to offer a labeling
service to policy modules through relatively non-invasive changes to the
kernel subsystem maintaining the object. For example, label pointers
have been added to processes, process credentials, sockets, pipes,
vnodes, Mbufs, network interfaces, IP reassembly queues, and a variety
of other security-relevant structures. Kernel services also invoke the
MAC Framework when they perform important security decisions, permitting
policy modules to augment those decisions based on their own criteria
(possibly including data stored in security labels). Most of these
security critical decisions will be explicit access control checks;
however, some affect more general decision functions such as packet
matching for sockets and label transition at program execution.





Policy Composition


When more than one policy module is loaded into the kernel at a time,
the results of the policy modules will be composed by the framework
using a composition operator. This operator is currently hard-coded, and
requires that all active policies must approve a request for it to
return success. As policies may return a variety of error conditions
(success, access denied, object does not exist, ...), a precedence
operator selects the resulting error from the set of errors returned by
policies. In general, errors indicating that an object does not exist
will be preferred to errors indicating that access to an object is
denied. While it is not guaranteed that the resulting composition will
be useful or secure, we have found that it is for many useful selections
of policies. For example, traditional trusted systems often ship with
two or more policies using a similar composition.





Labeling Support


As many interesting access control extensions rely on security labels on
objects, the MAC Framework provides a set of policy-agnostic label
management system calls covering a variety of user-exposed objects.
Common label types include partition identifiers, sensitivity labels,
integrity labels, compartments, domains, roles, and types. By policy
agnostic, we mean that policy modules are able to completely define the
semantics of meta-data associated with an object. Policy modules
participate in the internalization and externalization of string-based
labels provides by user applications, and can expose multiple label
elements to applications if desired.



		In-memory labels are stored in slab-allocated ``struct


		label``, which consists of a fixed-length array of unions, each





holding a void * pointer and a long. Policies registering for
label storage will be assigned a “slot” identifier, which may be used to
dereference the label storage. The semantics of the storage are left
entirely up to the policy module: modules are provided with a variety of
entry points associated with the kernel object life cycle, including
initialization, association/creation, and destruction. Using these
interfaces, it is possible to implement reference counting and other
storage models. Direct access to the object structure is generally not
required by policy modules to retrieve a label, as the MAC Framework
generally passes both a pointer to the object and a direct pointer to
the object’s label into entry points. The primary exception to this rule
is the process credential, which must be manually dereferenced to access
the credential label. This may change in future revisions of the MAC
Framework.


Initialization entry points frequently include a sleeping disposition
flag indicating whether or not an initialization is permitted to sleep;
if sleeping is not permitted, a failure may be returned to cancel
allocation of the label (and hence object). This may occur, for example,
in the network stack during interrupt handling, where sleeping is not
permitted, or while the caller holds a mutex. Due to the performance
cost of maintaining labels on in-flight network packets (Mbufs),
policies must specifically declare a requirement that Mbuf labels be
allocated. Dynamically loaded policies making use of labels must be able
to handle the case where their init function has not been called on an
object, as objects may already exist when the policy is loaded. The MAC
Framework guarantees that uninitialized label slots will hold a 0 or
NULL value, which policies may use to detect uninitialized values.
However, as allocation of Mbuf labels is conditional, policies must also
be able to handle a NULL label pointer for Mbufs if they have been
loaded dynamically.


In the case of file system labels, special support is provided for the
persistent storage of security labels in extended attributes. Where
available, extended attribute transactions are used to permit consistent
compound updates of security labels on vnodes–currently this support is
present only in the UFS2 file system. Policy authors may choose to
implement multilabel file system object labels using one (or more)
extended attributes. For efficiency reasons, the vnode label
(v_label) is a cache of any on-disk label; policies are able to load
values into the cache when the vnode is instantiated, and update the
cache as needed. As a result, the extended attribute need not be
directly accessed with every access control check.



Note


Currently, if a labeled policy permits dynamic unloading, its state
slot cannot be reclaimed, which places a strict (and relatively low)
bound on the number of unload-reload operations for labeled
policies.









System Calls


The MAC Framework implements a number of system calls: most of these
calls support the policy-agnostic label retrieval and manipulation APIs
exposed to user applications.


The label management calls accept a label description structure,
struct mac, which contains a series of MAC label elements. Each
element contains a character string name, and character string value.
Each policy will be given the chance to claim a particular element name,
permitting policies to expose multiple independent elements if desired.
Policy modules perform the internalization and externalization between
kernel labels and user-provided labels via entry points, permitting a
variety of semantics. Label management system calls are generally
wrapped by user library functions to perform memory allocation and error
handling, simplifying user applications that must manage labels.


The following MAC-related system calls are present in the FreeBSD
kernel:



		mac_get_proc() may be used to retrieve the label of the current
process.


		mac_set_proc() may be used to request a change in the label of
the current process.


		mac_get_fd() may be used to retrieve the label of an object
(file, socket, pipe, ...) referenced by a file descriptor.


		mac_get_file() may be used to retrieve the label of an object
referenced by a file system path.


		mac_set_fd() may be used to request a change in the label of an
object (file, socket, pipe, ...) referenced by a file descriptor.


		mac_set_file() may be used to request a change in the label of an
object referenced by a file system path.


		mac_syscall() permits policy modules to create new system calls
without modifying the system call table; it accepts a target policy
name, operation number, and opaque argument for use by the policy.


		mac_get_pid() may be used to request the label of another process
by process id.


		mac_get_link() is identical to mac_get_file(), only it will
not follow a symbolic link if it is the final entry in the path, so
may be used to retrieve the label on a symlink.


		mac_set_link() is identical to mac_set_file(), only it will
not follow a symbolic link if it is the final entry in a path, so may
be used to manipulate the label on a symlink.


		mac_execve() is identical to the execve() system call, only
it also accepts a requested label to set the process label to when
beginning execution of a new program. This change in label on
execution is referred to as a “transition”.


		mac_get_peer(), actually implemented via a socket option,
retrieves the label of a remote peer on a socket, if available.





In addition to these system calls, the SIOCSIGMAC and SIOCSIFMAC
network interface ioctls permit the labels on network interfaces to be
retrieved and set.







MAC Policy Architecture


Security policies are either linked directly into the kernel, or
compiled into loadable kernel modules that may be loaded at boot, or
dynamically using the module loading system calls at runtime. Policy
modules interact with the system through a set of declared entry points,
providing access to a stream of system events and permitting the policy
to influence access control decisions. Each policy contains a number of
elements:



		Optional configuration parameters for policy.


		Centralized implementation of the policy logic and parameters.


		Optional implementation of policy life cycle events, such as
initialization and destruction.


		Optional support for initializing, maintaining, and destroying labels
on selected kernel objects.


		Optional support for user process inspection and modification of
labels on selected objects.


		Implementation of selected access control entry points that are of
interest to the policy.


		Declaration of policy identity, module entry points, and policy
properties.






Policy Declaration


Modules may be declared using the MAC_POLICY_SET() macro, which
names the policy, provides a reference to the MAC entry point vector,
provides load-time flags determining how the policy framework should
handle the policy, and optionally requests the allocation of label state
by the framework.


static struct mac_policy_ops mac_policy_ops =
{
        .mpo_destroy = mac_policy_destroy,
        .mpo_init = mac_policy_init,
        .mpo_init_bpfdesc_label = mac_policy_init_bpfdesc_label,
        .mpo_init_cred_label = mac_policy_init_label,
/* ... */
        .mpo_check_vnode_setutimes = mac_policy_check_vnode_setutimes,
        .mpo_check_vnode_stat = mac_policy_check_vnode_stat,
        .mpo_check_vnode_write = mac_policy_check_vnode_write,
};






The MAC policy entry point vector, mac_policy_ops in this example,
associates functions defined in the module with specific entry points. A
complete listing of available entry points and their prototypes may be
found in the MAC entry point reference section. Of specific interest
during module registration are the .mpo_destroy and .mpo_init
entry points. .mpo_init will be invoked once a policy is
successfully registered with the module framework but prior to any other
entry points becoming active. This permits the policy to perform any
policy-specific allocation and initialization, such as initialization of
any data or locks. .mpo_destroy will be invoked when a policy module
is unloaded to permit releasing of any allocated memory and destruction
of locks. Currently, these two entry points are invoked with the MAC
policy list mutex held to prevent any other entry points from being
invoked: this will be changed, but in the mean time, policies should be
careful about what kernel primitives they invoke so as to avoid lock
ordering or sleeping problems.


The policy declaration’s module name field exists so that the module may
be uniquely identified for the purposes of module dependencies. An
appropriate string should be selected. The full string name of the
policy is displayed to the user via the kernel log during load and
unload events, and also exported when providing status information to
userland processes.





Policy Flags


The policy declaration flags field permits the module to provide the
framework with information about its capabilities at the time the module
is loaded. Currently, three flags are defined:



		MPC_LOADTIME_FLAG_UNLOADOK


		This flag indicates that the policy module may be unloaded. If this
flag is not provided, then the policy framework will reject requests
to unload the module. This flag might be used by modules that
allocate label state and are unable to free that state at runtime.


		MPC_LOADTIME_FLAG_NOTLATE


		This flag indicates that the policy module must be loaded and
initialized early in the boot process. If the flag is specified,
attempts to register the module following boot will be rejected. The
flag may be used by policies that require pervasive labeling of all
system objects, and cannot handle objects that have not been
properly initialized by the policy.


		MPC_LOADTIME_FLAG_LABELMBUFS


		This flag indicates that the policy module requires labeling of
Mbufs, and that memory should always be allocated for the storage of
Mbuf labels. By default, the MAC Framework will not allocate label
storage for Mbufs unless at least one loaded policy has this flag
set. This measurably improves network performance when policies do
not require Mbuf labeling. A kernel option,
MAC_ALWAYS_LABEL_MBUF, exists to force the MAC Framework to
allocate Mbuf label storage regardless of the setting of this flag,
and may be useful in some environments.


Note


Policies using the MPC_LOADTIME_FLAG_LABELMBUFS without the
MPC_LOADTIME_FLAG_NOTLATE flag set must be able to correctly
handle NULL Mbuf label pointers passed into entry points. This
is necessary as in-flight Mbufs without label storage may persist
after a policy enabling Mbuf labeling has been loaded. If a policy
is loaded before the network subsystem is active (i.e., the policy
is not being loaded late), then all Mbufs are guaranteed to have
label storage.











Policy Entry Points


Four classes of entry points are offered to policies registered with the
framework: entry points associated with the registration and management
of policies, entry points denoting initialization, creation,
destruction, and other life cycle events for kernel objects, events
associated with access control decisions that the policy module may
influence, and calls associated with the management of labels on
objects. In addition, a mac_syscall() entry point is provided so
that policies may extend the kernel interface without registering new
system calls.


Policy module writers should be aware of the kernel locking strategy, as
well as what object locks are available during which entry points.
Writers should attempt to avoid deadlock scenarios by avoiding grabbing
non-leaf locks inside of entry points, and also follow the locking
protocol for object access and modification. In particular, writers
should be aware that while necessary locks to access objects and their
labels are generally held, sufficient locks to modify an object or its
label may not be present for all entry points. Locking information for
arguments is documented in the MAC framework entry point document.


Policy entry points will pass a reference to the object label along with
the object itself. This permits labeled policies to be unaware of the
internals of the object yet still make decisions based on the label. The
exception to this is the process credential, which is assumed to be
understood by policies as a first class security object in the kernel.







MAC Policy Entry Point Reference



General-Purpose Module Entry Points



MAC.MPO_init


void
MAC.MPO_init
struct mac_policy_conf *
conf
+————+————————-+
| conf   | MAC policy definition   |
+————+————————-+


Policy load event. The policy list mutex is held, so sleep operations
cannot be performed, and calls out to other kernel subsystems must be
made with caution. If potentially sleeping memory allocations are
required during policy initialization, they should be made using a
separate module SYSINIT().





MAC.MPO_destroy


void
MAC.MPO_destroy
struct mac_policy_conf *
conf
+————+————————-+
| conf   | MAC policy definition   |
+————+————————-+


Policy load event. The policy list mutex is held, so caution should be
applied.





MAC.MPO_syscall


int
MAC.MPO_syscall
struct thread *
td
int
call
void *
arg
+————+———————————-+
| td     | Calling thread                   |
+————+———————————-+
| call   | Policy-specific syscall number   |
+————+———————————-+
| arg    | Pointer to syscall arguments     |
+————+———————————-+


This entry point provides a policy-multiplexed system call so that
policies may provide additional services to user processes without
registering specific system calls. The policy name provided during
registration is used to demux calls from userland, and the arguments
will be forwarded to this entry point. When implementing new services,
security modules should be sure to invoke appropriate access control
checks from the MAC framework as needed. For example, if a policy
implements an augmented signal functionality, it should call the
necessary signal access control checks to invoke the MAC framework and
other registered policies.



Note


Modules must currently perform the copyin() of the syscall data
on their own.









MAC.MPO_thread_userret


void
MAC.MPO_thread_userret
struct thread *
td
+———-+——————–+
| td   | Returning thread   |
+———-+——————–+


This entry point permits policy modules to perform MAC-related events
when a thread returns to user space, via a system call return, trap
return, or otherwise. This is required for policies that have floating
process labels, as it is not always possible to acquire the process lock
at arbitrary points in the stack during system call processing; process
labels might represent traditional authentication data, process history
information, or other data. To employ this mechanism, intended changes
to the process credential label may be stored in the p_label
protected by a per-policy spin lock, and then set the per-thread
TDF_ASTPENDING flag and per-process PS_MACPENDM flag to schedule
a call to the userret entry point. From this entry point, the policy may
create a replacement credential with less concern about the locking
context. Policy writers are cautioned that event ordering relating to
scheduling an AST and the AST being performed may be complex and
interlaced in multithreaded applications.







Label Operations



MAC.MPO_init_bpfdesc_label


void
MAC.MPO_init_bpfdesc_label
struct label *
label
+————-+———————-+
| label   | New label to apply   |
+————-+———————-+


Initialize the label on a newly instantiated bpfdesc (BPF descriptor).
Sleeping is permitted.





MAC.MPO_init_cred_label


void
MAC.MPO_init_cred_label
struct label *
label
+————-+—————————+
| label   | New label to initialize   |
+————-+—————————+


Initialize the label for a newly instantiated user credential. Sleeping
is permitted.





MAC.MPO_init_devfsdirent_label


void
MAC.MPO_init_devfsdirent_label
struct label *
label
+————-+———————-+
| label   | New label to apply   |
+————-+———————-+


Initialize the label on a newly instantiated devfs entry. Sleeping is
permitted.





MAC.MPO_init_ifnet_label


void
MAC.MPO_init_ifnet_label
struct label *
label
+————-+———————-+
| label   | New label to apply   |
+————-+———————-+


Initialize the label on a newly instantiated network interface. Sleeping
is permitted.





MAC.MPO_init_ipq_label


void
MAC.MPO_init_ipq_label
struct label *
label
int
flag
+————-+————————————————-+
| label   | New label to apply                              |
+————-+————————————————-+
| flag    | Sleeping/non-sleeping MAN.MALLOC.9; see below   |
+————-+————————————————-+


Initialize the label on a newly instantiated IP fragment reassembly
queue. The flag field may be one of M_WAITOK and M_NOWAIT,
and should be employed to avoid performing a sleeping MAN.MALLOC.9
during this initialization call. IP fragment reassembly queue allocation
frequently occurs in performance sensitive environments, and the
implementation should be careful to avoid sleeping or long-lived
operations. This entry point is permitted to fail resulting in the
failure to allocate the IP fragment reassembly queue.





MAC.MPO_init_mbuf_label


void
MAC.MPO_init_mbuf_label
int
flag
struct label *
label
+————-+————————————————-+
| flag    | Sleeping/non-sleeping MAN.MALLOC.9; see below   |
+————-+————————————————-+
| label   | Policy label to initialize                      |
+————-+————————————————-+


Initialize the label on a newly instantiated mbuf packet header
(mbuf). The flag field may be one of M_WAITOK and
M_NOWAIT, and should be employed to avoid performing a sleeping
MAN.MALLOC.9 during this initialization call. Mbuf allocation frequently
occurs in performance sensitive environments, and the implementation
should be careful to avoid sleeping or long-lived operations. This entry
point is permitted to fail resulting in the failure to allocate the mbuf
header.





MAC.MPO_init_mount_label


void
MAC.MPO_init_mount_label
struct label *
mntlabel
struct label *
fslabel
+—————-+——————————————————-+
| mntlabel   | Policy label to be initialized for the mount itself   |
+—————-+——————————————————-+
| fslabel    | Policy label to be initialized for the file system    |
+—————-+——————————————————-+


Initialize the labels on a newly instantiated mount point. Sleeping is
permitted.





MAC.MPO_init_mount_fs_label


void
MAC.MPO_init_mount_fs_label
struct label *
label
+————-+—————————+
| label   | Label to be initialized   |
+————-+—————————+


Initialize the label on a newly mounted file system. Sleeping is
permitted





MAC.MPO_init_pipe_label


void
MAC.MPO_init_pipe_label
struct label*
label
+————-+————————-+
| label   | Label to be filled in   |
+————-+————————-+


Initialize a label for a newly instantiated pipe. Sleeping is permitted.





MAC.MPO_init_socket_label


void
MAC.MPO_init_socket_label
struct label *
label
int
flag
+————-+—————————+
| label   | New label to initialize   |
+————-+—————————+
| flag    | MAN.MALLOC.9 flags        |
+————-+—————————+


Initialize a label for a newly instantiated socket. The flag field
may be one of M_WAITOK and M_NOWAIT, and should be employed to
avoid performing a sleeping MAN.MALLOC.9 during this initialization
call.





MAC.MPO_init_socket_peer_label


void
MAC.MPO_init_socket_peer_label
struct label *
label
int
flag
+————-+—————————+
| label   | New label to initialize   |
+————-+—————————+
| flag    | MAN.MALLOC.9 flags        |
+————-+—————————+


Initialize the peer label for a newly instantiated socket. The flag
field may be one of M_WAITOK and M_NOWAIT, and should be
employed to avoid performing a sleeping MAN.MALLOC.9 during this
initialization call.





MAC.MPO_init_proc_label


void
MAC.MPO_init_proc_label
struct label *
label
+————-+—————————+
| label   | New label to initialize   |
+————-+—————————+


Initialize the label for a newly instantiated process. Sleeping is
permitted.





MAC.MPO_init_vnode_label


void
MAC.MPO_init_vnode_label
struct label *
label
+————-+—————————+
| label   | New label to initialize   |
+————-+—————————+


Initialize the label on a newly instantiated vnode. Sleeping is
permitted.





MAC.MPO_destroy_bpfdesc_label


void
MAC.MPO_destroy_bpfdesc_label
struct label *
label
+————-+—————–+
| label   | bpfdesc label   |
+————-+—————–+


Destroy the label on a BPF descriptor. In this entry point a policy
should free any internal storage associated with label so that it
may be destroyed.





MAC.MPO_destroy_cred_label


void
MAC.MPO_destroy_cred_label
struct label *
label
+————-+————————-+
| label   | Label being destroyed   |
+————-+————————-+


Destroy the label on a credential. In this entry point, a policy module
should free any internal storage associated with label so that it
may be destroyed.





MAC.MPO_destroy_devfsdirent_label


void
MAC.MPO_destroy_devfsdirent_label
struct label *
label
+————-+————————-+
| label   | Label being destroyed   |
+————-+————————-+


Destroy the label on a devfs entry. In this entry point, a policy module
should free any internal storage associated with label so that it
may be destroyed.





MAC.MPO_destroy_ifnet_label


void
MAC.MPO_destroy_ifnet_label
struct label *
label
+————-+————————-+
| label   | Label being destroyed   |
+————-+————————-+


Destroy the label on a removed interface. In this entry point, a policy
module should free any internal storage associated with label so
that it may be destroyed.





MAC.MPO_destroy_ipq_label


void
MAC.MPO_destroy_ipq_label
struct label *
label
+————-+————————-+
| label   | Label being destroyed   |
+————-+————————-+


Destroy the label on an IP fragment queue. In this entry point, a policy
module should free any internal storage associated with label so
that it may be destroyed.





MAC.MPO_destroy_mbuf_label


void
MAC.MPO_destroy_mbuf_label
struct label *
label
+————-+————————-+
| label   | Label being destroyed   |
+————-+————————-+


Destroy the label on an mbuf header. In this entry point, a policy
module should free any internal storage associated with label so
that it may be destroyed.





MAC.MPO_destroy_mount_label


void
MAC.MPO_destroy_mount_label
struct label *
label
+————-+————————————-+
| label   | Mount point label being destroyed   |
+————-+————————————-+


Destroy the labels on a mount point. In this entry point, a policy
module should free the internal storage associated with mntlabel so
that they may be destroyed.





MAC.MPO_destroy_mount_label


void
MAC.MPO_destroy_mount_label
struct label *
mntlabel
struct label *
fslabel
+—————-+————————————–+
| mntlabel   | Mount point label being destroyed    |
+—————-+————————————–+
| fslabel    | File system label being destroyed>   |
+—————-+————————————–+


Destroy the labels on a mount point. In this entry point, a policy
module should free the internal storage associated with mntlabel and
fslabel so that they may be destroyed.





MAC.MPO_destroy_socket_label


void
MAC.MPO_destroy_socket_label
struct label *
label
+————-+——————————–+
| label   | Socket label being destroyed   |
+————-+——————————–+


Destroy the label on a socket. In this entry point, a policy module
should free any internal storage associated with label so that it
may be destroyed.





MAC.MPO_destroy_socket_peer_label


void
MAC.MPO_destroy_socket_peer_label
struct label *
peerlabel
+—————–+————————————-+
| peerlabel   | Socket peer label being destroyed   |
+—————–+————————————-+


Destroy the peer label on a socket. In this entry point, a policy module
should free any internal storage associated with label so that it
may be destroyed.





MAC.MPO_destroy_pipe_label


void
MAC.MPO_destroy_pipe_label
struct label *
label
+————-+————–+
| label   | Pipe label   |
+————-+————–+


Destroy the label on a pipe. In this entry point, a policy module should
free any internal storage associated with label so that it may be
destroyed.





MAC.MPO_destroy_proc_label


void
MAC.MPO_destroy_proc_label
struct label *
label
+————-+—————–+
| label   | Process label   |
+————-+—————–+


Destroy the label on a process. In this entry point, a policy module
should free any internal storage associated with label so that it
may be destroyed.





MAC.MPO_destroy_vnode_label


void
MAC.MPO_destroy_vnode_label
struct label *
label
+————-+—————–+
| label   | Process label   |
+————-+—————–+


Destroy the label on a vnode. In this entry point, a policy module
should free any internal storage associated with label so that it
may be destroyed.





MAC.MPO_copy_mbuf_label


void
MAC.MPO_copy_mbuf_label
struct label *
src
struct label *
dest
+————+———————+
| src    | Source label        |
+————+———————+
| dest   | Destination label   |
+————+———————+


Copy the label information in src into dest.





MAC.MPO_copy_pipe_label


void
MAC.MPO_copy_pipe_label
struct label *
src
struct label *
dest
+————+———————+
| src    | Source label        |
+————+———————+
| dest   | Destination label   |
+————+———————+


Copy the label information in src into dest.





MAC.MPO_copy_vnode_label


void
MAC.MPO_copy_vnode_label
struct label *
src
struct label *
dest
+————+———————+
| src    | Source label        |
+————+———————+
| dest   | Destination label   |
+————+———————+


Copy the label information in src into dest.





MAC.MPO_externalize_cred_label


int
MAC.MPO_externalize_cred_label
MAC.EXTERNALIZE.PARAMDEFS
+–+
+–+


MAC.EXTERNALIZE.PARA
MAC.MPO_externalize_ifnet_label
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~


int
MAC.MPO_externalize_ifnet_label
MAC.EXTERNALIZE.PARAMDEFS
+–+
+–+


MAC.EXTERNALIZE.PARA
MAC.MPO_externalize_pipe_label
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~


int
MAC.MPO_externalize_pipe_label
MAC.EXTERNALIZE.PARAMDEFS
+–+
+–+


MAC.EXTERNALIZE.PARA
MAC.MPO_externalize_socket_label
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~


int
MAC.MPO_externalize_socket_label
MAC.EXTERNALIZE.PARAMDEFS
+–+
+–+


MAC.EXTERNALIZE.PARA
MAC.MPO_externalize_socket_peer_label
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~


int
MAC.MPO_externalize_socket_peer_label
MAC.EXTERNALIZE.PARAMDEFS
+–+
+–+


MAC.EXTERNALIZE.PARA
MAC.MPO_externalize_vnode_label
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~


int
MAC.MPO_externalize_vnode_label
MAC.EXTERNALIZE.PARAMDEFS
+–+
+–+


MAC.EXTERNALIZE.PARA
MAC.MPO_internalize_cred_label
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~


int
MAC.MPO_internalize_cred_label
MAC.INTERNALIZE.PARAMDEFS
+–+
+–+


MAC.INTERNALIZE.PARA
MAC.MPO_internalize_ifnet_label
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~


int
MAC.MPO_internalize_ifnet_label
MAC.INTERNALIZE.PARAMDEFS
+–+
+–+


MAC.INTERNALIZE.PARA
MAC.MPO_internalize_pipe_label
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~


int
MAC.MPO_internalize_pipe_label
MAC.INTERNALIZE.PARAMDEFS
+–+
+–+


MAC.INTERNALIZE.PARA
MAC.MPO_internalize_socket_label
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~


int
MAC.MPO_internalize_socket_label
MAC.INTERNALIZE.PARAMDEFS
+–+
+–+


MAC.INTERNALIZE.PARA
MAC.MPO_internalize_vnode_label
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~


int
MAC.MPO_internalize_vnode_label
MAC.INTERNALIZE.PARAMDEFS
+–+
+–+


MAC.INTERNALIZE.PARA
Label Events
————


This class of entry points is used by the MAC framework to permit
policies to maintain label information on kernel objects. For each
labeled kernel object of interest to a MAC policy, entry points may be
registered for relevant life cycle events. All objects implement
initialization, creation, and destruction hooks. Some objects will also
implement relabeling, allowing user processes to change the labels on
objects. Some objects will also implement object-specific events, such
as label events associated with IP reassembly. A typical labeled object
will have the following life cycle of entry points:


Label initialization          o
(object-specific wait)         \
Label creation                  o
                                 \
Relabel events,                   o--<--.
Various object-specific,          |     |
Access control events             ~-->--o
                                         \
Label destruction                         o






Label initialization permits policies to allocate memory and set initial
values for labels without context for the use of the object. The label
slot allocated to a policy will be zeroed by default, so some policies
may not need to perform initialization.


Label creation occurs when the kernel structure is associated with an
actual kernel object. For example, Mbufs may be allocated and remain
unused in a pool until they are required. mbuf allocation causes label
initialization on the mbuf to take place, but mbuf creation occurs when
the mbuf is associated with a datagram. Typically, context will be
provided for a creation event, including the circumstances of the
creation, and labels of other relevant objects in the creation process.
For example, when an mbuf is created from a socket, the socket and its
label will be presented to registered policies in addition to the new
mbuf and its label. Memory allocation in creation events is discouraged,
as it may occur in performance sensitive ports of the kernel; in
addition, creation calls are not permitted to fail so a failure to
allocate memory cannot be reported.


Object specific events do not generally fall into the other broad
classes of label events, but will generally provide an opportunity to
modify or update the label on an object based on additional context. For
example, the label on an IP fragment reassembly queue may be updated
during the MAC_UPDATE_IPQ entry point as a result of the acceptance
of an additional mbuf to that queue.


Access control events are discussed in detail in the following section.


Label destruction permits policies to release storage or state
associated with a label during its association with an object so that
the kernel data structures supporting the object may be reused or
released.


In addition to labels associated with specific kernel objects, an
additional class of labels exists: temporary labels. These labels are
used to store update information submitted by user processes. These
labels are initialized and destroyed as with other label types, but the
creation event is MAC_INTERNALIZE, which accepts a user label to be
converted to an in-kernel representation.





File System Object Labeling Event Operations



MAC.MPO_associate_vnode_devfs


void
MAC.MPO_associate_vnode_devfs
struct mount *
mp
struct label *
fslabel
struct devfs_dirent *
de
struct label *
delabel
struct vnode *
vp
struct label *
vlabel
+—————+————————————————-+
| mp        | Devfs mount point                               |
+—————+————————————————-+
| fslabel   | Devfs file system label (mp->mnt_fslabel)   |
+—————+————————————————-+
| de        | Devfs directory entry                           |
+—————+————————————————-+
| delabel   | Policy label associated with de             |
+—————+————————————————-+
| vp        | vnode associated with de                    |
+—————+————————————————-+
| vlabel    | Policy label associated with vp             |
+—————+————————————————-+


Fill in the label (vlabel) for a newly created devfs vnode based on
the devfs directory entry passed in de and its label.





MAC.MPO_associate_vnode_extattr


int
MAC.MPO_associate_vnode_extattr
struct mount *
mp
struct label *
fslabel
struct vnode *
vp
struct label *
vlabel
+—————+—————————————+
| mp        | File system mount point               |
+—————+—————————————+
| fslabel   | File system label                     |
+—————+—————————————+
| vp        | Vnode to label                        |
+—————+—————————————+
| vlabel    | Policy label associated with vp   |
+—————+—————————————+


Attempt to retrieve the label for vp from the file system extended
attributes. Upon success, the value 0 is returned. Should extended
attribute retrieval not be supported, an accepted fallback is to copy
fslabel into vlabel. In the event of an error, an appropriate
value for errno should be returned.





MAC.MPO_associate_vnode_singlelabel


void
MAC.MPO_associate_vnode_singlelabel
struct mount *
mp
struct label *
fslabel
struct vnode *
vp
struct label *
vlabel
+—————+—————————————+
| mp        | File system mount point               |
+—————+—————————————+
| fslabel   | File system label                     |
+—————+—————————————+
| vp        | Vnode to label                        |
+—————+—————————————+
| vlabel    | Policy label associated with vp   |
+—————+—————————————+


On non-multilabel file systems, this entry point is called to set the
policy label for vp based on the file system label, fslabel.





MAC.MPO_create_devfs_device


void
MAC.MPO_create_devfs_device
dev_t
dev
struct devfs_dirent *
devfs_dirent
struct label *
label
+——————–+———————————————–+
| dev            | Device corresponding with devfs_dirent    |
+——————–+———————————————–+
| devfs_dirent   | Devfs directory entry to be labeled.          |
+——————–+———————————————–+
| label          | Label for devfs_dirent to be filled in.   |
+——————–+———————————————–+


Fill out the label on a devfs_dirent being created for the passed
device. This call will be made when the device file system is mounted,
regenerated, or a new device is made available.





MAC.MPO_create_devfs_directory


void
MAC.MPO_create_devfs_directory
char *
dirname
int
dirnamelen
struct devfs_dirent *
devfs_dirent
struct label *
label
+——————–+——————————————————+
| dirname        | Name of directory being created                      |
+——————–+——————————————————+
| namelen        | Length of string dirname                         |
+——————–+——————————————————+
| devfs_dirent   | Devfs directory entry for directory being created.   |
+——————–+——————————————————+


Fill out the label on a devfs_dirent being created for the passed
directory. This call will be made when the device file system is
mounted, regenerated, or a new device requiring a specific directory
hierarchy is made available.





MAC.MPO_create_devfs_symlink


void
MAC.MPO_create_devfs_symlink
struct ucred *
cred
struct mount *
mp
struct devfs_dirent *
dd
struct label *
ddlabel
struct devfs_dirent *
de
struct label *
delabel
+—————+——————————–+
| cred      | Subject credential             |
+—————+——————————–+
| mp        | Devfs mount point              |
+—————+——————————–+
| dd        | Link destination               |
+—————+——————————–+
| ddlabel   | Label associated with dd   |
+—————+——————————–+
| de        | Symlink entry                  |
+—————+——————————–+
| delabel   | Label associated with de   |
+—————+——————————–+


Fill in the label (delabel) for a newly created MAN.DEVFS.5 symbolic
link entry.





MAC.MPO_create_vnode_extattr


int
MAC.MPO_create_vnode_extattr
struct ucred *
cred
struct mount *
mp
struct label *
fslabel
struct vnode *
dvp
struct label *
dlabel
struct vnode *
vp
struct label *
vlabel
struct componentname *
cnp
+————–+—————————————+
| cred     | Subject credential                    |
+————–+—————————————+
| mount    | File system mount point               |
+————–+—————————————+
| label    | File system label                     |
+————–+—————————————+
| dvp      | Parent directory vnode                |
+————–+—————————————+
| dlabel   | Label associated with dvp         |
+————–+—————————————+
| vp       | Newly created vnode                   |
+————–+—————————————+
| vlabel   | Policy label associated with vp   |
+————–+—————————————+
| cnp      | Component name for vp             |
+————–+—————————————+


Write out the label for vp to the appropriate extended attribute. If
the write succeeds, fill in vlabel with the label, and return 0.
Otherwise, return an appropriate error.





MAC.MPO_create_mount


void
MAC.MPO_create_mount
struct ucred *
cred
struct mount *
mp
struct label *
mnt
struct label *
fslabel
+—————-+—————————————————+
| cred       | Subject credential                                |
+—————-+—————————————————+
| mp         | Object; file system being mounted                 |
+—————-+—————————————————+
| mntlabel   | Policy label to be filled in for mp           |
+—————-+—————————————————+
| fslabel    | Policy label for the file system mp mounts.   |
+—————-+—————————————————+


Fill out the labels on the mount point being created by the passed
subject credential. This call will be made when a new file system is
mounted.





MAC.MPO_create_root_mount


void
MAC.MPO_create_root_mount
struct ucred *
cred
struct mount *
mp
struct label *
mntlabel
struct label *
fslabel
+———-+
| See ?.   |
+———-+


Fill out the labels on the mount point being created by the passed
subject credential. This call will be made when the root file system is
mounted, after MAC.MPO_create_mount;.





MAC.MPO_relabel_vnode


void
MAC.MPO_relabel_vnode
struct ucred *
cred
struct vnode *
vp
struct label *
vnodelabel
struct label *
newlabel
+——————+———————————————————+
| cred         | Subject credential                                      |
+——————+———————————————————+
| vp           | vnode to relabel                                        |
+——————+———————————————————+
| vnodelabel   | Existing policy label for vp                        |
+——————+———————————————————+
| newlabel     | New, possibly partial label to replace vnodelabel   |
+——————+———————————————————+


Update the label on the passed vnode given the passed update vnode label
and the passed subject credential.





MAC.MPO_setlabel_vnode_extattr


int
MAC.MPO_setlabel_vnode_extattr
struct ucred *
cred
struct vnode *
vp
struct label *
vlabel
struct label *
intlabel
+—————-+———————————————-+
| cred       | Subject credential                           |
+—————-+———————————————-+
| vp         | Vnode for which the label is being written   |
+—————-+———————————————-+
| vlabel     | Policy label associated with vp          |
+—————-+———————————————-+
| intlabel   | Label to write out                           |
+—————-+———————————————-+


Write out the policy from intlabel to an extended attribute. This is
called from vop_stdcreatevnode_ea.





MAC.MPO_update_devfsdirent


void
MAC.MPO_update_devfsdirent
struct devfs_dirent *
devfs_dirent
struct label *
direntlabel
struct vnode *
vp
struct label *
vnodelabel
+——————–+—————————————————-+———-+
| devfs_dirent   | Object; devfs directory entry                      |
+——————–+—————————————————-+———-+
| direntlabel    | Policy label for devfs_dirent to be updated.   |
+——————–+—————————————————-+———-+
| vp             | Parent vnode                                       | Locked   |
+——————–+—————————————————-+———-+
| vnodelabel     | Policy label for vp                            |
+——————–+—————————————————-+———-+


Update the devfs_dirent label from the passed devfs vnode label.
This call will be made when a devfs vnode has been successfully
relabeled to commit the label change such that it lasts even if the
vnode is recycled. It will also be made when a symlink is created in
devfs, following a call to mac_vnode_create_from_vnode to initialize
the vnode label.







IPC Object Labeling Event Operations



MAC.MPO_create_mbuf_from_socket


void
MAC.MPO_create_mbuf_from_socket
struct socket *
so
struct label *
socketlabel
struct mbuf *
m
struct label *
mbuflabel
+——————-+————————————-+———————-+
| socket        | Socket                              | Socket locking WIP   |
+——————-+————————————-+———————-+
| socketlabel   | Policy label for socket         |
+——————-+————————————-+———————-+
| m             | Object; mbuf                        |
+——————-+————————————-+———————-+
| mbuflabel     | Policy label to fill in for m   |
+——————-+————————————-+———————-+


Set the label on a newly created mbuf header from the passed socket
label. This call is made when a new datagram or message is generated by
the socket and stored in the passed mbuf.





MAC.MPO_create_pipe


void
MAC.MPO_create_pipe
struct ucred *
cred
struct pipe *
pipe
struct label *
pipelabel
+—————–+—————————————–+
| cred        | Subject credential                      |
+—————–+—————————————–+
| pipe        | Pipe                                    |
+—————–+—————————————–+
| pipelabel   | Policy label associated with pipe   |
+—————–+—————————————–+


Set the label on a newly created pipe from the passed subject
credential. This call is made when a new pipe is created.





MAC.MPO_create_socket


void
MAC.MPO_create_socket
struct ucred *
cred
struct socket *
so
struct label *
socketlabel
+——————-+——————————-+————-+
| cred          | Subject credential            | Immutable   |
+——————-+——————————-+————-+
| so            | Object; socket to label       |
+——————-+——————————-+————-+
| socketlabel   | Label to fill in for so   |
+——————-+——————————-+————-+


Set the label on a newly created socket from the passed subject
credential. This call is made when a socket is created.





MAC.MPO_create_socket_from_socket


void
MAC.MPO_create_socket_from_socket
struct socket *
oldsocket
struct label *
oldsocketlabel
struct socket *
newsocket
struct label *
newsocketlabel
+———————-+—————————————————+
| oldsocket        | Listening socket                                  |
+———————-+—————————————————+
| oldsocketlabel   | Policy label associated with oldsocket        |
+———————-+—————————————————+
| newsocket        | New socket                                        |
+———————-+—————————————————+
| newsocketlabel   | Policy label associated with newsocketlabel   |
+———————-+—————————————————+


Label a socket, newsocket, newly MAN.ACCEPT.2ed, based on the
MAN.LISTEN.2 socket, oldsocket.





MAC.MPO_relabel_pipe


void
MAC.MPO_relabel_pipe
struct ucred *
cred
struct pipe *
pipe
struct label *
oldlabel
struct label *
newlabel
+—————-+————————————————-+
| cred       | Subject credential                              |
+—————-+————————————————-+
| pipe       | Pipe                                            |
+—————-+————————————————-+
| oldlabel   | Current policy label associated with pipe   |
+—————-+————————————————-+
| newlabel   | Policy label update to apply to pipe        |
+—————-+————————————————-+


Apply a new label, newlabel, to pipe.





MAC.MPO_relabel_socket


void
MAC.MPO_relabel_socket
struct ucred *
cred
struct socket *
so
struct label *
oldlabel
struct label *
newlabel
+—————-+—————————-+————-+
| cred       | Subject credential         | Immutable   |
+—————-+—————————-+————-+
| so         | Object; socket             |
+—————-+—————————-+————-+
| oldlabel   | Current label for so   |
+—————-+—————————-+————-+
| newlabel   | Label update for so    |
+—————-+—————————-+————-+


Update the label on a socket from the passed socket label update.





MAC.MPO_set_socket_peer_from_mbuf


void
MAC.MPO_set_socket_peer_from_mbuf
struct mbuf *
mbuf
struct label *
mbuflabel
struct label *
oldlabel
struct label *
newlabel
+—————–+————————————————+
| mbuf        | First datagram received over socket            |
+—————–+————————————————+
| mbuflabel   | Label for mbuf                             |
+—————–+————————————————+
| oldlabel    | Current label for the socket                   |
+—————–+————————————————+
| newlabel    | Policy label to be filled out for the socket   |
+—————–+————————————————+


Set the peer label on a stream socket from the passed mbuf label. This
call will be made when the first datagram is received by the stream
socket, with the exception of Unix domain sockets.





MAC.MPO_set_socket_peer_from_socket


void
MAC.MPO_set_socket_peer_from_socket
struct socket *
oldsocket
struct label *
oldsocketlabel
struct socket *
newsocket
struct label *
newsocketpeerlabel
+————————–+———————————————+
| oldsocket            | Local socket                                |
+————————–+———————————————+
| oldsocketlabel       | Policy label for oldsocket              |
+————————–+———————————————+
| newsocket            | Peer socket                                 |
+————————–+———————————————+
| newsocketpeerlabel   | Policy label to fill in for newsocket   |
+————————–+———————————————+


Set the peer label on a stream UNIX domain socket from the passed remote
socket endpoint. This call will be made when the socket pair is
connected, and will be made for both endpoints.







Network Object Labeling Event Operations



MAC.MPO_create_bpfdesc


void
MAC.MPO_create_bpfdesc
struct ucred *
cred
struct bpf_d *
bpf_d
struct label *
bpflabel
+————-+———————————————-+————-+
| cred    | Subject credential                           | Immutable   |
+————-+———————————————-+————-+
| bpf_d   | Object; bpf descriptor                       |
+————-+———————————————-+————-+
| bpf     | Policy label to be filled in for bpf_d   |
+————-+———————————————-+————-+


Set the label on a newly created BPF descriptor from the passed subject
credential. This call will be made when a BPF device node is opened by a
process with the passed subject credential.





MAC.MPO_create_ifnet


void
MAC.MPO_create_ifnet
struct ifnet *
ifnet
struct label *
ifnetlabel
+——————+—————————————–+
| ifnet        | Network interface                       |
+——————+—————————————–+
| ifnetlabel   | Policy label to fill in for ifnet   |
+——————+—————————————–+


Set the label on a newly created interface. This call may be made when a
new physical interface becomes available to the system, or when a
pseudo-interface is instantiated during the boot or as a result of a
user action.





MAC.MPO_create_ipq


void
MAC.MPO_create_ipq
struct mbuf *
fragment
struct label *
fragmentlabel
struct ipq *
ipq
struct label *
ipqlabel
+———————+——————————————–+
| fragment        | First received IP fragment                 |
+———————+——————————————–+
| fragmentlabel   | Policy label for fragment              |
+———————+——————————————–+
| ipq             | IP reassembly queue to be labeled          |
+———————+——————————————–+
| ipqlabel        | Policy label to be filled in for ipq   |
+———————+——————————————–+


Set the label on a newly created IP fragment reassembly queue from the
mbuf header of the first received fragment.





MAC.MPO_create_datagram_from_ipq


void
MAC.MPO_create_create_datagram_from_ipq
struct ipq *
ipq
struct label *
ipqlabel
struct mbuf *
datagram
struct label *
datagramlabel
+———————+——————————————————+
| ipq             | IP reassembly queue                                  |
+———————+——————————————————+
| ipqlabel        | Policy label for ipq                             |
+———————+——————————————————+
| datagram        | Datagram to be labeled                               |
+———————+——————————————————+
| datagramlabel   | Policy label to be filled in for datagramlabel   |
+———————+——————————————————+


Set the label on a newly reassembled IP datagram from the IP fragment
reassembly queue from which it was generated.





MAC.MPO_create_fragment


void
MAC.MPO_create_fragment
struct mbuf *
datagram
struct label *
datagramlabel
struct mbuf *
fragment
struct label *
fragmentlabel
+———————+————————————————-+
| datagram        | Datagram                                        |
+———————+————————————————-+
| datagramlabel   | Policy label for datagram                   |
+———————+————————————————-+
| fragment        | Fragment to be labeled                          |
+———————+————————————————-+
| fragmentlabel   | Policy label to be filled in for datagram   |
+———————+————————————————-+


Set the label on the mbuf header of a newly created IP fragment from the
label on the mbuf header of the datagram it was generate from.





MAC.MPO_create_mbuf_from_mbuf


void
MAC.MPO_create_mbuf_from_mbuf
struct mbuf *
oldmbuf
struct label *
oldmbuflabel
struct mbuf *
newmbuf
struct label *
newmbuflabel
+——————–+————————————————+
| oldmbuf        | Existing (source) mbuf                         |
+——————–+————————————————+
| oldmbuflabel   | Policy label for oldmbuf                   |
+——————–+————————————————+
| newmbuf        | New mbuf to be labeled                         |
+——————–+————————————————+
| newmbuflabel   | Policy label to be filled in for newmbuf   |
+——————–+————————————————+


Set the label on the mbuf header of a newly created datagram from the
mbuf header of an existing datagram. This call may be made in a number
of situations, including when an mbuf is re-allocated for alignment
purposes.





MAC.MPO_create_mbuf_linklayer


void
MAC.MPO_create_mbuf_linklayer
struct ifnet *
ifnet
struct label *
ifnetlabel
struct mbuf *
mbuf
struct label *
mbuflabel
+——————+———————————————+
| ifnet        | Network interface                           |
+——————+———————————————+
| ifnetlabel   | Policy label for ifnet                  |
+——————+———————————————+
| mbuf         | mbuf header for new datagram                |
+——————+———————————————+
| mbuflabel    | Policy label to be filled in for mbuf   |
+——————+———————————————+


Set the label on the mbuf header of a newly created datagram generated
for the purposes of a link layer response for the passed interface. This
call may be made in a number of situations, including for ARP or ND6
responses in the IPv4 and IPv6 stacks.





MAC.MPO_create_mbuf_from_bpfdesc


void
MAC.MPO_create_mbuf_from_bpfdesc
struct bpf_d *
bpf_d
struct label *
bpflabel
struct mbuf *
mbuf
struct label *
mbuflabel
+—————–+—————————————-+
| bpf_d       | BPF descriptor                         |
+—————–+—————————————-+
| bpflabel    | Policy label for bpflabel          |
+—————–+—————————————-+
| mbuf        | New mbuf to be labeled                 |
+—————–+—————————————-+
| mbuflabel   | Policy label to fill in for mbuf   |
+—————–+—————————————-+


Set the label on the mbuf header of a newly created datagram generated
using the passed BPF descriptor. This call is made when a write is
performed to the BPF device associated with the passed BPF descriptor.





MAC.MPO_create_mbuf_from_ifnet


void
MAC.MPO_create_mbuf_from_ifnet
struct ifnet *
ifnet
struct label *
ifnetlabel
struct mbuf *
mbuf
struct label *
mbuflabel
+——————+———————————————+
| ifnet        | Network interface                           |
+——————+———————————————+
| ifnetlabel   | Policy label for ifnetlabel             |
+——————+———————————————+
| mbuf         | mbuf header for new datagram                |
+——————+———————————————+
| mbuflabel    | Policy label to be filled in for mbuf   |
+——————+———————————————+


Set the label on the mbuf header of a newly created datagram generated
from the passed network interface.





MAC.MPO_create_mbuf_multicast_encap


void
MAC.MPO_create_mbuf_multicast_encap
struct mbuf *
oldmbuf
struct label *
oldmbuflabel
struct ifnet *
ifnet
struct label *
ifnetlabel
struct mbuf *
newmbuf
struct label *
newmbuflabel
+——————–+————————————————+
| oldmbuf        | mbuf header for existing datagram              |
+——————–+————————————————+
| oldmbuflabel   | Policy label for oldmbuf                   |
+——————–+————————————————+
| ifnet          | Network interface                              |
+——————–+————————————————+
| ifnetlabel     | Policy label for ifnet                     |
+——————–+————————————————+
| newmbuf        | mbuf header to be labeled for new datagram     |
+——————–+————————————————+
| newmbuflabel   | Policy label to be filled in for newmbuf   |
+——————–+————————————————+


Set the label on the mbuf header of a newly created datagram generated
from the existing passed datagram when it is processed by the passed
multicast encapsulation interface. This call is made when an mbuf is to
be delivered using the virtual interface.





MAC.MPO_create_mbuf_netlayer


void
MAC.MPO_create_mbuf_netlayer
struct mbuf *
oldmbuf
struct label *
oldmbuflabel
struct mbuf *
newmbuf
struct label *
newmbuflabel
+——————–+——————————–+
| oldmbuf        | Received datagram              |
+——————–+——————————–+
| oldmbuflabel   | Policy label for oldmbuf   |
+——————–+——————————–+
| newmbuf        | Newly created datagram         |
+——————–+——————————–+
| newmbuflabel   | Policy label for newmbuf   |
+——————–+——————————–+


Set the label on the mbuf header of a newly created datagram generated
by the IP stack in response to an existing received datagram
(oldmbuf). This call may be made in a number of situations,
including when responding to ICMP request datagrams.





MAC.MPO_fragment_match


int
MAC.MPO_fragment_match
struct mbuf *
fragment
struct label *
fragmentlabel
struct ipq *
ipq
struct label *
ipqlabel
+———————+———————————+
| fragment        | IP datagram fragment            |
+———————+———————————+
| fragmentlabel   | Policy label for fragment   |
+———————+———————————+
| ipq             | IP fragment reassembly queue    |
+———————+———————————+
| ipqlabel        | Policy label for ipq        |
+———————+———————————+


Determine whether an mbuf header containing an IP datagram
(fragment) fragment matches the label of the passed IP fragment
reassembly queue (ipq). Return (1) for a successful match, or (0)
for no match. This call is made when the IP stack attempts to find an
existing fragment reassembly queue for a newly received fragment; if
this fails, a new fragment reassembly queue may be instantiated for the
fragment. Policies may use this entry point to prevent the reassembly of
otherwise matching IP fragments if policy does not permit them to be
reassembled based on the label or other information.





MAC.MPO_relabel_ifnet


void
MAC.MPO_relabel_ifnet
struct ucred *
cred
struct ifnet *
ifnet
struct label *
ifnetlabel
struct label *
newlabel
+——————+————————————–+
| cred         | Subject credential                   |
+——————+————————————–+
| ifnet        | Object; Network interface            |
+——————+————————————–+
| ifnetlabel   | Policy label for ifnet           |
+——————+————————————–+
| newlabel     | Label update to apply to ifnet   |
+——————+————————————–+


Update the label of network interface, ifnet, based on the passed
update label, newlabel, and the passed subject credential, cred.





MAC.MPO_update_ipq


void
MAC.MPO_update_ipq
struct mbuf *
fragment
struct label *
fragmentlabel
struct ipq *
ipq
struct label *
ipqlabel
+—————–+——————————————+
| mbuf        | IP fragment                              |
+—————–+——————————————+
| mbuflabel   | Policy label for mbuf                |
+—————–+——————————————+
| ipq         | IP fragment reassembly queue             |
+—————–+——————————————+
| ipqlabel    | Policy label to be updated for ipq   |
+—————–+——————————————+


Update the label on an IP fragment reassembly queue (ipq) based on
the acceptance of the passed IP fragment mbuf header (mbuf).







Process Labeling Event Operations



MAC.MPO_create_cred


void
MAC.MPO_create_cred
struct ucred *
parent_cred
struct ucred *
child_cred
+——————-+—————————–+
| parent_cred   | Parent subject credential   |
+——————-+—————————–+
| child_cred    | Child subject credential    |
+——————-+—————————–+


Set the label of a newly created subject credential from the passed
subject credential. This call will be made when MAN.CRCOPY.9 is invoked
on a newly created ``struct



ucred``. This call should not be confused with a process



forking or creation event.





MAC.MPO_execve_transition


void
MAC.MPO_execve_transition
struct ucred *
old
struct ucred *
new
struct vnode *
vp
struct label *
vnodelabel
+——————+—————————————-+————-+
| old          | Existing subject credential            | Immutable   |
+——————+—————————————-+————-+
| new          | New subject credential to be labeled   |
+——————+—————————————-+————-+
| vp           | File to execute                        | Locked      |
+——————+—————————————-+————-+
| vnodelabel   | Policy label for vp                |
+——————+—————————————-+————-+


Update the label of a newly created subject credential (new) from
the passed existing subject credential (old) based on a label
transition caused by executing the passed vnode (vp). This call
occurs when a process executes the passed vnode and one of the policies
returns a success from the mpo_execve_will_transition entry point.
Policies may choose to implement this call simply by invoking
mpo_create_cred and passing the two subject credentials so as not to
implement a transitioning event. Policies should not leave this entry
point unimplemented if they implement mpo_create_cred, even if they
do not implement mpo_execve_will_transition.





MAC.MPO_execve_will_transition


int
MAC.MPO_execve_will_transition
struct ucred *
old
struct vnode *
vp
struct label *
vnodelabel
+——————+——————————————–+————-+
| old          | Subject credential prior to MAN.EXECVE.2   | Immutable   |
+——————+——————————————–+————-+
| vp           | File to execute                            |
+——————+——————————————–+————-+
| vnodelabel   | Policy label for vp                    |
+——————+——————————————–+————-+


Determine whether the policy will want to perform a transition event as
a result of the execution of the passed vnode by the passed subject
credential. Return 1 if a transition is required, 0 if not. Even if a
policy returns 0, it should behave correctly in the presence of an
unexpected invocation of mpo_execve_transition, as that call may
happen as a result of another policy requesting a transition.





MAC.MPO_create_proc0


void
MAC.MPO_create_proc0
struct ucred *
cred
+————+————————————–+
| cred   | Subject credential to be filled in   |
+————+————————————–+


Create the subject credential of process 0, the parent of all kernel
processes.





MAC.MPO_create_proc1


void
MAC.MPO_create_proc1
struct ucred *
cred
+————+————————————–+
| cred   | Subject credential to be filled in   |
+————+————————————–+


Create the subject credential of process 1, the parent of all user
processes.





MAC.MPO_relabel_cred


void
MAC.MPO_relabel_cred
struct ucred *
cred
struct label *
newlabel
+—————-+————————————-+
| cred       | Subject credential                  |
+—————-+————————————-+
| newlabel   | Label update to apply to cred   |
+—————-+————————————-+


Update the label on a subject credential from the passed update label.









Access Control Checks


Access control entry points permit policy modules to influence access
control decisions made by the kernel. Generally, although not always,
arguments to an access control entry point will include one or more
authorizing credentials, information (possibly including a label) for
any other objects involved in the operation. An access control entry
point may return 0 to permit the operation, or an MAN.ERRNO.2 error
value. The results of invoking the entry point across various registered
policy modules will be composed as follows: if all modules permit the
operation to succeed, success will be returned. If one or modules
returns a failure, a failure will be returned. If more than one module
returns a failure, the errno value to return to the user will be
selected using the following precedence, implemented by the
error_select() function in kern_mac.c:








		Most precedence
		EDEADLK



		 
		EINVAL



		 
		ESRCH



		 
		EACCES



		Least precedence
		EPERM







If none of the error values returned by all modules are listed in the
precedence chart then an arbitrarily selected value from the set will be
returned. In general, the rules provide precedence to errors in the
following order: kernel failures, invalid arguments, object not present,
access not permitted, other.



MAC.MPO_check_bpfdesc_receive


int
MAC.MPO_check_bpfdesc_receive
struct bpf_d *
bpf_d
struct label *
bpflabel
struct ifnet *
ifnet
struct label *
ifnetlabel
+——————+——————————+
| bpf_d        | Subject; BPF descriptor      |
+——————+——————————+
| bpflabel     | Policy label for bpf_d   |
+——————+——————————+
| ifnet        | Object; network interface    |
+——————+——————————+
| ifnetlabel   | Policy label for ifnet   |
+——————+——————————+


Determine whether the MAC framework should permit datagrams from the
passed interface to be delivered to the buffers of the passed BPF
descriptor. Return (0) for success, or an errno value for failure
Suggested failure: EACCES for label mismatches, EPERM for lack of
privilege.





MAC.MPO_check_kenv_dump


int
MAC.MPO_check_kenv_dump
struct ucred *
cred
+————+———————-+
| cred   | Subject credential   |
+————+———————-+


Determine whether the subject should be allowed to retrieve the kernel
environment (see MAN.KENV.2).





MAC.MPO_check_kenv_get


int
MAC.MPO_check_kenv_get
struct ucred *
cred
char *
name
+————+————————————+
| cred   | Subject credential                 |
+————+————————————+
| name   | Kernel environment variable name   |
+————+————————————+


Determine whether the subject should be allowed to retrieve the value of
the specified kernel environment variable.





MAC.MPO_check_kenv_set


int
MAC.MPO_check_kenv_set
struct ucred *
cred
char *
name
+————+————————————+
| cred   | Subject credential                 |
+————+————————————+
| name   | Kernel environment variable name   |
+————+————————————+


Determine whether the subject should be allowed to set the specified
kernel environment variable.





MAC.MPO_check_kenv_unset


int
MAC.MPO_check_kenv_unset
struct ucred *
cred
char *
name
+————+————————————+
| cred   | Subject credential                 |
+————+————————————+
| name   | Kernel environment variable name   |
+————+————————————+


Determine whether the subject should be allowed to unset the specified
kernel environment variable.





MAC.MPO_check_kld_load


int
MAC.MPO_check_kld_load
struct ucred *
cred
struct vnode *
vp
struct label *
vlabel
+————–+——————————–+
| cred     | Subject credential             |
+————–+——————————–+
| vp       | Kernel module vnode            |
+————–+——————————–+
| vlabel   | Label associated with vp   |
+————–+——————————–+


Determine whether the subject should be allowed to load the specified
module file.





MAC.MPO_check_kld_stat


int
MAC.MPO_check_kld_stat
struct ucred *
cred
+————+———————-+
| cred   | Subject credential   |
+————+———————-+


Determine whether the subject should be allowed to retrieve a list of
loaded kernel module files and associated statistics.





MAC.MPO_check_kld_unload


int
MAC.MPO_check_kld_unload
struct ucred *
cred
+————+———————-+
| cred   | Subject credential   |
+————+———————-+


Determine whether the subject should be allowed to unload a kernel
module.





MAC.MPO_check_pipe_ioctl


int
MAC.MPO_check_pipe_ioctl
struct ucred *
cred
struct pipe *
pipe
struct label *
pipelabel
unsigned long
cmd
void *
data
+—————–+—————————————–+
| cred        | Subject credential                      |
+—————–+—————————————–+
| pipe        | Pipe                                    |
+—————–+—————————————–+
| pipelabel   | Policy label associated with pipe   |
+—————–+—————————————–+
| cmd         | MAN.IOCTL.2 command                     |
+—————–+—————————————–+
| data        | MAN.IOCTL.2 data                        |
+—————–+—————————————–+


Determine whether the subject should be allowed to make the specified
MAN.IOCTL.2 call.





MAC.MPO_check_pipe_poll


int
MAC.MPO_check_pipe_poll
struct ucred *
cred
struct pipe *
pipe
struct label *
pipelabel
+—————–+—————————————–+
| cred        | Subject credential                      |
+—————–+—————————————–+
| pipe        | Pipe                                    |
+—————–+—————————————–+
| pipelabel   | Policy label associated with pipe   |
+—————–+—————————————–+


Determine whether the subject should be allowed to poll pipe.





MAC.MPO_check_pipe_read


int
MAC.MPO_check_pipe_read
struct ucred *
cred
struct pipe *
pipe
struct label *
pipelabel
+—————–+—————————————–+
| cred        | Subject credential                      |
+—————–+—————————————–+
| pipe        | Pipe                                    |
+—————–+—————————————–+
| pipelabel   | Policy label associated with pipe   |
+—————–+—————————————–+


Determine whether the subject should be allowed read access to pipe.





MAC.MPO_check_pipe_relabel


int
MAC.MPO_check_pipe_relabel
struct ucred *
cred
struct pipe *
pipe
struct label *
pipelabel
struct label *
newlabel
+—————–+————————————————-+
| cred        | Subject credential                              |
+—————–+————————————————-+
| pipe        | Pipe                                            |
+—————–+————————————————-+
| pipelabel   | Current policy label associated with pipe   |
+—————–+————————————————-+
| newlabel    | Label update to pipelabel                   |
+—————–+————————————————-+


Determine whether the subject should be allowed to relabel pipe.





MAC.MPO_check_pipe_stat


int
MAC.MPO_check_pipe_stat
struct ucred *
cred
struct pipe *
pipe
struct label *
pipelabel
+—————–+—————————————–+
| cred        | Subject credential                      |
+—————–+—————————————–+
| pipe        | Pipe                                    |
+—————–+—————————————–+
| pipelabel   | Policy label associated with pipe   |
+—————–+—————————————–+


Determine whether the subject should be allowed to retrieve statistics
related to pipe.





MAC.MPO_check_pipe_write


int
MAC.MPO_check_pipe_write
struct ucred *
cred
struct pipe *
pipe
struct label *
pipelabel
+—————–+—————————————–+
| cred        | Subject credential                      |
+—————–+—————————————–+
| pipe        | Pipe                                    |
+—————–+—————————————–+
| pipelabel   | Policy label associated with pipe   |
+—————–+—————————————–+


Determine whether the subject should be allowed to write to pipe.





MAC.MPO_check_socket_bind


int
MAC.MPO_check_socket_bind
struct ucred *
cred
struct socket *
socket
struct label *
socketlabel
struct sockaddr *
sockaddr
+——————-+——————————-+
| cred          | Subject credential            |
+——————-+——————————-+
| socket        | Socket to be bound            |
+——————-+——————————-+
| socketlabel   | Policy label for socket   |
+——————-+——————————-+
| sockaddr      | Address of socket         |
+——————-+——————————-+





MAC.MPO_check_socket_connect


int
MAC.MPO_check_socket_connect
struct ucred *
cred
struct socket *
socket
struct label *
socketlabel
struct sockaddr *
sockaddr
+——————-+——————————-+
| cred          | Subject credential            |
+——————-+——————————-+
| socket        | Socket to be connected        |
+——————-+——————————-+
| socketlabel   | Policy label for socket   |
+——————-+——————————-+
| sockaddr      | Address of socket         |
+——————-+——————————-+


Determine whether the subject credential (cred) can connect the
passed socket (socket) to the passed socket address (sockaddr).
Return 0 for success, or an errno value for failure. Suggested
failure: EACCES for label mismatches, EPERM for lack of privilege.





MAC.MPO_check_socket_receive


int
MAC.MPO_check_socket_receive
struct ucred *
cred
struct socket *
so
struct label *
socketlabel
+——————-+—————————————+
| cred          | Subject credential                    |
+——————-+—————————————+
| so            | Socket                                |
+——————-+—————————————+
| socketlabel   | Policy label associated with so   |
+——————-+—————————————+


Determine whether the subject should be allowed to receive information
from the socket so.





MAC.MPO_check_socket_send


int
MAC.MPO_check_socket_send
struct ucred *
cred
struct socket *
so
struct label *
socketlabel
+——————-+—————————————+
| cred          | Subject credential                    |
+——————-+—————————————+
| so            | Socket                                |
+——————-+—————————————+
| socketlabel   | Policy label associated with so   |
+——————-+—————————————+


Determine whether the subject should be allowed to send information
across the socket so.





MAC.MPO_check_cred_visible


int
MAC.MPO_check_cred_visible
struct ucred *
u1
struct ucred *
u2
+———-+———————-+
| u1   | Subject credential   |
+———-+———————-+
| u2   | Object credential    |
+———-+———————-+


Determine whether the subject credential u1 can “see” other subjects
with the passed subject credential u2. Return 0 for success, or an
errno value for failure. Suggested failure: EACCES for label
mismatches, EPERM for lack of privilege, or ESRCH to hide visibility.
This call may be made in a number of situations, including inter-process
status sysctl’s used by ps, and in procfs lookups.





MAC.MPO_check_socket_visible


int
MAC.MPO_check_socket_visible
struct ucred *
cred
struct socket *
socket
struct label *
socketlabel
+——————-+——————————-+
| cred          | Subject credential            |
+——————-+——————————-+
| socket        | Object; socket                |
+——————-+——————————-+
| socketlabel   | Policy label for socket   |
+——————-+——————————-+





MAC.MPO_check_ifnet_relabel


int
MAC.MPO_check_ifnet_relabel
struct ucred *
cred
struct ifnet *
ifnet
struct label *
ifnetlabel
struct label *
newlabel
+——————+——————————————————–+
| cred         | Subject credential                                     |
+——————+——————————————————–+
| ifnet        | Object; network interface                              |
+——————+——————————————————–+
| ifnetlabel   | Existing policy label for ifnet                    |
+——————+——————————————————–+
| newlabel     | Policy label update to later be applied to ifnet   |
+——————+——————————————————–+


Determine whether the subject credential can relabel the passed network
interface to the passed label update.





MAC.MPO_check_socket_relabel


int
MAC.MPO_check_socket_relabel
struct ucred *
cred
struct socket *
socket
struct label *
socketlabel
struct label *
newlabel
+——————-+——————————————————-+
| cred          | Subject credential                                    |
+——————-+——————————————————-+
| socket        | Object; socket                                        |
+——————-+——————————————————-+
| socketlabel   | Existing policy label for socket                  |
+——————-+——————————————————-+
| newlabel      | Label update to later be applied to socketlabel   |
+——————-+——————————————————-+


Determine whether the subject credential can relabel the passed socket
to the passed label update.





MAC.MPO_check_cred_relabel


int
MAC.MPO_check_cred_relabel
struct ucred *
cred
struct label *
newlabel
+—————-+————————————————+
| cred       | Subject credential                             |
+—————-+————————————————+
| newlabel   | Label update to later be applied to cred   |
+—————-+————————————————+


Determine whether the subject credential can relabel itself to the
passed label update.





MAC.MPO_check_vnode_relabel


int
MAC.MPO_check_vnode_relabel
struct ucred *
cred
struct vnode *
vp
struct label *
vnodelabel
struct label *
newlabel
+——————+—————————————————–+————-+
| cred         | Subject credential                                  | Immutable   |
+——————+—————————————————–+————-+
| vp           | Object; vnode                                       | Locked      |
+——————+—————————————————–+————-+
| vnodelabel   | Existing policy label for vp                    |
+——————+—————————————————–+————-+
| newlabel     | Policy label update to later be applied to vp   |
+——————+—————————————————–+————-+


Determine whether the subject credential can relabel the passed vnode to
the passed label update.





MAC.MPO_check_mount_stat


int
MAC.MPO_check_mount_stat
struct ucred *
cred
struct mount *
mp
struct label *
mountlabel
+——————+—————————–+
| cred         | Subject credential          |
+——————+—————————–+
| mp           | Object; file system mount   |
+——————+—————————–+
| mountlabel   | Policy label for mp     |
+——————+—————————–+


Determine whether the subject credential can see the results of a statfs
performed on the file system. Return 0 for success, or an errno
value for failure. Suggested failure: EACCES for label mismatches or
EPERM for lack of privilege. This call may be made in a number of
situations, including during invocations of MAN.STATFS.2 and related
calls, as well as to determine what file systems to exclude from
listings of file systems, such as when MAN.GETFSSTAT.2 is invoked.





MAC.MPO_check_proc_debug


int
MAC.MPO_check_proc_debug
struct ucred *
cred
struct proc *
proc
+————+———————-+————-+
| cred   | Subject credential   | Immutable   |
+————+———————-+————-+
| proc   | Object; process      |
+————+———————-+————-+


Determine whether the subject credential can debug the passed process.
Return 0 for success, or an errno value for failure. Suggested
failure: EACCES for label mismatch, EPERM for lack of privilege, or
ESRCH to hide visibility of the target. This call may be made in a
number of situations, including use of the MAN.PTRACE.2 and MAN.KTRACE.2
APIs, as well as for some types of procfs operations.





MAC.MPO_check_vnode_access


int
MAC.MPO_check_vnode_access
struct ucred *
cred
struct vnode *
vp
struct label *
label
int
flags
+————-+—————————+
| cred    | Subject credential        |
+————-+—————————+
| vp      | Object; vnode             |
+————-+—————————+
| label   | Policy label for vp   |
+————-+—————————+
| flags   | MAN.ACCESS.2 flags        |
+————-+—————————+


Determine how invocations of MAN.ACCESS.2 and related calls by the
subject credential should return when performed on the passed vnode
using the passed access flags. This should generally be implemented
using the same semantics used in MAC.MPO_check_vnode_open. Return 0
for success, or an errno value for failure. Suggested failure:
EACCES for label mismatches or EPERM for lack of privilege.





MAC.MPO_check_vnode_chdir


int
MAC.MPO_check_vnode_chdir
struct ucred *
cred
struct vnode *
dvp
struct label *
dlabel
+————–+————————————-+
| cred     | Subject credential                  |
+————–+————————————-+
| dvp      | Object; vnode to MAN.CHDIR.2 into   |
+————–+————————————-+
| dlabel   | Policy label for dvp            |
+————–+————————————-+


Determine whether the subject credential can change the process working
directory to the passed vnode. Return 0 for success, or an errno
value for failure. Suggested failure: EACCES for label mismatch, or
EPERM for lack of privilege.





MAC.MPO_check_vnode_chroot


int
MAC.MPO_check_vnode_chroot
struct ucred *
cred
struct vnode *
dvp
struct label *
dlabel
+————–+—————————————-+
| cred     | Subject credential                     |
+————–+—————————————-+
| dvp      | Directory vnode                        |
+————–+—————————————-+
| dlabel   | Policy label associated with dvp   |
+————–+—————————————-+


Determine whether the subject should be allowed to MAN.CHROOT.2 into the
specified directory (dvp).





MAC.MPO_check_vnode_create


int
MAC.MPO_check_vnode_create
struct ucred *
cred
struct vnode *
dvp
struct label *
dlabel
struct componentname *
cnp
struct vattr *
vap
+————–+——————————–+
| cred     | Subject credential             |
+————–+——————————–+
| dvp      | Object; vnode                  |
+————–+——————————–+
| dlabel   | Policy label for dvp       |
+————–+——————————–+
| cnp      | Component name for dvp     |
+————–+——————————–+
| vap      | vnode attributes for vap   |
+————–+——————————–+


Determine whether the subject credential can create a vnode with the
passed parent directory, passed name information, and passed attribute
information. Return 0 for success, or an errno value for failure.
Suggested failure: EACCES for label mismatch, or EPERM for lack of
privilege. This call may be made in a number of situations, including as
a result of calls to MAN.OPEN.2 with O_CREAT, MAN.MKFIFO.2, and
others.





MAC.MPO_check_vnode_delete


int
MAC.MPO_check_vnode_delete
struct ucred *
cred
struct vnode *
dvp
struct label *
dlabel
struct vnode *
vp
void *
label
struct componentname *
cnp
+————–+—————————–+
| cred     | Subject credential          |
+————–+—————————–+
| dvp      | Parent directory vnode      |
+————–+—————————–+
| dlabel   | Policy label for dvp    |
+————–+—————————–+
| vp       | Object; vnode to delete     |
+————–+—————————–+
| label    | Policy label for vp     |
+————–+—————————–+
| cnp      | Component name for vp   |
+————–+—————————–+


Determine whether the subject credential can delete a vnode from the
passed parent directory and passed name information. Return 0 for
success, or an errno value for failure. Suggested failure: EACCES
for label mismatch, or EPERM for lack of privilege. This call may be
made in a number of situations, including as a result of calls to
MAN.UNLINK.2 and MAN.RMDIR.2. Policies implementing this entry point
should also implement mpo_check_rename_to to authorize deletion of
objects as a result of being the target of a rename.





MAC.MPO_check_vnode_deleteacl


int
MAC.MPO_check_vnode_deleteacl
struct ucred *
cred
struct vnode *
vp
struct label *
label
acl_type_t
type
+————-+—————————+————-+
| cred    | Subject credential        | Immutable   |
+————-+—————————+————-+
| vp      | Object; vnode             | Locked      |
+————-+—————————+————-+
| label   | Policy label for vp   |
+————-+—————————+————-+
| type    | ACL type                  |
+————-+—————————+————-+


Determine whether the subject credential can delete the ACL of passed
type from the passed vnode. Return 0 for success, or an errno value
for failure. Suggested failure: EACCES for label mismatch, or EPERM for
lack of privilege.





MAC.MPO_check_vnode_exec


int
MAC.MPO_check_vnode_exec
struct ucred *
cred
struct vnode *
vp
struct label *
label
+————-+—————————-+
| cred    | Subject credential         |
+————-+—————————-+
| vp      | Object; vnode to execute   |
+————-+—————————-+
| label   | Policy label for vp    |
+————-+—————————-+


Determine whether the subject credential can execute the passed vnode.
Determination of execute privilege is made separately from decisions
about any transitioning event. Return 0 for success, or an errno
value for failure. Suggested failure: EACCES for label mismatch, or
EPERM for lack of privilege.





MAC.MPO_check_vnode_getacl


int
MAC.MPO_check_vnode_getacl
struct ucred *
cred
struct vnode *
vp
struct label *
label
acl_type_t
type
+————-+—————————+
| cred    | Subject credential        |
+————-+—————————+
| vp      | Object; vnode             |
+————-+—————————+
| label   | Policy label for vp   |
+————-+—————————+
| type    | ACL type                  |
+————-+—————————+


Determine whether the subject credential can retrieve the ACL of passed
type from the passed vnode. Return 0 for success, or an errno value
for failure. Suggested failure: EACCES for label mismatch, or EPERM for
lack of privilege.





MAC.MPO_check_vnode_getextattr


int
MAC.MPO_check_vnode_getextattr
struct ucred *
cred
struct vnode *
vp
struct label *
label
int
attrnamespace
const char *
name
struct uio *
uio
+———————+—————————————-+
| cred            | Subject credential                     |
+———————+—————————————-+
| vp              | Object; vnode                          |
+———————+—————————————-+
| label           | Policy label for vp                |
+———————+—————————————-+
| attrnamespace   | Extended attribute namespace           |
+———————+—————————————-+
| name            | Extended attribute name                |
+———————+—————————————-+
| uio             | I/O structure pointer; see MAN.UIO.9   |
+———————+—————————————-+


Determine whether the subject credential can retrieve the extended
attribute with the passed namespace and name from the passed vnode.
Policies implementing labeling using extended attributes may be
interested in special handling of operations on those extended
attributes. Return 0 for success, or an errno value for failure.
Suggested failure: EACCES for label mismatch, or EPERM for lack of
privilege.





MAC.MPO_check_vnode_link


int
MAC.MPO_check_vnode_link
struct ucred *
cred
struct vnode *
dvp
struct label *
dlabel
struct vnode *
vp
struct label *
label
struct componentname *
cnp
+————–+———————————————+
| cred     | Subject credential                          |
+————–+———————————————+
| dvp      | Directory vnode                             |
+————–+———————————————+
| dlabel   | Policy label associated with dvp        |
+————–+———————————————+
| vp       | Link destination vnode                      |
+————–+———————————————+
| label    | Policy label associated with vp         |
+————–+———————————————+
| cnp      | Component name for the link being created   |
+————–+———————————————+


Determine whether the subject should be allowed to create a link to the
vnode vp with the name specified by cnp.





MAC.MPO_check_vnode_mmap


int
MAC.MPO_check_vnode_mmap
struct ucred *
cred
struct vnode *
vp
struct label *
label
int
prot
+————-+—————————————+
| cred    | Subject credential                    |
+————-+—————————————+
| vp      | Vnode to map                          |
+————-+—————————————+
| label   | Policy label associated with vp   |
+————-+—————————————+
| prot    | Mmap protections (see MAN.MMAP.2)     |
+————-+—————————————+


Determine whether the subject should be allowed to map the vnode vp
with the protections specified in prot.





MAC.MPO_check_vnode_mmap_downgrade


void
MAC.MPO_check_vnode_mmap_downgrade
struct ucred *
cred
struct vnode *
vp
struct label *
label
int *
prot
+————-+————————————-+
| cred    | See ?.                              |
+————-+————————————-+
| vp      |
+————-+————————————-+
| label   |
+————-+————————————-+
| prot    | Mmap protections to be downgraded   |
+————-+————————————-+


Downgrade the mmap protections based on the subject and object labels.





MAC.MPO_check_vnode_mprotect


int
MAC.MPO_check_vnode_mprotect
struct ucred *
cred
struct vnode *
vp
struct label *
label
int
prot
+————+———————-+
| cred   | Subject credential   |
+————+———————-+
| vp     | Mapped vnode         |
+————+———————-+
| prot   | Memory protections   |
+————+———————-+


Determine whether the subject should be allowed to set the specified
memory protections on memory mapped from the vnode vp.





MAC.MPO_check_vnode_poll


int
MAC.MPO_check_vnode_poll
struct ucred *
active_cred
struct ucred *
file_cred
struct vnode *
vp
struct label *
label
+——————-+——————————————-+
| active_cred   | Subject credential                        |
+——————-+——————————————-+
| file_cred     | Credential associated with the struct   |
|                   |                     file                |
+——————-+——————————————-+
| vp            | Polled vnode                              |
+——————-+——————————————-+
| label         | Policy label associated with vp       |
+——————-+——————————————-+


Determine whether the subject should be allowed to poll the vnode
vp.





MAC.MPO_check_vnode_rename_from


int
MAC.MPO_vnode_rename_from
struct ucred *
cred
struct vnode *
dvp
struct label *
dlabel
struct vnode *
vp
struct label *
label
struct componentname *
cnp
+————–+—————————————-+
| cred     | Subject credential                     |
+————–+—————————————-+
| dvp      | Directory vnode                        |
+————–+—————————————-+
| dlabel   | Policy label associated with dvp   |
+————–+—————————————-+
| vp       | Vnode to be renamed                    |
+————–+—————————————-+
| label    | Policy label associated with vp    |
+————–+—————————————-+
| cnp      | Component name for vp              |
+————–+—————————————-+


Determine whether the subject should be allowed to rename the vnode
vp to something else.





MAC.MPO_check_vnode_rename_to


int
MAC.MPO_check_vnode_rename_to
struct ucred *
cred
struct vnode *
dvp
struct label *
dlabel
struct vnode *
vp
struct label *
label
int
samedir
struct componentname *
cnp
+—————+————————————————————————-+
| cred      | Subject credential                                                      |
+—————+————————————————————————-+
| dvp       | Directory vnode                                                         |
+—————+————————————————————————-+
| dlabel    | Policy label associated with dvp                                    |
+—————+————————————————————————-+
| vp        | Overwritten vnode                                                       |
+—————+————————————————————————-+
| label     | Policy label associated with vp                                     |
+—————+————————————————————————-+
| samedir   | Boolean; 1 if the source and destination directories are the same   |
+—————+————————————————————————-+
| cnp       | Destination component name                                              |
+—————+————————————————————————-+


Determine whether the subject should be allowed to rename to the vnode
vp, into the directory dvp, or to the name represented by
cnp. If there is no existing file to overwrite, vp and label
will be NULL.





MAC.MPO_check_socket_listen


int
MAC.MPO_check_socket_listen
struct ucred *
cred
struct socket *
socket
struct label *
socketlabel
+——————-+——————————-+
| cred          | Subject credential            |
+——————-+——————————-+
| socket        | Object; socket                |
+——————-+——————————-+
| socketlabel   | Policy label for socket   |
+——————-+——————————-+


Determine whether the subject credential can listen on the passed
socket. Return 0 for success, or an errno value for failure.
Suggested failure: EACCES for label mismatch, or EPERM for lack of
privilege.





MAC.MPO_check_vnode_lookup


int
MAC.MPO_check_vnode_lookup
struct ucred *
cred
struct vnode *
dvp
struct label *
dlabel
struct componentname *
cnp
+————–+———————————-+
| cred     | Subject credential               |
+————–+———————————-+
| dvp      | Object; vnode                    |
+————–+———————————-+
| dlabel   | Policy label for dvp         |
+————–+———————————-+
| cnp      | Component name being looked up   |
+————–+———————————-+


Determine whether the subject credential can perform a lookup in the
passed directory vnode for the passed name. Return 0 for success, or an
errno value for failure. Suggested failure: EACCES for label
mismatch, or EPERM for lack of privilege.





MAC.MPO_check_vnode_open


int
MAC.MPO_check_vnode_open
struct ucred *
cred
struct vnode *
vp
struct label *
label
int
acc_mode
+—————-+—————————+
| cred       | Subject credential        |
+—————-+—————————+
| vp         | Object; vnode             |
+—————-+—————————+
| label      | Policy label for vp   |
+—————-+—————————+
| acc_mode   | MAN.OPEN.2 access mode    |
+—————-+—————————+


Determine whether the subject credential can perform an open operation
on the passed vnode with the passed access mode. Return 0 for success,
or an errno value for failure. Suggested failure: EACCES for label
mismatch, or EPERM for lack of privilege.





MAC.MPO_check_vnode_readdir


int
MAC.MPO_check_vnode_readdir
struct ucred *
cred
struct vnode *
dvp
struct label *
dlabel
+————–+—————————-+
| cred     | Subject credential         |
+————–+—————————-+
| dvp      | Object; directory vnode    |
+————–+—————————-+
| dlabel   | Policy label for dvp   |
+————–+—————————-+


Determine whether the subject credential can perform a readdir
operation on the passed directory vnode. Return 0 for success, or an
errno value for failure. Suggested failure: EACCES for label
mismatch, or EPERM for lack of privilege.





MAC.MPO_check_vnode_readlink


int
MAC.MPO_check_vnode_readlink
struct ucred *
cred
struct vnode *
vp
struct label *
label
+————-+—————————+
| cred    | Subject credential        |
+————-+—————————+
| vp      | Object; vnode             |
+————-+—————————+
| label   | Policy label for vp   |
+————-+—————————+


Determine whether the subject credential can perform a readlink
operation on the passed symlink vnode. Return 0 for success, or an
errno value for failure. Suggested failure: EACCES for label
mismatch, or EPERM for lack of privilege. This call may be made in a
number of situations, including an explicit readlink call by the
user process, or as a result of an implicit readlink during a name
lookup by the process.





MAC.MPO_check_vnode_revoke


int
MAC.MPO_check_vnode_revoke
struct ucred *
cred
struct vnode *
vp
struct label *
label
+————-+—————————+
| cred    | Subject credential        |
+————-+—————————+
| vp      | Object; vnode             |
+————-+—————————+
| label   | Policy label for vp   |
+————-+—————————+


Determine whether the subject credential can revoke access to the passed
vnode. Return 0 for success, or an errno value for failure.
Suggested failure: EACCES for label mismatch, or EPERM for lack of
privilege.





MAC.MPO_check_vnode_setacl


int
MAC.MPO_check_vnode_setacl
struct ucred *
cred
struct vnode *
vp
struct label *
label
acl_type_t
type
struct acl *
acl
+————-+—————————+
| cred    | Subject credential        |
+————-+—————————+
| vp      | Object; vnode             |
+————-+—————————+
| label   | Policy label for vp   |
+————-+—————————+
| type    | ACL type                  |
+————-+—————————+
| acl     | ACL                       |
+————-+—————————+


Determine whether the subject credential can set the passed ACL of
passed type on the passed vnode. Return 0 for success, or an errno
value for failure. Suggested failure: EACCES for label mismatch, or
EPERM for lack of privilege.





MAC.MPO_check_vnode_setextattr


int
MAC.MPO_check_vnode_setextattr
struct ucred *
cred
struct vnode *
vp
struct label *
label
int
attrnamespace
const char *
name
struct uio *
uio
+———————+—————————————-+
| cred            | Subject credential                     |
+———————+—————————————-+
| vp              | Object; vnode                          |
+———————+—————————————-+
| label           | Policy label for vp                |
+———————+—————————————-+
| attrnamespace   | Extended attribute namespace           |
+———————+—————————————-+
| name            | Extended attribute name                |
+———————+—————————————-+
| uio             | I/O structure pointer; see MAN.UIO.9   |
+———————+—————————————-+


Determine whether the subject credential can set the extended attribute
of passed name and passed namespace on the passed vnode. Policies
implementing security labels backed into extended attributes may want to
provide additional protections for those attributes. Additionally,
policies should avoid making decisions based on the data referenced from
uio, as there is a potential race condition between this check and
the actual operation. The uio may also be NULL if a delete
operation is being performed. Return 0 for success, or an errno
value for failure. Suggested failure: EACCES for label mismatch, or
EPERM for lack of privilege.





MAC.MPO_check_vnode_setflags


int
MAC.MPO_check_vnode_setflags
struct ucred *
cred
struct vnode *
vp
struct label *
label
u_long
flags
+————-+———————————+
| cred    | Subject credential              |
+————-+———————————+
| vp      | Object; vnode                   |
+————-+———————————+
| label   | Policy label for vp         |
+————-+———————————+
| flags   | File flags; see MAN.CHFLAGS.2   |
+————-+———————————+


Determine whether the subject credential can set the passed flags on the
passed vnode. Return 0 for success, or an errno value for failure.
Suggested failure: EACCES for label mismatch, or EPERM for lack of
privilege.





MAC.MPO_check_vnode_setmode


int
MAC.MPO_check_vnode_setmode
struct ucred *
cred
struct vnode *
vp
struct label *
label
mode_t
mode
+————-+——————————+
| cred    | Subject credential           |
+————-+——————————+
| vp      | Object; vnode                |
+————-+——————————+
| label   | Policy label for vp      |
+————-+——————————+
| mode    | File mode; see MAN.CHMOD.2   |
+————-+——————————+


Determine whether the subject credential can set the passed mode on the
passed vnode. Return 0 for success, or an errno value for failure.
Suggested failure: EACCES for label mismatch, or EPERM for lack of
privilege.





MAC.MPO_check_vnode_setowner


int
MAC.MPO_check_vnode_setowner
struct ucred *
cred
struct vnode *
vp
struct label *
label
uid_t
uid
gid_t
gid
+————-+—————————+
| cred    | Subject credential        |
+————-+—————————+
| vp      | Object; vnode             |
+————-+—————————+
| label   | Policy label for vp   |
+————-+—————————+
| uid     | User ID                   |
+————-+—————————+
| gid     | Group ID                  |
+————-+—————————+


Determine whether the subject credential can set the passed uid and
passed gid as file uid and file gid on the passed vnode. The IDs may be
set to (-1) to request no update. Return 0 for success, or an
errno value for failure. Suggested failure: EACCES for label
mismatch, or EPERM for lack of privilege.





MAC.MPO_check_vnode_setutimes


int
MAC.MPO_check_vnode_setutimes
struct ucred *
cred
struct vnode *
vp
struct label *
label
struct timespec
atime
struct timespec
mtime
+————-+—————————————+
| cred    | Subject credential                    |
+————-+—————————————+
| vp      | Object; vp                            |
+————-+—————————————+
| label   | Policy label for vp               |
+————-+—————————————+
| atime   | Access time; see MAN.UTIMES.2         |
+————-+—————————————+
| mtime   | Modification time; see MAN.UTIMES.2   |
+————-+—————————————+


Determine whether the subject credential can set the passed access
timestamps on the passed vnode. Return 0 for success, or an errno
value for failure. Suggested failure: EACCES for label mismatch, or
EPERM for lack of privilege.





MAC.MPO_check_proc_sched


int
MAC.MPO_check_proc_sched
struct ucred *
ucred
struct proc *
proc
+————+———————-+
| cred   | Subject credential   |
+————+———————-+
| proc   | Object; process      |
+————+———————-+


Determine whether the subject credential can change the scheduling
parameters of the passed process. Return 0 for success, or an errno
value for failure. Suggested failure: EACCES for label mismatch, EPERM
for lack of privilege, or ESRCH to limit visibility.


See MAN.SETPRIORITY.2 for more information.





MAC.MPO_check_proc_signal


int
MAC.MPO_check_proc_signal
struct ucred *
cred
struct proc *
proc
int
signal
+————–+————————–+
| cred     | Subject credential       |
+————–+————————–+
| proc     | Object; process          |
+————–+————————–+
| signal   | Signal; see MAN.KILL.2   |
+————–+————————–+


Determine whether the subject credential can deliver the passed signal
to the passed process. Return 0 for success, or an errno value for
failure. Suggested failure: EACCES for label mismatch, EPERM for lack of
privilege, or ESRCH to limit visibility.





MAC.MPO_check_vnode_stat


int
MAC.MPO_check_vnode_stat
struct ucred *
cred
struct vnode *
vp
struct label *
label
+————-+—————————+
| cred    | Subject credential        |
+————-+—————————+
| vp      | Object; vnode             |
+————-+—————————+
| label   | Policy label for vp   |
+————-+—————————+


Determine whether the subject credential can stat the passed vnode.
Return 0 for success, or an errno value for failure. Suggested
failure: EACCES for label mismatch, or EPERM for lack of privilege.


See MAN.STAT.2 for more information.





MAC.MPO_check_ifnet_transmit


int
MAC.MPO_check_ifnet_transmit
struct ucred *
cred
struct ifnet *
ifnet
struct label *
ifnetlabel
struct mbuf *
mbuf
struct label *
mbuflabel
+——————+——————————+
| cred         | Subject credential           |
+——————+——————————+
| ifnet        | Network interface            |
+——————+——————————+
| ifnetlabel   | Policy label for ifnet   |
+——————+——————————+
| mbuf         | Object; mbuf to be sent      |
+——————+——————————+
| mbuflabel    | Policy label for mbuf    |
+——————+——————————+


Determine whether the network interface can transmit the passed mbuf.
Return 0 for success, or an errno value for failure. Suggested
failure: EACCES for label mismatch, or EPERM for lack of privilege.





MAC.MPO_check_socket_deliver


int
MAC.MPO_check_socket_deliver
struct ucred *
cred
struct ifnet *
ifnet
struct label *
ifnetlabel
struct mbuf *
mbuf
struct label *
mbuflabel
+——————+——————————–+
| cred         | Subject credential             |
+——————+——————————–+
| ifnet        | Network interface              |
+——————+——————————–+
| ifnetlabel   | Policy label for ifnet     |
+——————+——————————–+
| mbuf         | Object; mbuf to be delivered   |
+——————+——————————–+
| mbuflabel    | Policy label for mbuf      |
+——————+——————————–+


Determine whether the socket may receive the datagram stored in the
passed mbuf header. Return 0 for success, or an errno value for
failure. Suggested failures: EACCES for label mismatch, or EPERM for
lack of privilege.





MAC.MPO_check_socket_visible


int
MAC.MPO_check_socket_visible
struct ucred *
cred
struct socket *
so
struct label *
socketlabel
+——————-+—————————+————-+
| cred          | Subject credential        | Immutable   |
+——————-+—————————+————-+
| so            | Object; socket            |
+——————-+—————————+————-+
| socketlabel   | Policy label for so   |
+——————-+—————————+————-+


Determine whether the subject credential cred can “see” the passed
socket (socket) using system monitoring functions, such as those
employed by MAN.NETSTAT.8 and MAN.SOCKSTAT.1. Return 0 for success, or
an errno value for failure. Suggested failure: EACCES for label
mismatches, EPERM for lack of privilege, or ESRCH to hide visibility.





MAC.MPO_check_system_acct


int
MAC.MPO_check_system_acct
struct ucred *
ucred
struct vnode *
vp
struct label *
vlabel
+————–+——————————–+
| ucred    | Subject credential             |
+————–+——————————–+
| vp       | Accounting file; MAN.ACCT.5    |
+————–+——————————–+
| vlabel   | Label associated with vp   |
+————–+——————————–+


Determine whether the subject should be allowed to enable accounting,
based on its label and the label of the accounting log file.





MAC.MPO_check_system_nfsd


int
MAC.MPO_check_system_nfsd
struct ucred *
cred
+————+———————-+
| cred   | Subject credential   |
+————+———————-+


Determine whether the subject should be allowed to call MAN.NFSSVC.2.





MAC.MPO_check_system_reboot


int
MAC.MPO_check_system_reboot
struct ucred *
cred
int
howto
+————-+—————————————–+
| cred    | Subject credential                      |
+————-+—————————————–+
| howto   | howto parameter from MAN.REBOOT.2   |
+————-+—————————————–+


Determine whether the subject should be allowed to reboot the system in
the specified manner.





MAC.MPO_check_system_settime


int
MAC.MPO_check_system_settime
struct ucred *
cred
+————+———————-+
| cred   | Subject credential   |
+————+———————-+


Determine whether the user should be allowed to set the system clock.





MAC.MPO_check_system_swapon


int
MAC.MPO_check_system_swapon
struct ucred *
cred
struct vnode *
vp
struct label *
vlabel
+————–+——————————–+
| cred     | Subject credential             |
+————–+——————————–+
| vp       | Swap device                    |
+————–+——————————–+
| vlabel   | Label associated with vp   |
+————–+——————————–+


Determine whether the subject should be allowed to add vp as a swap
device.





MAC.MPO_check_system_sysctl


int
MAC.MPO_check_system_sysctl
struct ucred *
cred
int *
name
u_int *
namelen
void *
old
size_t *
oldlenp
int
inkernel
void *
new
size_t
newlen
+—————-+—————————————-+
| cred       | Subject credential                     |
+—————-+—————————————-+
| name       | See MAN.SYSCTL.3                       |
+—————-+—————————————-+
| namelen    |
+—————-+—————————————-+
| old        |
+—————-+—————————————-+
| oldlenp    |
+—————-+—————————————-+
| inkernel   | Boolean; 1 if called from kernel   |
+—————-+—————————————-+
| new        | See MAN.SYSCTL.3                       |
+—————-+—————————————-+
| newlen     |
+—————-+—————————————-+


Determine whether the subject should be allowed to make the specified
MAN.SYSCTL.3 transaction.







Label Management Calls


Relabel events occur when a user process has requested that the label on
an object be modified. A two-phase update occurs: first, an access
control check will be performed to determine if the update is both valid
and permitted, and then the update itself is performed via a separate
entry point. Relabel entry points typically accept the object, object
label reference, and an update label submitted by the process. Memory
allocation during relabel is discouraged, as relabel calls are not
permitted to fail (failure should be reported earlier in the relabel
check).







Userland Architecture


The TrustedBSD MAC Framework includes a number of policy-agnostic
elements, including MAC library interfaces for abstractly managing
labels, modifications to the system credential management and login
libraries to support the assignment of MAC labels to users, and a set of
tools to monitor and modify labels on processes, files, and network
interfaces. More details on the user architecture will be added to this
section in the near future.



APIs for Policy-Agnostic Label Management


The TrustedBSD MAC Framework provides a number of library and system
calls permitting applications to manage MAC labels on objects using a
policy-agnostic interface. This permits applications to manipulate
labels for a variety of policies without being written to support
specific policies. These interfaces are used by general-purpose tools
such as MAN.IFCONFIG.8, MAN.LS.1 and MAN.PS.1 to view labels on network
interfaces, files, and processes. The APIs also support MAC management
tools including MAN.GETFMAC.8, MAN.GETPMAC.8, MAN.SETFMAC.8,
MAN.SETFSMAC.8, and MAN.SETPMAC.8. The MAC APIs are documented in
MAN.MAC.3.


Applications handle MAC labels in two forms: an internalized form used
to return and set labels on processes and objects (mac_t), and
externalized form based on C strings appropriate for storage in
configuration files, display to the user, or input from the user. Each
MAC label contains a number of elements, each consisting of a name and
value pair. Policy modules in the kernel bind to specific names and
interpret the values in policy-specific ways. In the externalized string
form, labels are represented by a comma-delimited list of name and value
pairs separated by the / character. Labels may be directly converted
to and from text using provided APIs; when retrieving labels from the
kernel, internalized label storage must first be prepared for the
desired label element set. Typically, this is done in one of two ways:
using MAN.MAC.PREPARE.3 and an arbitrary list of desired label elements,
or one of the variants of the call that loads a default element set from
the MAN.MAC.CONF.5 configuration file. Per-object defaults permit
application writers to usefully display labels associated with objects
without being aware of the policies present in the system.



Note


Currently, direct manipulation of label elements other than by
conversion to a text string, string editing, and conversion back to
an internalized label is not supported by the MAC library. Such
interfaces may be added in the future if they prove necessary for
application writers.









Binding of Labels to Users


The standard user context management interface, MAN.SETUSERCONTEXT.3,
has been modified to retrieve MAC labels associated with a user’s class
from MAN.LOGIN.CONF.5. These labels are then set along with other user
context when either LOGIN_SETALL is specified, or when
LOGIN_SETMAC is explicitly specified.



Note


It is expected that, in a future version of FreeBSD, the MAC label
database will be separated from the login.conf user class
abstraction, and be maintained in a separate database. However, the
MAN.SETUSERCONTEXT.3 API should remain the same following such a
change.











Conclusion


The TrustedBSD MAC framework permits kernel modules to augment the
system security policy in a highly integrated manner. They may do this
based on existing object properties, or based on label data that is
maintained with the assistance of the MAC framework. The framework is
sufficiently flexible to implement a variety of policy types, including
information flow security policies such as MLS and Biba, as well as
policies based on existing BSD credentials or file protections. Policy
authors may wish to consult this documentation as well as existing
security modules when implementing a new security service.
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Rationale


The FreeBSD Core team appoints several individuals (“hats”) that perform
critical roles within the project. It is important to reduce single
points of failure in these roles. Additionally, turnover in hats can
provide fresh insight and help avoid burnout.


The current set of core-appointed hats is core secretary, head release
engineer, the security officer, and postmaster.


The FreeBSD Core team has approved the following hats term limits
policy. This was first posted to the Developers mailing list on June 22,
2012, and amended in June 2015.





Policy


An individual may serve as a core-appointed hat given that:



		Core approves their appointment or re-appointment to the role.


		The individual is willing to continue.


		The individual is still able to perform the role effectively.





Hats are appointed at the pleasure of core. Appointments may be
rescinded by core at any time where this serves the needs of the
project.


Each hat’s term begins three months after the start of a core team’s two
year term and ends three months after the end of the core team’s term.
Hats are explicitly approved by the new core team at the start of the
hat’s term.


If a hat becomes vacant during a term, core shall appoint a replacement
for the remainder of the term.


Core shall review all hats annually.


In general it is expected that volunteers serving in hat positions will
be limited to serving for four consecutive years, rounded up to the
first natural review/appointment cycle.


Non volunteers serving in hat positions are still expected to
participate in annual reviews and provide for continuity to core’s
satisfaction.


Each hat must appoint a deputy who can cover their role in the case of
absence or illness, and be trained and ready to take over the role
(subject to core approval) should the role holder resign before the end
of their term.


If a core team is dissolved prematurely, then the next term for each hat
will begin three months after the new core team’s term begins.


These limits apply to individual hats and not to teams. For teams with a
single lead role, the limits shall apply to the lead role. An individual
that is not eligible to serve as the lead of a team may continue to
serve as a member of the team.
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Advanced Networking





Synopsis


This chapter covers a number of advanced networking topics.


After reading this chapter, you will know:



		The basics of gateways and routes.


		How to set up USB tethering.


		How to set up IEEE 802.11 and BLUETOOTH devices.


		How to make OS act as a bridge.


		How to set up network PXE booting.


		How to set up IPv6 on a OS machine.


		How to enable and utilize the features of the Common Address
Redundancy Protocol (CARP) in OS.





Before reading this chapter, you should:



		Understand the basics of the /etc/rc scripts.


		Be familiar with basic network terminology.


		Know how to configure and install a new OS kernel (?).


		Know how to install additional third-party software (?).








Gateways and Routes


routing
gateway
subnet
Routing is the mechanism that allows a system to find the network path
to another system. A route is a defined pair of addresses which
represent the “destination” and a “gateway”. The route indicates that
when trying to get to the specified destination, send the packets
through the specified gateway. There are three types of destinations:
individual hosts, subnets, and “default”. The “default route” is used if
no other routes apply. There are also three types of gateways:
individual hosts, interfaces, also called links, and Ethernet hardware
(MAC) addresses. Known routes are stored in a routing table.


This section provides an overview of routing basics. It then
demonstrates how to configure a OS system as a router and offers some
troubleshooting tips.



Routing Basics


To view the routing table of a OS system, use MAN.NETSTAT.1:


PROMPT.USER netstat -r
Routing tables

Internet:
Destination      Gateway            Flags     Refs     Use     Netif Expire
default          outside-gw         UGS        37      418       em0
localhost        localhost          UH          0      181       lo0
test0            0:e0:b5:36:cf:4f   UHLW        5    63288       re0     77
10.20.30.255     link#1             UHLW        1     2421
example.com      link#1             UC          0        0
host1            0:e0:a8:37:8:1e    UHLW        3     4601       lo0
host2            0:e0:a8:37:8:1e    UHLW        0        5       lo0 =>
host2.example.com link#1            UC          0        0
224              link#1             UC          0        0






The entries in this example are as follows:



		default


		The first route in this table specifies the default route. When
the local system needs to make a connection to a remote host, it
checks the routing table to determine if a known path exists. If the
remote host matches an entry in the table, the system checks to see
if it can connect using the interface specified in that entry.


If the destination does not match an entry, or if all known paths
fail, the system uses the entry for the default route. For hosts on
a local area network, the Gateway field in the default route is
set to the system which has a direct connection to the Internet.
When reading this entry, verify that the Flags column indicates
that the gateway is usable (UG).


The default route for a machine which itself is functioning as the
gateway to the outside world will be the gateway machine at the
Internet Service Provider (ISP).





		localhost


		The second route is the localhost route. The interface specified
in the Netif column for localhost is lo0, also known as
the loopback device. This indicates that all traffic for this
destination should be internal, rather than sending it out over the
network.


		MAC address


		The addresses beginning with 0:e0: are MAC addresses. OS will
automatically identify any hosts, test0 in the example, on the local
Ethernet and add a route for that host over the Ethernet interface,
re0. This type of route has a timeout, seen in the Expire
column, which is used if the host does not respond in a specific
amount of time. When this happens, the route to this host will be
automatically deleted. These hosts are identified using the Routing
Information Protocol (RIP), which calculates routes to local hosts
based upon a shortest path determination.


		subnet


		OS will automatically add subnet routes for the local subnet. In
this example, 10.20.30.255 is the broadcast address for the subnet
10.20.30 and example.com is the domain name associated with that
subnet. The designation link#1 refers to the first Ethernet card
in the machine.


Local network hosts and local subnets have their routes
automatically configured by a daemon called MAN.ROUTED.8. If it is
not running, only routes which are statically defined by the
administrator will exist.





		host


		The host1 line refers to the host by its Ethernet address. Since
it is the sending host, OS knows to use the loopback interface
(lo0) rather than the Ethernet interface.


The two host2 lines represent aliases which were created using
MAN.IFCONFIG.8. The => symbol after the lo0 interface says
that an alias has been set in addition to the loopback address. Such
routes only show up on the host that supports the alias and all
other hosts on the local network will have a link#1 line for
such routes.





		224


		The final line (destination subnet 224) deals with multicasting.





Various attributes of each route can be seen in the Flags column. ?
summarizes some of these flags and their meanings:








		Command
		Purpose





		U
		The route is active (up).



		H
		The route destination is a single host.



		G
		Send anything for this destination on to this gateway, which will figure out from there where to send it.



		S
		This route was statically configured.



		C
		Clones a new route based upon this route for machines to connect to. This type of route is normally used for local networks.



		W
		The route was auto-configured based upon a local area network (clone) route.



		L
		Route involves references to Ethernet (link) hardware.







Table: Commonly Seen Routing Table Flags


On a OS system, the default route can defined in /etc/rc.conf by
specifying the IP address of the default gateway:


defaultrouter="10.20.30.1"






It is also possible to manually add the route using route:


PROMPT.ROOT route add default 10.20.30.1






Note that manually added routes will not survive a reboot. For more
information on manual manipulation of network routing tables, refer to
MAN.ROUTE.8.





Configuring a Router with Static Routes


dual homed hosts
A OS system can be configured as the default gateway, or router, for a
network if it is a dual-homed system. A dual-homed system is a host
which resides on at least two different networks. Typically, each
network is connected to a separate network interface, though IP aliasing
can be used to bind multiple addresses, each on a different subnet, to
one physical interface.


router
In order for the system to forward packets between interfaces, OS must
be configured as a router. Internet standards and good engineering
practice prevent the OS Project from enabling this feature by default,
but it can be configured to start at boot by adding this line to
/etc/rc.conf:


gateway_enable="YES"          # Set to YES if this host will be a gateway






To enable routing now, set the MAN.SYSCTL.8 variable
net.inet.ip.forwarding to 1. To stop routing, reset this
variable to 0.


BGP
RIP
OSPF
The routing table of a router needs additional routes so it knows how to
reach other networks. Routes can be either added manually using static
routes or routes can be automatically learned using a routing protocol.
Static routes are appropriate for small networks and this section
describes how to add a static routing entry for a small network.



Note


For large networks, static routes quickly become unscalable. OS
comes with the standard BSD routing daemon MAN.ROUTED.8, which
provides the routing protocols RIP, versions 1 and 2, and IRDP.
Support for the BGP and OSPF routing protocols can be installed
using the net/zebra package or port.






Consider the following network:



INTERNET | (10.0.0.1/24) Default Router to Internet | |Interface



xl0 |10.0.0.10/24 +——+ | | RouterA | | (FreeBSD gateway)
+——+ | Interface xl1 | 192.168.1.1/24 |
+——————————–+ Internal Net 1 | 192.168.1.2/24 |
+——+ | | RouterB | | +——+ | 192.168.2.1/24 | Internal Net
2 |


In this scenario, RouterA is a OS machine that is acting as a router to
the rest of the Internet. It has a default route set to 10.0.0.1 which
allows it to connect with the outside world. RouterB is already
configured to use 192.168.1.1 as its default gateway.


Before adding any static routes, the routing table on RouterA looks like
this:


PROMPT.USER netstat -nr
Routing tables

Internet:
Destination        Gateway            Flags    Refs      Use  Netif  Expire
default            10.0.0.1           UGS         0    49378    xl0
127.0.0.1          127.0.0.1          UH          0        6    lo0
10.0.0.0/24        link#1             UC          0        0    xl0
192.168.1.0/24     link#2             UC          0        0    xl1






With the current routing table, RouterA does not have a route to the
192.168.2.0/24 network. The following command adds the ``Internal Net



2`` network to RouterA’s routing table using 192.168.1.2 as the



next hop:


PROMPT.ROOT route add -net 192.168.2.0/24 192.168.1.2






Now, RouterA can reach any host on the 192.168.2.0/24 network. However,
the routing information will not persist if the OS system reboots. If a
static route needs to be persistent, add it to /etc/rc.conf:


# Add Internal Net 2 as a persistent static route
static_routes="internalnet2"
route_internalnet2="-net 192.168.2.0/24 192.168.1.2"






The static_routes configuration variable is a list of strings
separated by a space, where each string references a route name. The
variable route_internalnet2 contains the static route for that route
name.


Using more than one string in static_routes creates multiple static
routes. The following shows an example of adding static routes for the
192.168.0.0/24 and 192.168.1.0/24 networks:


static_routes="net1 net2"
route_net1="-net 192.168.0.0/24 192.168.0.1"
route_net2="-net 192.168.1.0/24 192.168.1.1"









Troubleshooting


When an address space is assigned to a network, the service provider
configures their routing tables so that all traffic for the network will
be sent to the link for the site. But how do external sites know to send
their packets to the network’s ISP?


There is a system that keeps track of all assigned address spaces and
defines their point of connection to the Internet backbone, or the main
trunk lines that carry Internet traffic across the country and around
the world. Each backbone machine has a copy of a master set of tables,
which direct traffic for a particular network to a specific backbone
carrier, and from there down the chain of service providers until it
reaches a particular network.


It is the task of the service provider to advertise to the backbone
sites that they are the point of connection, and thus the path inward,
for a site. This is known as route propagation.


MAN.TRACEROUTE.8
Sometimes, there is a problem with route propagation and some sites are
unable to connect. Perhaps the most useful command for trying to figure
out where routing is breaking down is traceroute. It is useful when
ping fails.


When using traceroute, include the address of the remote host to
connect to. The output will show the gateway hosts along the path of the
attempt, eventually either reaching the target host, or terminating
because of a lack of connection. For more information, refer to
MAN.TRACEROUTE.8.





Multicast Considerations


multicast routing
kernel options
MROUTING
OS natively supports both multicast applications and multicast routing.
Multicast applications do not require any special configuration in order
to run on OS. Support for multicast routing requires that the following
option be compiled into a custom kernel:


options MROUTING






The multicast routing daemon, mrouted can be installed using the
net/mrouted package or port. This daemon implements the DVMRP multicast
routing protocol and is configured by editing
/usr/local/etc/mrouted.conf in order to set up the tunnels and
DVMRP. The installation of mrouted also installs map-mbone and mrinfo,
as well as their associated man pages. Refer to these for configuration
examples.



Note


DVMRP has largely been replaced by the PIM protocol in many
multicast installations. Refer to MAN.PIM.4 for more information.











Wireless Networking


wireless networking
802.11
wireless networking
Wireless Networking Basics
————————–


Most wireless networks are based on the IEEE 802.11 standards. A basic
wireless network consists of multiple stations communicating with radios
that broadcast in either the 2.4GHz or 5GHz band, though this varies
according to the locale and is also changing to enable communication in
the 2.3GHz and 4.9GHz ranges.


802.11 networks are organized in two ways. In infrastructure mode, one
station acts as a master with all the other stations associating to it,
the network is known as a BSS, and the master station is termed an
access point (AP). In a BSS, all communication passes through the AP;
even when one station wants to communicate with another wireless
station, messages must go through the AP. In the second form of network,
there is no master and stations communicate directly. This form of
network is termed an IBSS and is commonly known as an ad-hoc network.


802.11 networks were first deployed in the 2.4GHz band using protocols
defined by the IEEE 802.11 and 802.11b standard. These specifications
include the operating frequencies and the MAC layer characteristics,
including framing and transmission rates, as communication can occur at
various rates. Later, the 802.11a standard defined operation in the 5GHz
band, including different signaling mechanisms and higher transmission
rates. Still later, the 802.11g standard defined the use of 802.11a
signaling and transmission mechanisms in the 2.4GHz band in such a way
as to be backwards compatible with 802.11b networks.


Separate from the underlying transmission techniques, 802.11 networks
have a variety of security mechanisms. The original 802.11
specifications defined a simple security protocol called WEP. This
protocol uses a fixed pre-shared key and the RC4 cryptographic cipher to
encode data transmitted on a network. Stations must all agree on the
fixed key in order to communicate. This scheme was shown to be easily
broken and is now rarely used except to discourage transient users from
joining networks. Current security practice is given by the IEEE 802.11i
specification that defines new cryptographic ciphers and an additional
protocol to authenticate stations to an access point and exchange keys
for data communication. Cryptographic keys are periodically refreshed
and there are mechanisms for detecting and countering intrusion
attempts. Another security protocol specification commonly used in
wireless networks is termed WPA, which was a precursor to 802.11i. WPA
specifies a subset of the requirements found in 802.11i and is designed
for implementation on legacy hardware. Specifically, WPA requires only
the TKIP cipher that is derived from the original WEP cipher. 802.11i
permits use of TKIP but also requires support for a stronger cipher,
AES-CCM, for encrypting data. The AES cipher was not required in WPA
because it was deemed too computationally costly to be implemented on
legacy hardware.


The other standard to be aware of is 802.11e. It defines protocols for
deploying multimedia applications, such as streaming video and voice
over IP (VoIP), in an 802.11 network. Like 802.11i, 802.11e also has a
precursor specification termed WME (later renamed WMM) that has been
defined by an industry group as a subset of 802.11e that can be deployed
now to enable multimedia applications while waiting for the final
ratification of 802.11e. The most important thing to know about 802.11e
and WME/WMM is that it enables prioritized traffic over a wireless
network through Quality of Service (QoS) protocols and enhanced media
access protocols. Proper implementation of these protocols enables high
speed bursting of data and prioritized traffic flow.


OS supports networks that operate using 802.11a, 802.11b, and 802.11g.
The WPA and 802.11i security protocols are likewise supported (in
conjunction with any of 11a, 11b, and 11g) and QoS and traffic
prioritization required by the WME/WMM protocols are supported for a
limited set of wireless devices.



Quick Start


Connecting a computer to an existing wireless network is a very common
situation. This procedure shows the steps required.


Obtain the SSID (Service Set Identifier) and PSK (Pre-Shared Key) for
the wireless network from the network administrator.


Identify the wireless adapter. The OS GENERIC kernel includes
drivers for many common wireless adapters. If the wireless adapter is
one of those models, it will be shown in the output from MAN.IFCONFIG.8:


PROMPT.USER ifconfig | grep -B3 -i wireless






If a wireless adapter is not listed, an additional kernel module might
be required, or it might be a model not supported by OS.


This example shows the Atheros ath0 wireless adapter.


Add an entry for this network to /etc/wpa_supplicant.conf. If the
file does not exist, create it. Replace myssid and mypsk with the SSID
and PSK provided by the network administrator.


network={
    ssid="myssid"
    psk="mypsk"
}






Add entries to /etc/rc.conf to configure the network on startup:


wlans_ath0="wlan0"
ifconfig_wlan0="WPA SYNCDHCP"






Restart the computer, or restart the network service to connect to the
network:


PROMPT.ROOT service netif restart









Basic Setup



Kernel Configuration


To use wireless networking, a wireless networking card is needed and the
kernel needs to be configured with the appropriate wireless networking
support. The kernel is separated into multiple modules so that only the
required support needs to be configured.


The most commonly used wireless devices are those that use parts made by
Atheros. These devices are supported by MAN.ATH.4 and require the
following line to be added to /boot/loader.conf:


if_ath_load="YES"






The Atheros driver is split up into three separate pieces: the driver
(MAN.ATH.4), the hardware support layer that handles chip-specific
functions (MAN.ATH.HAL.4), and an algorithm for selecting the rate for
transmitting frames. When this support is loaded as kernel modules, any
dependencies are automatically handled. To load support for a different
type of wireless device, specify the module for that device. This
example is for devices based on the Intersil Prism parts (MAN.WI.4)
driver:


if_wi_load="YES"

**Note**

The examples in this section use an MAN.ATH.4 device and the device
name in the examples must be changed according to the configuration.
A list of available wireless drivers and supported adapters can be
found in the OS Hardware Notes, available on the `Release
Information <http://www.FreeBSD.org/releases/index.html>`__ page of
the OS website. If a native OS driver for the wireless device does
not exist, it may be possible to use the WINDOWS driver with the
help of the `NDIS <#config-network-ndis>`__ driver wrapper.






In addition, the modules that implement cryptographic support for the
security protocols to use must be loaded. These are intended to be
dynamically loaded on demand by the MAN.WLAN.4 module, but for now they
must be manually configured. The following modules are available:
MAN.WLAN.WEP.4, MAN.WLAN.CCMP.4, and MAN.WLAN.TKIP.4. The
MAN.WLAN.CCMP.4 and MAN.WLAN.TKIP.4 drivers are only needed when using
the WPA or 802.11i security protocols. If the network does not use
encryption, MAN.WLAN.WEP.4 support is not needed. To load these modules
at boot time, add the following lines to /boot/loader.conf:


wlan_wep_load="YES"
wlan_ccmp_load="YES"
wlan_tkip_load="YES"






Once this information has been added to /boot/loader.conf, reboot
the OS box. Alternately, load the modules by hand using MAN.KLDLOAD.8.



Note


For users who do not want to use modules, it is possible to compile
these drivers into the kernel by adding the following lines to a
custom kernel configuration file:


device wlan              # 802.11 support
device wlan_wep          # 802.11 WEP support
device wlan_ccmp         # 802.11 CCMP support
device wlan_tkip         # 802.11 TKIP support
device wlan_amrr         # AMRR transmit rate control algorithm
device ath               # Atheros pci/cardbus NIC's
device ath_hal           # pci/cardbus chip support
options AH_SUPPORT_AR5416 # enable AR5416 tx/rx descriptors
device ath_rate_sample   # SampleRate tx rate control for ath






With this information in the kernel configuration file, recompile
the kernel and reboot the OS machine.






Information about the wireless device should appear in the boot
messages, like this:


ath0: <Atheros 5212> mem 0x88000000-0x8800ffff irq 11 at device 0.0 on cardbus1
ath0: [ITHREAD]
ath0: AR2413 mac 7.9 RF2413 phy 4.5











Infrastructure Mode


Infrastructure (BSS) mode is the mode that is typically used. In this
mode, a number of wireless access points are connected to a wired
network. Each wireless network has its own name, called the SSID.
Wireless clients connect to the wireless access points.



OS Clients



How to Find Access Points


To scan for available networks, use MAN.IFCONFIG.8. This request may
take a few moments to complete as it requires the system to switch to
each available wireless frequency and probe for available access points.
Only the superuser can initiate a scan:


PROMPT.ROOT ifconfig wlan0 create wlandev ath0
PROMPT.ROOT ifconfig wlan0 up scan
SSID/MESH ID    BSSID              CHAN RATE   S:N     INT CAPS
dlinkap         00:13:46:49:41:76   11   54M -90:96   100 EPS  WPA WME
freebsdap       00:11:95:c3:0d:ac    1   54M -83:96   100 EPS  WPA

**Note**

The interface must be ``up`` before it can scan. Subsequent scan
requests do not require the interface to be marked as up again.






The output of a scan request lists each BSS/IBSS network found. Besides
listing the name of the network, the SSID, the output also shows the
BSSID, which is the MAC address of the access point. The CAPS
field identifies the type of each network and the capabilities of the
stations operating there:








		Capability Code
		Meaning





		E
		Extended Service Set (ESS). Indicates that the station is part of an infrastructure network rather than an IBSS/ad-hoc network.



		I
		IBSS/ad-hoc network. Indicates that the station is part of an ad-hoc network rather than an ESS network.



		P
		Privacy. Encryption is required for all data frames exchanged within the BSS using cryptographic means such as WEP, TKIP or AES-CCMP.



		S
		Short Preamble. Indicates that the network is using short preambles, defined in 802.11b High Rate/DSSS PHY, and utilizes a 56 bit sync field rather than the 128 bit field used in long preamble mode.



		s
		Short slot time. Indicates that the 802.11g network is using a short slot time because there are no legacy (802.11b) stations present.







Table: Station Capability Codes


One can also display the current list of known networks with:


PROMPT.ROOT ifconfig wlan0 list scan






This information may be updated automatically by the adapter or manually
with a scan request. Old data is automatically removed from the
cache, so over time this list may shrink unless more scans are done.





Basic Settings


This section provides a simple example of how to make the wireless
network adapter work in OS without encryption. Once familiar with these
concepts, it is strongly recommend to use
WPA to set up the wireless network.


There are three basic steps to configure a wireless network: select an
access point, authenticate the station, and configure an IP address. The
following sections discuss each step.



Selecting an Access Point


Most of the time, it is sufficient to let the system choose an access
point using the builtin heuristics. This is the default behaviour when
an interface is marked as up or it is listed in /etc/rc.conf:


wlans_ath0="wlan0"
ifconfig_wlan0="DHCP"






If there are multiple access points, a specific one can be selected by
its SSID:


wlans_ath0="wlan0"
ifconfig_wlan0="ssid your_ssid_here DHCP"






In an environment where there are multiple access points with the same
SSID, which is often done to simplify roaming, it may be necessary to
associate to one specific device. In this case, the BSSID of the access
point can be specified, with or without the SSID:


wlans_ath0="wlan0"
ifconfig_wlan0="ssid your_ssid_here bssid xx:xx:xx:xx:xx:xx DHCP"






There are other ways to constrain the choice of an access point, such as
limiting the set of frequencies the system will scan on. This may be
useful for a multi-band wireless card as scanning all the possible
channels can be time-consuming. To limit operation to a specific band,
use the mode parameter:


wlans_ath0="wlan0"
ifconfig_wlan0="mode 11g ssid your_ssid_here DHCP"






This example will force the card to operate in 802.11g, which is defined
only for 2.4GHz frequencies so any 5GHz channels will not be considered.
This can also be achieved with the channel parameter, which locks
operation to one specific frequency, and the chanlist parameter, to
specify a list of channels for scanning. More information about these
parameters can be found in MAN.IFCONFIG.8.





Authentication


Once an access point is selected, the station needs to authenticate
before it can pass data. Authentication can happen in several ways. The
most common scheme, open authentication, allows any station to join the
network and communicate. This is the authentication to use for test
purposes the first time a wireless network is setup. Other schemes
require cryptographic handshakes to be completed before data traffic can
flow, either using pre-shared keys or secrets, or more complex schemes
that involve backend services such as RADIUS. Open authentication is the
default setting. The next most common setup is WPA-PSK, also known as
WPA Personal, which is described in ?.



Note


If using an APPLE AIRPORT Extreme base station for an access point,
shared-key authentication together with a WEP key needs to be
configured. This can be configured in /etc/rc.conf or by using
MAN.WPA.SUPPLICANT.8. For a single AIRPORT base station, access can
be configured with:


wlans_ath0="wlan0"
ifconfig_wlan0="authmode shared wepmode on weptxkey 1 wepkey 01234567 DHCP"






In general, shared key authentication should be avoided because it
uses the WEP key material in a highly-constrained manner, making it
even easier to crack the key. If WEP must be used for compatibility
with legacy devices, it is better to use WEP with open
authentication. More information regarding WEP can be found in ?.









Getting an IP Address with DHCP


Once an access point is selected and the authentication parameters are
set, an IP address must be obtained in order to communicate. Most of the
time, the IP address is obtained via DHCP. To achieve that, edit
/etc/rc.conf and add DHCP to the configuration for the device:


wlans_ath0="wlan0"
ifconfig_wlan0="DHCP"






The wireless interface is now ready to bring up:


PROMPT.ROOT service netif start






Once the interface is running, use MAN.IFCONFIG.8 to see the status of
the interface ath0:


PROMPT.ROOT ifconfig wlan0
wlan0: flags=8843<UP,BROADCAST,RUNNING,SIMPLEX,MULTICAST> mtu 1500
        ether 00:11:95:d5:43:62
        inet 192.168.1.100 netmask 0xffffff00 broadcast 192.168.1.255
        media: IEEE 802.11 Wireless Ethernet OFDM/54Mbps mode 11g
        status: associated
        ssid dlinkap channel 11 (2462 Mhz 11g) bssid 00:13:46:49:41:76
        country US ecm authmode OPEN privacy OFF txpower 21.5 bmiss 7
        scanvalid 60 bgscan bgscanintvl 300 bgscanidle 250 roam:rssi 7
        roam:rate 5 protmode CTS wme burst






The status: associated line means that it is connected to the
wireless network. The bssid 00:13:46:49:41:76 is the MAC address of
the access point and authmode OPEN indicates that the communication
is not encrypted.





Static IP Address


In an IP address cannot be obtained from a DHCP server, set a fixed IP
address. Replace the DHCP keyword shown above with the address
information. Be sure to retain any other parameters for selecting the
access point:


wlans_ath0="wlan0"
ifconfig_wlan0="inet 192.168.1.100 netmask 255.255.255.0 ssid your_ssid_here"











WPA


Wi-Fi Protected Access (WPA) is a security protocol used together with
802.11 networks to address the lack of proper authentication and the
weakness of WEP. WPA leverages the 802.1X authentication protocol and
uses one of several ciphers instead of WEP for data integrity. The only
cipher required by WPA is the Temporary Key Integrity Protocol (TKIP).
TKIP is a cipher that extends the basic RC4 cipher used by WEP by adding
integrity checking, tamper detection, and measures for responding to
detected intrusions. TKIP is designed to work on legacy hardware with
only software modification. It represents a compromise that improves
security but is still not entirely immune to attack. WPA also specifies
the AES-CCMP cipher as an alternative to TKIP, and that is preferred
when possible. For this specification, the term WPA2 or RSN is commonly
used.


WPA defines authentication and encryption protocols. Authentication is
most commonly done using one of two techniques: by 802.1X and a backend
authentication service such as RADIUS, or by a minimal handshake between
the station and the access point using a pre-shared secret. The former
is commonly termed WPA Enterprise and the latter is known as WPA
Personal. Since most people will not set up a RADIUS backend server for
their wireless network, WPA-PSK is by far the most commonly encountered
configuration for WPA.


The control of the wireless connection and the key negotiation or
authentication with a server is done using MAN.WPA.SUPPLICANT.8. This
program requires a configuration file, /etc/wpa_supplicant.conf, to
run. More information regarding this file can be found in
MAN.WPA.SUPPLICANT.CONF.5.



WPA-PSK


WPA-PSK, also known as WPA Personal, is based on a pre-shared key (PSK)
which is generated from a given password and used as the master key in
the wireless network. This means every wireless user will share the same
key. WPA-PSK is intended for small networks where the use of an
authentication server is not possible or desired.



Warning


Always use strong passwords that are sufficiently long and made from
a rich alphabet so that they will not be easily guessed or attacked.






The first step is the configuration of /etc/wpa_supplicant.conf with
the SSID and the pre-shared key of the network:


network={
  ssid="freebsdap"
  psk="freebsdmall"
}






Then, in /etc/rc.conf, indicate that the wireless device
configuration will be done with WPA and the IP address will be obtained
with DHCP:


wlans_ath0="wlan0"
ifconfig_wlan0="WPA DHCP"






Then, bring up the interface:


PROMPT.ROOT service netif start
Starting wpa_supplicant.
DHCPDISCOVER on wlan0 to 255.255.255.255 port 67 interval 5
DHCPDISCOVER on wlan0 to 255.255.255.255 port 67 interval 6
DHCPOFFER from 192.168.0.1
DHCPREQUEST on wlan0 to 255.255.255.255 port 67
DHCPACK from 192.168.0.1
bound to 192.168.0.254 -- renewal in 300 seconds.
wlan0: flags=8843<UP,BROADCAST,RUNNING,SIMPLEX,MULTICAST> mtu 1500
      ether 00:11:95:d5:43:62
      inet 192.168.0.254 netmask 0xffffff00 broadcast 192.168.0.255
      media: IEEE 802.11 Wireless Ethernet OFDM/36Mbps mode 11g
      status: associated
      ssid freebsdap channel 1 (2412 Mhz 11g) bssid 00:11:95:c3:0d:ac
      country US ecm authmode WPA2/802.11i privacy ON deftxkey UNDEF
      AES-CCM 3:128-bit txpower 21.5 bmiss 7 scanvalid 450 bgscan
      bgscanintvl 300 bgscanidle 250 roam:rssi 7 roam:rate 5 protmode CTS
      wme burst roaming MANUAL






Or, try to configure the interface manually using the information in
/etc/wpa_supplicant.conf:


PROMPT.ROOT wpa_supplicant -i wlan0 -c /etc/wpa_supplicant.conf
Trying to associate with 00:11:95:c3:0d:ac (SSID='freebsdap' freq=2412 MHz)
Associated with 00:11:95:c3:0d:ac
WPA: Key negotiation completed with 00:11:95:c3:0d:ac [PTK=CCMP GTK=CCMP]
CTRL-EVENT-CONNECTED - Connection to 00:11:95:c3:0d:ac completed (auth) [id=0 id_str=]






The next operation is to launch MAN.DHCLIENT.8 to get the IP address
from the DHCP server:


PROMPT.ROOT dhclient wlan0
DHCPREQUEST on wlan0 to 255.255.255.255 port 67
DHCPACK from 192.168.0.1
bound to 192.168.0.254 -- renewal in 300 seconds.
PROMPT.ROOT ifconfig wlan0
wlan0: flags=8843<UP,BROADCAST,RUNNING,SIMPLEX,MULTICAST> mtu 1500
      ether 00:11:95:d5:43:62
      inet 192.168.0.254 netmask 0xffffff00 broadcast 192.168.0.255
      media: IEEE 802.11 Wireless Ethernet OFDM/36Mbps mode 11g
      status: associated
      ssid freebsdap channel 1 (2412 Mhz 11g) bssid 00:11:95:c3:0d:ac
      country US ecm authmode WPA2/802.11i privacy ON deftxkey UNDEF
      AES-CCM 3:128-bit txpower 21.5 bmiss 7 scanvalid 450 bgscan
      bgscanintvl 300 bgscanidle 250 roam:rssi 7 roam:rate 5 protmode CTS
      wme burst roaming MANUAL

**Note**

If ``/etc/rc.conf`` has an ``ifconfig_wlan0="DHCP"`` entry,
MAN.DHCLIENT.8 will be launched automatically after
MAN.WPA.SUPPLICANT.8 associates with the access point.






If DHCP is not possible or desired, set a static IP address after
MAN.WPA.SUPPLICANT.8 has authenticated the station:


PROMPT.ROOT ifconfig wlan0 inet 192.168.0.100 netmask 255.255.255.0
PROMPT.ROOT ifconfig wlan0
wlan0: flags=8843<UP,BROADCAST,RUNNING,SIMPLEX,MULTICAST> mtu 1500
      ether 00:11:95:d5:43:62
      inet 192.168.0.100 netmask 0xffffff00 broadcast 192.168.0.255
      media: IEEE 802.11 Wireless Ethernet OFDM/36Mbps mode 11g
      status: associated
      ssid freebsdap channel 1 (2412 Mhz 11g) bssid 00:11:95:c3:0d:ac
      country US ecm authmode WPA2/802.11i privacy ON deftxkey UNDEF
      AES-CCM 3:128-bit txpower 21.5 bmiss 7 scanvalid 450 bgscan
      bgscanintvl 300 bgscanidle 250 roam:rssi 7 roam:rate 5 protmode CTS
      wme burst roaming MANUAL






When DHCP is not used, the default gateway and the nameserver also have
to be manually set:


PROMPT.ROOT route add default your_default_router
PROMPT.ROOT echo "nameserver your_DNS_server" >> /etc/resolv.conf









WPA with EAP-TLS


The second way to use WPA is with an 802.1X backend authentication
server. In this case, WPA is called WPA Enterprise to differentiate it
from the less secure WPA Personal. Authentication in WPA Enterprise is
based on the Extensible Authentication Protocol (EAP).


EAP does not come with an encryption method. Instead, EAP is embedded
inside an encrypted tunnel. There are many EAP authentication methods,
but EAP-TLS, EAP-TTLS, and EAP-PEAP are the most common.


EAP with Transport Layer Security (EAP-TLS) is a well-supported wireless
authentication protocol since it was the first EAP method to be
certified by the Wi-Fi Alliance [http://www.wi-fi.org/]. EAP-TLS
requires three certificates to run: the certificate of the Certificate
Authority (CA) installed on all machines, the server certificate for the
authentication server, and one client certificate for each wireless
client. In this EAP method, both the authentication server and wireless
client authenticate each other by presenting their respective
certificates, and then verify that these certificates were signed by the
organization’s CA.


As previously, the configuration is done via
/etc/wpa_supplicant.conf:


network={
  ssid="freebsdap"
  proto=RSN
  key_mgmt=WPA-EAP
  eap=TLS
  identity="loader"
  ca_cert="/etc/certs/cacert.pem"
  client_cert="/etc/certs/clientcert.pem"
  private_key="/etc/certs/clientkey.pem"
  private_key_passwd="freebsdmallclient"
}







		This field indicates the network name (SSID).


		This example uses the RSN IEEE 802.11i protocol, also known as WPA2.


		The key_mgmt line refers to the key management protocol to use.
In this example, it is WPA using EAP authentication.


		This field indicates the EAP method for the connection.


		The identity field contains the identity string for EAP.


		The ca_cert field indicates the pathname of the CA certificate
file. This file is needed to verify the server certificate.


		The client_cert line gives the pathname to the client certificate
file. This certificate is unique to each wireless client of the
network.


		The private_key field is the pathname to the client certificate
private key file.


		The private_key_passwd field contains the passphrase for the
private key.





Then, add the following lines to /etc/rc.conf:


wlans_ath0="wlan0"
ifconfig_wlan0="WPA DHCP"






The next step is to bring up the interface:


PROMPT.ROOT service netif start
Starting wpa_supplicant.
DHCPREQUEST on wlan0 to 255.255.255.255 port 67 interval 7
DHCPREQUEST on wlan0 to 255.255.255.255 port 67 interval 15
DHCPACK from 192.168.0.20
bound to 192.168.0.254 -- renewal in 300 seconds.
wlan0: flags=8843<UP,BROADCAST,RUNNING,SIMPLEX,MULTICAST> mtu 1500
      ether 00:11:95:d5:43:62
      inet 192.168.0.254 netmask 0xffffff00 broadcast 192.168.0.255
      media: IEEE 802.11 Wireless Ethernet DS/11Mbps mode 11g
      status: associated
      ssid freebsdap channel 1 (2412 Mhz 11g) bssid 00:11:95:c3:0d:ac
      country US ecm authmode WPA2/802.11i privacy ON deftxkey UNDEF
      AES-CCM 3:128-bit txpower 21.5 bmiss 7 scanvalid 450 bgscan
      bgscanintvl 300 bgscanidle 250 roam:rssi 7 roam:rate 5 protmode CTS
      wme burst roaming MANUAL






It is also possible to bring up the interface manually using
MAN.WPA.SUPPLICANT.8 and MAN.IFCONFIG.8.





WPA with EAP-TTLS


With EAP-TTLS, both the authentication server and the client need a
certificate. With EAP-TTLS, a client certificate is optional. This
method is similar to a web server which creates a secure SSL tunnel even
if visitors do not have client-side certificates. EAP-TTLS uses an
encrypted TLS tunnel for safe transport of the authentication data.


The required configuration can be added to /etc/wpa_supplicant.conf:


network={
  ssid="freebsdap"
  proto=RSN
  key_mgmt=WPA-EAP
  eap=TTLS
  identity="test"
  password="test"
  ca_cert="/etc/certs/cacert.pem"
  phase2="auth=MD5"
}







		This field specifies the EAP method for the connection.


		The identity field contains the identity string for EAP
authentication inside the encrypted TLS tunnel.


		The password field contains the passphrase for the EAP
authentication.


		The ca_cert field indicates the pathname of the CA certificate
file. This file is needed to verify the server certificate.


		This field specifies the authentication method used in the encrypted
TLS tunnel. In this example, EAP with MD5-Challenge is used. The
“inner authentication” phase is often called “phase2”.





Next, add the following lines to /etc/rc.conf:


wlans_ath0="wlan0"
ifconfig_wlan0="WPA DHCP"






The next step is to bring up the interface:


PROMPT.ROOT service netif start
Starting wpa_supplicant.
DHCPREQUEST on wlan0 to 255.255.255.255 port 67 interval 7
DHCPREQUEST on wlan0 to 255.255.255.255 port 67 interval 15
DHCPREQUEST on wlan0 to 255.255.255.255 port 67 interval 21
DHCPACK from 192.168.0.20
bound to 192.168.0.254 -- renewal in 300 seconds.
wlan0: flags=8843<UP,BROADCAST,RUNNING,SIMPLEX,MULTICAST> mtu 1500
      ether 00:11:95:d5:43:62
      inet 192.168.0.254 netmask 0xffffff00 broadcast 192.168.0.255
      media: IEEE 802.11 Wireless Ethernet DS/11Mbps mode 11g
      status: associated
      ssid freebsdap channel 1 (2412 Mhz 11g) bssid 00:11:95:c3:0d:ac
      country US ecm authmode WPA2/802.11i privacy ON deftxkey UNDEF
      AES-CCM 3:128-bit txpower 21.5 bmiss 7 scanvalid 450 bgscan
      bgscanintvl 300 bgscanidle 250 roam:rssi 7 roam:rate 5 protmode CTS
      wme burst roaming MANUAL









WPA with EAP-PEAP



Note


PEAPv0/EAP-MSCHAPv2 is the most common PEAP method. In this chapter,
the term PEAP is used to refer to that method.






Protected EAP (PEAP) is designed as an alternative to EAP-TTLS and is
the most used EAP standard after EAP-TLS. In a network with mixed
operating systems, PEAP should be the most supported standard after
EAP-TLS.


PEAP is similar to EAP-TTLS as it uses a server-side certificate to
authenticate clients by creating an encrypted TLS tunnel between the
client and the authentication server, which protects the ensuing
exchange of authentication information. PEAP authentication differs from
EAP-TTLS as it broadcasts the username in the clear and only the
password is sent in the encrypted TLS tunnel. EAP-TTLS will use the TLS
tunnel for both the username and password.


Add the following lines to /etc/wpa_supplicant.conf to configure the
EAP-PEAP related settings:


network={
  ssid="freebsdap"
  proto=RSN
  key_mgmt=WPA-EAP
  eap=PEAP
  identity="test"
  password="test"
  ca_cert="/etc/certs/cacert.pem"
  phase1="peaplabel=0"
  phase2="auth=MSCHAPV2"
}







		This field specifies the EAP method for the connection.


		The identity field contains the identity string for EAP
authentication inside the encrypted TLS tunnel.


		The password field contains the passphrase for the EAP
authentication.


		The ca_cert field indicates the pathname of the CA certificate
file. This file is needed to verify the server certificate.


		This field contains the parameters for the first phase of
authentication, the TLS tunnel. According to the authentication
server used, specify a specific label for authentication. Most of the
time, the label will be “client EAP encryption” which is set by using
peaplabel=0. More information can be found in
MAN.WPA.SUPPLICANT.CONF.5.


		This field specifies the authentication protocol used in the
encrypted TLS tunnel. In the case of PEAP, it is auth=MSCHAPV2.





Add the following to /etc/rc.conf:


wlans_ath0="wlan0"
ifconfig_wlan0="WPA DHCP"






Then, bring up the interface:


PROMPT.ROOT service netif start
Starting wpa_supplicant.
DHCPREQUEST on wlan0 to 255.255.255.255 port 67 interval 7
DHCPREQUEST on wlan0 to 255.255.255.255 port 67 interval 15
DHCPREQUEST on wlan0 to 255.255.255.255 port 67 interval 21
DHCPACK from 192.168.0.20
bound to 192.168.0.254 -- renewal in 300 seconds.
wlan0: flags=8843<UP,BROADCAST,RUNNING,SIMPLEX,MULTICAST> mtu 1500
      ether 00:11:95:d5:43:62
      inet 192.168.0.254 netmask 0xffffff00 broadcast 192.168.0.255
      media: IEEE 802.11 Wireless Ethernet DS/11Mbps mode 11g
      status: associated
      ssid freebsdap channel 1 (2412 Mhz 11g) bssid 00:11:95:c3:0d:ac
      country US ecm authmode WPA2/802.11i privacy ON deftxkey UNDEF
      AES-CCM 3:128-bit txpower 21.5 bmiss 7 scanvalid 450 bgscan
      bgscanintvl 300 bgscanidle 250 roam:rssi 7 roam:rate 5 protmode CTS
      wme burst roaming MANUAL











WEP


Wired Equivalent Privacy (WEP) is part of the original 802.11 standard.
There is no authentication mechanism, only a weak form of access control
which is easily cracked.


WEP can be set up using MAN.IFCONFIG.8:


PROMPT.ROOT ifconfig wlan0 create wlandev ath0
PROMPT.ROOT ifconfig wlan0 inet 192.168.1.100 netmask 255.255.255.0 \
        ssid my_net wepmode on weptxkey 3 wepkey 3:0x3456789012







		The weptxkey specifies which WEP key will be used in the
transmission. This example uses the third key. This must match the
setting on the access point. When unsure which key is used by the
access point, try 1 (the first key) for this value.





		The wepkey selects one of the WEP keys. It should be in the
format index:key. Key 1 is used by default; the index only needs
to be set when using a key other than the first key.



Note


Replace the 0x3456789012 with the key configured for use on
the access point.












Refer to MAN.IFCONFIG.8 for further information.


The MAN.WPA.SUPPLICANT.8 facility can be used to configure a wireless
interface with WEP. The example above can be set up by adding the
following lines to /etc/wpa_supplicant.conf:


network={
  ssid="my_net"
  key_mgmt=NONE
  wep_key3=3456789012
  wep_tx_keyidx=3
}






Then:


PROMPT.ROOT wpa_supplicant -i wlan0 -c /etc/wpa_supplicant.conf
Trying to associate with 00:13:46:49:41:76 (SSID='dlinkap' freq=2437 MHz)
Associated with 00:13:46:49:41:76













Ad-hoc Mode


IBSS mode, also called ad-hoc mode, is designed for point to point
connections. For example, to establish an ad-hoc network between the
machines A and B, choose two IP addresses and a SSID.


On A:


PROMPT.ROOT ifconfig wlan0 create wlandev ath0 wlanmode adhoc
PROMPT.ROOT ifconfig wlan0 inet 192.168.0.1 netmask 255.255.255.0 ssid freebsdap
PROMPT.ROOT ifconfig wlan0
  wlan0: flags=8843<UP,BROADCAST,RUNNING,SIMPLEX,MULTICAST> metric 0 mtu 1500
      ether 00:11:95:c3:0d:ac
      inet 192.168.0.1 netmask 0xffffff00 broadcast 192.168.0.255
      media: IEEE 802.11 Wireless Ethernet autoselect mode 11g <adhoc>
      status: running
      ssid freebsdap channel 2 (2417 Mhz 11g) bssid 02:11:95:c3:0d:ac
      country US ecm authmode OPEN privacy OFF txpower 21.5 scanvalid 60
      protmode CTS wme burst






The adhoc parameter indicates that the interface is running in IBSS
mode.


B should now be able to detect A:


PROMPT.ROOT ifconfig wlan0 create wlandev ath0 wlanmode adhoc
PROMPT.ROOT ifconfig wlan0 up scan
  SSID/MESH ID    BSSID              CHAN RATE   S:N     INT CAPS
  freebsdap       02:11:95:c3:0d:ac    2   54M -64:-96  100 IS   WME






The I in the output confirms that A is in ad-hoc mode. Now,
configure B with a different IP address:


PROMPT.ROOT ifconfig wlan0 inet 192.168.0.2 netmask 255.255.255.0 ssid freebsdap
PROMPT.ROOT ifconfig wlan0
  wlan0: flags=8843<UP,BROADCAST,RUNNING,SIMPLEX,MULTICAST> metric 0 mtu 1500
      ether 00:11:95:d5:43:62
      inet 192.168.0.2 netmask 0xffffff00 broadcast 192.168.0.255
      media: IEEE 802.11 Wireless Ethernet autoselect mode 11g <adhoc>
      status: running
      ssid freebsdap channel 2 (2417 Mhz 11g) bssid 02:11:95:c3:0d:ac
      country US ecm authmode OPEN privacy OFF txpower 21.5 scanvalid 60
      protmode CTS wme burst






Both A and B are now ready to exchange information.





OS Host Access Points


OS can act as an Access Point (AP) which eliminates the need to buy a
hardware AP or run an ad-hoc network. This can be particularly useful
when a OS machine is acting as a gateway to another network such as the
Internet.



Basic Settings


Before configuring a OS machine as an AP, the kernel must be configured
with the appropriate networking support for the wireless card as well as
the security protocols being used. For more details, see ?.



Note


The NDIS driver wrapper for WINDOWS drivers does not currently
support AP operation. Only native OS wireless drivers support AP
mode.






Once wireless networking support is loaded, check if the wireless device
supports the host-based access point mode, also known as hostap mode:


PROMPT.ROOT ifconfig wlan0 create wlandev ath0
PROMPT.ROOT ifconfig wlan0 list caps
drivercaps=6f85edc1<STA,FF,TURBOP,IBSS,HOSTAP,AHDEMO,TXPMGT,SHSLOT,SHPREAMBLE,MONITOR,MBSS,WPA1,WPA2,BURST,WME,WDS,BGSCAN,TXFRAG>
cryptocaps=1f<WEP,TKIP,AES,AES_CCM,TKIPMIC>






This output displays the card’s capabilities. The HOSTAP word
confirms that this wireless card can act as an AP. Various supported
ciphers are also listed: WEP, TKIP, and AES. This information indicates
which security protocols can be used on the AP.


The wireless device can only be put into hostap mode during the creation
of the network pseudo-device, so a previously created device must be
destroyed first:


PROMPT.ROOT ifconfig wlan0 destroy






then regenerated with the correct option before setting the other
parameters:


PROMPT.ROOT ifconfig wlan0 create wlandev ath0 wlanmode hostap
PROMPT.ROOT ifconfig wlan0 inet 192.168.0.1 netmask 255.255.255.0 ssid freebsdap mode 11g channel 1






Use MAN.IFCONFIG.8 again to see the status of the wlan0 interface:


PROMPT.ROOT ifconfig wlan0
  wlan0: flags=8843<UP,BROADCAST,RUNNING,SIMPLEX,MULTICAST> metric 0 mtu 1500
      ether 00:11:95:c3:0d:ac
      inet 192.168.0.1 netmask 0xffffff00 broadcast 192.168.0.255
      media: IEEE 802.11 Wireless Ethernet autoselect mode 11g <hostap>
      status: running
      ssid freebsdap channel 1 (2412 Mhz 11g) bssid 00:11:95:c3:0d:ac
      country US ecm authmode OPEN privacy OFF txpower 21.5 scanvalid 60
      protmode CTS wme burst dtimperiod 1 -dfs






The hostap parameter indicates the interface is running in the
host-based access point mode.


The interface configuration can be done automatically at boot time by
adding the following lines to /etc/rc.conf:


wlans_ath0="wlan0"
create_args_wlan0="wlanmode hostap"
ifconfig_wlan0="inet 192.168.0.1 netmask 255.255.255.0 ssid freebsdap mode 11g channel 1"









Host-based Access Point Without Authentication or Encryption


Although it is not recommended to run an AP without any authentication
or encryption, this is a simple way to check if the AP is working. This
configuration is also important for debugging client issues.


Once the AP is configured, initiate a scan from another wireless machine
to find the AP:


PROMPT.ROOT ifconfig wlan0 create wlandev ath0
PROMPT.ROOT ifconfig wlan0 up scan
SSID/MESH ID    BSSID              CHAN RATE   S:N     INT CAPS
freebsdap       00:11:95:c3:0d:ac    1   54M -66:-96  100 ES   WME






The client machine found the AP and can be associated with it:


PROMPT.ROOT ifconfig wlan0 inet 192.168.0.2 netmask 255.255.255.0 ssid freebsdap
PROMPT.ROOT ifconfig wlan0
  wlan0: flags=8843<UP,BROADCAST,RUNNING,SIMPLEX,MULTICAST> metric 0 mtu 1500
      ether 00:11:95:d5:43:62
      inet 192.168.0.2 netmask 0xffffff00 broadcast 192.168.0.255
      media: IEEE 802.11 Wireless Ethernet OFDM/54Mbps mode 11g
      status: associated
      ssid freebsdap channel 1 (2412 Mhz 11g) bssid 00:11:95:c3:0d:ac
      country US ecm authmode OPEN privacy OFF txpower 21.5 bmiss 7
      scanvalid 60 bgscan bgscanintvl 300 bgscanidle 250 roam:rssi 7
      roam:rate 5 protmode CTS wme burst









WPA2 Host-based Access Point


This section focuses on setting up a OS access point using the WPA2
security protocol. More details regarding WPA and the configuration of
WPA-based wireless clients can be found in ?.


The MAN.HOSTAPD.8 daemon is used to deal with client authentication and
key management on the WPA2-enabled AP.


The following configuration operations are performed on the OS machine
acting as the AP. Once the AP is correctly working, MAN.HOSTAPD.8 can be
automatically started at boot with this line in /etc/rc.conf:


hostapd_enable="YES"






Before trying to configure MAN.HOSTAPD.8, first configure the basic
settings introduced in ?.



WPA2-PSK


WPA2-PSK is intended for small networks where the use of a backend
authentication server is not possible or desired.


The configuration is done in /etc/hostapd.conf:


interface=wlan0
debug=1
ctrl_interface=/var/run/hostapd
ctrl_interface_group=wheel
ssid=freebsdap
wpa=2
wpa_passphrase=freebsdmall
wpa_key_mgmt=WPA-PSK
wpa_pairwise=CCMP







		Wireless interface used for the access point.





		Level of verbosity used during the execution of MAN.HOSTAPD.8. A
value of 1 represents the minimal level.





		Pathname of the directory used by MAN.HOSTAPD.8 to store domain
socket files for communication with external programs such as
MAN.HOSTAPD.CLI.8. The default value is used in this example.





		The group allowed to access the control interface files.





		The wireless network name, or SSID, that will appear in wireless
scans.





		Enable WPA and specify which WPA authentication protocol will be
required. A value of 2 configures the AP for WPA2 and is
recommended. Set to 1 only if the obsolete WPA is required.





		ASCII passphrase for WPA authentication.



Warning


Always use strong passwords that are at least 8 characters long
and made from a rich alphabet so that they will not be easily
guessed or attacked.









		The key management protocol to use. This example sets WPA-PSK.





		Encryption algorithms accepted by the access point. In this example,
only the CCMP (AES) cipher is accepted. CCMP is an alternative to
TKIP and is strongly preferred when possible. TKIP should be allowed
only when there are stations incapable of using CCMP.








The next step is to start MAN.HOSTAPD.8:


PROMPT.ROOT service hostapd forcestart






PROMPT.ROOT ifconfig wlan0
wlan0: flags=8943<UP,BROADCAST,RUNNING,PROMISC,SIMPLEX,MULTICAST> metric 0 mtu 1500
    ether 04:f0:21:16:8e:10
    inet6 fe80::6f0:21ff:fe16:8e10%wlan0 prefixlen 64 scopeid 0x9
    nd6 options=21<PERFORMNUD,AUTO_LINKLOCAL>
    media: IEEE 802.11 Wireless Ethernet autoselect mode 11na <hostap>
    status: running
    ssid No5ignal channel 36 (5180 MHz 11a ht/40+) bssid 04:f0:21:16:8e:10
    country US ecm authmode WPA2/802.11i privacy MIXED deftxkey 2
    AES-CCM 2:128-bit AES-CCM 3:128-bit txpower 17 mcastrate 6 mgmtrate 6
    scanvalid 60 ampdulimit 64k ampdudensity 8 shortgi wme burst
    dtimperiod 1 -dfs
    groups: wlan






Once the AP is running, the clients can associate with it. See ? for
more details. It is possible to see the stations associated with the AP
using ``ifconfig



wlan0 list
sta``.








WEP Host-based Access Point


It is not recommended to use WEP for setting up an AP since there is no
authentication mechanism and the encryption is easily cracked. Some
legacy wireless cards only support WEP and these cards will only support
an AP without authentication or encryption.


The wireless device can now be put into hostap mode and configured with
the correct SSID and IP address:


PROMPT.ROOT ifconfig wlan0 create wlandev ath0 wlanmode hostap
PROMPT.ROOT ifconfig wlan0 inet 192.168.0.1 netmask 255.255.255.0 \
    ssid freebsdap wepmode on weptxkey 3 wepkey 3:0x3456789012 mode 11g







		The weptxkey indicates which WEP key will be used in the
transmission. This example uses the third key as key numbering starts
with 1. This parameter must be specified in order to encrypt the
data.


		The wepkey sets the selected WEP key. It should be in the format
index:key. If the index is not given, key 1 is set. The index
needs to be set when using keys other than the first key.





Use MAN.IFCONFIG.8 to see the status of the wlan0 interface:


PROMPT.ROOT ifconfig wlan0
  wlan0: flags=8843<UP,BROADCAST,RUNNING,SIMPLEX,MULTICAST> metric 0 mtu 1500
      ether 00:11:95:c3:0d:ac
      inet 192.168.0.1 netmask 0xffffff00 broadcast 192.168.0.255
      media: IEEE 802.11 Wireless Ethernet autoselect mode 11g <hostap>
      status: running
      ssid freebsdap channel 4 (2427 Mhz 11g) bssid 00:11:95:c3:0d:ac
      country US ecm authmode OPEN privacy ON deftxkey 3 wepkey 3:40-bit
      txpower 21.5 scanvalid 60 protmode CTS wme burst dtimperiod 1 -dfs






From another wireless machine, it is now possible to initiate a scan to
find the AP:


PROMPT.ROOT ifconfig wlan0 create wlandev ath0
PROMPT.ROOT ifconfig wlan0 up scan
SSID            BSSID              CHAN RATE  S:N   INT CAPS
freebsdap       00:11:95:c3:0d:ac    1   54M 22:1   100 EPS






In this example, the client machine found the AP and can associate with
it using the correct parameters. See ? for more details.







Using Both Wired and Wireless Connections


A wired connection provides better performance and reliability, while a
wireless connection provides flexibility and mobility. Laptop users
typically want to roam seamlessly between the two types of connections.


On OS, it is possible to combine two or even more network interfaces
together in a “failover” fashion. This type of configuration uses the
most preferred and available connection from a group of network
interfaces, and the operating system switches automatically when the
link state changes.


Link aggregation and failover is covered in ? and an example for using
both wired and wireless connections is provided at ?.





Troubleshooting


This section describes a number of steps to help troubleshoot common
wireless networking problems.



		If the access point is not listed when scanning, check that the
configuration has not limited the wireless device to a limited set of
channels.





		If the device cannot associate with an access point, verify that the
configuration matches the settings on the access point. This includes
the authentication scheme and any security protocols. Simplify the
configuration as much as possible. If using a security protocol such
as WPA or WEP, configure the access point for open authentication and
no security to see if traffic will pass.


Debugging support is provided by MAN.WPA.SUPPLICANT.8. Try running
this utility manually with -dd and look at the system logs.





		Once the system can associate with the access point, diagnose the
network configuration using tools like MAN.PING.8.





		There are many lower-level debugging tools. Debugging messages can be
enabled in the 802.11 protocol support layer using MAN.WLANDEBUG.8.
On a OS system prior to OS 9.1, this program can be found in
/usr/src/tools/tools/net80211. For example, to enable console
messages related to scanning for access points and the 802.11
protocol handshakes required to arrange communication:


PROMPT.ROOT wlandebug -i ath0 +scan+auth+debug+assoc
  net.wlan.0.debug: 0 => 0xc80000<assoc,auth,scan>






Many useful statistics are maintained by the 802.11 layer and
wlanstats, found in /usr/src/tools/tools/net80211, will dump
this information. These statistics should display all errors
identified by the 802.11 layer. However, some errors are identified
in the device drivers that lie below the 802.11 layer so they may not
show up. To diagnose device-specific problems, refer to the drivers’
documentation.








If the above information does not help to clarify the problem, submit a
problem report and include output from the above tools.







USB Tethering


tether
Many cellphones provide the option to share their data connection over
USB (often called “tethering”). This feature uses either the RNDIS, CDC
or a custom APPLE IPHONE/IPAD protocol.



		ANDROID devices generally use the MAN.URNDIS.4 driver.


		APPLE devices use the MAN.IPHETH.4 driver.


		Older devices will often use the MAN.CDCE.4 driver.





Before attaching a device, load the appropriate driver into the kernel:


PROMPT.ROOT kldload if_urndis
PROMPT.ROOT kldload if_cdce
PROMPT.ROOT kldload if_ipheth






Once the device is attached ue0 will be available for use like a
normal network device. Be sure that the “USB tethering” option is
enabled on the device.





Bluetooth


Bluetooth
Bluetooth is a wireless technology for creating personal networks
operating in the 2.4 GHz unlicensed band, with a range of 10 meters.
Networks are usually formed ad-hoc from portable devices such as
cellular phones, handhelds, and laptops. Unlike Wi-Fi wireless
technology, Bluetooth offers higher level service profiles, such as
FTP-like file servers, file pushing, voice transport, serial line
emulation, and more.


This section describes the use of a USB Bluetooth dongle on a OS system.
It then describes the various Bluetooth protocols and utilities.



Loading Bluetooth Support


The Bluetooth stack in OS is implemented using the MAN.NETGRAPH.4
framework. A broad variety of Bluetooth USB dongles is supported by
MAN.NG.UBT.4. Broadcom BCM2033 based Bluetooth devices are supported by
the MAN.UBTBCMFW.4 and MAN.NG.UBT.4 drivers. The 3Com Bluetooth PC Card
3CRWB60-A is supported by the MAN.NG.BT3C.4 driver. Serial and UART
based Bluetooth devices are supported by MAN.SIO.4, MAN.NG.H4.4, and
MAN.HCSERIALD.8.


Before attaching a device, determine which of the above drivers it uses,
then load the driver. For example, if the device uses the MAN.NG.UBT.4
driver:


PROMPT.ROOT kldload ng_ubt






If the Bluetooth device will be attached to the system during system
startup, the system can be configured to load the module at boot time by
adding the driver to /boot/loader.conf:


ng_ubt_load="YES"






Once the driver is loaded, plug in the USB dongle. If the driver load
was successful, output similar to the following should appear on the
console and in /var/log/messages:


ubt0: vendor 0x0a12 product 0x0001, rev 1.10/5.25, addr 2
ubt0: Interface 0 endpoints: interrupt=0x81, bulk-in=0x82, bulk-out=0x2
ubt0: Interface 1 (alt.config 5) endpoints: isoc-in=0x83, isoc-out=0x3,
      wMaxPacketSize=49, nframes=6, buffer size=294






To start and stop the Bluetooth stack, use its startup script. It is a
good idea to stop the stack before unplugging the device. When starting
the stack, the output should be similar to the following:


PROMPT.ROOT service bluetooth start ubt0
BD_ADDR: 00:02:72:00:d4:1a
Features: 0xff 0xff 0xf 00 00 00 00 00
<3-Slot> <5-Slot> <Encryption> <Slot offset>
<Timing accuracy> <Switch> <Hold mode> <Sniff mode>
<Park mode> <RSSI> <Channel quality> <SCO link>
<HV2 packets> <HV3 packets> <u-law log> <A-law log> <CVSD>
<Paging scheme> <Power control> <Transparent SCO data>
Max. ACL packet size: 192 bytes
Number of ACL packets: 8
Max. SCO packet size: 64 bytes
Number of SCO packets: 8









Finding Other Bluetooth Devices


HCI
The Host Controller Interface (HCI) provides a uniform method for
accessing Bluetooth baseband capabilities. In OS, a netgraph HCI node is
created for each Bluetooth device. For more details, refer to
MAN.NG.HCI.4.


One of the most common tasks is discovery of Bluetooth devices within RF
proximity. This operation is called inquiry. Inquiry and other HCI
related operations are done using MAN.HCCONTROL.8. The example below
shows how to find out which Bluetooth devices are in range. The list of
devices should be displayed in a few seconds. Note that a remote device
will only answer the inquiry if it is set to discoverable mode.


PROMPT.USER hccontrol -n ubt0hci inquiry
Inquiry result, num_responses=1
Inquiry result #0
       BD_ADDR: 00:80:37:29:19:a4
       Page Scan Rep. Mode: 0x1
       Page Scan Period Mode: 00
       Page Scan Mode: 00
       Class: 52:02:04
       Clock offset: 0x78ef
Inquiry complete. Status: No error [00]






The BD_ADDR is the unique address of a Bluetooth device, similar to
the MAC address of a network card. This address is needed for further
communication with a device and it is possible to assign a human
readable name to a BD_ADDR. Information regarding the known Bluetooth
hosts is contained in /etc/bluetooth/hosts. The following example
shows how to obtain the human readable name that was assigned to the
remote device:


PROMPT.USER hccontrol -n ubt0hci remote_name_request 00:80:37:29:19:a4
BD_ADDR: 00:80:37:29:19:a4
Name: Pav's T39






If an inquiry is performed on a remote Bluetooth device, it will find
the computer as “your.host.name (ubt0)”. The name assigned to the local
device can be changed at any time.


The Bluetooth system provides a point-to-point connection between two
Bluetooth units, or a point-to-multipoint connection which is shared
among several Bluetooth devices. The following example shows how to
obtain the list of active baseband connections for the local device:


PROMPT.USER hccontrol -n ubt0hci read_connection_list
Remote BD_ADDR    Handle Type Mode Role Encrypt Pending Queue State
00:80:37:29:19:a4     41  ACL    0 MAST    NONE       0     0 OPEN






A connection handle is useful when termination of the baseband
connection is required, though it is normally not required to do this by
hand. The stack will automatically terminate inactive baseband
connections.


PROMPT.ROOT hccontrol -n ubt0hci disconnect 41
Connection handle: 41
Reason: Connection terminated by local host [0x16]






Type hccontrol help for a complete listing of available HCI
commands. Most of the HCI commands do not require superuser privileges.





Device Pairing


By default, Bluetooth communication is not authenticated, and any device
can talk to any other device. A Bluetooth device, such as a cellular
phone, may choose to require authentication to provide a particular
service. Bluetooth authentication is normally done with a PIN code, an
ASCII string up to 16 characters in length. The user is required to
enter the same PIN code on both devices. Once the user has entered the
PIN code, both devices will generate a link key. After that, the link
key can be stored either in the devices or in a persistent storage. Next
time, both devices will use the previously generated link key. This
procedure is called pairing. Note that if the link key is lost by
either device, the pairing must be repeated.


The MAN.HCSECD.8 daemon is responsible for handling Bluetooth
authentication requests. The default configuration file is
/etc/bluetooth/hcsecd.conf. An example section for a cellular phone
with the PIN code set to 1234 is shown below:


device {
        bdaddr  00:80:37:29:19:a4;
        name    "Pav's T39";
        key     nokey;
        pin     "1234";
      }






The only limitation on PIN codes is length. Some devices, such as
Bluetooth headsets, may have a fixed PIN code built in. The -d
switch forces MAN.HCSECD.8 to stay in the foreground, so it is easy to
see what is happening. Set the remote device to receive pairing and
initiate the Bluetooth connection to the remote device. The remote
device should indicate that pairing was accepted and request the PIN
code. Enter the same PIN code listed in hcsecd.conf. Now the
computer and the remote device are paired. Alternatively, pairing can be
initiated on the remote device.


The following line can be added to /etc/rc.conf to configure
MAN.HCSECD.8 to start automatically on system start:


hcsecd_enable="YES"






The following is a sample of the MAN.HCSECD.8 daemon output:


hcsecd[16484]: Got Link_Key_Request event from 'ubt0hci', remote bdaddr 0:80:37:29:19:a4
hcsecd[16484]: Found matching entry, remote bdaddr 0:80:37:29:19:a4, name 'Pav's T39', link key doesn't exist
hcsecd[16484]: Sending Link_Key_Negative_Reply to 'ubt0hci' for remote bdaddr 0:80:37:29:19:a4
hcsecd[16484]: Got PIN_Code_Request event from 'ubt0hci', remote bdaddr 0:80:37:29:19:a4
hcsecd[16484]: Found matching entry, remote bdaddr 0:80:37:29:19:a4, name 'Pav's T39', PIN code exists
hcsecd[16484]: Sending PIN_Code_Reply to 'ubt0hci' for remote bdaddr 0:80:37:29:19:a4









Network Access with PPP Profiles


A Dial-Up Networking (DUN) profile can be used to configure a cellular
phone as a wireless modem for connecting to a dial-up Internet access
server. It can also be used to configure a computer to receive data
calls from a cellular phone.


Network access with a PPP profile can be used to provide LAN access for
a single Bluetooth device or multiple Bluetooth devices. It can also
provide PC to PC connection using PPP networking over serial cable
emulation.


In OS, these profiles are implemented with MAN.PPP.8 and the
MAN.RFCOMM.PPPD.8 wrapper which converts a Bluetooth connection into
something PPP can use. Before a profile can be used, a new PPP label
must be created in /etc/ppp/ppp.conf. Consult MAN.RFCOMM.PPPD.8 for
examples.


In this example, MAN.RFCOMM.PPPD.8 is used to open a connection to a
remote device with a BD_ADDR of 00:80:37:29:19:a4 on a DUN
RFCOMM channel:


PROMPT.ROOT rfcomm_pppd -a 00:80:37:29:19:a4 -c -C dun -l rfcomm-dialup






The actual channel number will be obtained from the remote device using
the SDP protocol. It is possible to specify the RFCOMM channel by hand,
and in this case MAN.RFCOMM.PPPD.8 will not perform the SDP query. Use
MAN.SDPCONTROL.8 to find out the RFCOMM channel on the remote device.


In order to provide network access with the PPP LAN service, MAN.SDPD.8
must be running and a new entry for LAN clients must be created in
/etc/ppp/ppp.conf. Consult MAN.RFCOMM.PPPD.8 for examples. Finally,
start the RFCOMM PPP server on a valid RFCOMM channel number. The RFCOMM
PPP server will automatically register the Bluetooth LAN service with
the local SDP daemon. The example below shows how to start the RFCOMM
PPP server.


PROMPT.ROOT rfcomm_pppd -s -C 7 -l rfcomm-server









Bluetooth Protocols


This section provides an overview of the various Bluetooth protocols,
their function, and associated utilities.



Logical Link Control and Adaptation Protocol (L2CAP)


L2CAP
The Logical Link Control and Adaptation Protocol (L2CAP) provides
connection-oriented and connectionless data services to upper layer
protocols. L2CAP permits higher level protocols and applications to
transmit and receive L2CAP data packets up to 64 kilobytes in length.


L2CAP is based around the concept of channels. A channel is a logical
connection on top of a baseband connection, where each channel is bound
to a single protocol in a many-to-one fashion. Multiple channels can be
bound to the same protocol, but a channel cannot be bound to multiple
protocols. Each L2CAP packet received on a channel is directed to the
appropriate higher level protocol. Multiple channels can share the same
baseband connection.


In OS, a netgraph L2CAP node is created for each Bluetooth device. This
node is normally connected to the downstream Bluetooth HCI node and
upstream Bluetooth socket nodes. The default name for the L2CAP node is
“devicel2cap”. For more details refer to MAN.NG.L2CAP.4.


A useful command is MAN.L2PING.8, which can be used to ping other
devices. Some Bluetooth implementations might not return all of the data
sent to them, so ``0



bytes`` in the following example is normal.



PROMPT.ROOT l2ping -a 00:80:37:29:19:a4
0 bytes from 0:80:37:29:19:a4 seq_no=0 time=48.633 ms result=0
0 bytes from 0:80:37:29:19:a4 seq_no=1 time=37.551 ms result=0
0 bytes from 0:80:37:29:19:a4 seq_no=2 time=28.324 ms result=0
0 bytes from 0:80:37:29:19:a4 seq_no=3 time=46.150 ms result=0






The MAN.L2CONTROL.8 utility is used to perform various operations on
L2CAP nodes. This example shows how to obtain the list of logical
connections (channels) and the list of baseband connections for the
local device:


PROMPT.USER l2control -a 00:02:72:00:d4:1a read_channel_list
L2CAP channels:
Remote BD_ADDR     SCID/ DCID   PSM  IMTU/ OMTU State
00:07:e0:00:0b:ca    66/   64     3   132/  672 OPEN
PROMPT.USER l2control -a 00:02:72:00:d4:1a read_connection_list
L2CAP connections:
Remote BD_ADDR    Handle Flags Pending State
00:07:e0:00:0b:ca     41 O           0 OPEN






Another diagnostic tool is MAN.BTSOCKSTAT.1. It is similar to
MAN.NETSTAT.1, but for Bluetooth network-related data structures. The
example below shows the same logical connection as MAN.L2CONTROL.8
above.


PROMPT.USER btsockstat
Active L2CAP sockets
PCB      Recv-Q Send-Q Local address/PSM       Foreign address   CID   State
c2afe900      0      0 00:02:72:00:d4:1a/3     00:07:e0:00:0b:ca 66    OPEN
Active RFCOMM sessions
L2PCB    PCB      Flag MTU   Out-Q DLCs State
c2afe900 c2b53380 1    127   0     Yes  OPEN
Active RFCOMM sockets
PCB      Recv-Q Send-Q Local address     Foreign address   Chan DLCI State
c2e8bc80      0    250 00:02:72:00:d4:1a 00:07:e0:00:0b:ca 3    6    OPEN









Radio Frequency Communication (RFCOMM)


The RFCOMM protocol provides emulation of serial ports over the L2CAP
protocol. RFCOMM is a simple transport protocol, with additional
provisions for emulating the 9 circuits of RS-232 (EIATIA-232-E) serial
ports. It supports up to 60 simultaneous connections (RFCOMM channels)
between two Bluetooth devices.


For the purposes of RFCOMM, a complete communication path involves two
applications running on the communication endpoints with a communication
segment between them. RFCOMM is intended to cover applications that make
use of the serial ports of the devices in which they reside. The
communication segment is a direct connect Bluetooth link from one device
to another.


RFCOMM is only concerned with the connection between the devices in the
direct connect case, or between the device and a modem in the network
case. RFCOMM can support other configurations, such as modules that
communicate via Bluetooth wireless technology on one side and provide a
wired interface on the other side.


In OS, RFCOMM is implemented at the Bluetooth sockets layer.





Service Discovery Protocol (SDP)


SDP
The Service Discovery Protocol (SDP) provides the means for client
applications to discover the existence of services provided by server
applications as well as the attributes of those services. The attributes
of a service include the type or class of service offered and the
mechanism or protocol information needed to utilize the service.


SDP involves communication between a SDP server and a SDP client. The
server maintains a list of service records that describe the
characteristics of services associated with the server. Each service
record contains information about a single service. A client may
retrieve information from a service record maintained by the SDP server
by issuing a SDP request. If the client, or an application associated
with the client, decides to use a service, it must open a separate
connection to the service provider in order to utilize the service. SDP
provides a mechanism for discovering services and their attributes, but
it does not provide a mechanism for utilizing those services.


Normally, a SDP client searches for services based on some desired
characteristics of the services. However, there are times when it is
desirable to discover which types of services are described by an SDP
server’s service records without any prior information about the
services. This process of looking for any offered services is called
browsing.


The Bluetooth SDP server, MAN.SDPD.8, and command line client,
MAN.SDPCONTROL.8, are included in the standard OS installation. The
following example shows how to perform a SDP browse query.


PROMPT.USER sdpcontrol -a 00:01:03:fc:6e:ec browse
Record Handle: 00000000
Service Class ID List:
        Service Discovery Server (0x1000)
Protocol Descriptor List:
        L2CAP (0x0100)
                Protocol specific parameter #1: u/int/uuid16 1
                Protocol specific parameter #2: u/int/uuid16 1

Record Handle: 0x00000001
Service Class ID List:
        Browse Group Descriptor (0x1001)

Record Handle: 0x00000002
Service Class ID List:
        LAN Access Using PPP (0x1102)
Protocol Descriptor List:
        L2CAP (0x0100)
        RFCOMM (0x0003)
                Protocol specific parameter #1: u/int8/bool 1
Bluetooth Profile Descriptor List:
        LAN Access Using PPP (0x1102) ver. 1.0






Note that each service has a list of attributes, such as the RFCOMM
channel. Depending on the service, the user might need to make note of
some of the attributes. Some Bluetooth implementations do not support
service browsing and may return an empty list. In this case, it is
possible to search for the specific service. The example below shows how
to search for the OBEX Object Push (OPUSH) service:


PROMPT.USER sdpcontrol -a 00:01:03:fc:6e:ec search OPUSH






Offering services on OS to Bluetooth clients is done with the MAN.SDPD.8
server. The following line can be added to /etc/rc.conf:


sdpd_enable="YES"






Then the MAN.SDPD.8 daemon can be started with:


PROMPT.ROOT service sdpd start






The local server application that wants to provide a Bluetooth service
to remote clients will register the service with the local SDP daemon.
An example of such an application is MAN.RFCOMM.PPPD.8. Once started, it
will register the Bluetooth LAN service with the local SDP daemon.


The list of services registered with the local SDP server can be
obtained by issuing a SDP browse query via the local control channel:


PROMPT.ROOT sdpcontrol -l browse









OBEX Object Push (OPUSH)


OBEX
Object Exchange (OBEX) is a widely used protocol for simple file
transfers between mobile devices. Its main use is in infrared
communication, where it is used for generic file transfers between
notebooks or PDAs, and for sending business cards or calendar entries
between cellular phones and other devices with Personal Information
Manager (PIM) applications.


The OBEX server and client are implemented by obexapp, which can be
installed using the comms/obexapp package or port.


The OBEX client is used to push and/or pull objects from the OBEX
server. An example object is a business card or an appointment. The OBEX
client can obtain the RFCOMM channel number from the remote device via
SDP. This can be done by specifying the service name instead of the
RFCOMM channel number. Supported service names are: IrMC, FTRN,
and OPUSH. It is also possible to specify the RFCOMM channel as a
number. Below is an example of an OBEX session where the device
information object is pulled from the cellular phone, and a new object,
the business card, is pushed into the phone’s directory.


PROMPT.USER obexapp -a 00:80:37:29:19:a4 -C IrMC
obex> get telecom/devinfo.txt devinfo-t39.txt
Success, response: OK, Success (0x20)
obex> put new.vcf
Success, response: OK, Success (0x20)
obex> di
Success, response: OK, Success (0x20)






In order to provide the OPUSH service, MAN.SDPD.8 must be running and a
root folder, where all incoming objects will be stored, must be created.
The default path to the root folder is /var/spool/obex. Finally,
start the OBEX server on a valid RFCOMM channel number. The OBEX server
will automatically register the OPUSH service with the local SDP daemon.
The example below shows how to start the OBEX server.


PROMPT.ROOT obexapp -s -C 10









Serial Port Profile (SPP)


The Serial Port Profile (SPP) allows Bluetooth devices to perform serial
cable emulation. This profile allows legacy applications to use
Bluetooth as a cable replacement, through a virtual serial port
abstraction.


In OS, MAN.RFCOMM.SPPD.1 implements SPP and a pseudo tty is used as a
virtual serial port abstraction. The example below shows how to connect
to a remote device’s serial port service. A RFCOMM channel does not have
to be specified as MAN.RFCOMM.SPPD.1 can obtain it from the remote
device via SDP. To override this, specify a RFCOMM channel on the
command line.


PROMPT.ROOT rfcomm_sppd -a 00:07:E0:00:0B:CA -t
rfcomm_sppd[94692]: Starting on /dev/pts/6...
/dev/pts/6






Once connected, the pseudo tty can be used as serial port:


PROMPT.ROOT cu -l /dev/pts/6






The pseudo tty is printed on stdout and can be read by wrapper scripts:


PTS=`rfcomm_sppd -a 00:07:E0:00:0B:CA -t`
cu -l $PTS











Troubleshooting


By default, when OS is accepting a new connection, it tries to perform a
role switch and become master. Some older Bluetooth devices which do not
support role switching will not be able to connect. Since role switching
is performed when a new connection is being established, it is not
possible to ask the remote device if it supports role switching.
However, there is a HCI option to disable role switching on the local
side:


PROMPT.ROOT hccontrol -n ubt0hci write_node_role_switch 0






To display Bluetooth packets, use the third-party package hcidump, which
can be installed using the comms/hcidump package or port. This utility
is similar to MAN.TCPDUMP.1 and can be used to display the contents of
Bluetooth packets on the terminal and to dump the Bluetooth packets to a
file.







Bridging


IP
subnet
bridge
It is sometimes useful to divide a network, such as an Ethernet segment,
into network segments without having to create IP subnets and use a
router to connect the segments together. A device that connects two
networks together in this fashion is called a “bridge”.


A bridge works by learning the MAC addresses of the devices on each of
its network interfaces. It forwards traffic between networks only when
the source and destination MAC addresses are on different networks. In
many respects, a bridge is like an Ethernet switch with very few ports.
A OS system with multiple network interfaces can be configured to act as
a bridge.


Bridging can be useful in the following situations:



		Connecting Networks


		The basic operation of a bridge is to join two or more network
segments. There are many reasons to use a host-based bridge instead
of networking equipment, such as cabling constraints or firewalling.
A bridge can also connect a wireless interface running in hostap
mode to a wired network and act as an access point.


		Filtering/Traffic Shaping Firewall


		A bridge can be used when firewall functionality is needed without
routing or Network Address Translation (NAT).


An example is a small company that is connected via DSL or ISDN to
an ISP. There are thirteen public IP addresses from the ISP and ten
computers on the network. In this situation, using a router-based
firewall is difficult because of subnetting issues. A bridge-based
firewall can be configured without any IP addressing issues.





		Network Tap


		A bridge can join two network segments in order to inspect all
Ethernet frames that pass between them using MAN.BPF.4 and
MAN.TCPDUMP.1 on the bridge interface or by sending a copy of all
frames out an additional interface known as a span port.


		Layer 2 VPN


		Two Ethernet networks can be joined across an IP link by bridging
the networks to an EtherIP tunnel or a MAN.TAP.4 based solution such
as OpenVPN.


		Layer 2 Redundancy


		A network can be connected together with multiple links and use the
Spanning Tree Protocol (STP) to block redundant paths.





This section describes how to configure a OS system as a bridge using
MAN.IF.BRIDGE.4. A netgraph bridging driver is also available, and is
described in MAN.NG.BRIDGE.4.



Note


Packet filtering can be used with any firewall package that hooks
into the MAN.PFIL.9 framework. The bridge can be used as a traffic
shaper with MAN.ALTQ.4 or MAN.DUMMYNET.4.







Enabling the Bridge


In OS, MAN.IF.BRIDGE.4 is a kernel module which is automatically loaded
by MAN.IFCONFIG.8 when creating a bridge interface. It is also possible
to compile bridge support into a custom kernel by adding
device if_bridge to the custom kernel configuration file.


The bridge is created using interface cloning. To create the bridge
interface:


PROMPT.ROOT ifconfig bridge create
bridge0
PROMPT.ROOT ifconfig bridge0
bridge0: flags=8802<BROADCAST,SIMPLEX,MULTICAST> metric 0 mtu 1500
        ether 96:3d:4b:f1:79:7a
        id 00:00:00:00:00:00 priority 32768 hellotime 2 fwddelay 15
        maxage 20 holdcnt 6 proto rstp maxaddr 100 timeout 1200
        root id 00:00:00:00:00:00 priority 0 ifcost 0 port 0






When a bridge interface is created, it is automatically assigned a
randomly generated Ethernet address. The maxaddr and timeout
parameters control how many MAC addresses the bridge will keep in its
forwarding table and how many seconds before each entry is removed after
it is last seen. The other parameters control how STP operates.


Next, specify which network interfaces to add as members of the bridge.
For the bridge to forward packets, all member interfaces and the bridge
need to be up:


PROMPT.ROOT ifconfig bridge0 addm fxp0 addm fxp1 up
PROMPT.ROOT ifconfig fxp0 up
PROMPT.ROOT ifconfig fxp1 up






The bridge can now forward Ethernet frames between fxp0 and
fxp1. Add the following lines to /etc/rc.conf so the bridge is
created at startup:


cloned_interfaces="bridge0"
ifconfig_bridge0="addm fxp0 addm fxp1 up"
ifconfig_fxp0="up"
ifconfig_fxp1="up"






If the bridge host needs an IP address, set it on the bridge interface,
not on the member interfaces. The address can be set statically or via
DHCP. This example sets a static IP address:


PROMPT.ROOT ifconfig bridge0 inet 192.168.0.1/24






It is also possible to assign an IPv6 address to a bridge interface. To
make the changes permanent, add the addressing information to
/etc/rc.conf.



Note


When packet filtering is enabled, bridged packets will pass through
the filter inbound on the originating interface on the bridge
interface, and outbound on the appropriate interfaces. Either stage
can be disabled. When direction of the packet flow is important, it
is best to firewall on the member interfaces rather than the bridge
itself.


The bridge has several configurable settings for passing non-IP and
IP packets, and layer2 firewalling with MAN.IPFW.8. See
MAN.IF.BRIDGE.4 for more information.









Enabling Spanning Tree


For an Ethernet network to function properly, only one active path can
exist between two devices. The STP protocol detects loops and puts
redundant links into a blocked state. Should one of the active links
fail, STP calculates a different tree and enables one of the blocked
paths to restore connectivity to all points in the network.


The Rapid Spanning Tree Protocol (RSTP or 802.1w) provides backwards
compatibility with legacy STP. RSTP provides faster convergence and
exchanges information with neighboring switches to quickly transition to
forwarding mode without creating loops. OS supports RSTP and STP as
operating modes, with RSTP being the default mode.


STP can be enabled on member interfaces using MAN.IFCONFIG.8. For a
bridge with fxp0 and fxp1 as the current interfaces, enable STP
with:


PROMPT.ROOT ifconfig bridge0 stp fxp0 stp fxp1
bridge0: flags=8843<UP,BROADCAST,RUNNING,SIMPLEX,MULTICAST> metric 0 mtu 1500
        ether d6:cf:d5:a0:94:6d
        id 00:01:02:4b:d4:50 priority 32768 hellotime 2 fwddelay 15
        maxage 20 holdcnt 6 proto rstp maxaddr 100 timeout 1200
        root id 00:01:02:4b:d4:50 priority 32768 ifcost 0 port 0
        member: fxp0 flags=1c7<LEARNING,DISCOVER,STP,AUTOEDGE,PTP,AUTOPTP>
                port 3 priority 128 path cost 200000 proto rstp
                role designated state forwarding
        member: fxp1 flags=1c7<LEARNING,DISCOVER,STP,AUTOEDGE,PTP,AUTOPTP>
                port 4 priority 128 path cost 200000 proto rstp
                role designated state forwarding






This bridge has a spanning tree ID of 00:01:02:4b:d4:50 and a
priority of 32768. As the root id is the same, it indicates that
this is the root bridge for the tree.


Another bridge on the network also has STP enabled:


bridge0: flags=8843<UP,BROADCAST,RUNNING,SIMPLEX,MULTICAST> metric 0 mtu 1500
        ether 96:3d:4b:f1:79:7a
        id 00:13:d4:9a:06:7a priority 32768 hellotime 2 fwddelay 15
        maxage 20 holdcnt 6 proto rstp maxaddr 100 timeout 1200
        root id 00:01:02:4b:d4:50 priority 32768 ifcost 400000 port 4
        member: fxp0 flags=1c7<LEARNING,DISCOVER,STP,AUTOEDGE,PTP,AUTOPTP>
                port 4 priority 128 path cost 200000 proto rstp
                role root state forwarding
        member: fxp1 flags=1c7<LEARNING,DISCOVER,STP,AUTOEDGE,PTP,AUTOPTP>
                port 5 priority 128 path cost 200000 proto rstp
                role designated state forwarding







		The line ``root id 00:01:02:4b:d4:50 priority 32768


		ifcost 400000 port 4`` shows that the root bridge is





00:01:02:4b:d4:50 and has a path cost of 400000 from this
bridge. The path to the root bridge is via port 4 which is fxp0.





Bridge Interface Parameters


Several ifconfig parameters are unique to bridge interfaces. This
section summarizes some common uses for these parameters. The complete
list of available parameters is described in MAN.IFCONFIG.8.



		private


		A private interface does not forward any traffic to any other port
that is also designated as a private interface. The traffic is
blocked unconditionally so no Ethernet frames will be forwarded,
including ARP packets. If traffic needs to be selectively blocked, a
firewall should be used instead.


		span


		A span port transmits a copy of every Ethernet frame received by the
bridge. The number of span ports configured on a bridge is
unlimited, but if an interface is designated as a span port, it
cannot also be used as a regular bridge port. This is most useful
for snooping a bridged network passively on another host connected
to one of the span ports of the bridge. For example, to send a copy
of all frames out the interface named fxp4:


PROMPT.ROOT ifconfig bridge0 span fxp4









		sticky


		If a bridge member interface is marked as sticky, dynamically
learned address entries are treated at static entries in the
forwarding cache. Sticky entries are never aged out of the cache or
replaced, even if the address is seen on a different interface. This
gives the benefit of static address entries without the need to
pre-populate the forwarding table. Clients learned on a particular
segment of the bridge can not roam to another segment.


An example of using sticky addresses is to combine the bridge with
VLANs in order to isolate customer networks without wasting IP
address space. Consider that CustomerA is on vlan100, CustomerB
is on vlan101, and the bridge has the address 192.168.0.1:


PROMPT.ROOT ifconfig bridge0 addm vlan100 sticky vlan100 addm vlan101 sticky vlan101
PROMPT.ROOT ifconfig bridge0 inet 192.168.0.1/24






In this example, both clients see 192.168.0.1 as their default
gateway. Since the bridge cache is sticky, one host can not spoof
the MAC address of the other customer in order to intercept their
traffic.


Any communication between the VLANs can be blocked using a firewall
or, as seen in this example, private interfaces:


PROMPT.ROOT ifconfig bridge0 private vlan100 private vlan101






The customers are completely isolated from each other and the full
/24 address range can be allocated without subnetting.


The number of unique source MAC addresses behind an interface can be
limited. Once the limit is reached, packets with unknown source
addresses are dropped until an existing host cache entry expires or
is removed.


The following example sets the maximum number of Ethernet devices
for CustomerA on vlan100 to 10:


PROMPT.ROOT ifconfig bridge0 ifmaxaddr vlan100 10












Bridge interfaces also support monitor mode, where the packets are
discarded after MAN.BPF.4 processing and are not processed or forwarded
further. This can be used to multiplex the input of two or more
interfaces into a single MAN.BPF.4 stream. This is useful for
reconstructing the traffic for network taps that transmit the RX/TX
signals out through two separate interfaces. For example, to read the
input from four network interfaces as one stream:


PROMPT.ROOT ifconfig bridge0 addm fxp0 addm fxp1 addm fxp2 addm fxp3 monitor up
PROMPT.ROOT tcpdump -i bridge0









SNMP Monitoring


The bridge interface and STP parameters can be monitored via
MAN.BSNMPD.1 which is included in the OS base system. The exported
bridge MIBs conform to IETF standards so any SNMP client or monitoring
package can be used to retrieve the data.


To enable monitoring on the bridge, uncomment this line in
/etc/snmp.config by removing the beginning # symbol:


begemotSnmpdModulePath."bridge" = "/usr/lib/snmp_bridge.so"






Other configuration settings, such as community names and access lists,
may need to be modified in this file. See MAN.BSNMPD.1 and
MAN.SNMP.BRIDGE.3 for more information. Once these edits are saved, add
this line to /etc/rc.conf:


bsnmpd_enable="YES"






Then, start MAN.BSNMPD.1:


PROMPT.ROOT service bsnmpd start






The following examples use the Net-SNMP software (net-mgmt/net-snmp) to
query a bridge from a client system. The net-mgmt/bsnmptools port can
also be used. From the SNMP client which is running Net-SNMP, add the
following lines to $HOME/.snmp/snmp.conf in order to import the
bridge MIB definitions:


mibdirs +/usr/share/snmp/mibs
mibs +BRIDGE-MIB:RSTP-MIB:BEGEMOT-MIB:BEGEMOT-BRIDGE-MIB






To monitor a single bridge using the IETF BRIDGE-MIB (RFC4188):


PROMPT.USER snmpwalk -v 2c -c public bridge1.example.com mib-2.dot1dBridge
BRIDGE-MIB::dot1dBaseBridgeAddress.0 = STRING: 66:fb:9b:6e:5c:44
BRIDGE-MIB::dot1dBaseNumPorts.0 = INTEGER: 1 ports
BRIDGE-MIB::dot1dStpTimeSinceTopologyChange.0 = Timeticks: (189959) 0:31:39.59 centi-seconds
BRIDGE-MIB::dot1dStpTopChanges.0 = Counter32: 2
BRIDGE-MIB::dot1dStpDesignatedRoot.0 = Hex-STRING: 80 00 00 01 02 4B D4 50
...
BRIDGE-MIB::dot1dStpPortState.3 = INTEGER: forwarding(5)
BRIDGE-MIB::dot1dStpPortEnable.3 = INTEGER: enabled(1)
BRIDGE-MIB::dot1dStpPortPathCost.3 = INTEGER: 200000
BRIDGE-MIB::dot1dStpPortDesignatedRoot.3 = Hex-STRING: 80 00 00 01 02 4B D4 50
BRIDGE-MIB::dot1dStpPortDesignatedCost.3 = INTEGER: 0
BRIDGE-MIB::dot1dStpPortDesignatedBridge.3 = Hex-STRING: 80 00 00 01 02 4B D4 50
BRIDGE-MIB::dot1dStpPortDesignatedPort.3 = Hex-STRING: 03 80
BRIDGE-MIB::dot1dStpPortForwardTransitions.3 = Counter32: 1
RSTP-MIB::dot1dStpVersion.0 = INTEGER: rstp(2)






The dot1dStpTopChanges.0 value is two, indicating that the STP
bridge topology has changed twice. A topology change means that one or
more links in the network have changed or failed and a new tree has been
calculated. The dot1dStpTimeSinceTopologyChange.0 value will show
when this happened.


To monitor multiple bridge interfaces, the private BEGEMOT-BRIDGE-MIB
can be used:


PROMPT.USER snmpwalk -v 2c -c public bridge1.example.com
enterprises.fokus.begemot.begemotBridge
BEGEMOT-BRIDGE-MIB::begemotBridgeBaseName."bridge0" = STRING: bridge0
BEGEMOT-BRIDGE-MIB::begemotBridgeBaseName."bridge2" = STRING: bridge2
BEGEMOT-BRIDGE-MIB::begemotBridgeBaseAddress."bridge0" = STRING: e:ce:3b:5a:9e:13
BEGEMOT-BRIDGE-MIB::begemotBridgeBaseAddress."bridge2" = STRING: 12:5e:4d:74:d:fc
BEGEMOT-BRIDGE-MIB::begemotBridgeBaseNumPorts."bridge0" = INTEGER: 1
BEGEMOT-BRIDGE-MIB::begemotBridgeBaseNumPorts."bridge2" = INTEGER: 1
...
BEGEMOT-BRIDGE-MIB::begemotBridgeStpTimeSinceTopologyChange."bridge0" = Timeticks: (116927) 0:19:29.27 centi-seconds
BEGEMOT-BRIDGE-MIB::begemotBridgeStpTimeSinceTopologyChange."bridge2" = Timeticks: (82773) 0:13:47.73 centi-seconds
BEGEMOT-BRIDGE-MIB::begemotBridgeStpTopChanges."bridge0" = Counter32: 1
BEGEMOT-BRIDGE-MIB::begemotBridgeStpTopChanges."bridge2" = Counter32: 1
BEGEMOT-BRIDGE-MIB::begemotBridgeStpDesignatedRoot."bridge0" = Hex-STRING: 80 00 00 40 95 30 5E 31
BEGEMOT-BRIDGE-MIB::begemotBridgeStpDesignatedRoot."bridge2" = Hex-STRING: 80 00 00 50 8B B8 C6 A9






To change the bridge interface being monitored via the
mib-2.dot1dBridge subtree:


PROMPT.USER snmpset -v 2c -c private bridge1.example.com
BEGEMOT-BRIDGE-MIB::begemotBridgeDefaultBridgeIf.0 s bridge2











Link Aggregation and Failover


lagg
failover
FEC
LACP
loadbalance
roundrobin
OS provides the MAN.LAGG.4 interface which can be used to aggregate
multiple network interfaces into one virtual interface in order to
provide failover and link aggregation. Failover allows traffic to
continue to flow as long as at least one aggregated network interface
has an established link. Link aggregation works best on switches which
support LACP, as this protocol distributes traffic bi-directionally
while responding to the failure of individual links.


The aggregation protocols supported by the lagg interface determine
which ports are used for outgoing traffic and whether or not a specific
port accepts incoming traffic. The following protocols are supported by
MAN.LAGG.4:



		failover


		This mode sends and receives traffic only through the master port.
If the master port becomes unavailable, the next active port is
used. The first interface added to the virtual interface is the
master port and all subsequently added interfaces are used as
failover devices. If failover to a non-master port occurs, the
original port becomes master once it becomes available again.


		fec / loadbalance


		CISCO Fast ETHERCHANNEL (FEC) is found on older CISCO switches. It
provides a static setup and does not negotiate aggregation with the
peer or exchange frames to monitor the link. If the switch supports
LACP, that should be used instead.


		lacp


		The IEEE 802.3ad Link Aggregation Control Protocol (LACP) negotiates
a set of aggregable links with the peer into one or more Link
Aggregated Groups (LAGs). Each LAG is composed of ports of the same
speed, set to full-duplex operation, and traffic is balanced across
the ports in the LAG with the greatest total speed. Typically, there
is only one LAG which contains all the ports. In the event of
changes in physical connectivity, LACP will quickly converge to a
new configuration.


LACP balances outgoing traffic across the active ports based on
hashed protocol header information and accepts incoming traffic from
any active port. The hash includes the Ethernet source and
destination address and, if available, the VLAN tag, and the IPv4 or
IPv6 source and destination address.





		roundrobin


		This mode distributes outgoing traffic using a round-robin scheduler
through all active ports and accepts incoming traffic from any
active port. Since this mode violates Ethernet frame ordering, it
should be used with caution.






Configuration Examples


This section demonstrates how to configure a CISCO switch and a OS
system for LACP load balancing. It then shows how to configure two
Ethernet interfaces in failover mode as well as how to configure
failover mode between an Ethernet and a wireless interface.


This example connects two MAN.FXP.4 Ethernet interfaces on a OS machine
to the first two Ethernet ports on a CISCO switch as a single load
balanced and fault tolerant link. More interfaces can be added to
increase throughput and fault tolerance. Replace the names of the CISCO
ports, Ethernet devices, channel group number, and IP address shown in
the example to match the local configuration.


Frame ordering is mandatory on Ethernet links and any traffic between
two stations always flows over the same physical link, limiting the
maximum speed to that of one interface. The transmit algorithm attempts
to use as much information as it can to distinguish different traffic
flows and balance the flows across the available interfaces.


On the CISCO switch, add the FastEthernet0/1 and FastEthernet0/2
interfaces to channel group 1:


interface FastEthernet0/1
 channel-group 1 mode active
 channel-protocol lacp
!
interface FastEthernet0/2
 channel-group 1 mode active
 channel-protocol lacp






On the OS system, create the MAN.LAGG.4 interface using the physical
interfaces fxp0 and fxp1 and bring the interfaces up with an IP address
of 10.0.0.3/24:


PROMPT.ROOT ifconfig fxp0 up
PROMPT.ROOT ifconfig fxp1 up
PROMPT.ROOT ifconfig lagg0 create
PROMPT.ROOT ifconfig lagg0 up laggproto lacp laggport fxp0 laggport fxp1 10.0.0.3/24






Next, verify the status of the virtual interface:


PROMPT.ROOT ifconfig lagg0
lagg0: flags=8843<UP,BROADCAST,RUNNING,SIMPLEX,MULTICAST> metric 0 mtu 1500
        options=8<VLAN_MTU>
        ether 00:05:5d:71:8d:b8
        media: Ethernet autoselect
        status: active
        laggproto lacp
        laggport: fxp1 flags=1c<ACTIVE,COLLECTING,DISTRIBUTING>
        laggport: fxp0 flags=1c<ACTIVE,COLLECTING,DISTRIBUTING>






Ports marked as ACTIVE are part of the LAG that has been negotiated
with the remote switch. Traffic will be transmitted and received through
these active ports. Add -v to the above command to view the LAG
identifiers.


To see the port status on the CISCO switch:


switch# show lacp neighbor
Flags:  S - Device is requesting Slow LACPDUs
        F - Device is requesting Fast LACPDUs
        A - Device is in Active mode       P - Device is in Passive mode

Channel group 1 neighbors

Partner's information:

                  LACP port                        Oper    Port     Port
Port      Flags   Priority  Dev ID         Age     Key     Number   State
Fa0/1     SA      32768     0005.5d71.8db8  29s    0x146   0x3      0x3D
Fa0/2     SA      32768     0005.5d71.8db8  29s    0x146   0x4      0x3D







		For more detail, type ``show lacp neighbor


		detail``.





To retain this configuration across reboots, add the following entries
to /etc/rc.conf on the OS system:


ifconfig_fxp0="up"
ifconfig_fxp1="up"
cloned_interfaces="lagg0"
ifconfig_lagg0="laggproto lacp laggport fxp0 laggport fxp1 10.0.0.3/24"






Failover mode can be used to switch over to a secondary interface if the
link is lost on the master interface. To configure failover, make sure
that the underlying physical interfaces are up, then create the
MAN.LAGG.4 interface. In this example, fxp0 is the master interface,
fxp1 is the secondary interface, and the virtual interface is assigned
an IP address of 10.0.0.15/24:


PROMPT.ROOT ifconfig fxp0 up
PROMPT.ROOT ifconfig fxp1 up
PROMPT.ROOT ifconfig lagg0 create
PROMPT.ROOT ifconfig lagg0 up laggproto failover laggport fxp0 laggport fxp1 10.0.0.15/24






The virtual interface should look something like this:


PROMPT.ROOT ifconfig lagg0
lagg0: flags=8843<UP,BROADCAST,RUNNING,SIMPLEX,MULTICAST> metric 0 mtu 1500
        options=8<VLAN_MTU>
        ether 00:05:5d:71:8d:b8
        inet 10.0.0.15 netmask 0xffffff00 broadcast 10.0.0.255
        media: Ethernet autoselect
        status: active
        laggproto failover
        laggport: fxp1 flags=0<>
        laggport: fxp0 flags=5<MASTER,ACTIVE>






Traffic will be transmitted and received on fxp0. If the link is lost on
fxp0, fxp1 will become the active link. If the link is restored on the
master interface, it will once again become the active link.


To retain this configuration across reboots, add the following entries
to /etc/rc.conf:


ifconfig_fxp0="up"
ifconfig_fxp1="up"
cloned_interfaces="lagg0"
ifconfig_lagg0="laggproto failover laggport fxp0 laggport fxp1 10.0.0.15/24"






For laptop users, it is usually desirable to configure the wireless
device as a secondary which is only used when the Ethernet connection is
not available. With MAN.LAGG.4, it is possible to configure a failover
which prefers the Ethernet connection for both performance and security
reasons, while maintaining the ability to transfer data over the
wireless connection.


This is achieved by overriding the physical wireless interface’s MAC
address with that of the Ethernet interface.


In this example, the Ethernet interface, bge0, is the master and the
wireless interface, wlan0, is the failover. The wlan0 device was created
from iwn0 wireless interface, which will be configured with the MAC
address of the Ethernet interface. First, determine the MAC address of
the Ethernet interface:


PROMPT.ROOT ifconfig bge0
bge0: flags=8843<UP,BROADCAST,RUNNING,SIMPLEX,MULTICAST> metric 0 mtu 1500
    options=19b<RXCSUM,TXCSUM,VLAN_MTU,VLAN_HWTAGGING,VLAN_HWCSUM,TSO4>
    ether 00:21:70:da:ae:37
    inet6 fe80::221:70ff:feda:ae37%bge0 prefixlen 64 scopeid 0x2
    nd6 options=29<PERFORMNUD,IFDISABLED,AUTO_LINKLOCAL>
    media: Ethernet autoselect (1000baseT <full-duplex>)
    status: active






Replace bge0 to match the system’s Ethernet interface name. The
ether line will contain the MAC address of the specified interface.
Now, change the MAC address of the underlying wireless interface:


PROMPT.ROOT ifconfig iwn0 ether 00:21:70:da:ae:37






Bring the wireless interface up, but do not set an IP address:


PROMPT.ROOT ifconfig wlan0 create wlandev iwn0 ssid my_router up






Make sure the bge0 interface is up, then create the MAN.LAGG.4 interface
with bge0 as master with failover to wlan0:


PROMPT.ROOT ifconfig bge0 up
PROMPT.ROOT ifconfig lagg0 create
PROMPT.ROOT ifconfig lagg0 up laggproto failover laggport bge0 laggport wlan0






The virtual interface should look something like this:


PROMPT.ROOT ifconfig lagg0
lagg0: flags=8843<UP,BROADCAST,RUNNING,SIMPLEX,MULTICAST> metric 0 mtu 1500
        options=8<VLAN_MTU>
        ether 00:21:70:da:ae:37
        media: Ethernet autoselect
        status: active
        laggproto failover
        laggport: wlan0 flags=0<>
        laggport: bge0 flags=5<MASTER,ACTIVE>






Then, start the DHCP client to obtain an IP address:


PROMPT.ROOT dhclient lagg0






To retain this configuration across reboots, add the following entries
to /etc/rc.conf:


ifconfig_bge0="up"
ifconfig_iwn0="ether 00:21:70:da:ae:37"
wlans_iwn0="wlan0"
ifconfig_wlan0="WPA"
cloned_interfaces="lagg0"
ifconfig_lagg0="laggproto failover laggport bge0 laggport wlan0 DHCP"











Diskless Operation with PXE


diskless workstation
diskless operation
The INTEL Preboot eXecution Environment (PXE) allows an operating system
to boot over the network. For example, a OS system can boot over the
network and operate without a local disk, using file systems mounted
from an NFS server. PXE support is usually available in the BIOS. To use
PXE when the machine starts, select the Boot from network option in
the BIOS setup or type a function key during system initialization.


In order to provide the files needed for an operating system to boot
over the network, a PXE setup also requires properly configured DHCP,
TFTP, and NFS servers, where:



		Initial parameters, such as an IP address, executable boot filename
and location, server name, and root path are obtained from the DHCP
server.


		The operating system loader file is booted using TFTP.


		The file systems are loaded using NFS.





When a computer PXE boots, it receives information over DHCP about where
to obtain the initial boot loader file. After the host computer receives
this information, it downloads the boot loader via TFTP and then
executes the boot loader. In OS, the boot loader file is
/boot/pxeboot. After /boot/pxeboot executes, the OS kernel is
loaded and the rest of the OS bootup sequence proceeds, as described in
?.


This section describes how to configure these services on a OS system so
that other systems can PXE boot into OS. Refer to MAN.DISKLESS.8 for
more information.



Caution


As described, the system providing these services is insecure. It
should live in a protected area of a network and be untrusted by
other hosts.







Setting Up the PXE Environment


The steps shown in this section configure the built-in NFS and TFTP
servers. The next section demonstrates how to install and configure the
DHCP server. In this example, the directory which will contain the files
used by PXE users is /b/tftpboot/FreeBSD/install. It is important
that this directory exists and that the same directory name is set in
both /etc/inetd.conf and /usr/local/etc/dhcpd.conf.


Create the root directory which will contain a OS installation to be NFS
mounted:


PROMPT.ROOT export NFSROOTDIR=/b/tftpboot/FreeBSD/install
PROMPT.ROOT mkdir -p ${NFSROOTDIR}






Enable the NFS server by adding this line to /etc/rc.conf:


nfs_server_enable="YES"






Export the diskless root directory via NFS by adding the following to
/etc/exports:


/b -ro -alldirs






Start the NFS server:


PROMPT.ROOT service nfsd start






Enable MAN.INETD.8 by adding the following line to /etc/rc.conf:


inetd_enable="YES"






Uncomment the following line in /etc/inetd.conf by making sure it
does not start with a # symbol:


tftp dgram udp wait root /usr/libexec/tftpd tftpd -l -s /b/tftpboot

**Note**

Some PXE versions require the TCP version of TFTP. In this case,
uncomment the second ``tftp`` line which contains ``stream tcp``.






Start MAN.INETD.8:


PROMPT.ROOT service inetd start






Rebuild the OS kernel and userland (refer to ? for more detailed
instructions):


PROMPT.ROOT cd /usr/src
PROMPT.ROOT make buildworld
PROMPT.ROOT make buildkernel






Install OS into the directory mounted over NFS:


PROMPT.ROOT make installworld DESTDIR=${NFSROOTDIR}
PROMPT.ROOT make installkernel DESTDIR=${NFSROOTDIR}
PROMPT.ROOT make distribution DESTDIR=${NFSROOTDIR}






Test that the TFTP server works and can download the boot loader which
will be obtained via PXE:


PROMPT.ROOT tftp localhost
tftp> get FreeBSD/install/boot/pxeboot
Received 264951 bytes in 0.1 seconds






Edit ${NFSROOTDIR}/etc/fstab and create an entry to mount the root
file system over NFS:


# Device                                         Mountpoint    FSType   Options  Dump Pass
myhost.example.com:/b/tftpboot/FreeBSD/install       /         nfs      ro        0    0






Replace myhost.example.com with the hostname or IP address of the NFS
server. In this example, the root file system is mounted read-only in
order to prevent NFS clients from potentially deleting the contents of
the root file system.


Set the root password in the PXE environment for client machines which
are PXE booting :


PROMPT.ROOT chroot ${NFSROOTDIR}
PROMPT.ROOT passwd






If needed, enable MAN.SSH.1 root logins for client machines which are
PXE booting by editing ${NFSROOTDIR}/etc/ssh/sshd_config and
enabling PermitRootLogin. This option is documented in
MAN.SSHD.CONFIG.5.


Perform any other needed customizations of the PXE environment in
${NFSROOTDIR}. These customizations could include things like
installing packages or editing the password file with MAN.VIPW.8.


When booting from an NFS root volume, /etc/rc detects the NFS boot
and runs /etc/rc.initdiskless. In this case, /etc and /var
need to be memory backed file systems so that these directories are
writable but the NFS root directory is read-only:


PROMPT.ROOT chroot ${NFSROOTDIR}
PROMPT.ROOT mkdir -p conf/base
PROMPT.ROOT tar -c -v -f conf/base/etc.cpio.gz --format cpio --gzip etc
PROMPT.ROOT tar -c -v -f conf/base/var.cpio.gz --format cpio --gzip var






When the system boots, memory file systems for /etc and /var
will be created and mounted and the contents of the cpio.gz files
will be copied into them.





Configuring the DHCP Server


DHCP
diskless operation
The DHCP server does not need to be the same machine as the TFTP and NFS
server, but it needs to be accessible in the network.


DHCP is not part of the OS base system but can be installed using the
net/isc-dhcp42-server port or package.


Once installed, edit the configuration file,
/usr/local/etc/dhcpd.conf. Configure the next-server,
filename, and root-path settings as seen in this example:


subnet 192.168.0.0 netmask 255.255.255.0 {
   range 192.168.0.2 192.168.0.3 ;
   option subnet-mask 255.255.255.0 ;
   option routers 192.168.0.1 ;
   option broadcast-address 192.168.0.255 ;
   option domain-name-servers 192.168.35.35, 192.168.35.36 ;
   option domain-name "example.com";

   # IP address of TFTP server
   next-server 192.168.0.1 ;

   # path of boot loader obtained via tftp
     filename "FreeBSD/install/boot/pxeboot" ;

   # pxeboot boot loader will try to NFS mount this directory for root FS
   option root-path "192.168.0.1:/b/tftpboot/FreeBSD/install/" ;

}






The next-server directive is used to specify the IP address of the
TFTP server.


The filename directive defines the path to /boot/pxeboot. A
relative filename is used, meaning that /b/tftpboot is not included
in the path.


The root-path option defines the path to the NFS root file system.


Once the edits are saved, enable DHCP at boot time by adding the
following line to /etc/rc.conf:


dhcpd_enable="YES"






Then start the DHCP service:


PROMPT.ROOT service isc-dhcpd start









Debugging PXE Problems


Once all of the services are configured and started, PXE clients should
be able to automatically load OS over the network. If a particular
client is unable to connect, when that client machine boots up, enter
the BIOS configuration menu and confirm that it is set to boot from the
network.


This section describes some troubleshooting tips for isolating the
source of the configuration problem should no clients be able to PXE
boot.


Use the net/wireshark package or port to debug the network traffic
involved during the PXE booting process, which is illustrated in the
diagram below.


On the TFTP server, read /var/log/xferlog to ensure that pxeboot
is being retrieved from the correct location. To test this example
configuration:


PROMPT.ROOT tftp 192.168.0.1
tftp> get FreeBSD/install/boot/pxeboot
Received 264951 bytes in 0.1 seconds






The BUGS sections in MAN.TFTPD.8 and MAN.TFTP.1 document some
limitations with TFTP.


Make sure that the root file system can be mounted via NFS. To test this
example configuration:


PROMPT.ROOT mount -t nfs 192.168.0.1:/b/tftpboot/FreeBSD/install /mnt











IPv6


IPv6 is the new version of the well known IP protocol, also known as
IPv4. IPv6 provides several advantages over IPv4 as well as many new
features:



		Its 128-bit address space allows for
340,282,366,920,938,463,463,374,607,431,768,211,456 addresses. This
addresses the IPv4 address shortage and eventual IPv4 address
exhaustion.


		Routers only store network aggregation addresses in their routing
tables, thus reducing the average space of a routing table to 8192
entries. This addresses the scalability issues associated with IPv4,
which required every allocated block of IPv4 addresses to be
exchanged between Internet routers, causing their routing tables to
become too large to allow efficient routing.


		Address autoconfiguration
(RFC2462 [http://www.ietf.org/rfc/rfc2462.txt]).


		Mandatory multicast addresses.


		Built-in IPsec (IP security).


		Simplified header structure.


		Support for mobile IP.


		IPv6-to-IPv4 transition mechanisms.





OS includes the http://www.kame.net/ IPv6 reference implementation and
comes with everything needed to use IPv6. This section focuses on
getting IPv6 configured and running.



Background on IPv6 Addresses


There are three different types of IPv6 addresses:



		Unicast


		A packet sent to a unicast address arrives at the interface
belonging to the address.


		Anycast


		These addresses are syntactically indistinguishable from unicast
addresses but they address a group of interfaces. The packet
destined for an anycast address will arrive at the nearest router
interface. Anycast addresses are only used by routers.


		Multicast


		These addresses identify a group of interfaces. A packet destined
for a multicast address will arrive at all interfaces belonging to
the multicast group. The IPv4 broadcast address, usually
xxx.xxx.xxx.255, is expressed by multicast addresses in IPv6.





When reading an IPv6 address, the canonical form is represented as
x:x:x:x:x:x:x:x, where each x represents a 16 bit hex value. An
example is FEBC:A574:382B:23C1:AA49:4592:4EFE:9982.


Often, an address will have long substrings of all zeros. A ::
(double colon) can be used to replace one substring per address. Also,
up to three leading 0s per hex value can be omitted. For example,
fe80::1 corresponds to the canonical form
fe80:0000:0000:0000:0000:0000:0000:0001.


A third form is to write the last 32 bits using the well known IPv4
notation. For example, 2002::10.0.0.1 corresponds to the hexadecimal
canonical representation 2002:0000:0000:0000:0000:0000:0a00:0001, which
in turn is equivalent to 2002::a00:1.


To view a OS system’s IPv6 address, use MAN.IFCONFIG.8:


PROMPT.ROOT ifconfig






rl0: flags=8943<UP,BROADCAST,RUNNING,PROMISC,SIMPLEX,MULTICAST> mtu 1500
         inet 10.0.0.10 netmask 0xffffff00 broadcast 10.0.0.255
         inet6 fe80::200:21ff:fe03:8e1%rl0 prefixlen 64 scopeid 0x1
         ether 00:00:21:03:08:e1
         media: Ethernet autoselect (100baseTX )
         status: active






In this example, fe80::200:21ff:fe03:8e1%rl0 is an auto-configured
link-local address which was automatically generated from the MAC
address.


Some IPv6 addresses are reserved. A summary of these reserved addresses
is seen in ?:










		IPv6 address
		Prefixlength (Bits)
		Description
		Notes





		 
		128 bits
		unspecified
		Equivalent to 0.0.0.0 in IPv4.



		::1
		128 bits
		loopback address
		Equivalent to 127.0.0.1 in IPv4.



		::00:xx:xx:xx:xx
		96 bits
		embedded IPv4
		The lower 32 bits are the compatible IPv4 address.



		::ff:xx:xx:xx:xx
		96 bits
		IPv4 mapped IPv6 address
		The lower 32 bits are the IPv4 address for hosts which do not support IPv6.



		fe80::/10
		10 bits
		link-local
		Equivalent to 169.254.0.0/16 in IPv4.



		fc00::/7
		7 bits
		unique-local
		Unique local addresses are intended for local communication and are only routable within a set of cooperating sites.



		ff00:
		8 bits
		multicast
		 



		2000::-3fff:
		3 bits
		global unicast
		All global unicast addresses are assigned from this pool. The first 3 bits are 001.







Table: Reserved IPv6 Addresses


For further information on the structure of IPv6 addresses, refer to
RFC3513 [http://www.ietf.org/rfc/rfc3513.txt].





Configuring IPv6


To configure a OS system as an IPv6 client, add these two lines to
rc.conf:


ifconfig_em0_ipv6="inet6 accept_rtadv"
rtsold_enable="YES"






The first line enables the specified interface to receive router
solicitation messages. The second line enables the router solicitation
daemon, MAN.RTSOL.8.


For OS 8.x, add a third line:


ipv6_enable="YES"






If the interface needs a statically assigned IPv6 address, add an entry
to specify the static address and associated prefix length:


ifconfig_fxp0_ipv6="inet6 2001:db8:4672:6565:2026:5043:2d42:5344 prefixlen 64"






On a OS 8.x system, that line uses this format instead:


ipv6_ifconfig_fxp0="2001:db8:4672:6565:2026:5043:2d42:5344"






To assign a default router, specify its address:


ipv6_defaultrouter="2001:db8:4672:6565::1"









Connecting to a Provider


In order to connect to other IPv6 networks, one must have a provider or
a tunnel that supports IPv6:



		Contact an Internet Service Provider to see if they offer IPv6.





		SixXS [http://www.sixxs.net] offers tunnels with end-points all
around the globe.





		Hurricane Electric [http://www.tunnelbroker.net] offers tunnels
with end-points all around the globe.



Note


Install the net/freenet6 package or port for a dial-up connection.












This section demonstrates how to take the directions from a tunnel
provider and convert them into /etc/rc.conf settings that will
persist through reboots.


The first /etc/rc.conf entry creates the generic tunneling interface
gif0:


gif_interfaces="gif0"






Next, configure that interface with the IPv4 addresses of the local and
remote endpoints. Replace MY_IPv4_ADDR and REMOTE_IPv4_ADDR with the
actual IPv4 addresses:


gifconfig_gif0="MY_IPv4_ADDR REMOTE_IPv4_ADDR"






To apply the IPv6 address that has been assigned for use as the IPv6
tunnel endpoint, add this line, replacing
MY_ASSIGNED_IPv6_TUNNEL_ENDPOINT_ADDR with the assigned address:


ifconfig_gif0_ipv6="inet6 MY_ASSIGNED_IPv6_TUNNEL_ENDPOINT_ADDR"






For OS 8.x, that line should instead use this format:


ipv6_ifconfig_gif0="MY_ASSIGNED_IPv6_TUNNEL_ENDPOINT_ADDR"






Then, set the default route for the other side of the IPv6 tunnel.
Replace MY_IPv6_REMOTE_TUNNEL_ENDPOINT_ADDR with the default
gateway address assigned by the provider:


ipv6_defaultrouter="MY_IPv6_REMOTE_TUNNEL_ENDPOINT_ADDR"






If the OS system will route IPv6 packets between the rest of the network
and the world, enable the gateway using this line:


ipv6_gateway_enable="YES"









Router Advertisement and Host Auto Configuration


This section demonstrates how to setup MAN.RTADVD.8 to advertise the
IPv6 default route.


To enable MAN.RTADVD.8, add the following to /etc/rc.conf:


rtadvd_enable="YES"






It is important to specify the interface on which to do IPv6 router
solicitation. For example, to tell MAN.RTADVD.8 to use fxp0:


rtadvd_interfaces="fxp0"






Next, create the configuration file, /etc/rtadvd.conf as seen in
this example:


fxp0:\
    :addrs#1:addr="2001:471:1f11:246::":prefixlen#64:tc=ether:






Replace fxp0 with the interface to be used and 2001:471:1f11:246::
with the prefix of the allocation.


For a dedicated /64 subnet, nothing else needs to be changed. Otherwise,
change the prefixlen# to the correct value.





IPv6 and IPv6 Address Mapping


When IPv6 is enabled on a server, there may be a need to enable IPv4
mapped IPv6 address communication. This compatibility option allows for
IPv4 addresses to be represented as IPv6 addresses. Permitting IPv6
applications to communicate with IPv4 and vice versa may be a security
issue.


This option may not be required in most cases and is available only for
compatibility. This option will allow IPv6-only applications to work
with IPv4 in a dual stack environment. This is most useful for third
party applications which may not support an IPv6-only environment. To
enable this feature, add the following to /etc/rc.conf:


ipv6_ipv4mapping="YES"






Reviewing the information in RFC 3493, section 3.6 and 3.7 as well as
RFC 4038 section 4.2 may be useful to some adminstrators.







Common Address Redundancy Protocol (CARP)


CARP
Common Address Redundancy Protocol
The Common Address Redundancy Protocol (CARP) allows multiple hosts to
share the same IP address and Virtual Host ID (VHID) in order to provide
high availability for one or more services. This means that one or more
hosts can fail, and the other hosts will transparently take over so that
users do not see a service failure.


In addition to the shared IP address, each host has its own IP address
for management and configuration. All of the machines that share an IP
address have the same VHID. The VHID for each virtual IP address must be
unique across the broadcast domain of the network interface.


High availability using CARP is built into OS, though the steps to
configure it vary slightly depending upon the OS version. This section
provides the same example configuration for versions before and equal to
or after OS 10.


This example configures failover support with three hosts, all with
unique IP addresses, but providing the same web content. It has two
different masters named hosta.example.org and hostb.example.org, with a
shared backup named hostc.example.org.


These machines are load balanced with a Round Robin DNS configuration.
The master and backup machines are configured identically except for
their hostnames and management IP addresses. These servers must have the
same configuration and run the same services. When the failover occurs,
requests to the service on the shared IP address can only be answered
correctly if the backup server has access to the same content. The
backup machine has two additional CARP interfaces, one for each of the
master content server’s IP addresses. When a failure occurs, the backup
server will pick up the failed master machine’s IP address.



Using CARP on OS 10 and Later


Enable boot-time support for CARP by adding an entry for the carp.ko
kernel module in /boot/loader.conf:


carp_load="YES"






To load the module now without rebooting:


PROMPT.ROOT kldload carp






For users who prefer to use a custom kernel, include the following line
in the custom kernel configuration file and compile the kernel as
described in ?:


device    carp






The hostname, management IP address and subnet mask, shared IP address,
and VHID are all set by adding entries to /etc/rc.conf. This example
is for hosta.example.org:


hostname="hosta.example.org"
ifconfig_em0="inet 192.168.1.3 netmask 255.255.255.0"
ifconfig_em0_alias0="vhid 1 pass testpass alias 192.168.1.50/32"






The next set of entries are for hostb.example.org. Since it represents a
second master, it uses a different shared IP address and VHID. However,
the passwords specified with pass must be identical as CARP will
only listen to and accept advertisements from machines with the correct
password.


hostname="hostb.example.org"
ifconfig_em0="inet 192.168.1.4 netmask 255.255.255.0"
ifconfig_em0_alias0="vhid 2 pass testpass alias 192.168.1.51/32"






The third machine, hostc.example.org, is configured to handle failover
from either master. This machine is configured with two CARP VHIDs, one
to handle the virtual IP address for each of the master hosts. The CARP
advertising skew, advskew, is set to ensure that the backup host
advertises later than the master, since advskew controls the order
of precedence when there are multiple backup servers.


hostname="hostc.example.org"
ifconfig_em0="inet 192.168.1.5 netmask 255.255.255.0"
ifconfig_em0_alias0="vhid 1 advskew 100 pass testpass alias 192.168.1.50/32"
ifconfig_em0_alias1="vhid 2 advskew 100 pass testpass alias 192.168.1.51/32"






Having two CARP VHIDs configured means that hostc.example.org will
notice if either of the master servers becomes unavailable. If a master
fails to advertise before the backup server, the backup server will pick
up the shared IP address until the master becomes available again.



Note


Preemption is disabled by default. If preemption has been enabled,
hostc.example.org might not release the virtual IP address back to
the original master server. The administrator can force the backup
server to return the IP address to the master with the command:


PROMPT.ROOT ifconfig em0 vhid 1 state backup










Once the configuration is complete, either restart networking or reboot
each system. High availability is now enabled.


CARP functionality can be controlled via several MAN.SYSCTL.8 variables
documented in the MAN.CARP.4 manual pages. Other actions can be
triggered from CARP events by using MAN.DEVD.8.





Using CARP on OS 9 and Earlier


The configuration for these versions of OS is similar to the one
described in the previous section, except that a CARP device must first
be created and referred to in the configuration.


Enable boot-time support for CARP by loading the if_carp.ko kernel
module in /boot/loader.conf:


if_carp_load="YES"






To load the module now without rebooting:


PROMPT.ROOT kldload carp






For users who prefer to use a custom kernel, include the following line
in the custom kernel configuration file and compile the kernel as
described in ?:


device    carp






Next, on each host, create a CARP device:


PROMPT.ROOT ifconfig carp0 create






Set the hostname, management IP address, the shared IP address, and VHID
by adding the required lines to /etc/rc.conf. Since a virtual CARP
device is used instead of an alias, the actual subnet mask of /24 is
used instead of /32. Here are the entries for hosta.example.org:


hostname="hosta.example.org"
ifconfig_fxp0="inet 192.168.1.3 netmask 255.255.255.0"
cloned_interfaces="carp0"
ifconfig_carp0="vhid 1 pass testpass 192.168.1.50/24"






On hostb.example.org:


hostname="hostb.example.org"
ifconfig_fxp0="inet 192.168.1.4 netmask 255.255.255.0"
cloned_interfaces="carp0"
ifconfig_carp0="vhid 2 pass testpass 192.168.1.51/24"






The third machine, hostc.example.org, is configured to handle failover
from either of the master hosts:


hostname="hostc.example.org"
ifconfig_fxp0="inet 192.168.1.5 netmask 255.255.255.0"
cloned_interfaces="carp0 carp1"
ifconfig_carp0="vhid 1 advskew 100 pass testpass 192.168.1.50/24"
ifconfig_carp1="vhid 2 advskew 100 pass testpass 192.168.1.51/24"

**Note**

Preemption is disabled in the GENERIC OS kernel. If preemption has
been enabled with a custom kernel, hostc.example.org may not release
the IP address back to the original content server. The
administrator can force the backup server to return the IP address
to the master with the command:

::

    PROMPT.ROOT ifconfig carp0 down && ifconfig carp0 up

This should be done on the ``carp`` interface which corresponds to
the correct host.






Once the configuration is complete, either restart networking or reboot
each system. High availability is now enabled.
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The Machine


[image: Powered by FreeBSD]


Naturally, all systems in the FreeBSD.org cluster run FreeBSD. The
hardware and network connection have been generously provided by
BSDi [http://www.bsdi.com/], Bytemark
Hosting [http://www.bytemark.co.uk/], Internet Systems
Consortium [http://www.isc.org/], New York
Internet [http://www.nyi.net/], Yahoo! [http://www.yahoo.com/],
and other contributors to the FreeBSD
project.


A list of general-access machines in the FreeBSD.org domain is available
at the The FreeBSD.org Network page.





The Software


These pages are served up by the fast and flexible nginx
webserver [http://www.nginx.org/]. In addition, there are a few
locally crafted CGI scripts. Indexing of the mailing list archive are
provided by freewais-sf, a derivative of the CNIDR freewais.





The Pages


[image: Lynx Friendly logo]


The original web pages were put together by John Fieber
<jfieber@FreeBSD.org> [http://people.FreeBSD.org/~jfieber/] with
input from the FreeBSD community and you.
<wosch@FreeBSD.org> [http://wolfram.schneider.org] was our first
webmaster but this responsibility is now shared by a larger team of web
and documentation contributors. The FreeBSD pages are valid XHTML 1.0
Transitional and should degrade gracefully on any browser.


See also the FreeBSD Documentation Project





Page Design


The current website design was done by Emily
Boyd [http://www.emilyboyd.com] as part of the Google Summer of
Code [http://code.google.com/soc] program in 2005.


The original page design was done by Megan
McCormack [http://www.asis.com/~meganm/]





Building and updating the FreeBSD Web Pages


&webbuild;





Update of the FreeBSD Web Pages


The FreeBSD Web Pages on www.FreeBSD.org are currently rebuilt
according to the following schedule:








		Build Time (UTC)
		Build type





		Every 10 minutes
		English www only, if no other build is running



		Every Sunday at 00:00
		Full build with a new tree checkout



		Every 1 hour
		English only



		Every 3 hours
		Full build










Mirroring the FreeBSD Web Pages


It is possible to mirror the FreeBSD web pages on
www.FreeBSD.org.


FreeBSD Internal Home
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Common Access Method SCSI Controllers





Synopsis


SCSI
This document assumes that the reader has a general understanding of
device drivers in FreeBSD and of the SCSI protocol. Much of the
information in this document was extracted from the drivers:



		ncr (/sys/pci/ncr.c) by Wolfgang Stanglmeier and Stefan Esser


		sym (/sys/dev/sym/sym_hipd.c) by Gerard Roudier


		aic7xxx (/sys/dev/aic7xxx/aic7xxx.c) by Justin T. Gibbs





and from the CAM code itself (by Justin T. Gibbs, see /sys/cam/*).
When some solution looked the most logical and was essentially verbatim
extracted from the code by Justin T. Gibbs, I marked it as
“recommended”.


The document is illustrated with examples in pseudo-code. Although
sometimes the examples have many details and look like real code, it is
still pseudo-code. It was written to demonstrate the concepts in an
understandable way. For a real driver other approaches may be more
modular and efficient. It also abstracts from the hardware details, as
well as issues that would cloud the demonstrated concepts or that are
supposed to be described in the other chapters of the developers
handbook. Such details are commonly shown as calls to functions with
descriptive names, comments or pseudo-statements. Fortunately real life
full-size examples with all the details can be found in the real
drivers.





General Architecture


Common Access Method (CAM)
CAM stands for Common Access Method. It is a generic way to address the
I/O buses in a SCSI-like way. This allows a separation of the generic
device drivers from the drivers controlling the I/O bus: for example the
disk driver becomes able to control disks on both SCSI, IDE, and/or any
other bus so the disk driver portion does not have to be rewritten (or
copied and modified) for every new I/O bus. Thus the two most important
active entities are:


CD-ROM
tape
IDE



		Peripheral Modules - a driver for peripheral devices (disk, tape,
CD-ROM, etc.)


		SCSI Interface Modules(SIM) - a Host Bus Adapter drivers for
connecting to an I/O bus such as SCSI or IDE.





A peripheral driver receives requests from the OS, converts them to a
sequence of SCSI commands and passes these SCSI commands to a SCSI
Interface Module. The SCSI Interface Module is responsible for passing
these commands to the actual hardware (or if the actual hardware is not
SCSI but, for example, IDE then also converting the SCSI commands to the
native commands of the hardware).


Because we are interested in writing a SCSI adapter driver here, from
this point on we will consider everything from the SIM standpoint.


A typical SIM driver needs to include the following CAM-related header
files:


#include <cam/cam.h>
#include <cam/cam_ccb.h>
#include <cam/cam_sim.h>
#include <cam/cam_xpt_sim.h>
#include <cam/cam_debug.h>
#include <cam/scsi/scsi_all.h>






The first thing each SIM driver must do is register itself with the CAM
subsystem. This is done during the driver’s xxx_attach() function
(here and further xxx_ is used to denote the unique driver name
prefix). The xxx_attach() function itself is called by the system
bus auto-configuration code which we do not describe here.


This is achieved in multiple steps: first it is necessary to allocate
the queue of requests associated with this SIM:


struct cam_devq *devq;

if(( devq = cam_simq_alloc(SIZE) )==NULL) {
    error; /* some code to handle the error */
}






Here SIZE is the size of the queue to be allocated, maximal number
of requests it could contain. It is the number of requests that the SIM
driver can handle in parallel on one SCSI card. Commonly it can be
calculated as:


SIZE = NUMBER_OF_SUPPORTED_TARGETS * MAX_SIMULTANEOUS_COMMANDS_PER_TARGET






Next we create a descriptor of our SIM:


struct cam_sim *sim;

if(( sim = cam_sim_alloc(action_func, poll_func, driver_name,
        softc, unit, mtx, max_dev_transactions,
        max_tagged_dev_transactions, devq) )==NULL) {
    cam_simq_free(devq);
    error; /* some code to handle the error */
}






Note that if we are not able to create a SIM descriptor we free the
devq also because we can do nothing else with it and we want to
conserve memory.


If a SCSI card has multiple SCSI busesSCSIbus on it then each bus
requires its own cam_sim structure.


An interesting question is what to do if a SCSI card has more than one
SCSI bus, do we need one devq structure per card or per SCSI bus?
The answer given in the comments to the CAM code is: either way, as the
driver’s author prefers.


The arguments are:



		action_func - pointer to the driver’s xxx_action function.
static void xxx_action struct cam_sim *sim,
union ccb *ccb


		poll_func - pointer to the driver’s xxx_poll() static void
xxx_poll struct cam_sim *sim


		driver_name - the name of the actual driver, such as “ncr” or “wds”.


		softc - pointer to the driver’s internal descriptor for this SCSI
card. This pointer will be used by the driver in future to get
private data.


		unit - the controller unit number, for example for controller “mps0”
this number will be 0


		mtx - Lock associated with this SIM. For SIMs that don’t know about
locking, pass in Giant. For SIMs that do, pass in the lock used to
guard this SIM’s data structures. This lock will be held when
xxx_action and xxx_poll are called.


		max_dev_transactions - maximal number of simultaneous transactions
per SCSI target in the non-tagged mode. This value will be almost
universally equal to 1, with possible exceptions only for the
non-SCSI cards. Also the drivers that hope to take advantage by
preparing one transaction while another one is executed may set it to
2 but this does not seem to be worth the complexity.


		max_tagged_dev_transactions - the same thing, but in the tagged
mode. Tags are the SCSI way to initiate multiple transactions on a
device: each transaction is assigned a unique tag and the transaction
is sent to the device. When the device completes some transaction it
sends back the result together with the tag so that the SCSI adapter
(and the driver) can tell which transaction was completed. This
argument is also known as the maximal tag depth. It depends on the
abilities of the SCSI adapter.





Finally we register the SCSI buses associated with our SCSI
adapterSCSIadapter:


if(xpt_bus_register(sim, softc, bus_number) != CAM_SUCCESS) {
    cam_sim_free(sim, /*free_devq*/ TRUE);
    error; /* some code to handle the error */
}






If there is one devq structure per SCSI bus (i.e., we consider a
card with multiple buses as multiple cards with one bus each) then the
bus number will always be 0, otherwise each bus on the SCSI card should
be get a distinct number. Each bus needs its own separate structure
cam_sim.


After that our controller is completely hooked to the CAM system. The
value of devq can be discarded now: sim will be passed as an
argument in all further calls from CAM and devq can be derived from it.


CAM provides the framework for such asynchronous events. Some events
originate from the lower levels (the SIM drivers), some events originate
from the peripheral drivers, some events originate from the CAM
subsystem itself. Any driver can register callbacks for some types of
the asynchronous events, so that it would be notified if these events
occur.


A typical example of such an event is a device reset. Each transaction
and event identifies the devices to which it applies by the means of
“path”. The target-specific events normally occur during a transaction
with this device. So the path from that transaction may be re-used to
report this event (this is safe because the event path is copied in the
event reporting routine but not deallocated nor passed anywhere
further). Also it is safe to allocate paths dynamically at any time
including the interrupt routines, although that incurs certain overhead,
and a possible problem with this approach is that there may be no free
memory at that time. For a bus reset event we need to define a wildcard
path including all devices on the bus. So we can create the path for the
future bus reset events in advance and avoid problems with the future
memory shortage:


struct cam_path *path;

if(xpt_create_path(&path, /*periph*/NULL,
            cam_sim_path(sim), CAM_TARGET_WILDCARD,
            CAM_LUN_WILDCARD) != CAM_REQ_CMP) {
    xpt_bus_deregister(cam_sim_path(sim));
    cam_sim_free(sim, /*free_devq*/TRUE);
    error; /* some code to handle the error */
}

softc->wpath = path;
softc->sim = sim;






As you can see the path includes:



		ID of the peripheral driver (NULL here because we have none)


		ID of the SIM driver (cam_sim_path(sim))


		SCSI target number of the device (CAM_TARGET_WILDCARD means “all
devices”)


		SCSI LUN number of the subdevice (CAM_LUN_WILDCARD means “all
LUNs”)





If the driver can not allocate this path it will not be able to work
normally, so in that case we dismantle that SCSI bus.


And we save the path pointer in the softc structure for future use.
After that we save the value of sim (or we can also discard it on the
exit from xxx_probe() if we wish).


That is all for a minimalistic initialization. To do things right there
is one more issue left.


For a SIM driver there is one particularly interesting event: when a
target device is considered lost. In this case resetting the SCSI
negotiations with this device may be a good idea. So we register a
callback for this event with CAM. The request is passed to CAM by
requesting CAM action on a CAM control block for this type of request:


struct ccb_setasync csa;

xpt_setup_ccb(&csa.ccb_h, path, /*priority*/5);
csa.ccb_h.func_code = XPT_SASYNC_CB;
csa.event_enable = AC_LOST_DEVICE;
csa.callback = xxx_async;
csa.callback_arg = sim;
xpt_action((union ccb *)&csa);






Now we take a look at the xxx_action() and xxx_poll() driver
entry points.


static void xxx_action struct cam_sim *sim, union ccb *ccb


Do some action on request of the CAM subsystem. Sim describes the SIM
for the request, CCB is the request itself. CCB stands for “CAM Control
Block”. It is a union of many specific instances, each describing
arguments for some type of transactions. All of these instances share
the CCB header where the common part of arguments is stored.


CAM supports the SCSI controllers working in both initiator (“normal”)
mode and target (simulating a SCSI device) mode. Here we only consider
the part relevant to the initiator mode.


There are a few function and macros (in other words, methods) defined to
access the public data in the struct sim:



		cam_sim_path(sim) - the path ID (see above)


		cam_sim_name(sim) - the name of the sim


		cam_sim_softc(sim) - the pointer to the softc (driver private
data) structure


		`` cam_sim_unit(sim)`` - the unit number


		`` cam_sim_bus(sim)`` - the bus ID





To identify the device, xxx_action() can get the unit number and
pointer to its structure softc using these functions.


The type of request is stored in ccb->ccb_h.func_code. So generally
xxx_action() consists of a big switch:


struct xxx_softc *softc = (struct xxx_softc *) cam_sim_softc(sim);
struct ccb_hdr *ccb_h = &ccb->ccb_h;
int unit = cam_sim_unit(sim);
int bus = cam_sim_bus(sim);

switch(ccb_h->func_code) {
case ...:
    ...
default:
    ccb_h->status = CAM_REQ_INVALID;
    xpt_done(ccb);
    break;
}






As can be seen from the default case (if an unknown command was
received) the return code of the command is set into
ccb->ccb_h.status and the completed CCB is returned back to CAM by
calling xpt_done(ccb).


xpt_done() does not have to be called from xxx_action(): For
example an I/O request may be enqueued inside the SIM driver and/or its
SCSI controller. Then when the device would post an interrupt signaling
that the processing of this request is complete xpt_done() may be
called from the interrupt handling routine.


Actually, the CCB status is not only assigned as a return code but a CCB
has some status all the time. Before CCB is passed to the
xxx_action() routine it gets the status CCB_REQ_INPROG meaning
that it is in progress. There are a surprising number of status values
defined in /sys/cam/cam.h which should be able to represent the
status of a request in great detail. More interesting yet, the status is
in fact a “bitwise or” of an enumerated status value (the lower 6 bits)
and possible additional flag-like bits (the upper bits). The enumerated
values will be discussed later in more detail. The summary of them can
be found in the Errors Summary section. The possible status flags are:



		CAM_DEV_QFRZN - if the SIM driver gets a serious error (for
example, the device does not respond to the selection or breaks the
SCSI protocol) when processing a CCB it should freeze the request
queue by calling xpt_freeze_simq(), return the other enqueued but
not processed yet CCBs for this device back to the CAM queue, then
set this flag for the troublesome CCB and call xpt_done(). This
flag causes the CAM subsystem to unfreeze the queue after it handles
the error.


		CAM_AUTOSNS_VALID - if the device returned an error condition and
the flag CAM_DIS_AUTOSENSE is not set in CCB the SIM driver must
execute the REQUEST SENSE command automatically to extract the sense
(extended error information) data from the device. If this attempt
was successful the sense data should be saved in the CCB and this
flag set.


		CAM_RELEASE_SIMQ - like CAM_DEV_QFRZN but used in case there is
some problem (or resource shortage) with the SCSI controller itself.
Then all the future requests to the controller should be stopped by
xpt_freeze_simq(). The controller queue will be restarted after
the SIM driver overcomes the shortage and informs CAM by returning
some CCB with this flag set.


		CAM_SIM_QUEUED - when SIM puts a CCB into its request queue this
flag should be set (and removed when this CCB gets dequeued before
being returned back to CAM). This flag is not used anywhere in the
CAM code now, so its purpose is purely diagnostic.


		CAM_QOS_VALID - The QOS data is now valid.





The function xxx_action() is not allowed to sleep, so all the
synchronization for resource access must be done using SIM or device
queue freezing. Besides the aforementioned flags the CAM subsystem
provides functions xpt_release_simq() and xpt_release_devq() to
unfreeze the queues directly, without passing a CCB to CAM.


The CCB header contains the following fields:



		path - path ID for the request


		target_id - target device ID for the request


		target_lun - LUN ID of the target device


		timeout - timeout interval for this command, in milliseconds


		timeout_ch - a convenience place for the SIM driver to store the
timeout handle (the CAM subsystem itself does not make any
assumptions about it)


		flags - various bits of information about the request spriv_ptr0,
spriv_ptr1 - fields reserved for private use by the SIM driver (such
as linking to the SIM queues or SIM private control blocks);
actually, they exist as unions: spriv_ptr0 and spriv_ptr1 have the
type (void *), spriv_field0 and spriv_field1 have the type
unsigned long, sim_priv.entries[0].bytes and
sim_priv.entries[1].bytes are byte arrays of the size consistent
with the other incarnations of the union and sim_priv.bytes is one
array, twice bigger.





The recommended way of using the SIM private fields of CCB is to define
some meaningful names for them and use these meaningful names in the
driver, like:


#define ccb_some_meaningful_name    sim_priv.entries[0].bytes
#define ccb_hcb spriv_ptr1 /* for hardware control block */






The most common initiator mode requests are:



		XPT_SCSI_IO - execute an I/O transaction


The instance “struct ccb_scsiio csio” of the union ccb is used to
transfer the arguments. They are:



		cdb_io - pointer to the SCSI command buffer or the buffer
itself


		cdb_len - SCSI command length


		data_ptr - pointer to the data buffer (gets a bit complicated
if scatter/gather is used)


		dxfer_len - length of the data to transfer


		sglist_cnt - counter of the scatter/gather segments


		scsi_status - place to return the SCSI status


		sense_data - buffer for the SCSI sense information if the
command returns an error (the SIM driver is supposed to run the
REQUEST SENSE command automatically in this case if the CCB flag
CAM_DIS_AUTOSENSE is not set)


		sense_len - the length of that buffer (if it happens to be
higher than size of sense_data the SIM driver must silently
assume the smaller value) resid, sense_resid - if the transfer of
data or SCSI sense returned an error these are the returned
counters of the residual (not transferred) data. They do not seem
to be especially meaningful, so in a case when they are difficult
to compute (say, counting bytes in the SCSI controller’s FIFO
buffer) an approximate value will do as well. For a successfully
completed transfer they must be set to zero.


		tag_action - the kind of tag to use:
		CAM_TAG_ACTION_NONE - do not use tags for this transaction


		MSG_SIMPLE_Q_TAG, MSG_HEAD_OF_Q_TAG,
MSG_ORDERED_Q_TAG - value equal to the appropriate tag
message (see /sys/cam/scsi/scsi_message.h); this gives only
the tag type, the SIM driver must assign the tag value itself











The general logic of handling this request is the following:


The first thing to do is to check for possible races, to make sure
that the command did not get aborted when it was sitting in the
queue:


struct ccb_scsiio *csio = &ccb->csio;

if ((ccb_h->status & CAM_STATUS_MASK) != CAM_REQ_INPROG) {
    xpt_done(ccb);
    return;
}






Also we check that the device is supported at all by our controller:


if(ccb_h->target_id > OUR_MAX_SUPPORTED_TARGET_ID
|| cch_h->target_id == OUR_SCSI_CONTROLLERS_OWN_ID) {
    ccb_h->status = CAM_TID_INVALID;
    xpt_done(ccb);
    return;
}
if(ccb_h->target_lun > OUR_MAX_SUPPORTED_LUN) {
    ccb_h->status = CAM_LUN_INVALID;
    xpt_done(ccb);
    return;
}






Then allocate whatever data structures (such as card-dependent
hardware control blockhardware control block) we need to process this
request. If we can not then freeze the SIM queue and remember that we
have a pending operation, return the CCB back and ask CAM to re-queue
it. Later when the resources become available the SIM queue must be
unfrozen by returning a ccb with the CAM_SIMQ_RELEASE bit set in
its status. Otherwise, if all went well, link the CCB with the
hardware control block (HCB) and mark it as queued.


struct xxx_hcb *hcb = allocate_hcb(softc, unit, bus);

if(hcb == NULL) {
    softc->flags |= RESOURCE_SHORTAGE;
    xpt_freeze_simq(sim, /*count*/1);
    ccb_h->status = CAM_REQUEUE_REQ;
    xpt_done(ccb);
    return;
}

hcb->ccb = ccb; ccb_h->ccb_hcb = (void *)hcb;
ccb_h->status |= CAM_SIM_QUEUED;






Extract the target data from CCB into the hardware control block.
Check if we are asked to assign a tag and if yes then generate an
unique tag and build the SCSI tag messages. The SIM driver is also
responsible for negotiations with the devices to set the maximal
mutually supported bus width, synchronous rate and offset.


hcb->target = ccb_h->target_id; hcb->lun = ccb_h->target_lun;
generate_identify_message(hcb);
if( ccb_h->tag_action != CAM_TAG_ACTION_NONE )
    generate_unique_tag_message(hcb, ccb_h->tag_action);
if( !target_negotiated(hcb) )
    generate_negotiation_messages(hcb);






Then set up the SCSI command. The command storage may be specified in
the CCB in many interesting ways, specified by the CCB flags. The
command buffer can be contained in CCB or pointed to, in the latter
case the pointer may be physical or virtual. Since the hardware
commonly needs physical address we always convert the address to the
physical one, typically using the busdma API.


In case if a physical address is requested it is OK to return the CCB
with the status CAM_REQ_INVALID, the current drivers do that. If
necessary a physical address can be also converted or mapped back to
a virtual address but with big pain, so we do not do that.


if(ccb_h->flags & CAM_CDB_POINTER) {
    /* CDB is a pointer */
    if(!(ccb_h->flags & CAM_CDB_PHYS)) {
        /* CDB pointer is virtual */
        hcb->cmd = vtobus(csio->cdb_io.cdb_ptr);
    } else {
        /* CDB pointer is physical */
        hcb->cmd = csio->cdb_io.cdb_ptr ;
    }
} else {
    /* CDB is in the ccb (buffer) */
    hcb->cmd = vtobus(csio->cdb_io.cdb_bytes);
}
hcb->cmdlen = csio->cdb_len;






Now it is time to set up the data. Again, the data storage may be
specified in the CCB in many interesting ways, specified by the CCB
flags. First we get the direction of the data transfer. The simplest
case is if there is no data to transfer:


int dir = (ccb_h->flags & CAM_DIR_MASK);

if (dir == CAM_DIR_NONE)
    goto end_data;






Then we check if the data is in one chunk or in a scatter-gather
list, and the addresses are physical or virtual. The SCSI controller
may be able to handle only a limited number of chunks of limited
length. If the request hits this limitation we return an error. We
use a special function to return the CCB to handle in one place the
HCB resource shortages. The functions to add chunks are
driver-dependent, and here we leave them without detailed
implementation. See description of the SCSI command (CDB) handling
for the details on the address-translation issues. If some variation
is too difficult or impossible to implement with a particular card it
is OK to return the status CAM_REQ_INVALID. Actually, it seems like
the scatter-gather ability is not used anywhere in the CAM code now.
But at least the case for a single non-scattered virtual buffer must
be implemented, it is actively used by CAM.


int rv;

initialize_hcb_for_data(hcb);

if((!(ccb_h->flags & CAM_SCATTER_VALID)) {
    /* single buffer */
    if(!(ccb_h->flags & CAM_DATA_PHYS)) {
        rv = add_virtual_chunk(hcb, csio->data_ptr, csio->dxfer_len, dir);
        }
    } else {
        rv = add_physical_chunk(hcb, csio->data_ptr, csio->dxfer_len, dir);
    }
} else {
    int i;
    struct bus_dma_segment *segs;
    segs = (struct bus_dma_segment *)csio->data_ptr;

    if ((ccb_h->flags & CAM_SG_LIST_PHYS) != 0) {
        /* The SG list pointer is physical */
        rv = setup_hcb_for_physical_sg_list(hcb, segs, csio->sglist_cnt);
    } else if (!(ccb_h->flags & CAM_DATA_PHYS)) {
        /* SG buffer pointers are virtual */
        for (i = 0; i < csio->sglist_cnt; i++) {
            rv = add_virtual_chunk(hcb, segs[i].ds_addr,
                segs[i].ds_len, dir);
            if (rv != CAM_REQ_CMP)
                break;
        }
    } else {
        /* SG buffer pointers are physical */
        for (i = 0; i < csio->sglist_cnt; i++) {
            rv = add_physical_chunk(hcb, segs[i].ds_addr,
                segs[i].ds_len, dir);
            if (rv != CAM_REQ_CMP)
                break;
        }
    }
}
if(rv != CAM_REQ_CMP) {
    /* we expect that add_*_chunk() functions return CAM_REQ_CMP
     * if they added a chunk successfully, CAM_REQ_TOO_BIG if
     * the request is too big (too many bytes or too many chunks),
     * CAM_REQ_INVALID in case of other troubles
     */
    free_hcb_and_ccb_done(hcb, ccb, rv);
    return;
}
end_data:






If disconnection is disabled for this CCB we pass this information to
the hcb:


if(ccb_h->flags & CAM_DIS_DISCONNECT)
    hcb_disable_disconnect(hcb);






If the controller is able to run REQUEST SENSE command all by itself
then the value of the flag CAM_DIS_AUTOSENSE should also be passed
to it, to prevent automatic REQUEST SENSE if the CAM subsystem does
not want it.


The only thing left is to set up the timeout, pass our hcb to the
hardware and return, the rest will be done by the interrupt handler
(or timeout handler).


ccb_h->timeout_ch = timeout(xxx_timeout, (caddr_t) hcb,
    (ccb_h->timeout * hz) / 1000); /* convert milliseconds to ticks */
put_hcb_into_hardware_queue(hcb);
return;






And here is a possible implementation of the function returning CCB:


static void
free_hcb_and_ccb_done(struct xxx_hcb *hcb, union ccb *ccb, u_int32_t status)
{
    struct xxx_softc *softc = hcb->softc;

    ccb->ccb_h.ccb_hcb = 0;
    if(hcb != NULL) {
        untimeout(xxx_timeout, (caddr_t) hcb, ccb->ccb_h.timeout_ch);
        /* we're about to free a hcb, so the shortage has ended */
        if(softc->flags & RESOURCE_SHORTAGE)  {
            softc->flags &= ~RESOURCE_SHORTAGE;
            status |= CAM_RELEASE_SIMQ;
        }
        free_hcb(hcb); /* also removes hcb from any internal lists */
    }
    ccb->ccb_h.status = status |
        (ccb->ccb_h.status & ~(CAM_STATUS_MASK|CAM_SIM_QUEUED));
    xpt_done(ccb);
}









		XPT_RESET_DEV - send the SCSI “BUS DEVICE RESET” message to a
device


There is no data transferred in CCB except the header and the most
interesting argument of it is target_id. Depending on the controller
hardware a hardware control block just like for the XPT_SCSI_IO
request may be constructed (see XPT_SCSI_IO request description)
and sent to the controller or the SCSI controller may be immediately
programmed to send this RESET message to the device or this request
may be just not supported (and return the status CAM_REQ_INVALID).
Also on completion of the request all the disconnected transactions
for this target must be aborted (probably in the interrupt routine).


Also all the current negotiations for the target are lost on reset,
so they might be cleaned too. Or they clearing may be deferred,
because anyway the target would request re-negotiation on the next
transaction.





		XPT_RESET_BUS - send the RESET signal to the SCSI bus


No arguments are passed in the CCB, the only interesting argument is
the SCSI bus indicated by the struct sim pointer.


A minimalistic implementation would forget the SCSI negotiations for
all the devices on the bus and return the status CAM_REQ_CMP.


The proper implementation would in addition actually reset the SCSI
bus (possible also reset the SCSI controller) and mark all the CCBs
being processed, both those in the hardware queue and those being
disconnected, as done with the status CAM_SCSI_BUS_RESET. Like:


int targ, lun;
struct xxx_hcb *h, *hh;
struct ccb_trans_settings neg;
struct cam_path *path;

/* The SCSI bus reset may take a long time, in this case its completion
 * should be checked by interrupt or timeout. But for simplicity
 * we assume here that it is really fast.
 */
reset_scsi_bus(softc);

/* drop all enqueued CCBs */
for(h = softc->first_queued_hcb; h != NULL; h = hh) {
    hh = h->next;
    free_hcb_and_ccb_done(h, h->ccb, CAM_SCSI_BUS_RESET);
}

/* the clean values of negotiations to report */
neg.bus_width = 8;
neg.sync_period = neg.sync_offset = 0;
neg.valid = (CCB_TRANS_BUS_WIDTH_VALID
    | CCB_TRANS_SYNC_RATE_VALID | CCB_TRANS_SYNC_OFFSET_VALID);

/* drop all disconnected CCBs and clean negotiations  */
for(targ=0; targ <= OUR_MAX_SUPPORTED_TARGET; targ++) {
    clean_negotiations(softc, targ);

    /* report the event if possible */
    if(xpt_create_path(&path, /*periph*/NULL,
            cam_sim_path(sim), targ,
            CAM_LUN_WILDCARD) == CAM_REQ_CMP) {
        xpt_async(AC_TRANSFER_NEG, path, &neg);
        xpt_free_path(path);
    }

    for(lun=0; lun <= OUR_MAX_SUPPORTED_LUN; lun++)
        for(h = softc->first_discon_hcb[targ][lun]; h != NULL; h = hh) {
            hh=h->next;
            free_hcb_and_ccb_done(h, h->ccb, CAM_SCSI_BUS_RESET);
        }
}

ccb->ccb_h.status = CAM_REQ_CMP;
xpt_done(ccb);

/* report the event */
xpt_async(AC_BUS_RESET, softc->wpath, NULL);
return;






Implementing the SCSI bus reset as a function may be a good idea
because it would be re-used by the timeout function as a last resort
if the things go wrong.





		XPT_ABORT - abort the specified CCB


The arguments are transferred in the instance “struct ccb_abort cab”
of the union ccb. The only argument field in it is:


abort_ccb - pointer to the CCB to be aborted


If the abort is not supported just return the status CAM_UA_ABORT.
This is also the easy way to minimally implement this call, return
CAM_UA_ABORT in any case.


The hard way is to implement this request honestly. First check that
abort applies to a SCSI transaction:


struct ccb *abort_ccb;
abort_ccb = ccb->cab.abort_ccb;

if(abort_ccb->ccb_h.func_code != XPT_SCSI_IO) {
    ccb->ccb_h.status = CAM_UA_ABORT;
    xpt_done(ccb);
    return;
}






Then it is necessary to find this CCB in our queue. This can be done
by walking the list of all our hardware control blocks in search for
one associated with this CCB:


struct xxx_hcb *hcb, *h;

hcb = NULL;

/* We assume that softc->first_hcb is the head of the list of all
 * HCBs associated with this bus, including those enqueued for
 * processing, being processed by hardware and disconnected ones.
 */
for(h = softc->first_hcb; h != NULL; h = h->next) {
    if(h->ccb == abort_ccb) {
        hcb = h;
        break;
    }
}

if(hcb == NULL) {
    /* no such CCB in our queue */
    ccb->ccb_h.status = CAM_PATH_INVALID;
    xpt_done(ccb);
    return;
}

hcb=found_hcb;






Now we look at the current processing status of the HCB. It may be
either sitting in the queue waiting to be sent to the SCSI bus, being
transferred right now, or disconnected and waiting for the result of
the command, or actually completed by hardware but not yet marked as
done by software. To make sure that we do not get in any races with
hardware we mark the HCB as being aborted, so that if this HCB is
about to be sent to the SCSI bus the SCSI controller will see this
flag and skip it.


int hstatus;

/* shown as a function, in case special action is needed to make
 * this flag visible to hardware
 */
set_hcb_flags(hcb, HCB_BEING_ABORTED);

abort_again:

hstatus = get_hcb_status(hcb);
switch(hstatus) {
case HCB_SITTING_IN_QUEUE:
    remove_hcb_from_hardware_queue(hcb);
    /* FALLTHROUGH */
case HCB_COMPLETED:
    /* this is an easy case */
    free_hcb_and_ccb_done(hcb, abort_ccb, CAM_REQ_ABORTED);
    break;






If the CCB is being transferred right now we would like to signal to
the SCSI controller in some hardware-dependent way that we want to
abort the current transfer. The SCSI controller would set the SCSI
ATTENTION signal and when the target responds to it send an ABORT
message. We also reset the timeout to make sure that the target is
not sleeping forever. If the command would not get aborted in some
reasonable time like 10 seconds the timeout routine would go ahead
and reset the whole SCSI bus. Because the command will be aborted in
some reasonable time we can just return the abort request now as
successfully completed, and mark the aborted CCB as aborted (but not
mark it as done yet).


case HCB_BEING_TRANSFERRED:
    untimeout(xxx_timeout, (caddr_t) hcb, abort_ccb->ccb_h.timeout_ch);
    abort_ccb->ccb_h.timeout_ch =
        timeout(xxx_timeout, (caddr_t) hcb, 10 * hz);
    abort_ccb->ccb_h.status = CAM_REQ_ABORTED;
    /* ask the controller to abort that HCB, then generate
     * an interrupt and stop
     */
    if(signal_hardware_to_abort_hcb_and_stop(hcb) < 0) {
        /* oops, we missed the race with hardware, this transaction
         * got off the bus before we aborted it, try again */
        goto abort_again;
    }

    break;






If the CCB is in the list of disconnected then set it up as an abort
request and re-queue it at the front of hardware queue. Reset the
timeout and report the abort request to be completed.


case HCB_DISCONNECTED:
    untimeout(xxx_timeout, (caddr_t) hcb, abort_ccb->ccb_h.timeout_ch);
    abort_ccb->ccb_h.timeout_ch =
        timeout(xxx_timeout, (caddr_t) hcb, 10 * hz);
    put_abort_message_into_hcb(hcb);
    put_hcb_at_the_front_of_hardware_queue(hcb);
    break;
}
ccb->ccb_h.status = CAM_REQ_CMP;
xpt_done(ccb);
return;






That is all for the ABORT request, although there is one more issue.
Because the ABORT message cleans all the ongoing transactions on a
LUN we have to mark all the other active transactions on this LUN as
aborted. That should be done in the interrupt routine, after the
transaction gets aborted.


Implementing the CCB abort as a function may be quite a good idea,
this function can be re-used if an I/O transaction times out. The
only difference would be that the timed out transaction would return
the status CAM_CMD_TIMEOUT for the timed out request. Then the case
XPT_ABORT would be small, like that:


case XPT_ABORT:
    struct ccb *abort_ccb;
    abort_ccb = ccb->cab.abort_ccb;

    if(abort_ccb->ccb_h.func_code != XPT_SCSI_IO) {
        ccb->ccb_h.status = CAM_UA_ABORT;
        xpt_done(ccb);
        return;
    }
    if(xxx_abort_ccb(abort_ccb, CAM_REQ_ABORTED) < 0)
        /* no such CCB in our queue */
        ccb->ccb_h.status = CAM_PATH_INVALID;
    else
        ccb->ccb_h.status = CAM_REQ_CMP;
    xpt_done(ccb);
    return;









		XPT_SET_TRAN_SETTINGS - explicitly set values of SCSI transfer
settings


The arguments are transferred in the instance “struct
ccb_trans_setting cts” of the union ccb:



		valid - a bitmask showing which settings should be updated:


		CCB_TRANS_SYNC_RATE_VALID - synchronous transfer rate


		CCB_TRANS_SYNC_OFFSET_VALID - synchronous offset


		CCB_TRANS_BUS_WIDTH_VALID - bus width


		CCB_TRANS_DISC_VALID - set enable/disable disconnection


		CCB_TRANS_TQ_VALID - set enable/disable tagged queuing


		flags - consists of two parts, binary arguments and
identification of sub-operations. The binary arguments are:
		CCB_TRANS_DISC_ENB - enable disconnection


		CCB_TRANS_TAG_ENB - enable tagged queuing








		the sub-operations are:
		CCB_TRANS_CURRENT_SETTINGS - change the current
negotiations


		CCB_TRANS_USER_SETTINGS - remember the desired user values
sync_period, sync_offset - self-explanatory, if
sync_offset==0 then the asynchronous mode is requested
bus_width - bus width, in bits (not bytes)











Two sets of negotiated parameters are supported, the user settings
and the current settings. The user settings are not really used much
in the SIM drivers, this is mostly just a piece of memory where the
upper levels can store (and later recall) its ideas about the
parameters. Setting the user parameters does not cause re-negotiation
of the transfer rates. But when the SCSI controller does a
negotiation it must never set the values higher than the user
parameters, so it is essentially the top boundary.


The current settings are, as the name says, current. Changing them
means that the parameters must be re-negotiated on the next transfer.
Again, these “new current settings” are not supposed to be forced on
the device, just they are used as the initial step of negotiations.
Also they must be limited by actual capabilities of the SCSI
controller: for example, if the SCSI controller has 8-bit bus and the
request asks to set 16-bit wide transfers this parameter must be
silently truncated to 8-bit transfers before sending it to the
device.


One caveat is that the bus width and synchronous parameters are per
target while the disconnection and tag enabling parameters are per
lun.


The recommended implementation is to keep 3 sets of negotiated (bus
width and synchronous transfer) parameters:



		user - the user set, as above


		current - those actually in effect


		goal - those requested by setting of the “current” parameters





The code looks like:


struct ccb_trans_settings *cts;
int targ, lun;
int flags;

cts = &ccb->cts;
targ = ccb_h->target_id;
lun = ccb_h->target_lun;
flags = cts->flags;
if(flags & CCB_TRANS_USER_SETTINGS) {
    if(flags & CCB_TRANS_SYNC_RATE_VALID)
        softc->user_sync_period[targ] = cts->sync_period;
    if(flags & CCB_TRANS_SYNC_OFFSET_VALID)
        softc->user_sync_offset[targ] = cts->sync_offset;
    if(flags & CCB_TRANS_BUS_WIDTH_VALID)
        softc->user_bus_width[targ] = cts->bus_width;

    if(flags & CCB_TRANS_DISC_VALID) {
        softc->user_tflags[targ][lun] &= ~CCB_TRANS_DISC_ENB;
        softc->user_tflags[targ][lun] |= flags & CCB_TRANS_DISC_ENB;
    }
    if(flags & CCB_TRANS_TQ_VALID) {
        softc->user_tflags[targ][lun] &= ~CCB_TRANS_TQ_ENB;
        softc->user_tflags[targ][lun] |= flags & CCB_TRANS_TQ_ENB;
    }
}
if(flags & CCB_TRANS_CURRENT_SETTINGS) {
    if(flags & CCB_TRANS_SYNC_RATE_VALID)
        softc->goal_sync_period[targ] =
            max(cts->sync_period, OUR_MIN_SUPPORTED_PERIOD);
    if(flags & CCB_TRANS_SYNC_OFFSET_VALID)
        softc->goal_sync_offset[targ] =
            min(cts->sync_offset, OUR_MAX_SUPPORTED_OFFSET);
    if(flags & CCB_TRANS_BUS_WIDTH_VALID)
        softc->goal_bus_width[targ] = min(cts->bus_width, OUR_BUS_WIDTH);

    if(flags & CCB_TRANS_DISC_VALID) {
        softc->current_tflags[targ][lun] &= ~CCB_TRANS_DISC_ENB;
        softc->current_tflags[targ][lun] |= flags & CCB_TRANS_DISC_ENB;
    }
    if(flags & CCB_TRANS_TQ_VALID) {
        softc->current_tflags[targ][lun] &= ~CCB_TRANS_TQ_ENB;
        softc->current_tflags[targ][lun] |= flags & CCB_TRANS_TQ_ENB;
    }
}
ccb->ccb_h.status = CAM_REQ_CMP;
xpt_done(ccb);
return;






Then when the next I/O request will be processed it will check if it
has to re-negotiate, for example by calling the function
target_negotiated(hcb). It can be implemented like this:


int
target_negotiated(struct xxx_hcb *hcb)
{
    struct softc *softc = hcb->softc;
    int targ = hcb->targ;

    if( softc->current_sync_period[targ] != softc->goal_sync_period[targ]
    || softc->current_sync_offset[targ] != softc->goal_sync_offset[targ]
    || softc->current_bus_width[targ] != softc->goal_bus_width[targ] )
        return 0; /* FALSE */
    else
        return 1; /* TRUE */
}






After the values are re-negotiated the resulting values must be
assigned to both current and goal parameters, so for future I/O
transactions the current and goal parameters would be the same and
target_negotiated() would return TRUE. When the card is
initialized (in xxx_attach()) the current negotiation values must
be initialized to narrow asynchronous mode, the goal and current
values must be initialized to the maximal values supported by
controller.


XPT_GET_TRAN_SETTINGS - get values of SCSI transfer settings


This operations is the reverse of XPT_SET_TRAN_SETTINGS. Fill up
the CCB instance “struct ccb_trans_setting cts” with data as
requested by the flags CCB_TRANS_CURRENT_SETTINGS or
CCB_TRANS_USER_SETTINGS (if both are set then the existing drivers
return the current settings). Set all the bits in the valid field.


XPT_CALC_GEOMETRY - calculate logical (BIOS)BIOS geometry of the
disk


The arguments are transferred in the instance “struct
ccb_calc_geometry ccg” of the union ccb:



		block_size - input, block (A.K.A sector) size in bytes


		volume_size - input, volume size in bytes


		cylinders - output, logical cylinders


		heads - output, logical heads


		secs_per_track - output, logical sectors per track





If the returned geometry differs much enough from what the SCSI
controller BIOSSCSI BIOS thinks and a disk on this SCSI controller is
used as bootable the system may not be able to boot. The typical
calculation example taken from the aic7xxx driver is:


struct    ccb_calc_geometry *ccg;
u_int32_t size_mb;
u_int32_t secs_per_cylinder;
int   extended;

ccg = &ccb->ccg;
size_mb = ccg->volume_size
    / ((1024L * 1024L) / ccg->block_size);
extended = check_cards_EEPROM_for_extended_geometry(softc);

if (size_mb > 1024 && extended) {
    ccg->heads = 255;
    ccg->secs_per_track = 63;
} else {
    ccg->heads = 64;
    ccg->secs_per_track = 32;
}
secs_per_cylinder = ccg->heads * ccg->secs_per_track;
ccg->cylinders = ccg->volume_size / secs_per_cylinder;
ccb->ccb_h.status = CAM_REQ_CMP;
xpt_done(ccb);
return;






This gives the general idea, the exact calculation depends on the
quirks of the particular BIOS. If BIOS provides no way set the
“extended translation” flag in EEPROM this flag should normally be
assumed equal to 1. Other popular geometries are:


128 heads, 63 sectors - Symbios controllers
16 heads, 63 sectors - old controllers






Some system BIOSes and SCSI BIOSes fight with each other with
variable success, for example a combination of Symbios 875/895 SCSI
and Phoenix BIOS can give geometry 128/63 after power up and 255/63
after a hard reset or soft reboot.





		XPT_PATH_INQ - path inquiry, in other words get the SIM driver
and SCSI controller (also known as HBA - Host Bus Adapter) properties


The properties are returned in the instance “struct ccb_pathinq cpi”
of the union ccb:



		version_num - the SIM driver version number, now all drivers use
1


		hba_inquiry - bitmask of features supported by the controller:


		PI_MDP_ABLE - supports MDP message (something from SCSI3?)


		PI_WIDE_32 - supports 32 bit wide SCSI


		PI_WIDE_16 - supports 16 bit wide SCSI


		PI_SDTR_ABLE - can negotiate synchronous transfer rate


		PI_LINKED_CDB - supports linked commands


		PI_TAG_ABLE - supports tagged commands


		PI_SOFT_RST - supports soft reset alternative (hard reset and
soft reset are mutually exclusive within a SCSI bus)


		target_sprt - flags for target mode support, 0 if unsupported


		hba_misc - miscellaneous controller features:


		PIM_SCANHILO - bus scans from high ID to low ID


		PIM_NOREMOVE - removable devices not included in scan


		PIM_NOINITIATOR - initiator role not supported


		PIM_NOBUSRESET - user has disabled initial BUS RESET


		hba_eng_cnt - mysterious HBA engine count, something related to
compression, now is always set to 0


		vuhba_flags - vendor-unique flags, unused now


		max_target - maximal supported target ID (7 for 8-bit bus, 15 for
16-bit bus, 127 for Fibre Channel)


		max_lun - maximal supported LUN ID (7 for older SCSI controllers,
63 for newer ones)


		async_flags - bitmask of installed Async handler, unused now


		hpath_id - highest Path ID in the subsystem, unused now


		unit_number - the controller unit number, cam_sim_unit(sim)


		bus_id - the bus number, cam_sim_bus(sim)


		initiator_id - the SCSI ID of the controller itself


		base_transfer_speed - nominal transfer speed in KB/s for
asynchronous narrow transfers, equals to 3300 for SCSI


		sim_vid - SIM driver’s vendor id, a zero-terminated string of
maximal length SIM_IDLEN including the terminating zero


		hba_vid - SCSI controller’s vendor id, a zero-terminated string
of maximal length HBA_IDLEN including the terminating zero


		dev_name - device driver name, a zero-terminated string of
maximal length DEV_IDLEN including the terminating zero, equal to
cam_sim_name(sim)





The recommended way of setting the string fields is using strncpy,
like:


strncpy(cpi->dev_name, cam_sim_name(sim), DEV_IDLEN);






After setting the values set the status to CAM_REQ_CMP and mark the
CCB as done.











Polling


static void
xxx_poll
struct cam_sim *sim
The poll function is used to simulate the interrupts when the interrupt
subsystem is not functioning (for example, when the system has crashed
and is creating the system dump). The CAM subsystem sets the proper
interrupt level before calling the poll routine. So all it needs to do
is to call the interrupt routine (or the other way around, the poll
routine may be doing the real action and the interrupt routine would
just call the poll routine). Why bother about a separate function then?
Because of different calling conventions. The xxx_poll routine gets
the struct cam_sim pointer as its argument when the PCI interrupt
routine by common convention gets pointer to the struct xxx_softc
and the ISA interrupt routine gets just the device unit number. So the
poll routine would normally look as:


static void
xxx_poll(struct cam_sim *sim)
{
    xxx_intr((struct xxx_softc *)cam_sim_softc(sim)); /* for PCI device */
}






or


static void
xxx_poll(struct cam_sim *sim)
{
    xxx_intr(cam_sim_unit(sim)); /* for ISA device */
}









Asynchronous Events


If an asynchronous event callback has been set up then the callback
function should be defined.


static void
ahc_async(void *callback_arg, u_int32_t code, struct cam_path *path, void *arg)







		callback_arg - the value supplied when registering the callback


		code - identifies the type of event


		path - identifies the devices to which the event applies


		arg - event-specific argument





Implementation for a single type of event, AC_LOST_DEVICE, looks like:


struct xxx_softc *softc;
struct cam_sim *sim;
int targ;
struct ccb_trans_settings neg;

sim = (struct cam_sim *)callback_arg;
softc = (struct xxx_softc *)cam_sim_softc(sim);
switch (code) {
case AC_LOST_DEVICE:
    targ = xpt_path_target_id(path);
    if(targ <= OUR_MAX_SUPPORTED_TARGET) {
        clean_negotiations(softc, targ);
        /* send indication to CAM */
        neg.bus_width = 8;
        neg.sync_period = neg.sync_offset = 0;
        neg.valid = (CCB_TRANS_BUS_WIDTH_VALID
            | CCB_TRANS_SYNC_RATE_VALID | CCB_TRANS_SYNC_OFFSET_VALID);
        xpt_async(AC_TRANSFER_NEG, path, &neg);
    }
    break;
default:
    break;
}









Interrupts


SCSI
interrupts
The exact type of the interrupt routine depends on the type of the
peripheral bus (PCI, ISA and so on) to which the SCSI controller is
connected.


The interrupt routines of the SIM drivers run at the interrupt level
splcam. So splcam() should be used in the driver to synchronize
activity between the interrupt routine and the rest of the driver (for a
multiprocessor-aware driver things get yet more interesting but we
ignore this case here). The pseudo-code in this document happily ignores
the problems of synchronization. The real code must not ignore them. A
simple-minded approach is to set splcam() on the entry to the other
routines and reset it on return thus protecting them by one big critical
section. To make sure that the interrupt level will be always restored a
wrapper function can be defined, like:


static void
xxx_action(struct cam_sim *sim, union ccb *ccb)
{
    int s;
    s = splcam();
    xxx_action1(sim, ccb);
    splx(s);
}

static void
xxx_action1(struct cam_sim *sim, union ccb *ccb)
{
    ... process the request ...
}






This approach is simple and robust but the problem with it is that
interrupts may get blocked for a relatively long time and this would
negatively affect the system’s performance. On the other hand the
functions of the spl() family have rather high overhead, so vast
amount of tiny critical sections may not be good either.


The conditions handled by the interrupt routine and the details depend
very much on the hardware. We consider the set of “typical” conditions.


First, we check if a SCSI reset was encountered on the bus (probably
caused by another SCSI controller on the same SCSI bus). If so we drop
all the enqueued and disconnected requests, report the events and
re-initialize our SCSI controller. It is important that during this
initialization the controller will not issue another reset or else two
controllers on the same SCSI bus could ping-pong resets forever. The
case of fatal controller error/hang could be handled in the same place,
but it will probably need also sending RESET signal to the SCSI bus to
reset the status of the connections with the SCSI devices.


int fatal=0;
struct ccb_trans_settings neg;
struct cam_path *path;

if( detected_scsi_reset(softc)
|| (fatal = detected_fatal_controller_error(softc)) ) {
    int targ, lun;
    struct xxx_hcb *h, *hh;

    /* drop all enqueued CCBs */
    for(h = softc->first_queued_hcb; h != NULL; h = hh) {
        hh = h->next;
        free_hcb_and_ccb_done(h, h->ccb, CAM_SCSI_BUS_RESET);
    }

    /* the clean values of negotiations to report */
    neg.bus_width = 8;
    neg.sync_period = neg.sync_offset = 0;
    neg.valid = (CCB_TRANS_BUS_WIDTH_VALID
        | CCB_TRANS_SYNC_RATE_VALID | CCB_TRANS_SYNC_OFFSET_VALID);

    /* drop all disconnected CCBs and clean negotiations  */
    for(targ=0; targ <= OUR_MAX_SUPPORTED_TARGET; targ++) {
        clean_negotiations(softc, targ);

        /* report the event if possible */
        if(xpt_create_path(&path, /*periph*/NULL,
                cam_sim_path(sim), targ,
                CAM_LUN_WILDCARD) == CAM_REQ_CMP) {
            xpt_async(AC_TRANSFER_NEG, path, &neg);
            xpt_free_path(path);
        }

        for(lun=0; lun <= OUR_MAX_SUPPORTED_LUN; lun++)
            for(h = softc->first_discon_hcb[targ][lun]; h != NULL; h = hh) {
                hh=h->next;
                if(fatal)
                    free_hcb_and_ccb_done(h, h->ccb, CAM_UNREC_HBA_ERROR);
                else
                    free_hcb_and_ccb_done(h, h->ccb, CAM_SCSI_BUS_RESET);
            }
    }

    /* report the event */
    xpt_async(AC_BUS_RESET, softc->wpath, NULL);

    /* re-initialization may take a lot of time, in such case
     * its completion should be signaled by another interrupt or
     * checked on timeout - but for simplicity we assume here that
     * it is really fast
     */
    if(!fatal) {
        reinitialize_controller_without_scsi_reset(softc);
    } else {
        reinitialize_controller_with_scsi_reset(softc);
    }
    schedule_next_hcb(softc);
    return;
}






If interrupt is not caused by a controller-wide condition then probably
something has happened to the current hardware control block. Depending
on the hardware there may be other non-HCB-related events, we just do
not consider them here. Then we analyze what happened to this HCB:


struct xxx_hcb *hcb, *h, *hh;
int hcb_status, scsi_status;
int ccb_status;
int targ;
int lun_to_freeze;

hcb = get_current_hcb(softc);
if(hcb == NULL) {
    /* either stray interrupt or something went very wrong
     * or this is something hardware-dependent
     */
    handle as necessary;
    return;
}

targ = hcb->target;
hcb_status = get_status_of_current_hcb(softc);






First we check if the HCB has completed and if so we check the returned
SCSI status.


if(hcb_status == COMPLETED) {
    scsi_status = get_completion_status(hcb);






Then look if this status is related to the REQUEST SENSE command and if
so handle it in a simple way.


if(hcb->flags & DOING_AUTOSENSE) {
    if(scsi_status == GOOD) { /* autosense was successful */
        hcb->ccb->ccb_h.status |= CAM_AUTOSNS_VALID;
        free_hcb_and_ccb_done(hcb, hcb->ccb, CAM_SCSI_STATUS_ERROR);
    } else {
autosense_failed:
        free_hcb_and_ccb_done(hcb, hcb->ccb, CAM_AUTOSENSE_FAIL);
    }
    schedule_next_hcb(softc);
    return;
}






Else the command itself has completed, pay more attention to details. If
auto-sense is not disabled for this CCB and the command has failed with
sense data then run REQUEST SENSE command to receive that data.


    hcb->ccb->csio.scsi_status = scsi_status;
    calculate_residue(hcb);

    if( (hcb->ccb->ccb_h.flags & CAM_DIS_AUTOSENSE)==0
    && ( scsi_status == CHECK_CONDITION
            || scsi_status == COMMAND_TERMINATED) ) {
        /* start auto-SENSE */
        hcb->flags |= DOING_AUTOSENSE;
        setup_autosense_command_in_hcb(hcb);
        restart_current_hcb(softc);
        return;
    }
    if(scsi_status == GOOD)
        free_hcb_and_ccb_done(hcb, hcb->ccb, CAM_REQ_CMP);
    else
        free_hcb_and_ccb_done(hcb, hcb->ccb, CAM_SCSI_STATUS_ERROR);
    schedule_next_hcb(softc);
    return;
}






One typical thing would be negotiation events: negotiation messages
received from a SCSI target (in answer to our negotiation attempt or by
target’s initiative) or the target is unable to negotiate (rejects our
negotiation messages or does not answer them).


switch(hcb_status) {
case TARGET_REJECTED_WIDE_NEG:
    /* revert to 8-bit bus */
    softc->current_bus_width[targ] = softc->goal_bus_width[targ] = 8;
    /* report the event */
    neg.bus_width = 8;
    neg.valid = CCB_TRANS_BUS_WIDTH_VALID;
    xpt_async(AC_TRANSFER_NEG, hcb->ccb.ccb_h.path_id, &neg);
    continue_current_hcb(softc);
    return;
case TARGET_ANSWERED_WIDE_NEG:
    {
        int wd;

        wd = get_target_bus_width_request(softc);
        if(wd <= softc->goal_bus_width[targ]) {
            /* answer is acceptable */
            softc->current_bus_width[targ] =
            softc->goal_bus_width[targ] = neg.bus_width = wd;

            /* report the event */
            neg.valid = CCB_TRANS_BUS_WIDTH_VALID;
            xpt_async(AC_TRANSFER_NEG, hcb->ccb.ccb_h.path_id, &neg);
        } else {
            prepare_reject_message(hcb);
        }
    }
    continue_current_hcb(softc);
    return;
case TARGET_REQUESTED_WIDE_NEG:
    {
        int wd;

        wd = get_target_bus_width_request(softc);
        wd = min (wd, OUR_BUS_WIDTH);
        wd = min (wd, softc->user_bus_width[targ]);

        if(wd != softc->current_bus_width[targ]) {
            /* the bus width has changed */
            softc->current_bus_width[targ] =
            softc->goal_bus_width[targ] = neg.bus_width = wd;

            /* report the event */
            neg.valid = CCB_TRANS_BUS_WIDTH_VALID;
            xpt_async(AC_TRANSFER_NEG, hcb->ccb.ccb_h.path_id, &neg);
        }
        prepare_width_nego_rsponse(hcb, wd);
    }
    continue_current_hcb(softc);
    return;
}






Then we handle any errors that could have happened during auto-sense in
the same simple-minded way as before. Otherwise we look closer at the
details again.


if(hcb->flags & DOING_AUTOSENSE)
    goto autosense_failed;

switch(hcb_status) {






The next event we consider is unexpected disconnect. Which is considered
normal after an ABORT or BUS DEVICE RESET message and abnormal in other
cases.


case UNEXPECTED_DISCONNECT:
    if(requested_abort(hcb)) {
        /* abort affects all commands on that target+LUN, so
         * mark all disconnected HCBs on that target+LUN as aborted too
         */
        for(h = softc->first_discon_hcb[hcb->target][hcb->lun];
                h != NULL; h = hh) {
            hh=h->next;
            free_hcb_and_ccb_done(h, h->ccb, CAM_REQ_ABORTED);
        }
        ccb_status = CAM_REQ_ABORTED;
    } else if(requested_bus_device_reset(hcb)) {
        int lun;

        /* reset affects all commands on that target, so
         * mark all disconnected HCBs on that target+LUN as reset
         */

        for(lun=0; lun <= OUR_MAX_SUPPORTED_LUN; lun++)
            for(h = softc->first_discon_hcb[hcb->target][lun];
                    h != NULL; h = hh) {
                hh=h->next;
                free_hcb_and_ccb_done(h, h->ccb, CAM_SCSI_BUS_RESET);
            }

        /* send event */
        xpt_async(AC_SENT_BDR, hcb->ccb->ccb_h.path_id, NULL);

        /* this was the CAM_RESET_DEV request itself, it is completed */
        ccb_status = CAM_REQ_CMP;
    } else {
        calculate_residue(hcb);
        ccb_status = CAM_UNEXP_BUSFREE;
        /* request the further code to freeze the queue */
        hcb->ccb->ccb_h.status |= CAM_DEV_QFRZN;
        lun_to_freeze = hcb->lun;
    }
    break;






If the target refuses to accept tags we notify CAM about that and return
back all commands for this LUN:


case TAGS_REJECTED:
    /* report the event */
    neg.flags = 0 & ~CCB_TRANS_TAG_ENB;
    neg.valid = CCB_TRANS_TQ_VALID;
    xpt_async(AC_TRANSFER_NEG, hcb->ccb.ccb_h.path_id, &neg);

    ccb_status = CAM_MSG_REJECT_REC;
    /* request the further code to freeze the queue */
    hcb->ccb->ccb_h.status |= CAM_DEV_QFRZN;
    lun_to_freeze = hcb->lun;
    break;






Then we check a number of other conditions, with processing basically
limited to setting the CCB status:


case SELECTION_TIMEOUT:
    ccb_status = CAM_SEL_TIMEOUT;
    /* request the further code to freeze the queue */
    hcb->ccb->ccb_h.status |= CAM_DEV_QFRZN;
    lun_to_freeze = CAM_LUN_WILDCARD;
    break;
case PARITY_ERROR:
    ccb_status = CAM_UNCOR_PARITY;
    break;
case DATA_OVERRUN:
case ODD_WIDE_TRANSFER:
    ccb_status = CAM_DATA_RUN_ERR;
    break;
default:
    /* all other errors are handled in a generic way */
    ccb_status = CAM_REQ_CMP_ERR;
    /* request the further code to freeze the queue */
    hcb->ccb->ccb_h.status |= CAM_DEV_QFRZN;
    lun_to_freeze = CAM_LUN_WILDCARD;
    break;
}






Then we check if the error was serious enough to freeze the input queue
until it gets proceeded and do so if it is:


if(hcb->ccb->ccb_h.status & CAM_DEV_QFRZN) {
    /* freeze the queue */
    xpt_freeze_devq(ccb->ccb_h.path, /*count*/1);

    /* re-queue all commands for this target/LUN back to CAM */

    for(h = softc->first_queued_hcb; h != NULL; h = hh) {
        hh = h->next;

        if(targ == h->targ
        && (lun_to_freeze == CAM_LUN_WILDCARD || lun_to_freeze == h->lun) )
            free_hcb_and_ccb_done(h, h->ccb, CAM_REQUEUE_REQ);
    }
}
free_hcb_and_ccb_done(hcb, hcb->ccb, ccb_status);
schedule_next_hcb(softc);
return;






This concludes the generic interrupt handling although specific
controllers may require some additions.





Errors Summary


SCSI
errors
When executing an I/O request many things may go wrong. The reason of
error can be reported in the CCB status with great detail. Examples of
use are spread throughout this document. For completeness here is the
summary of recommended responses for the typical error conditions:



		CAM_RESRC_UNAVAIL - some resource is temporarily unavailable and
the SIM driver cannot generate an event when it will become
available. An example of this resource would be some intra-controller
hardware resource for which the controller does not generate an
interrupt when it becomes available.


		CAM_UNCOR_PARITY - unrecovered parity error occurred


		CAM_DATA_RUN_ERR - data overrun or unexpected data phase (going
in other direction than specified in CAM_DIR_MASK) or odd transfer
length for wide transfer


		CAM_SEL_TIMEOUT - selection timeout occurred (target does not
respond)


		CAM_CMD_TIMEOUT - command timeout occurred (the timeout function
ran)


		CAM_SCSI_STATUS_ERROR - the device returned error


		CAM_AUTOSENSE_FAIL - the device returned error and the REQUEST
SENSE COMMAND failed


		CAM_MSG_REJECT_REC - MESSAGE REJECT message was received


		CAM_SCSI_BUS_RESET - received SCSI bus reset


		CAM_REQ_CMP_ERR - “impossible” SCSI phase occurred or something
else as weird or just a generic error if further detail is not
available


		CAM_UNEXP_BUSFREE - unexpected disconnect occurred


		CAM_BDR_SENT - BUS DEVICE RESET message was sent to the target


		CAM_UNREC_HBA_ERROR - unrecoverable Host Bus Adapter Error


		CAM_REQ_TOO_BIG - the request was too large for this controller


		CAM_REQUEUE_REQ - this request should be re-queued to preserve
transaction ordering. This typically occurs when the SIM recognizes
an error that should freeze the queue and must place other queued
requests for the target at the sim level back into the XPT queue.
Typical cases of such errors are selection timeouts, command timeouts
and other like conditions. In such cases the troublesome command
returns the status indicating the error, the and the other commands
which have not be sent to the bus yet get re-queued.


		CAM_LUN_INVALID - the LUN ID in the request is not supported by
the SCSI controller


		CAM_TID_INVALID - the target ID in the request is not supported
by the SCSI controller








Timeout Handling


When the timeout for an HCB expires that request should be aborted, just
like with an XPT_ABORT request. The only difference is that the
returned status of aborted request should be CAM_CMD_TIMEOUT instead
of CAM_REQ_ABORTED (that is why implementation of the abort better be
done as a function). But there is one more possible problem: what if the
abort request itself will get stuck? In this case the SCSI bus should be
reset, just like with an XPT_RESET_BUS request (and the idea about
implementing it as a function called from both places applies here too).
Also we should reset the whole SCSI bus if a device reset request got
stuck. So after all the timeout function would look like:


static void
xxx_timeout(void *arg)
{
    struct xxx_hcb *hcb = (struct xxx_hcb *)arg;
    struct xxx_softc *softc;
    struct ccb_hdr *ccb_h;

    softc = hcb->softc;
    ccb_h = &hcb->ccb->ccb_h;

    if(hcb->flags & HCB_BEING_ABORTED
    || ccb_h->func_code == XPT_RESET_DEV) {
        xxx_reset_bus(softc);
    } else {
        xxx_abort_ccb(hcb->ccb, CAM_CMD_TIMEOUT);
    }
}






When we abort a request all the other disconnected requests to the same
target/LUN get aborted too. So there appears a question, should we
return them with status CAM_REQ_ABORTED or CAM_CMD_TIMEOUT? The
current drivers use CAM_CMD_TIMEOUT. This seems logical because if one
request got timed out then probably something really bad is happening to
the device, so if they would not be disturbed they would time out by
themselves.
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Committer’s Guide


The Committer’s
Guide is an
overall guide for all new committers, including both technical details
and policy details. For the latter, see the chapters on Conventions and
Traditions,
Developer
Relations,
and The FreeBSD Committers’ Big List Of
Rules.


It contains almost everything a new committer to the FreeBSD Project
needs to know. See the Documentation Project Primer and the Ports Guide,
below, for more info.





General Policies



		Commit Bit and Project Resources Policy


		Commit Bit Expiration Policy


		Core Bylaws


		Core’s Voting Procedures


		Fortune File Policy


		Hats Term Limits Policy


		Internationalization Policy


		New Account Creation Procedure


		Problem Report Handling
Guidelines


		Software License Policy


		User Data Policy








The FreeBSD Documentation Project


The FreeBSD Documentation Project Primer for New
Contributors covers
everything you will need to know in order to start contributing to the
FreeBSD Documentation Project, from the tools and software you will be
using (both mandatory and recommended) to the philosophy behind the
Documentation Project.


The FreeBSD Doceng Team Charter describes the purpose
of Doceng.





The FreeBSD Ports Guidelines


The FreeBSD Porter’s
Handbook
is a general guide for FreeBSD ports committers, including both
technical information and policy guidelines.


The Ports Management Team has a separate
page with policies and other information related to the FreeBSD Ports
Collection.


FreeBSD Internal Home








          

      

      

    


    
        © Copyright 2015, The FreeBSD Project.
      Created using Sphinx 1.3.1.
    

  

books/arch-handbook/driverbasics.html


    
      Navigation


      
        		
          index


        		FreeBSD 10.1 documentation »

 
      


    


    
      
          
            
  
Writing FreeBSD Device Drivers






		Author:		Jörg Wunsch Based on intro(4) manual page by








Writing FreeBSD Device Drivers





Introduction


device driver
pseudo-device
This chapter provides a brief introduction to writing device drivers for
FreeBSD. A device in this context is a term used mostly for
hardware-related stuff that belongs to the system, like disks, printers,
or a graphics display with its keyboard. A device driver is the software
component of the operating system that controls a specific device. There
are also so-called pseudo-devices where a device driver emulates the
behavior of a device in software without any particular underlying
hardware. Device drivers can be compiled into the system statically or
loaded on demand through the dynamic kernel linker facility `kld’.


device nodes
Most devices in a UNIX-like operating system are accessed through
device-nodes, sometimes also called special files. These files are
usually located under the directory /dev in the filesystem
hierarchy.


Device drivers can roughly be broken down into two categories; character
and network device drivers.





Dynamic Kernel Linker Facility - KLD


kernel linking
dynamic
kernel loadable modules (KLD)
The kld interface allows system administrators to dynamically add and
remove functionality from a running system. This allows device driver
writers to load their new changes into a running kernel without
constantly rebooting to test changes.


kernel modules
loading
kernel modules
unloading
kernel modules
listing
The kld interface is used through:



		kldload - loads a new kernel module


		kldunload - unloads a kernel module


		kldstat - lists loaded modules





Skeleton Layout of a kernel module


/*
 * KLD Skeleton
 * Inspired by Andrew Reiter's Daemonnews article
 */

#include <sys/types.h>
#include <sys/module.h>
#include <sys/systm.h>  /* uprintf */
#include <sys/errno.h>
#include <sys/param.h>  /* defines used in kernel.h */
#include <sys/kernel.h> /* types used in module initialization */

/*
 * Load handler that deals with the loading and unloading of a KLD.
 */

static int
skel_loader(struct module *m, int what, void *arg)
{
  int err = 0;

  switch (what) {
  case MOD_LOAD:                /* kldload */
    uprintf("Skeleton KLD loaded.\n");
    break;
  case MOD_UNLOAD:
    uprintf("Skeleton KLD unloaded.\n");
    break;
  default:
    err = EOPNOTSUPP;
    break;
  }
  return(err);
}

/* Declare this module to the rest of the kernel */

static moduledata_t skel_mod = {
  "skel",
  skel_loader,
  NULL
};

DECLARE_MODULE(skeleton, skel_mod, SI_SUB_KLD, SI_ORDER_ANY);







Makefile


OS provides a system makefile to simplify compiling a kernel module.


SRCS=skeleton.c
KMOD=skeleton

.include <bsd.kmod.mk>






Running make with this makefile will create a file skeleton.ko
that can be loaded into the kernel by typing:


PROMPT.ROOT kldload -v ./skeleton.ko











Character Devices


character devices
A character device driver is one that transfers data directly to and
from a user process. This is the most common type of device driver and
there are plenty of simple examples in the source tree.


This simple example pseudo-device remembers whatever values are written
to it and can then echo them back when read.


/*
 * Simple Echo pseudo-device KLD
 *
 * Murray Stokely
 * Søren (Xride) Straarup
 * Eitan Adler
 */

#include <sys/types.h>
#include <sys/module.h>
#include <sys/systm.h>  /* uprintf */
#include <sys/param.h>  /* defines used in kernel.h */
#include <sys/kernel.h> /* types used in module initialization */
#include <sys/conf.h>   /* cdevsw struct */
#include <sys/uio.h>    /* uio struct */
#include <sys/malloc.h>

#define BUFFERSIZE 255

/* Function prototypes */
static d_open_t      echo_open;
static d_close_t     echo_close;
static d_read_t      echo_read;
static d_write_t     echo_write;

/* Character device entry points */
static struct cdevsw echo_cdevsw = {
    .d_version = D_VERSION,
    .d_open = echo_open,
    .d_close = echo_close,
    .d_read = echo_read,
    .d_write = echo_write,
    .d_name = "echo",
};

struct s_echo {
    char msg[BUFFERSIZE + 1];
    int len;
};

/* vars */
static struct cdev *echo_dev;
static struct s_echo *echomsg;

MALLOC_DECLARE(M_ECHOBUF);
MALLOC_DEFINE(M_ECHOBUF, "echobuffer", "buffer for echo module");

/*
 * This function is called by the kld[un]load(2) system calls to
 * determine what actions to take when a module is loaded or unloaded.
 */
static int
echo_loader(struct module *m __unused, int what, void *arg __unused)
{
    int error = 0;

    switch (what) {
    case MOD_LOAD:                /* kldload */
        error = make_dev_p(MAKEDEV_CHECKNAME | MAKEDEV_WAITOK,
            &echo_dev,
            &echo_cdevsw,
            0,
            UID_ROOT,
            GID_WHEEL,
            0600,
            "echo");
        if (error != 0)
            break;

        echomsg = malloc(sizeof(*echomsg), M_ECHOBUF, M_WAITOK |
            M_ZERO);
        printf("Echo device loaded.\n");
        break;
    case MOD_UNLOAD:
        destroy_dev(echo_dev);
        free(echomsg, M_ECHOBUF);
        printf("Echo device unloaded.\n");
        break;
    default:
        error = EOPNOTSUPP;
        break;
    }
    return (error);
}

static int
echo_open(struct cdev *dev __unused, int oflags __unused, int devtype __unused,
    struct thread *td __unused)
{
    int error = 0;

    uprintf("Opened device \"echo\" successfully.\n");
    return (error);
}

static int
echo_close(struct cdev *dev __unused, int fflag __unused, int devtype __unused,
    struct thread *td __unused)
{

    uprintf("Closing device \"echo\".\n");
    return (0);
}

/*
 * The read function just takes the buf that was saved via
 * echo_write() and returns it to userland for accessing.
 * uio(9)
 */
static int
echo_read(struct cdev *dev __unused, struct uio *uio, int ioflag __unused)
{
    size_t amt;
    int error;

    /*
     * How big is this read operation?  Either as big as the user wants,
     * or as big as the remaining data.  Note that the 'len' does not
     * include the trailing null character.
     */
    amt = MIN(uio->uio_resid, uio->uio_offset >= echomsg->len + 1 ? 0 :
        echomsg->len + 1 - uio->uio_offset);

    if ((error = uiomove(echomsg->msg, amt, uio)) != 0)
        uprintf("uiomove failed!\n");

    return (error);
}

/*
 * echo_write takes in a character string and saves it
 * to buf for later accessing.
 */
static int
echo_write(struct cdev *dev __unused, struct uio *uio, int ioflag __unused)
{
    size_t amt;
    int error;

    /*
     * We either write from the beginning or are appending -- do
     * not allow random access.
     */
    if (uio->uio_offset != 0 && (uio->uio_offset != echomsg->len))
        return (EINVAL);

    /* This is a new message, reset length */
    if (uio->uio_offset == 0)
        echomsg->len = 0;

    /* Copy the string in from user memory to kernel memory */
    amt = MIN(uio->uio_resid, (BUFFERSIZE - echomsg->len));

    error = uiomove(echomsg->msg + uio->uio_offset, amt, uio);

    /* Now we need to null terminate and record the length */
    echomsg->len = uio->uio_offset;
    echomsg->msg[echomsg->len] = 0;

    if (error != 0)
        uprintf("Write failed: bad address!\n");
    return (error);
}

DEV_MODULE(echo, echo_loader, NULL);






With this driver loaded try:


PROMPT.ROOT echo -n "Test Data" > /dev/echo
PROMPT.ROOT cat /dev/echo
Opened device "echo" successfully.
Test Data
Closing device "echo".






Real hardware devices are described in the next chapter.





Block Devices (Are Gone)


block devices
Other UNIX systems may support a second type of disk device known as
block devices. Block devices are disk devices for which the kernel
provides caching. This caching makes block-devices almost unusable, or
at least dangerously unreliable. The caching will reorder the sequence
of write operations, depriving the application of the ability to know
the exact disk contents at any one instant in time. This makes
predictable and reliable crash recovery of on-disk data structures
(filesystems, databases etc.) impossible. Since writes may be delayed,
there is no way the kernel can report to the application which
particular write operation encountered a write error, this further
compounds the consistency problem. For this reason, no serious
applications rely on block devices, and in fact, almost all applications
which access disks directly take great pains to specify that character
(or “raw”) devices should always be used. Because the implementation of
the aliasing of each disk (partition) to two devices with different
semantics significantly complicated the relevant kernel code OS dropped
support for cached disk devices as part of the modernization of the disk
I/O infrastructure.





Network Drivers


network devices
Drivers for network devices do not use device nodes in order to be
accessed. Their selection is based on other decisions made inside the
kernel and instead of calling open(), use of a network device is
generally introduced by using the system call socket(2).


For more information see ifnet(9), the source of the loopback device,
and Bill Paul’s network drivers.
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The following advice is intended for potential mentors in deciding
whether a candidate might be suitable to propose for a commit bit, and
in preparing a commit-bit proposal for consideration by the Core Team or
its delegates. Note that in the case of delegated approval (e.g., to
Portmgr or Doceng), additional procedures or constraints may apply
(e.g., to the nature of the contribution).


Commit-bit proposal reviewers will look for several key attributes from
potential developers: strong technical abilities, a track record of
contributions to the &os; Project, evidence of their ability to work
independently within the community (i.e., that mentoring will not need
to continue indefinitely), evidence of the ability of a developer to
engage constructively with the &os; community (and in particular, have
the social skills to navigate occasionally heated online debate), and a
commitment to contribute to the project in the future. Typically,
supporting material for a commit-bit proposal will include a description
of the candidate’s background and training/education, the context for
their contributions to the project (e.g., as a volunteer, employee,
etc), references to patches/PRs/commits justifying their contribution
track record, pointers at mailing-list or other community participation
(e.g., presentations at BSD conferences), a strong indication of
constructive engagement with their mentor to date, and a list of
interests and potential areas of continuing and future contribution.


Potential mentors are reminded that it is far easier to grant commit
access than revoke it, and hence significant weight is given to
constructive interaction with the community, rather than simply
technical contributions. If a mentor is uncertain as to whether a
candidate is suitable, it may be sensible to initially contact the Core
Team via an informal request for guidance rather than a formal proposal
– this might lead to advice to continue, requests for further
supporting material, or the suggestion that a proposal should be
deferred while further track record is accrued. It is hoped that
requests to gain further experience or to generate additional evidence
of community participation and contribution will be taken in the spirit
that they are intended: granting of a commit bit is a significant action
and based in large part on work performed, rather than simply strong
technical abilities. The project would rather take a conservative
approach in granting commit rights than grant them prematurely.


In some cases, ‘vendor commit bits’ may be granted to allow direct
commits to device drivers (or potentially other components) maintained
by, for example, a device vendor. These may be held to a lower standard
of past community involvement based on a strong commitment by the vendor
and an experienced mentor, as well as limited charter to make changes in
the system independently. It is extremely important that such commit
bits be used with suitable discretion and awareness of community
concerns; it is the responsibility of the mentor to ensure that no
undesirable tension arises, and that changes are in keeping with project
procedures and community expectations. If a commit bit is granted in
this context, it may be revoked when the individual leaves their
employer; however, there is also a substantial history of individuals
with ‘vendor commit bits’ making more broad contributions and this is
the hoped for outcome! Mentors proposing vendor commit bits should take
all steps necessary to ensure that commit bits are granted only to
individuals who can take responsibility for the quality and testing of
contributions they make on behalf of the vendor, and have the necessary
technical and social skills to engage constructively with the community.
It is recommended that proposals for such bits contain to the greatest
extent the same content as expected of ordinary commit bits, with a
particular focus on quality of technical contribution.
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Locking Notes


SMP Next Generation Project
This chapter is maintained by the FreeBSD SMP Next Generation Project.


locking
multi-processing
mutexes
lockmgr
atomic operations
This document outlines the locking used in the FreeBSD kernel to permit
effective multi-processing within the kernel. Locking can be achieved
via several means. Data structures can be protected by mutexes or
MAN.LOCKMGR.9 locks. A few variables are protected simply by always
using atomic operations to access them.





Mutexes


A mutex is simply a lock used to guarantee mutual exclusion.
Specifically, a mutex may only be owned by one entity at a time. If
another entity wishes to obtain a mutex that is already owned, it must
wait until the mutex is released. In the FreeBSD kernel, mutexes are
owned by processes.


Mutexes may be recursively acquired, but they are intended to be held
for a short period of time. Specifically, one may not sleep while
holding a mutex. If you need to hold a lock across a sleep, use a
MAN.LOCKMGR.9 lock.


Each mutex has several properties of interest:



		Variable Name


		The name of the struct mtx variable in the kernel source.


		Logical Name


		The name of the mutex assigned to it by mtx_init. This name is
displayed in KTR trace messages and witness errors and warnings and
is used to distinguish mutexes in the witness code.


		Type


		The type of the mutex in terms of the MTX_* flags. The meaning
for each flag is related to its meaning as documented in
MAN.MUTEX.9.



		MTX_DEF


		A sleep mutex


		MTX_SPIN


		A spin mutex


		MTX_RECURSE


		This mutex is allowed to recurse.








		Protectees


		A list of data structures or data structure members that this entry
protects. For data structure members, the name will be in the form
of structure name.member name.


		Dependent Functions


		Functions that can only be called if this mutex is held.














		Variable Name
		Logical Name
		Type
		Protectees
		Dependent Functions





		sched_lock
		“sched lock”
		MTX_SPIN | MTX_RECURSE
		_gmonparam, cnt.v_swtch, cp_time, curpriority, mtx.mtx_blocked, mtx.mtx_contested, proc.p_procq, proc.p_slpq, proc.p_sflag, proc.p_stat, proc.p_estcpu, proc.p_cpticks proc.p_pctcpu, proc.p_wchan, proc.p_wmesg, proc.p_swtime, proc.p_slptime, proc.p_runtime, proc.p_uu, proc.p_su, proc.p_iu, proc.p_uticks, proc.p_sticks, proc.p_iticks, proc.p_oncpu, proc.p_lastcpu, proc.p_rqindex, proc.p_heldmtx, proc.p_blocked, proc.p_mtxname, proc.p_contested, proc.p_priority, proc.p_usrpri, proc.p_nativepri, proc.p_nice, proc.p_rtprio, pscnt, slpque, itqueuebits, itqueues, rtqueuebits, rtqueues, queuebits, queues, idqueuebits, idqueues, switchtime, switchticks
		setrunqueue, remrunqueue, mi_switch, chooseproc, schedclock, resetpriority, updatepri, maybe_resched, cpu_switch, cpu_throw, need_resched, resched_wanted, clear_resched, aston, astoff, astpending, calcru, proc_compare



		vm86pcb_lock
		“vm86pcb lock”
		MTX_DEF
		vm86pcb
		vm86_bioscall



		Giant
		“Giant”
		MTX_DEF | MTX_RECURSE
		nearly everything
		lots



		callout_lock
		“callout lock”
		MTX_SPIN | MTX_RECURSE
		callfree, callwheel, nextsoftcheck, proc.p_itcallout, proc.p_slpcallout, softticks, ticks
		 







Table: Mutex List





Shared Exclusive Locks


These locks provide basic reader-writer type functionality and may be
held by a sleeping process. Currently they are backed by MAN.LOCKMGR.9.


locks
shared exclusive
+———————+—————————————————————————————————+
| Variable Name       | Protectees                                                                                        |
+=====================+===================================================================================================+
| allproc_lock    | allproc zombproc pidhashtbl proc.p_list proc.p_hash nextpid   |
+———————+—————————————————————————————————+
| proctree_lock   | proc.p_children proc.p_sibling                                                |
+———————+—————————————————————————————————+


Table: Shared Exclusive Lock List





Atomically Protected Variables


atomically protected variables
An atomically protected variable is a special variable that is not
protected by an explicit lock. Instead, all data accesses to the
variables use special atomic operations as described in MAN.ATOMIC.9.
Very few variables are treated this way, although other synchronization
primitives such as mutexes are implemented with atomically protected
variables.



		mtx.mtx_lock
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Virtual Memory System





Management of Physical Memory—vm_page_t


virtual memory
physical memory
vm_page_t
structure
Physical memory is managed on a page-by-page basis through the
vm_page_t structure. Pages of physical memory are categorized
through the placement of their respective vm_page_t structures on
one of several paging queues.


A page can be in a wired, active, inactive, cache, or free state. Except
for the wired state, the page is typically placed in a doubly link list
queue representing the state that it is in. Wired pages are not placed
on any queue.


FreeBSD implements a more involved paging queue for cached and free
pages in order to implement page coloring. Each of these states involves
multiple queues arranged according to the size of the processor’s L1 and
L2 caches. When a new page needs to be allocated, FreeBSD attempts to
obtain one that is reasonably well aligned from the point of view of the
L1 and L2 caches relative to the VM object the page is being allocated
for.


Additionally, a page may be held with a reference count or locked with a
busy count. The VM system also implements an “ultimate locked” state for
a page using the PG_BUSY bit in the page’s flags.


In general terms, each of the paging queues operates in a LRU fashion. A
page is typically placed in a wired or active state initially. When
wired, the page is usually associated with a page table somewhere. The
VM system ages the page by scanning pages in a more active paging queue
(LRU) in order to move them to a less-active paging queue. Pages that
get moved into the cache are still associated with a VM object but are
candidates for immediate reuse. Pages in the free queue are truly free.
FreeBSD attempts to minimize the number of pages in the free queue, but
a certain minimum number of truly free pages must be maintained in order
to accommodate page allocation at interrupt time.


If a process attempts to access a page that does not exist in its page
table but does exist in one of the paging queues (such as the inactive
or cache queues), a relatively inexpensive page reactivation fault
occurs which causes the page to be reactivated. If the page does not
exist in system memory at all, the process must block while the page is
brought in from disk.


paging queues
FreeBSD dynamically tunes its paging queues and attempts to maintain
reasonable ratios of pages in the various queues as well as attempts to
maintain a reasonable breakdown of clean versus dirty pages. The amount
of rebalancing that occurs depends on the system’s memory load. This
rebalancing is implemented by the pageout daemon and involves laundering
dirty pages (syncing them with their backing store), noticing when pages
are activity referenced (resetting their position in the LRU queues or
moving them between queues), migrating pages between queues when the
queues are out of balance, and so forth. FreeBSD’s VM system is willing
to take a reasonable number of reactivation page faults to determine how
active or how idle a page actually is. This leads to better decisions
being made as to when to launder or swap-out a page.





The Unified Buffer Cache—vm_object_t


unified buffer cache
vm_object_t
structure
FreeBSD implements the idea of a generic “VM object”. VM objects can be
associated with backing store of various types—unbacked, swap-backed,
physical device-backed, or file-backed storage. Since the filesystem
uses the same VM objects to manage in-core data relating to files, the
result is a unified buffer cache.


VM objects can be shadowed. That is, they can be stacked on top of
each other. For example, you might have a swap-backed VM object stacked
on top of a file-backed VM object in order to implement a MAP_PRIVATE
mmap()ing. This stacking is also used to implement various sharing
properties, including copy-on-write, for forked address spaces.


It should be noted that a vm_page_t can only be associated with one
VM object at a time. The VM object shadowing implements the perceived
sharing of the same page across multiple instances.





Filesystem I/O—struct buf


vnode
vnode-backed VM objects, such as file-backed objects, generally need to
maintain their own clean/dirty info independent from the VM system’s
idea of clean/dirty. For example, when the VM system decides to
synchronize a physical page to its backing store, the VM system needs to
mark the page clean before the page is actually written to its backing
store. Additionally, filesystems need to be able to map portions of a
file or file metadata into KVM in order to operate on it.


The entities used to manage this are known as filesystem buffers,
struct buf‘s, or bp‘s. When a filesystem needs to operate on a
portion of a VM object, it typically maps part of the object into a
struct buf and the maps the pages in the struct buf into KVM. In the
same manner, disk I/O is typically issued by mapping portions of objects
into buffer structures and then issuing the I/O on the buffer
structures. The underlying vm_page_t’s are typically busied for the
duration of the I/O. Filesystem buffers also have their own notion of
being busy, which is useful to filesystem driver code which would rather
operate on filesystem buffers instead of hard VM pages.


FreeBSD reserves a limited amount of KVM to hold mappings from struct
bufs, but it should be made clear that this KVM is used solely to hold
mappings and does not limit the ability to cache data. Physical data
caching is strictly a function of vm_page_t‘s, not filesystem
buffers. However, since filesystem buffers are used to placehold I/O,
they do inherently limit the amount of concurrent I/O possible. However,
as there are usually a few thousand filesystem buffers available, this
is not usually a problem.



		Mapping Page Tables—``vm_map_t,


		vm_entry_t``







page tables
FreeBSD separates the physical page table topology from the VM system.
All hard per-process page tables can be reconstructed on the fly and are
usually considered throwaway. Special page tables such as those managing
KVM are typically permanently preallocated. These page tables are not
throwaway.


FreeBSD associates portions of vm_objects with address ranges in
virtual memory through vm_map_t and vm_entry_t structures. Page
tables are directly synthesized from the vm_map_t/vm_entry_t/
vm_object_t hierarchy. Recall that I mentioned that physical pages
are only directly associated with a vm_object; that is not quite
true. vm_page_t‘s are also linked into page tables that they are
actively associated with. One vm_page_t can be linked into several
pmaps, as page tables are called. However, the hierarchical
association holds, so all references to the same page in the same object
reference the same vm_page_t and thus give us buffer cache
unification across the board.





KVM Memory Mapping


FreeBSD uses KVM to hold various kernel structures. The single largest
entity held in KVM is the filesystem buffer cache. That is, mappings
relating to struct buf entities.


Unlike Linux, FreeBSD does not map all of physical memory into KVM.
This means that FreeBSD can handle memory configurations up to 4G on 32
bit platforms. In fact, if the mmu were capable of it, FreeBSD could
theoretically handle memory configurations up to 8TB on a 32 bit
platform. However, since most 32 bit platforms are only capable of
mapping 4GB of ram, this is a moot point.


KVM is managed through several mechanisms. The main mechanism used to
manage KVM is the zone allocator. The zone allocator takes a chunk of
KVM and splits it up into constant-sized blocks of memory in order to
allocate a specific type of structure. You can use vmstat -m to get
an overview of current KVM utilization broken down by zone.





Tuning the FreeBSD VM System


A concerted effort has been made to make the FreeBSD kernel dynamically
tune itself. Typically you do not need to mess with anything beyond the
maxusers and NMBCLUSTERS kernel config options. That is, kernel
compilation options specified in (typically)
/usr/src/sys/i386/conf/CONFIG_FILE. A description of all available
kernel configuration options can be found in
/usr/src/sys/i386/conf/LINT.


In a large system configuration you may wish to increase maxusers.
Values typically range from 10 to 128. Note that raising maxusers
too high can cause the system to overflow available KVM resulting in
unpredictable operation. It is better to leave maxusers at some
reasonable number and add other options, such as NMBCLUSTERS, to
increase specific resources.


If your system is going to use the network heavily, you may want to
increase NMBCLUSTERS. Typical values range from 1024 to 4096.


The NBUF parameter is also traditionally used to scale the system.
This parameter determines the amount of KVA the system can use to map
filesystem buffers for I/O. Note that this parameter has nothing
whatsoever to do with the unified buffer cache! This parameter is
dynamically tuned in 3.0-CURRENT and later kernels and should generally
not be adjusted manually. We recommend that you not try to specify an
NBUF parameter. Let the system pick it. Too small a value can result
in extremely inefficient filesystem operation while too large a value
can starve the page queues by causing too many pages to become wired
down.


By default, FreeBSD kernels are not optimized. You can set debugging and
optimization flags with the makeoptions directive in the kernel
configuration. Note that you should not use -g unless you can
accommodate the large (typically 7 MB+) kernels that result.


makeoptions      DEBUG="-g"
makeoptions      COPTFLAGS="-O -pipe"






Sysctl provides a way to tune kernel parameters at run-time. You
typically do not need to mess with any of the sysctl variables,
especially the VM related ones.


Run time VM and system tuning is relatively straightforward. First, use
Soft Updates on your UFS/FFS filesystems whenever possible.
/usr/src/sys/ufs/ffs/README.softupdates contains instructions (and
restrictions) on how to configure it.


swap partition
Second, configure sufficient swap. You should have a swap partition
configured on each physical disk, up to four, even on your “work” disks.
You should have at least 2x the swap space as you have main memory, and
possibly even more if you do not have a lot of memory. You should also
size your swap partition based on the maximum memory configuration you
ever intend to put on the machine so you do not have to repartition your
disks later on. If you want to be able to accommodate a crash dump, your
first swap partition must be at least as large as main memory and
/var/crash must have sufficient free space to hold the dump.


NFS-based swap is perfectly acceptable on 4.X or later systems, but you
must be aware that the NFS server will take the brunt of the paging
load.
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This page contains pointers to pages documenting aspects of the FreeBSD
project itself, as viewed separately from the codebase.



Projects


There are various projects which lie outside the mainstream development
path, in which a number of groups are
working on the ‘cutting edge’ to expand FreeBSD’s range of capabilities
in new directions.


Here is an overview of the FreeBSD Release Engineering
Process.


And here you will find the schedules for upcoming official releases of
FreeBSD.





Policies


To avoid chaos with a project this large spread out all over the globe,
there have to be some Policies for FreeBSD
Committers.





People


The &os; Project Staff consists of teams, groups and
individuals with designated project roles
and areas of responsibility and the
developers.
By following the links, one will find a list of them, as well as
explanations of who is responsible for what.


You can read here core’s Hat Term Limits Policy and some
guidelines from &a.imp; on how to work with
hats.





Resources


Here is a list of some technical resources for FreeBSD
committers.


For those with accounts on the main FreeBSD.org
network, here are the machine resources that are
available and the sorts of work they are intended for.


You can learn more about the FreeBSD WWW server,
including the machine, the software, mirroring the FreeBSD web pages.
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Sound Subsystem





Introduction


sound subsystem
The FreeBSD sound subsystem cleanly separates generic sound handling
issues from device-specific ones. This makes it easier to add support
for new hardware.


The MAN.PCM.4 framework is the central piece of the sound subsystem. It
mainly implements the following elements:


system call interface



		A system call interface (read, write, ioctls) to digitized sound and
mixer functions. The ioctl command set is compatible with the legacy
OSS or Voxware interface, allowing common multimedia applications
to be ported without modification.


		Common code for processing sound data (format conversions, virtual
channels).


		A uniform software interface to hardware-specific audio interface
modules.


		Additional support for some common hardware interfaces (ac97), or
shared hardware-specific code (ex: ISA DMA routines).





The support for specific sound cards is implemented by hardware-specific
drivers, which provide channel and mixer interfaces to plug into the
generic pcm code.


In this chapter, the term pcm will refer to the central, common part
of the sound driver, as opposed to the hardware-specific modules.


The prospective driver writer will of course want to start from an
existing module and use the code as the ultimate reference. But, while
the sound code is nice and clean, it is also mostly devoid of comments.
This document tries to give an overview of the framework interface and
answer some questions that may arise while adapting the existing code.


As an alternative, or in addition to starting from a working example,
you can find a commented driver template at
http://people.FreeBSD.org/~cg/template.c





Files


All the relevant code lives in /usr/src/sys/dev/sound/, except for
the public ioctl interface definitions, found in
/usr/src/sys/sys/soundcard.h


Under /usr/src/sys/dev/sound/, the pcm/ directory holds the
central code, while the pci/, isa/ and usb/ directories have
the drivers for PCI and ISA boards, and for USB audio devices.





Probing, Attaching, etc.


Sound drivers probe and attach in almost the same way as any hardware
driver module. You might want to look at the ISA or
PCI specific sections of the handbook for more information.


However, sound drivers differ in some ways:



		They declare themselves as pcm class devices, with a
struct snddev_info device private structure:


static driver_t xxx_driver = {
    "pcm",
    xxx_methods,
    sizeof(struct snddev_info)
};

DRIVER_MODULE(snd_xxxpci, pci, xxx_driver, pcm_devclass, 0, 0);
MODULE_DEPEND(snd_xxxpci, snd_pcm, PCM_MINVER, PCM_PREFVER,PCM_MAXVER);






Most sound driversdevice driverssound need to store additional
private information about their device. A private data structure is
usually allocated in the attach routine. Its address is passed to
pcm by the calls to pcm_register() and mixer_init().
pcm later passes back this address as a parameter in calls to the
sound driver interfaces.





		The sound driver attach routine should declare its MIXER or AC97
interface to pcm by calling mixer_init(). For a MIXER
interface, this causes in turn a call to
`xxxmixer_init() <#xxxmixer-init>`__.





		The sound driver attach routine declares its general CHANNEL
configuration to pcm by calling ``pcm_register(dev, sc, nplay,



nrec)``, where sc is the address for the device data






structure, used in further calls from pcm, and nplay and
nrec are the number of play and record channels.





		The sound driver attach routine declares each of its channel objects
by calls to pcm_addchan(). This sets up the channel glue in
pcm and causes in turn a call to
`xxxchannel_init() <#xxxchannel-init>`__.





		The sound driver detach routine should call pcm_unregister()
before releasing its resources.








There are two possible methods to handle non-PnP devices:



		Use a device_identify() method (example: sound/isa/es1888.c).
The device_identify() method probes for the hardware at known
addresses and, if it finds a supported device, creates a new pcm
device which is then passed to probe/attach.


		Use a custom kernel configuration with appropriate hints for pcm
devices (example: sound/isa/mss.c).





pcm drivers should implement device_suspend, device_resume
and device_shutdown routines, so that power management and module
unloading function correctly.





Interfaces


The interface between the pcm core and the sound drivers is defined
in terms of kernel objects.


There are two main interfaces that a sound driver will usually provide:
CHANNEL and either MIXER or AC97.


The AC97 interface is a very small hardware access (register
read/write) interface, implemented by drivers for hardware with an AC97
codec. In this case, the actual MIXER interface is provided by the
shared AC97 code in pcm.



The CHANNEL Interface



Common Notes for Function Parameters


Sound drivers usually have a private data structure to describe their
device, and one structure for each play and record data channel that it
supports.


For all CHANNEL interface functions, the first parameter is an opaque
pointer.


The second parameter is a pointer to the private channel data structure,
except for channel_init() which has a pointer to the private device
structure (and returns the channel pointer for further use by pcm).





Overview of Data Transfer Operations


For sound data transfers, the pcm core and the sound drivers
communicate through a shared memory area, described by a
struct snd_dbuf.


struct snd_dbuf is private to pcm, and sound drivers obtain
values of interest by calls to accessor functions (sndbuf_getxxx()).


The shared memory area has a size of sndbuf_getsize() and is divided
into fixed size blocks of sndbuf_getblksz() bytes.


When playing, the general transfer mechanism is as follows (reverse the
idea for recording):



		pcm initially fills up the buffer, then calls the sound driver’s
`xxxchannel_trigger() <#channel-trigger>`__ function with a
parameter of PCMTRIG_START.


		The sound driver then arranges to repeatedly transfer the whole
memory area (sndbuf_getbuf(), sndbuf_getsize()) to the
device, in blocks of sndbuf_getblksz() bytes. It calls back the
chn_intr() pcm function for each transferred block (this will
typically happen at interrupt time).


		chn_intr() arranges to copy new data to the area that was
transferred to the device (now free), and make appropriate updates to
the snd_dbuf structure.








channel_init


xxxchannel_init() is called to initialize each of the play or record
channels. The calls are initiated from the sound driver attach routine.
(See the probe and attach section).


static void *
xxxchannel_init(kobj_t obj, void *data,
   struct snd_dbuf *b, struct pcm_channel *c, int dir)
{
    struct xxx_info *sc = data;
    struct xxx_chinfo *ch;
     ...
    return ch;
 }







		b is the address for the channel struct snd_dbuf. It should
be initialized in the function by calling sndbuf_alloc(). The
buffer size to use is normally a small multiple of the ‘typical’ unit
transfer size for your device.


c is the pcm channel control structure pointer. This is an
opaque object. The function should store it in the local channel
structure, to be used in later calls to pcm (ie:
chn_intr(c)).


dir indicates the channel direction (PCMDIR_PLAY or
PCMDIR_REC).





		The function should return a pointer to the private area used to
control this channel. This will be passed as a parameter to other
channel interface calls.











channel_setformat


xxxchannel_setformat() should set up the hardware for the specified
channel for the specified sound format.


static int
xxxchannel_setformat(kobj_t obj, void *data, u_int32_t format)
{
    struct xxx_chinfo *ch = data;
     ...
    return 0;
 }







		format is specified as an AFMT_XXX value (soundcard.h).








channel_setspeed


xxxchannel_setspeed() sets up the channel hardware for the specified
sampling speed, and returns the possibly adjusted speed.


static int
xxxchannel_setspeed(kobj_t obj, void *data, u_int32_t speed)
{
    struct xxx_chinfo *ch = data;
     ...
    return speed;
 }









channel_setblocksize


xxxchannel_setblocksize() sets the block size, which is the size of
unit transactions between pcm and the sound driver, and between the
sound driver and the device. Typically, this would be the number of
bytes transferred before an interrupt occurs. During a transfer, the
sound driver should call pcm‘s chn_intr() every time this size
has been transferred.


Most sound drivers only take note of the block size here, to be used
when an actual transfer will be started.


static int
xxxchannel_setblocksize(kobj_t obj, void *data, u_int32_t blocksize)
{
    struct xxx_chinfo *ch = data;
      ...
    return blocksize;
 }







		The function returns the possibly adjusted block size. In case the
block size is indeed changed, sndbuf_resize() should be called to
adjust the buffer.








channel_trigger


xxxchannel_trigger() is called by pcm to control data transfer
operations in the driver.


static int
xxxchannel_trigger(kobj_t obj, void *data, int go)
{
    struct xxx_chinfo *ch = data;
     ...
    return 0;
 }







		go defines the action for the current call. The possible values
are:



		PCMTRIG_START: the driver should start a data transfer from or
to the channel buffer. If needed, the buffer base and size can be
retrieved through sndbuf_getbuf() and sndbuf_getsize().


		PCMTRIG_EMLDMAWR / PCMTRIG_EMLDMARD: this tells the driver
that the input or output buffer may have been updated. Most
drivers just ignore these calls.


		PCMTRIG_STOP / PCMTRIG_ABORT: the driver should stop the
current transfer.






Note


If the driver uses ISA DMA, sndbuf_isadma() should be called
before performing actions on the device, and will take care of the
DMA chip side of things.















channel_getptr


xxxchannel_getptr() returns the current offset in the transfer
buffer. This will typically be called by chn_intr(), and this is how
pcm knows where it can transfer new data.





channel_free


xxxchannel_free() is called to free up channel resources, for
example when the driver is unloaded, and should be implemented if the
channel data structures are dynamically allocated or if
sndbuf_alloc() was not used for buffer allocation.





channel_getcaps


struct pcmchan_caps *
xxxchannel_getcaps(kobj_t obj, void *data)
{
    return &xxx_caps;
 }







		The routine returns a pointer to a (usually statically-defined)
pcmchan_caps structure (defined in sound/pcm/channel.h. The
structure holds the minimum and maximum sampling frequencies, and the
accepted sound formats. Look at any sound driver for an example.








More Functions


channel_reset(), channel_resetdone(), and channel_notify()
are for special purposes and should not be implemented in a driver
without discussing it on the A.MULTIMEDIA.


channel_setdir() is deprecated.







The MIXER Interface



mixer_init


xxxmixer_init() initializes the hardware and tells pcm what
mixer devices are available for playing and recording


static int
xxxmixer_init(struct snd_mixer *m)
{
    struct xxx_info   *sc = mix_getdevinfo(m);
    u_int32_t v;

    [Initialize hardware]

    [Set appropriate bits in v for play mixers]
    mix_setdevs(m, v);
    [Set appropriate bits in v for record mixers]
    mix_setrecdevs(m, v)

    return 0;
}







		Set bits in an integer value and call mix_setdevs() and
mix_setrecdevs() to tell pcm what devices exist.





Mixer bits definitions can be found in soundcard.h
(SOUND_MASK_XXX values and SOUND_MIXER_XXX bit shifts).





mixer_set


xxxmixer_set() sets the volume level for one mixer device.


static int
xxxmixer_set(struct snd_mixer *m, unsigned dev,
                 unsigned left, unsigned right)
{
    struct sc_info *sc = mix_getdevinfo(m);
    [set volume level]
    return left | (right << 8);
}







		The device is specified as a SOUND_MIXER_XXX value


The volume values are specified in range [0-100]. A value of zero
should mute the device.





		As the hardware levels probably will not match the input scale, and
some rounding will occur, the routine returns the actual level values
(in range 0-100) as shown.











mixer_setrecsrc


xxxmixer_setrecsrc() sets the recording source device.


static int
xxxmixer_setrecsrc(struct snd_mixer *m, u_int32_t src)
{
    struct xxx_info *sc = mix_getdevinfo(m);

    [look for non zero bit(s) in src, set up hardware]

    [update src to reflect actual action]
    return src;
 }







		The desired recording devices are specified as a bit field


		The actual devices set for recording are returned. Some drivers can
only set one device for recording. The function should return -1 if
an error occurs.








mixer_uninit, mixer_reinit


xxxmixer_uninit() should ensure that all sound is muted and if
possible mixer hardware should be powered down


xxxmixer_reinit() should ensure that the mixer hardware is powered
up and any settings not controlled by mixer_set() or
mixer_setrecsrc() are restored.







The AC97 Interface


AC97
The AC97 interface is implemented by drivers with an AC97 codec. It
only has three methods:



		xxxac97_init() returns the number of ac97 codecs found.


		ac97_read() and ac97_write() read or write a specified
register.





The AC97 interface is used by the AC97 code in pcm to perform
higher level operations. Look at sound/pci/maestro3.c or many others
under sound/pci/ for an example.
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Lead cluster administrator is a delegated officer role (aka. “hat”) that
answers to the &os; Core Team and ultimately the &os; community at
large. This person shall have the operational authority over the &os;
cluster infrastructure (to the extent that the Core Team can delegate
this authority) and will be responsible for the following in general:



		Ensure the reliable operation of the Project’s equipment and network
resources.


		Ensure that the Project’s resources are suitably and effectively used
to serve the Project’s interests.


		Ensure that reasonable security precautions and mitigations are
implemented within the constraints of the nature of a highly
distributed project.


		Delegate to and coordinating with both the site-specific admin teams
and the admins at large.


		Ensure that standard operating procedures, rules, guidelines etc are
documented and understandable.


		Take measures to ensure that a competent administrator would be
expected to be able to adopt a predecessor’s work in a reasonable
amount of time.


		Contingency planning and implementation to ensure continuity across
site specific problems (including donated site withdrawal or
outages).


		Keep the interested parties (Core Team, Security Team, &os;
Foundation, Port Management Team, etc), project members and community
members appropriately informed.


		Give timely and authoritive answers to questions, or a direct
referral to the appropriate party.


		Aid other hat wearers and cluster administrators to get their job
done.


		Where practical and appropriate, use the Project’s own product as a
proving ground.


		Make sure that it is easy for developers to know what hardware
resources they have access to for project purposes.





The lead cluster administrator answers to the &os; Core Team. If a party
is unhappy with a position that the hat wearer takes and is unable to
change their mind, they may take the issue to the Core Team. The Core
Team has the final say in the matter. If the lead cluster administrator
is a member of the Core Team then a complaint may be made in confidence
via the core secretary or another member if desired.


Any of the following still require a sign-off from the Core Team:



		New public facing services.


		Planned withdrawal of public facing services.


		New team members.





Notable interaction with other hats:



		The lead cluster administrator will consult with the Security Officer
and the Security Team where appropriate but will be responsible for
making decisions. However, the Security Officer may respond to
security emergencies involving project infrastructure as necessary.


		The Port Management Team has a large resource footprint and
arrangements will be made with them to effectively operate their
resources within the constraints of the overall cluster operation.





Earmarked resources:


Some site resources are provided for specific purposes. Any such
earmarking or use restrictions will be documented to make sure such
resources are used as intended.
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Bootstrapping and Kernel Initialization





Synopsis


BIOS
firmware
POST
IA-32
booting
system initialization
This chapter is an overview of the boot and system initialization
processes, starting from the BIOS (firmware) POST, to the first user
process creation. Since the initial steps of system startup are very
architecture dependent, the IA-32 architecture is used as an example.


The OS boot process can be surprisingly complex. After control is passed
from the BIOS, a considerable amount of low-level configuration must be
done before the kernel can be loaded and executed. This setup must be
done in a simple and flexible manner, allowing the user a great deal of
customization possibilities.





Overview


The boot process is an extremely machine-dependent activity. Not only
must code be written for every computer architecture, but there may also
be multiple types of booting on the same architecture. For example, a
directory listing of /usr/src/sys/boot reveals a great amount of
architecture-dependent code. There is a directory for each of the
various supported architectures. In the x86-specific i386 directory,
there are subdirectories for different boot standards like mbr
(Master Boot Record), gpt (GUID Partition Table), and efi
(Extensible Firmware Interface). Each boot standard has its own
conventions and data structures. The example that follows shows booting
an x86 computer from an MBR hard drive with the OS boot0 multi-boot
loader stored in the very first sector. That boot code starts the OS
three-stage boot process.


The key to understanding this process is that it is a series of stages
of increasing complexity. These stages are boot1, boot2, and
loader (see MAN.BOOT.8 for more detail). The boot system executes
each stage in sequence. The last stage, loader, is responsible for
loading the OS kernel. Each stage is examined in the following sections.


Here is an example of the output generated by the different boot stages.
Actual output may differ from machine to machine:








		OS Component
		Output (may vary)



		boot0
		F1    FreeBSD
F2    BSD
F5    Disk 2










		boot2  [1]
		>>FreeBSD/i386 BOOT
Default: 1:ad(1,a)/boot/loader
boot:










		loader
		BTX loader 1.00 BTX version is 1.02
Consoles: internal video/keyboard
BIOS drive C: is disk0
BIOS 639kB/2096064kB available memory

FreeBSD/x86 bootstrap loader, Revision 1.1
Console internal video/keyboard
(root@snap.freebsd.org, Thu Jan 16 22:18:05 UTC 2014)
Loading /boot/defaults/loader.conf
/boot/kernel/kernel text=0xed9008 data=0x117d28+0x176650 syms=[0x8+0x137988+0x8+0x1515f8]










		kernel
		Copyright (c) 1992-2013 The FreeBSD Project.
Copyright (c) 1979, 1980, 1983, 1986, 1988, 1989, 1991, 1992, 1993, 1994
        The Regents of the University of California. All rights reserved.
FreeBSD is a registered trademark of The FreeBSD Foundation.
FreeBSD 10.0-RELEASE #0 r260789: Thu Jan 16 22:34:59 UTC 2014
    root@snap.freebsd.org:/usr/obj/usr/src/sys/GENERIC amd64
FreeBSD clang version 3.3 (tags/RELEASE_33/final 183502) 20130610

















The BIOS


When the computer powers on, the processor’s registers are set to some
predefined values. One of the registers is the instruction pointer
register, and its value after a power on is well defined: it is a 32-bit
value of 0xfffffff0. The instruction pointer register (also known as
the Program Counter) points to code to be executed by the processor.
Another important register is the cr0 32-bit control register, and
its value just after a reboot is 0. One of cr0‘s bits, the PE
(Protection Enabled) bit, indicates whether the processor is running in
32-bit protected mode or 16-bit real mode. Since this bit is cleared at
boot time, the processor boots in 16-bit real mode. Real mode means,
among other things, that linear and physical addresses are identical.
The reason for the processor not to start immediately in 32-bit
protected mode is backwards compatibility. In particular, the boot
process relies on the services provided by the BIOS, and the BIOS itself
works in legacy, 16-bit code.


The value of 0xfffffff0 is slightly less than 4 GB, so unless the
machine has 4 GB of physical memory, it cannot point to a valid memory
address. The computer’s hardware translates this address so that it
points to a BIOS memory block.


The BIOS (Basic Input Output System) is a chip on the motherboard that
has a relatively small amount of read-only memory (ROM). This memory
contains various low-level routines that are specific to the hardware
supplied with the motherboard. The processor will first jump to the
address 0xfffffff0, which really resides in the BIOS’s memory. Usually
this address contains a jump instruction to the BIOS’s POST routines.


The POST (Power On Self Test) is a set of routines including the memory
check, system bus check, and other low-level initialization so the CPU
can set up the computer properly. The important step of this stage is
determining the boot device. Modern BIOS implementations permit the
selection of a boot device, allowing booting from a floppy, CD-ROM, hard
disk, or other devices.


The very last thing in the POST is the INT 0x19 instruction. The
INT 0x19 handler reads 512 bytes from the first sector of boot
device into the memory at address 0x7c00. The term first sector
originates from hard drive architecture, where the magnetic plate is
divided into a number of cylindrical tracks. Tracks are numbered, and
every track is divided into a number (usually 64) of sectors. Track
numbers start at 0, but sector numbers start from 1. Track 0 is the
outermost on the magnetic plate, and sector 1, the first sector, has a
special purpose. It is also called the MBR, or Master Boot Record. The
remaining sectors on the first track are never used.


This sector is our boot-sequence starting point. As we will see, this
sector contains a copy of our boot0 program. A jump is made by the
BIOS to address 0x7c00 so it starts executing.





The Master Boot Record (boot0)


MBR
After control is received from the BIOS at memory address 0x7c00,
boot0 starts executing. It is the first piece of code under OS
control. The task of boot0 is quite simple: scan the partition table
and let the user choose which partition to boot from. The Partition
Table is a special, standard data structure embedded in the MBR (hence
embedded in boot0) describing the four standard PC “partitions”



[2]. boot0 resides in the filesystem as /boot/boot0. It is a



small 512-byte file, and it is exactly what OS’s installation procedure
wrote to the hard disk’s MBR if you chose the “bootmanager” option at
installation time. Indeed, boot0 is the MBR.


As mentioned previously, the INT 0x19 instruction causes the
INT 0x19 handler to load an MBR (boot0) into memory at address
0x7c00. The source file for boot0 can be found in
sys/boot/i386/boot0/boot0.S - which is an awesome piece of code
written by Robert Nordier.


A special structure starting from offset 0x1be in the MBR is called
the partition table. It has four records of 16 bytes each, called
partition records, which represent how the hard disk is partitioned,
or, in OS’s terminology, sliced. One byte of those 16 says whether a
partition (slice) is bootable or not. Exactly one record must have that
flag set, otherwise boot0‘s code will refuse to proceed.


A partition record has the following fields:



		the 1-byte filesystem type


		the 1-byte bootable flag


		the 6 byte descriptor in CHS format


		the 8 byte descriptor in LBA format





A partition record descriptor contains information about where exactly
the partition resides on the drive. Both descriptors, LBA and CHS,
describe the same information, but in different ways: LBA (Logical Block
Addressing) has the starting sector for the partition and the
partition’s length, while CHS (Cylinder Head Sector) has coordinates for
the first and last sectors of the partition. The partition table ends
with the special signature 0xaa55.


The MBR must fit into 512 bytes, a single disk sector. This program uses
low-level “tricks” like taking advantage of the side effects of certain
instructions and reusing register values from previous operations to
make the most out of the fewest possible instructions. Care must also be
taken when handling the partition table, which is embedded in the MBR
itself. For these reasons, be very careful when modifying boot0.S.


Note that the boot0.S source file is assembled “as is”: instructions
are translated one by one to binary, with no additional information (no
ELF file format, for example). This kind of low-level control is
achieved at link time through special control flags passed to the
linker. For example, the text section of the program is set to be
located at address 0x600. In practice this means that boot0 must
be loaded to memory address 0x600 in order to function properly.


It is worth looking at the Makefile for boot0
(sys/boot/i386/boot0/Makefile), as it defines some of the run-time
behavior of boot0. For instance, if a terminal connected to the
serial port (COM1) is used for I/O, the macro SIO must be defined
(-DSIO). -DPXE enables boot through PXE by pressing F6.
Additionally, the program defines a set of flags that allow further
modification of its behavior. All of this is illustrated in the
Makefile. For example, look at the linker directives which command
the linker to start the text section at address 0x600, and to build
the output file “as is” (strip out any file formatting):


BOOT_BOOT0_ORG?=0x600
LDFLAGS=-e start -Ttext ${BOOT_BOOT0_ORG} \
-Wl,-N,-S,--oformat,binary






Let us now start our study of the MBR, or boot0, starting where
execution begins.



Note


Some modifications have been made to some instructions in favor of
better exposition. For example, some macros are expanded, and some
macro tests are omitted when the result of the test is known. This
applies to all of the code examples shown.






start:
      cld           # String ops inc
      xorw %ax,%ax      # Zero
      movw %ax,%es      # Address
      movw %ax,%ds      #  data
      movw %ax,%ss      # Set up
      movw 0x7c00,%sp       #  stack






This first block of code is the entry point of the program. It is where
the BIOS transfers control. First, it makes sure that the string
operations autoincrement its pointer operands (the cld instruction)



[3]. Then, as it makes no assumption about the state of the segment



registers, it initializes them. Finally, it sets the stack pointer
register (%sp) to address 0x7c00, so we have a working stack.


The next block is responsible for the relocation and subsequent jump to
the relocated code.


movw $0x7c00,%si    # Source
movw $0x600,%di       # Destination
movw $512,%cx     # Word count
rep           # Relocate
movsb         #  code
movw %di,%bp      # Address variables
movb $16,%cl      # Words to clear
rep           # Zero
stosb         #  them
incb -0xe(%di)        # Set the S field to 1
jmp main-0x7c00+0x600 # Jump to relocated code






Because boot0 is loaded by the BIOS to address 0x7C00, it copies
itself to address 0x600 and then transfers control there (recall
that it was linked to execute at address 0x600). The source address,
0x7c00, is copied to register %si. The destination address,
0x600, to register %di. The number of bytes to copy, 512
(the program’s size), is copied to register %cx. Next, the rep
instruction repeats the instruction that follows, that is, movsb,
the number of times dictated by the %cx register. The movsb
instruction copies the byte pointed to by %si to the address pointed
to by %di. This is repeated another 511 times. On each repetition,
both the source and destination registers, %si and %di, are
incremented by one. Thus, upon completion of the 512-byte copy, %di
has the value 0x600+512= 0x800, and %si has the
value 0x7c00+512= 0x7e00; we have thus completed the
code relocation.


Next, the destination register %di is copied to %bp. %bp
gets the value 0x800. The value 16 is copied to %cl in
preparation for a new string operation (like our previous movsb).
Now, stosb is executed 16 times. This instruction copies a 0
value to the address pointed to by the destination register (%di,
which is 0x800), and increments it. This is repeated another 15
times, so %di ends up with value 0x810. Effectively, this clears
the address range 0x800-0x80f. This range is used as a (fake)
partition table for writing the MBR back to disk. Finally, the sector
field for the CHS addressing of this fake partition is given the value 1
and a jump is made to the main function from the relocated code. Note
that until this jump to the relocated code, any reference to an absolute
address was avoided.


The following code block tests whether the drive number provided by the
BIOS should be used, or the one stored in boot0.


main:
      testb $SETDRV,-69(%bp)    # Set drive number?
      jnz disable_update    # Yes
      testb %dl,%dl     # Drive number valid?
      js save_curdrive      # Possibly (0x80 set)






This code tests the SETDRV bit (0x20) in the flags variable.
Recall that register %bp points to address location 0x800, so
the test is done to the flags variable at address 0x800-69=
0x7bb. This is an example of the type of modifications that can be
done to boot0. The SETDRV flag is not set by default, but it can
be set in the Makefile. When set, the drive number stored in the MBR
is used instead of the one provided by the BIOS. We assume the defaults,
and that the BIOS provided a valid drive number, so we jump to
save_curdrive.


The next block saves the drive number provided by the BIOS, and calls
putn to print a new line on the screen.


save_curdrive:
      movb %dl, (%bp)       # Save drive number
      pushw %dx         # Also in the stack
#ifdef  TEST    /* test code, print internal bios drive */
      rolb $1, %dl
      movw $drive, %si
      call putkey
#endif
      callw putn        # Print a newline






Note that we assume TEST is not defined, so the conditional code in
it is not assembled and will not appear in our executable boot0.


Our next block implements the actual scanning of the partition table. It
prints to the screen the partition type for each of the four entries in
the partition table. It compares each type with a list of well-known
operating system file systems. Examples of recognized partition types
are NTFS (WINDOWS, ID 0x7), ext2fs (LINUX, ID 0x83), and, of course,
ffs/ufs2 (OS, ID 0xa5). The implementation is fairly simple.


      movw $(partbl+0x4),%bx  # Partition table (+4)
      xorw %dx,%dx      # Item number

read_entry:
      movb %ch,-0x4(%bx)    # Zero active flag (ch == 0)
      btw %dx,_FLAGS(%bp)   # Entry enabled?
      jnc next_entry        # No
      movb (%bx),%al        # Load type
      test %al, %al     # skip empty partition
      jz next_entry
      movw $bootable_ids,%di    # Lookup tables
      movb $(TLEN+1),%cl    # Number of entries
      repne         # Locate
      scasb         #  type
      addw $(TLEN-1), %di   # Adjust
      movb (%di),%cl        # Partition
      addw %cx,%di      #  description
      callw putx        # Display it

next_entry:
      incw %dx          # Next item
      addb $0x10,%bl        # Next entry
      jnc read_entry        # Till done






It is important to note that the active flag for each entry is cleared,
so after the scanning, no partition entry is active in our memory copy
of boot0. Later, the active flag will be set for the selected
partition. This ensures that only one active partition exists if the
user chooses to write the changes back to disk.


The next block tests for other drives. At startup, the BIOS writes the
number of drives present in the computer to address 0x475. If there
are any other drives present, boot0 prints the current drive to
screen. The user may command boot0 to scan partitions on another
drive later.


popw %ax            # Drive number
subb $0x79,%al        # Does next
cmpb 0x475,%al        #  drive exist? (from BIOS?)
jb print_drive        # Yes
decw %ax          # Already drive 0?
jz print_prompt       # Yes






We make the assumption that a single drive is present, so the jump to
print_drive is not performed. We also assume nothing strange
happened, so we jump to print_prompt.


This next block just prints out a prompt followed by the default option:


print_prompt:
      movw $prompt,%si      # Display
      callw putstr      #  prompt
      movb _OPT(%bp),%dl    # Display
      decw %si          #  default
      callw putkey      #  key
      jmp start_input       # Skip beep






Finally, a jump is performed to start_input, where the BIOS services
are used to start a timer and for reading user input from the keyboard;
if the timer expires, the default option will be selected:


start_input:
      xorb %ah,%ah      # BIOS: Get
      int $0x1a         #  system time
      movw %dx,%di      # Ticks when
      addw _TICKS(%bp),%di  #  timeout
read_key:
      movb $0x1,%ah     # BIOS: Check
      int $0x16         #  for keypress
      jnz got_key       # Have input
      xorb %ah,%ah      # BIOS: int 0x1a, 00
      int $0x1a         #  get system time
      cmpw %di,%dx      # Timeout?
      jb read_key       # No






An interrupt is requested with number 0x1a and argument 0 in
register %ah. The BIOS has a predefined set of services, requested
by applications as software-generated interrupts through the int
instruction and receiving arguments in registers (in this case,
%ah). Here, particularly, we are requesting the number of clock
ticks since last midnight; this value is computed by the BIOS through
the RTC (Real Time Clock). This clock can be programmed to work at
frequencies ranging from 2 Hz to 8192 Hz. The BIOS sets it to 18.2 Hz at
startup. When the request is satisfied, a 32-bit result is returned by
the BIOS in registers %cx and %dx (lower bytes in %dx). This
result (the %dx part) is copied to register %di, and the value
of the TICKS variable is added to %di. This variable resides in
boot0 at offset _TICKS (a negative value) from register %bp
(which, recall, points to 0x800). The default value of this variable
is 0xb6 (182 in decimal). Now, the idea is that boot0 constantly
requests the time from the BIOS, and when the value returned in register
%dx is greater than the value stored in %di, the time is up and
the default selection will be made. Since the RTC ticks 18.2 times per
second, this condition will be met after 10 seconds (this default
behaviour can be changed in the Makefile). Until this time has
passed, boot0 continually asks the BIOS for any user input; this is
done through int 0x16, argument 1 in %ah.


Whether a key was pressed or the time expired, subsequent code validates
the selection. Based on the selection, the register %si is set to
point to the appropriate partition entry in the partition table. This
new selection overrides the previous default one. Indeed, it becomes the
new default. Finally, the ACTIVE flag of the selected partition is set.
If it was enabled at compile time, the in-memory version of boot0
with these modified values is written back to the MBR on disk. We leave
the details of this implementation to the reader.


We now end our study with the last code block from the boot0
program:


movw $0x7c00,%bx        # Address for read
movb $0x2,%ah     # Read sector
callw intx13      #  from disk
jc beep           # If error
cmpw $0xaa55,0x1fe(%bx)   # Bootable?
jne beep          # No
pushw %si         # Save ptr to selected part.
callw putn        # Leave some space
popw %si          # Restore, next stage uses it
jmp *%bx          # Invoke bootstrap






Recall that %si points to the selected partition entry. This entry
tells us where the partition begins on disk. We assume, of course, that
the partition selected is actually a OS slice.



Note


From now on, we will favor the use of the technically more accurate
term “slice” rather than “partition”.






The transfer buffer is set to 0x7c00 (register %bx), and a read
for the first sector of the OS slice is requested by calling intx13.
We assume that everything went okay, so a jump to beep is not
performed. In particular, the new sector read must end with the magic
sequence 0xaa55. Finally, the value at %si (the pointer to the
selected partition table) is preserved for use by the next stage, and a
jump is performed to address 0x7c00, where execution of our next
stage (the just-read block) is started.





boot1 Stage


So far we have gone through the following sequence:



		The BIOS did some early hardware initialization, including the POST.
The MBR (boot0) was loaded from absolute disk sector one to
address 0x7c00. Execution control was passed to that location.


		boot0 relocated itself to the location it was linked to execute
(0x600), followed by a jump to continue execution at the
appropriate place. Finally, boot0 loaded the first disk sector
from the OS slice to address 0x7c00. Execution control was passed
to that location.





boot1 is the next step in the boot-loading sequence. It is the first
of three boot stages. Note that we have been dealing exclusively with
disk sectors. Indeed, the BIOS loads the absolute first sector, while
boot0 loads the first sector of the OS slice. Both loads are to
address 0x7c00. We can conceptually think of these disk sectors as
containing the files boot0 and boot1, respectively, but in
reality this is not entirely true for boot1. Strictly speaking,
unlike boot0, boot1 is not part of the boot blocks  [4].
Instead, a single, full-blown file, boot (/boot/boot), is what
ultimately is written to disk. This file is a combination of boot1,
boot2 and the Boot Extender (or BTX). This single file is
greater in size than a single sector (greater than 512 bytes).
Fortunately, boot1 occupies exactly the first 512 bytes of this
single file, so when boot0 loads the first sector of the OS slice
(512 bytes), it is actually loading boot1 and transferring control
to it.


The main task of boot1 is to load the next boot stage. This next
stage is somewhat more complex. It is composed of a server called the
“Boot Extender”, or BTX, and a client, called boot2. As we will see,
the last boot stage, loader, is also a client of the BTX server.


Let us now look in detail at what exactly is done by boot1, starting
like we did for boot0, at its entry point:


start:
    jmp main






The entry point at start simply jumps past a special data area to
the label main, which in turn looks like this:


main:
      cld           # String ops inc
      xor %cx,%cx       # Zero
      mov %cx,%es       # Address
      mov %cx,%ds       #  data
      mov %cx,%ss       # Set up
      mov $start,%sp        #  stack
      mov %sp,%si       # Source
      mov $0x700,%di        # Destination
      incb %ch          # Word count
      rep           # Copy
      movsw         #  code






Just like boot0, this code relocates boot1, this time to memory
address 0x700. However, unlike boot0, it does not jump there.
boot1 is linked to execute at address 0x7c00, effectively where
it was loaded in the first place. The reason for this relocation will be
discussed shortly.


Next comes a loop that looks for the OS slice. Although boot0 loaded
boot1 from the OS slice, no information was passed to it about this



[5], so boot1 must rescan the partition table to find where the OS



slice starts. Therefore it rereads the MBR:


mov $part4,%si      # Partition
cmpb $0x80,%dl        # Hard drive?
jb main.4         # No
movb $0x1,%dh     # Block count
callw nread       # Read MBR






In the code above, register %dl maintains information about the boot
device. This is passed on by the BIOS and preserved by the MBR. Numbers
0x80 and greater tells us that we are dealing with a hard drive, so
a call is made to nread, where the MBR is read. Arguments to
nread are passed through %si and %dh. The memory address at
label part4 is copied to %si. This memory address holds a “fake
partition” to be used by nread. The following is the data in the
fake partition:


  part4:
.byte 0x80, 0x00, 0x01, 0x00
.byte 0xa5, 0xfe, 0xff, 0xff
.byte 0x00, 0x00, 0x00, 0x00
.byte 0x50, 0xc3, 0x00, 0x00






In particular, the LBA for this fake partition is hardcoded to zero.
This is used as an argument to the BIOS for reading absolute sector one
from the hard drive. Alternatively, CHS addressing could be used. In
this case, the fake partition holds cylinder 0, head 0 and sector 1,
which is equivalent to absolute sector one.


Let us now proceed to take a look at nread:


nread:
      mov $0x8c00,%bx       # Transfer buffer
      mov 0x8(%si),%ax      # Get
      mov 0xa(%si),%cx      #  LBA
      push %cs          # Read from
      callw xread.1     #  disk
      jnc return        # If success, return






Recall that %si points to the fake partition. The word  [6] at
offset 0x8 is copied to register %ax and word at offset 0xa
to %cx. They are interpreted by the BIOS as the lower 4-byte value
denoting the LBA to be read (the upper four bytes are assumed to be
zero). Register %bx holds the memory address where the MBR will be
loaded. The instruction pushing %cs onto the stack is very
interesting. In this context, it accomplishes nothing. However, as we
will see shortly, boot2, in conjunction with the BTX server, also
uses xread.1. This mechanism will be discussed in the next section.


The code at xread.1 further calls the read function, which
actually calls the BIOS asking for the disk sector:


xread.1:
    pushl $0x0      #  absolute
    push %cx        #  block
    push %ax        #  number
    push %es        # Address of
    push %bx        #  transfer buffer
    xor %ax,%ax     # Number of
    movb %dh,%al        #  blocks to
    push %ax        #  transfer
    push $0x10      # Size of packet
    mov %sp,%bp     # Packet pointer
    callw read      # Read from disk
    lea 0x10(%bp),%sp   # Clear stack
    lret            # To far caller






Note the long return instruction at the end of this block. This
instruction pops out the %cs register pushed by nread, and
returns. Finally, nread also returns.


With the MBR loaded to memory, the actual loop for searching the OS
slice begins:


  mov $0x1,%cx         # Two passes
main.1:
    mov $0x8dbe,%si # Partition table
    movb $0x1,%dh        # Partition
main.2:
    cmpb $0xa5,0x4(%si)  # Our partition type?
    jne main.3       # No
    jcxz main.5      # If second pass
    testb $0x80,(%si)    # Active?
    jnz main.5       # Yes
main.3:
    add $0x10,%si        # Next entry
    incb %dh         # Partition
    cmpb $0x5,%dh        # In table?
    jb main.2        # Yes
    dec %cx          # Do two
    jcxz main.1      #  passes






If a OS slice is identified, execution continues at main.5. Note
that when a OS slice is found %si points to the appropriate entry in
the partition table, and %dh holds the partition number. We assume
that a OS slice is found, so we continue execution at main.5:


main.5:
    mov %dx,0x900              # Save args
    movb $0x10,%dh             # Sector count
    callw nread            # Read disk
    mov $0x9000,%bx            # BTX
    mov 0xa(%bx),%si           # Get BTX length and set
    add %bx,%si            #  %si to start of boot2.bin
    mov $0xc000,%di            # Client page 2
    mov $0xa200,%cx            # Byte
    sub %si,%cx            #  count
    rep                # Relocate
    movsb                  #  client






Recall that at this point, register %si points to the OS slice entry
in the MBR partition table, so a call to nread will effectively read
sectors at the beginning of this partition. The argument passed on
register %dh tells nread to read 16 disk sectors. Recall that
the first 512 bytes, or the first sector of the OS slice, coincides with
the boot1 program. Also recall that the file written to the
beginning of the OS slice is not /boot/boot1, but /boot/boot.
Let us look at the size of these files in the filesystem:


-r--r--r--  1 root  wheel   512B Jan  8 00:15 /boot/boot0
-r--r--r--  1 root  wheel   512B Jan  8 00:15 /boot/boot1
-r--r--r--  1 root  wheel   7.5K Jan  8 00:15 /boot/boot2
-r--r--r--  1 root  wheel   8.0K Jan  8 00:15 /boot/boot






Both boot0 and boot1 are 512 bytes each, so they fit exactly
in one disk sector. boot2 is much bigger, holding both the BTX
server and the boot2 client. Finally, a file called simply boot
is 512 bytes larger than boot2. This file is a concatenation of
boot1 and boot2. As already noted, boot0 is the file written
to the absolute first disk sector (the MBR), and boot is the file
written to the first sector of the OS slice; boot1 and boot2 are
not written to disk. The command used to concatenate boot1 and
boot2 into a single boot is merely cat boot1 boot2 > boot.


So boot1 occupies exactly the first 512 bytes of boot and,
because boot is written to the first sector of the OS slice,
boot1 fits exactly in this first sector. Because nread reads the
first 16 sectors of the OS slice, it effectively reads the entire
boot file  [7]. We will see more details about how boot is
formed from boot1 and boot2 in the next section.


Recall that nread uses memory address 0x8c00 as the transfer
buffer to hold the sectors read. This address is conveniently chosen.
Indeed, because boot1 belongs to the first 512 bytes, it ends up in
the address range 0x8c00-0x8dff. The 512 bytes that follows
(range 0x8e00-0x8fff) is used to store the bsdlabel  [8].


Starting at address 0x9000 is the beginning of the BTX server, and
immediately following is the boot2 client. The BTX server acts as a
kernel, and executes in protected mode in the most privileged level. In
contrast, the BTX clients (boot2, for example), execute in user
mode. We will see how this is accomplished in the next section. The code
after the call to nread locates the beginning of boot2 in the
memory buffer, and copies it to memory address 0xc000. This is
because the BTX server arranges boot2 to execute in a segment
starting at 0xa000. We explore this in detail in the following
section.



		The last code block of boot1 enables access to memory above 1MB


		[9] and concludes with a jump to the starting point of the BTX server:





seta20:
    cli         # Disable interrupts
seta20.1:
    dec %cx         # Timeout?
    jz seta20.3     # Yes

    inb $0x64,%al       # Get status
    testb $0x2,%al      # Busy?
    jnz seta20.1        # Yes
    movb $0xd1,%al      # Command: Write
    outb %al,$0x64      #  output port
seta20.2:
    inb $0x64,%al       # Get status
    testb $0x2,%al      # Busy?
    jnz seta20.2        # Yes
    movb $0xdf,%al      # Enable
    outb %al,$0x60      #  A20
seta20.3:
    sti         # Enable interrupts
    jmp 0x9010      # Start BTX






Note that right before the jump, interrupts are enabled.





The BTX Server


Next in our boot sequence is the BTX Server. Let us quickly remember how
we got here:



		The BIOS loads the absolute sector one (the MBR, or boot0), to
address 0x7c00 and jumps there.


		boot0 relocates itself to 0x600, the address it was linked to
execute, and jumps over there. It then reads the first sector of the
OS slice (which consists of boot1) into address 0x7c00 and
jumps over there.


		boot1 loads the first 16 sectors of the OS slice into address
0x8c00. This 16 sectors, or 8192 bytes, is the whole file
boot. The file is a concatenation of boot1 and boot2.
boot2, in turn, contains the BTX server and the boot2 client.
Finally, a jump is made to address 0x9010, the entry point of the
BTX server.





Before studying the BTX Server in detail, let us further review how the
single, all-in-one boot file is created. The way boot is built
is defined in its Makefile
(/usr/src/sys/boot/i386/boot2/Makefile). Let us look at the rule
that creates the boot file:


  boot: boot1 boot2
cat boot1 boot2 > boot






This tells us that boot1 and boot2 are needed, and the rule
simply concatenates them to produce a single file called boot. The
rules for creating boot1 are also quite simple:


  boot1: boot1.out
objcopy -S -O binary boot1.out boot1

  boot1.out: boot1.o
ld -e start -Ttext 0x7c00 -o boot1.out boot1.o






To apply the rule for creating boot1, boot1.out must be
resolved. This, in turn, depends on the existence of boot1.o. This
last file is simply the result of assembling our familiar boot1.S,
without linking. Now, the rule for creating boot1.out is applied.
This tells us that boot1.o should be linked with start as its
entry point, and starting at address 0x7c00. Finally, boot1 is
created from boot1.out applying the appropriate rule. This rule is
the objcopy command applied to boot1.out. Note the flags passed
to objcopy: -S tells it to strip all relocation and symbolic
information; -O binary indicates the output format, that is, a
simple, unformatted binary file.


Having boot1, let us take a look at how boot2 is constructed:


  boot2: boot2.ld
@set -- `ls -l boot2.ld`; x=$$((7680-$$5)); \
    echo "$$x bytes available"; test $$x -ge 0
dd if=boot2.ld of=boot2 obs=7680 conv=osync

  boot2.ld: boot2.ldr boot2.bin ../btx/btx/btx
btxld -v -E 0x2000 -f bin -b ../btx/btx/btx -l boot2.ldr \
    -o boot2.ld -P 1 boot2.bin

  boot2.ldr:
dd if=/dev/zero of=boot2.ldr bs=512 count=1

  boot2.bin: boot2.out
objcopy -S -O binary boot2.out boot2.bin

  boot2.out: ../btx/lib/crt0.o boot2.o sio.o
ld -Ttext 0x2000 -o boot2.out

  boot2.o: boot2.s
${CC} ${ACFLAGS} -c boot2.s

  boot2.s: boot2.c boot2.h ${.CURDIR}/../../common/ufsread.c
${CC} ${CFLAGS} -S -o boot2.s.tmp ${.CURDIR}/boot2.c
sed -e '/align/d' -e '/nop/d' "MISSING" boot2.s.tmp > boot2.s
rm -f boot2.s.tmp

  boot2.h: boot1.out
${NM} -t d ${.ALLSRC} | awk '/([0-9])+ T xread/ \
    { x = $$1 - ORG1; \
    printf("#define XREADORG %#x\n", REL1 + x) }' \
    ORG1=`printf "%d" ${ORG1}` \
    REL1=`printf "%d" ${REL1}` > ${.TARGET}






The mechanism for building boot2 is far more elaborate. Let us point
out the most relevant facts. The dependency list is as follows:


boot2: boot2.ld
boot2.ld: boot2.ldr boot2.bin ${BTXDIR}/btx/btx
boot2.bin: boot2.out
boot2.out: ${BTXDIR}/lib/crt0.o boot2.o sio.o
boot2.o: boot2.s
boot2.s: boot2.c boot2.h ${.CURDIR}/../../common/ufsread.c
boot2.h: boot1.out






Note that initially there is no header file boot2.h, but its
creation depends on boot1.out, which we already have. The rule for
its creation is a bit terse, but the important thing is that the output,
boot2.h, is something like this:


#define XREADORG 0x725






Recall that boot1 was relocated (i.e., copied from 0x7c00 to
0x700). This relocation will now make sense, because as we will see,
the BTX server reclaims some memory, including the space where boot1
was originally loaded. However, the BTX server needs access to
boot1‘s xread function; this function, according to the output
of boot2.h, is at location 0x725. Indeed, the BTX server uses
the xread function from boot1‘s relocated code. This function is
now accesible from within the boot2 client.


We next build boot2.s from files boot2.h, boot2.c and
/usr/src/sys/boot/common/ufsread.c. The rule for this is to compile
the code in boot2.c (which includes boot2.h and ufsread.c)
into assembly code. Having boot2.s, the next rule assembles
boot2.s, creating the object file boot2.o. The next rule directs
the linker to link various files (crt0.o, boot2.o and
sio.o). Note that the output file, boot2.out, is linked to
execute at address 0x2000. Recall that boot2 will be executed in
user mode, within a special user segment set up by the BTX server. This
segment starts at 0xa000. Also, remember that the boot2 portion
of boot was copied to address 0xc000, that is, offset 0x2000
from the start of the user segment, so boot2 will work properly when
we transfer control to it. Next, boot2.bin is created from
boot2.out by stripping its symbols and format information; boot2.bin
is a raw binary. Now, note that a file boot2.ldr is created as a
512-byte file full of zeros. This space is reserved for the bsdlabel.


Now that we have files boot1, boot2.bin and boot2.ldr, only
the BTX server is missing before creating the all-in-one boot file.
The BTX server is located in /usr/src/sys/boot/i386/btx/btx; it has
its own Makefile with its own set of rules for building. The
important thing to notice is that it is also compiled as a raw binary,
and that it is linked to execute at address 0x9000. The details can
be found in /usr/src/sys/boot/i386/btx/btx/Makefile.


Having the files that comprise the boot program, the final step is
to merge them. This is done by a special program called btxld
(source located in /usr/src/usr.sbin/btxld). Some arguments to this
program include the name of the output file (boot), its entry point
(0x2000) and its file format (raw binary). The various files are
finally merged by this utility into the file boot, which consists of
boot1, boot2, the bsdlabel and the BTX server. This file,
which takes exactly 16 sectors, or 8192 bytes, is what is actually
written to the beginning of the OS slice during instalation. Let us now
proceed to study the BTX server program.


The BTX server prepares a simple environment and switches from 16-bit
real mode to 32-bit protected mode, right before passing control to the
client. This includes initializing and updating the following data
structures:


virtual v86 mode



		Modifies the Interrupt Vector Table (IVT). The IVT provides
exception and interrupt handlers for Real-Mode code.


		The Interrupt Descriptor Table (IDT) is created. Entries are
provided for processor exceptions, hardware interrupts, two system
calls and V86 interface. The IDT provides exception and interrupt
handlers for Protected-Mode code.


		A Task-State Segment (TSS) is created. This is necessary because
the processor works in the least privileged level when executing
the client (boot2), but in the most privileged level when
executing the BTX server.


		The GDT (Global Descriptor Table) is set up. Entries (descriptors)
are provided for supervisor code and data, user code and data, and
real-mode code and data.  [10]





Let us now start studying the actual implementation. Recall that
boot1 made a jump to address 0x9010, the BTX server’s entry
point. Before studying program execution there, note that the BTX server
has a special header at address range 0x9000-0x900f, right before
its entry point. This header is defined as follows:


start:                        # Start of code
/*
 * BTX header.
 */
btx_hdr:    .byte 0xeb          # Machine ID
        .byte 0xe           # Header size
        .ascii "BTX"            # Magic
        .byte 0x1           # Major version
        .byte 0x2           # Minor version
        .byte BTX_FLAGS         # Flags
        .word PAG_CNT-MEM_ORG>>0xc  # Paging control
        .word break-start       # Text size
        .long 0x0           # Entry address






Note the first two bytes are 0xeb and 0xe. In the IA-32
architecture, these two bytes are interpreted as a relative jump past
the header into the entry point, so in theory, boot1 could jump here
(address 0x9000) instead of address 0x9010. Note that the last
field in the BTX header is a pointer to the client’s (boot2) entry
point. This field is patched at link time.


Immediately following the header is the BTX server’s entry point:


/*
 * Initialization routine.
 */
init:       cli             # Disable interrupts
        xor %ax,%ax         # Zero/segment
        mov %ax,%ss         # Set up
        mov $0x1800,%sp     #  stack
        mov %ax,%es         # Address
        mov %ax,%ds         #  data
        pushl $0x2          # Clear
        popfl               #  flags






This code disables interrupts, sets up a working stack (starting at
address 0x1800) and clears the flags in the EFLAGS register. Note
that the popfl instruction pops out a doubleword (4 bytes) from the
stack and places it in the EFLAGS register. Because the value actually
popped is 2, the EFLAGS register is effectively cleared (IA-32
requires that bit 2 of the EFLAGS register always be 1).


Our next code block clears (sets to 0) the memory range
0x5e00-0x8fff. This range is where the various data structures will
be created:


/*
 * Initialize memory.
 */
        mov $0x5e00,%di     # Memory to initialize
        mov $(0x9000-0x5e00)/2,%cx  # Words to zero
        rep             # Zero-fill
        stosw               #  memory






Recall that boot1 was originally loaded to address 0x7c00, so,
with this memory initialization, that copy effectively dissapeared.
However, also recall that boot1 was relocated to 0x700, so
that copy is still in memory, and the BTX server will make use of it.


Next, the real-mode IVT (Interrupt Vector Table is updated. The IVT is
an array of segment/offset pairs for exception and interrupt handlers.
The BIOS normally maps hardware interrupts to interrupt vectors 0x8
to 0xf and 0x70 to 0x77 but, as will be seen, the 8259A
Programmable Interrupt Controller, the chip controlling the actual
mapping of hardware interrupts to interrupt vectors, is programmed to
remap these interrupt vectors from 0x8-0xf to 0x20-0x27 and from
0x70-0x77 to 0x28-0x2f. Thus, interrupt handlers are provided
for interrupt vectors 0x20-0x2f. The reason the BIOS-provided
handlers are not used directly is because they work in 16-bit real mode,
but not 32-bit protected mode. Processor mode will be switched to 32-bit
protected mode shortly. However, the BTX server sets up a mechanism to
effectively use the handlers provided by the BIOS:


/*
 * Update real mode IDT for reflecting hardware interrupts.
 */
        mov $intr20,%bx         # Address first handler
        mov $0x10,%cx           # Number of handlers
        mov $0x20*4,%di         # First real mode IDT entry
init.0:     mov %bx,(%di)           # Store IP
        inc %di             # Address next
        inc %di             #  entry
        stosw               # Store CS
        add $4,%bx          # Next handler
        loop init.0         # Next IRQ






The next block creates the IDT (Interrupt Descriptor Table). The IDT is
analogous, in protected mode, to the IVT in real mode. That is, the IDT
describes the various exception and interrupt handlers used when the
processor is executing in protected mode. In essence, it also consists
of an array of segment/offset pairs, although the structure is somewhat
more complex, because segments in protected mode are different than in
real mode, and various protection mechanisms apply:


/*
 * Create IDT.
 */
        mov $0x5e00,%di         # IDT's address
        mov $idtctl,%si         # Control string
init.1:     lodsb               # Get entry
        cbw             #  count
        xchg %ax,%cx            #  as word
        jcxz init.4         # If done
        lodsb               # Get segment
        xchg %ax,%dx            #  P:DPL:type
        lodsw               # Get control
        xchg %ax,%bx            #  set
        lodsw               # Get handler offset
        mov $SEL_SCODE,%dh      # Segment selector
init.2:     shr %bx             # Handle this int?
        jnc init.3          # No
        mov %ax,(%di)           # Set handler offset
        mov %dh,0x2(%di)        #  and selector
        mov %dl,0x5(%di)        # Set P:DPL:type
        add $0x4,%ax            # Next handler
init.3:     lea 0x8(%di),%di        # Next entry
        loop init.2         # Till set done
        jmp init.1          # Continue






Each entry in the IDT is 8 bytes long. Besides the segment/offset
information, they also describe the segment type, privilege level, and
whether the segment is present in memory or not. The construction is
such that interrupt vectors from 0 to 0xf (exceptions) are
handled by function intx00; vector 0x10 (also an exception) is
handled by intx10; hardware interrupts, which are later configured
to start at interrupt vector 0x20 all the way to interrupt vector
0x2f, are handled by function intx20. Lastly, interrupt vector
0x30, which is used for system calls, is handled by intx30, and
vectors 0x31 and 0x32 are handled by intx31. It must be
noted that only descriptors for interrupt vectors 0x30, 0x31 and
0x32 are given privilege level 3, the same privilege level as the
boot2 client, which means the client can execute a
software-generated interrupt to this vectors through the int
instruction without failing (this is the way boot2 use the services
provided by the BTX server). Also, note that only software-generated
interrupts are protected from code executing in lesser privilege levels.
Hardware-generated interrupts and processor-generated exceptions are
always handled adequately, regardless of the actual privileges
involved.


The next step is to initialize the TSS (Task-State Segment). The TSS is
a hardware feature that helps the operating system or executive software
implement multitasking functionality through process abstraction. The
IA-32 architecture demands the creation and use of at least one TSS if
multitasking facilities are used or different privilege levels are
defined. Because the boot2 client is executed in privilege level 3,
but the BTX server does in privilege level 0, a TSS must be defined:


/*
 * Initialize TSS.
 */
init.4:     movb $_ESP0H,TSS_ESP0+1(%di)    # Set ESP0
        movb $SEL_SDATA,TSS_SS0(%di)    # Set SS0
        movb $_TSSIO,TSS_MAP(%di)   # Set I/O bit map base






Note that a value is given for the Privilege Level 0 stack pointer and
stack segment in the TSS. This is needed because, if an interrupt or
exception is received while executing boot2 in Privilege Level 3, a
change to Privilege Level 0 is automatically performed by the processor,
so a new working stack is needed. Finally, the I/O Map Base Address
field of the TSS is given a value, which is a 16-bit offset from the
beginning of the TSS to the I/O Permission Bitmap and the Interrupt
Redirection Bitmap.


After the IDT and TSS are created, the processor is ready to switch to
protected mode. This is done in the next block:


/*
 * Bring up the system.
 */
        mov $0x2820,%bx         # Set protected mode
        callw setpic            #  IRQ offsets
        lidt idtdesc            # Set IDT
        lgdt gdtdesc            # Set GDT
        mov %cr0,%eax           # Switch to protected
        inc %ax             #  mode
        mov %eax,%cr0           #
        ljmp $SEL_SCODE,$init.8     # To 32-bit code
        .code32
init.8:     xorl %ecx,%ecx          # Zero
        movb $SEL_SDATA,%cl     # To 32-bit
        movw %cx,%ss            #  stack






First, a call is made to setpic to program the 8259A PIC
(Programmable Interrupt Controller). This chip is connected to multiple
hardware interrupt sources. Upon receiving an interrupt from a device,
it signals the processor with the appropriate interrupt vector. This can
be customized so that specific interrupts are associated with specific
interrupt vectors, as explained before. Next, the IDTR (Interrupt
Descriptor Table Register) and GDTR (Global Descriptor Table Register)
are loaded with the instructions lidt and lgdt, respectively.
These registers are loaded with the base address and limit address for
the IDT and GDT. The following three instructions set the Protection
Enable (PE) bit of the %cr0 register. This effectively switches the
processor to 32-bit protected mode. Next, a long jump is made to
init.8 using segment selector SEL_SCODE, which selects the
Supervisor Code Segment. The processor is effectively executing in CPL
0, the most privileged level, after this jump. Finally, the Supervisor
Data Segment is selected for the stack by assigning the segment selector
SEL_SDATA to the %ss register. This data segment also has a
privilege level of 0.


Our last code block is responsible for loading the TR (Task Register)
with the segment selector for the TSS we created earlier, and setting
the User Mode environment before passing execution control to the
boot2 client.


/*
 * Launch user task.
 */
        movb $SEL_TSS,%cl       # Set task
        ltr %cx             #  register
        movl $0xa000,%edx       # User base address
        movzwl %ss:BDA_MEM,%eax     # Get free memory
        shll $0xa,%eax          # To bytes
        subl $ARGSPACE,%eax     # Less arg space
        subl %edx,%eax          # Less base
        movb $SEL_UDATA,%cl     # User data selector
        pushl %ecx          # Set SS
        pushl %eax          # Set ESP
        push $0x202         # Set flags (IF set)
        push $SEL_UCODE         # Set CS
        pushl btx_hdr+0xc       # Set EIP
        pushl %ecx          # Set GS
        pushl %ecx          # Set FS
        pushl %ecx          # Set DS
        pushl %ecx          # Set ES
        pushl %edx          # Set EAX
        movb $0x7,%cl           # Set remaining
init.9:     push $0x0           #  general
        loop init.9         #  registers
        popa                #  and initialize
        popl %es            # Initialize
        popl %ds            #  user
        popl %fs            #  segment
        popl %gs            #  registers
        iret                # To user mode






Note that the client’s environment include a stack segment selector and
stack pointer (registers %ss and %esp). Indeed, once the TR is
loaded with the appropriate stack segment selector (instruction
ltr), the stack pointer is calculated and pushed onto the stack
along with the stack’s segment selector. Next, the value 0x202 is
pushed onto the stack; it is the value that the EFLAGS will get when
control is passed to the client. Also, the User Mode code segment
selector and the client’s entry point are pushed. Recall that this entry
point is patched in the BTX header at link time. Finally, segment
selectors (stored in register %ecx) for the segment registers
%gs, %fs, %ds and %es are pushed onto the stack, along with the
value at %edx (0xa000). Keep in mind the various values that
have been pushed onto the stack (they will be popped out shortly). Next,
values for the remaining general purpose registers are also pushed onto
the stack (note the loop that pushes the value 0 seven times).
Now, values will be started to be popped out of the stack. First, the
popa instruction pops out of the stack the latest seven values
pushed. They are stored in the general purpose registers in order
%edi, %esi, %ebp, %ebx, %edx, %ecx, %eax. Then, the various segment
selectors pushed are popped into the various segment registers. Five
values still remain on the stack. They are popped when the iret
instruction is executed. This instruction first pops the value that was
pushed from the BTX header. This value is a pointer to boot2‘s entry
point. It is placed in the register %eip, the instruction pointer
register. Next, the segment selector for the User Code Segment is popped
and copied to register %cs. Remember that this segment’s privilege
level is 3, the least privileged level. This means that we must provide
values for the stack of this privilege level. This is why the processor,
besides further popping the value for the EFLAGS register, does two more
pops out of the stack. These values go to the stack pointer (%esp)
and the stack segment (%ss). Now, execution continues at boot0‘s
entry point.


It is important to note how the User Code Segment is defined. This
segment’s base address is set to 0xa000. This means that code
memory addresses are relative to address 0xa000; if code being
executed is fetched from address 0x2000, the actual memory
addressed is 0xa000+0x2000=0xc000.





boot2 Stage


boot2 defines an important structure, struct bootinfo. This
structure is initialized by boot2 and passed to the loader, and then
further to the kernel. Some nodes of this structures are set by
boot2, the rest by the loader. This structure, among other
information, contains the kernel filename, BIOS harddisk geometry, BIOS
drive number for boot device, physical memory available, envp
pointer etc. The definition for it is:


/usr/include/machine/bootinfo.h:
struct bootinfo {
    u_int32_t   bi_version;
    u_int32_t   bi_kernelname;      /* represents a char * */
    u_int32_t   bi_nfs_diskless;    /* struct nfs_diskless * */
                /* End of fields that are always present. */
#define bi_endcommon    bi_n_bios_used
    u_int32_t   bi_n_bios_used;
    u_int32_t   bi_bios_geom[N_BIOS_GEOM];
    u_int32_t   bi_size;
    u_int8_t    bi_memsizes_valid;
    u_int8_t    bi_bios_dev;        /* bootdev BIOS unit number */
    u_int8_t    bi_pad[2];
    u_int32_t   bi_basemem;
    u_int32_t   bi_extmem;
    u_int32_t   bi_symtab;      /* struct symtab * */
    u_int32_t   bi_esymtab;     /* struct symtab * */
                /* Items below only from advanced bootloader */
    u_int32_t   bi_kernend;     /* end of kernel space */
    u_int32_t   bi_envp;        /* environment */
    u_int32_t   bi_modulep;     /* preloaded modules */
};






boot2 enters into an infinite loop waiting for user input, then
calls load(). If the user does not press anything, the loop breaks
by a timeout, so load() will load the default file
(/boot/loader). Functions ino_t lookup(char *filename) and
``int xfsread(ino_t inode, void *buf, size_t



nbyte)`` are used to read the content of a file into memory.



/boot/loader is an ELF binary, but where the ELF header is prepended
with a.out‘s ``struct



exec`` structure. load() scans the loader’s ELF header,



loading the content of /boot/loader into memory, and passing the
execution to the loader’s entry:


sys/boot/i386/boot2/boot2.c:
    __exec((caddr_t)addr, RB_BOOTINFO | (opts & RBX_MASK),
       MAKEBOOTDEV(dev_maj[dsk.type], 0, dsk.slice, dsk.unit, dsk.part),
       0, 0, 0, VTOP(&bootinfo));









loader Stage


loader is a BTX client as well. I will not describe it here in detail,
there is a comprehensive manpage written by Mike Smith, MAN.LOADER.8.
The underlying mechanisms and BTX were discussed above.


The main task for the loader is to boot the kernel. When the kernel is
loaded into memory, it is being called by the loader:


sys/boot/common/boot.c:
    /* Call the exec handler from the loader matching the kernel */
    module_formats[km->m_loader]->l_exec(km);









Kernel Initialization


Let us take a look at the command that links the kernel. This will help
identify the exact location where the loader passes execution to the
kernel. This location is the kernel’s actual entry point.


sys/conf/Makefile.i386:
ld -elf -Bdynamic -T /usr/src/sys/conf/ldscript.i386  -export-dynamic \
-dynamic-linker /red/herring -o kernel -X locore.o \
<lots of kernel .o files>






ELF
A few interesting things can be seen here. First, the kernel is an ELF
dynamically linked binary, but the dynamic linker for kernel is
/red/herring, which is definitely a bogus file. Second, taking a
look at the file sys/conf/ldscript.i386 gives an idea about what ld
options are used when compiling a kernel. Reading through the first few
lines, the string


sys/conf/ldscript.i386:
ENTRY(btext)






says that a kernel’s entry point is the symbol `btext’. This symbol is
defined in locore.s:


sys/i386/i386/locore.s:
    .text
/**********************************************************************
 *
 * This is where the bootblocks start us, set the ball rolling...
 *
 */
NON_GPROF_ENTRY(btext)






First, the register EFLAGS is set to a predefined value of 0x00000002.
Then all the segment registers are initialized:


sys/i386/i386/locore.s:
/* Don't trust what the BIOS gives for eflags. */
    pushl   $PSL_KERNEL
    popfl

/*
 * Don't trust what the BIOS gives for %fs and %gs.  Trust the bootstrap
 * to set %cs, %ds, %es and %ss.
 */
    mov %ds, %ax
    mov %ax, %fs
    mov %ax, %gs






btext calls the routines recover_bootinfo(), identify_cpu(),
create_pagetables(), which are also defined in locore.s. Here is
a description of what they do:








		recover_bootinfo
		This routine parses the parameters to the kernel passed from the bootstrap. The kernel may have been booted in 3 ways: by the loader, described above, by the old disk boot blocks, or by the old diskless boot procedure. This function determines the booting method, and stores the struct bootinfo structure into the kernel memory.



		identify_cpu
		This functions tries to find out what CPU it is running on, storing the value found in a variable _cpu.



		create_pagetables
		This function allocates and fills out a Page Table Directory at the top of the kernel memory area.







The next steps are enabling VME, if the CPU supports it:


testl   $CPUID_VME, R(_cpu_feature)
jz  1f
movl    %cr4, %eax
orl $CR4_VME, %eax
movl    %eax, %cr4






Then, enabling paging:


/* Now enable paging */
    movl    R(_IdlePTD), %eax
    movl    %eax,%cr3           /* load ptd addr into mmu */
    movl    %cr0,%eax           /* get control word */
    orl $CR0_PE|CR0_PG,%eax     /* enable paging */
    movl    %eax,%cr0           /* and let's page NOW! */






The next three lines of code are because the paging was set, so the jump
is needed to continue the execution in virtualized address space:


    pushl   $begin              /* jump to high virtualized address */
    ret

/* now running relocated at KERNBASE where the system is linked to run */
begin:






The function init386() is called with a pointer to the first free
physical page, after that mi_startup(). init386 is an
architecture dependent initialization function, and mi_startup() is
an architecture independent one (the ‘mi_’ prefix stands for Machine
Independent). The kernel never returns from mi_startup(), and by
calling it, the kernel finishes booting:


sys/i386/i386/locore.s:
    movl    physfree, %esi
    pushl   %esi                /* value of first for init386(first) */
    call    _init386            /* wire 386 chip for unix operation */
    call    _mi_startup         /* autoconfiguration, mountroot etc */
    hlt     /* never returns to here */







init386()


init386() is defined in sys/i386/i386/machdep.c and performs
low-level initialization specific to the i386 chip. The switch to
protected mode was performed by the loader. The loader has created the
very first task, in which the kernel continues to operate. Before
looking at the code, consider the tasks the processor must complete to
initialize protected mode execution:



		Initialize the kernel tunable parameters, passed from the
bootstrapping program.


		Prepare the GDT.


		Prepare the IDT.


		Initialize the system console.


		Initialize the DDB, if it is compiled into kernel.


		Initialize the TSS.


		Prepare the LDT.


		Set up proc0’s pcb.





parameters
init386() initializes the tunable parameters passed from bootstrap
by setting the environment pointer (envp) and calling init_param1().
The envp pointer has been passed from loader in the bootinfo
structure:


sys/i386/i386/machdep.c:
        kern_envp = (caddr_t)bootinfo.bi_envp + KERNBASE;

    /* Init basic tunables, hz etc */
    init_param1();






init_param1() is defined in sys/kern/subr_param.c. That file has
a number of sysctls, and two functions, init_param1() and
init_param2(), that are called from init386():


sys/kern/subr_param.c:
    hz = HZ;
    TUNABLE_INT_FETCH("kern.hz", &hz);






TUNABLE_<typename>_FETCH is used to fetch the value from the
environment:


/usr/src/sys/sys/kernel.h:
#define TUNABLE_INT_FETCH(path, var)    getenv_int((path), (var))






Sysctl kern.hz is the system clock tick. Additionally, these sysctls
are set by init_param1(): ``kern.maxswzone,




		kern.maxbcache, kern.maxtsiz, kern.dfldsiz, kern.maxdsiz,


		kern.dflssiz, kern.maxssiz, kern.sgrowsiz``.









Global Descriptors Table (GDT)
Then init386() prepares the Global Descriptors Table (GDT). Every
task on an x86 is running in its own virtual address space, and this
space is addressed by a segment:offset pair. Say, for instance, the
current instruction to be executed by the processor lies at CS:EIP, then
the linear virtual address for that instruction would be “the virtual
address of code segment CS” + EIP. For convenience, segments begin at
virtual address 0 and end at a 4Gb boundary. Therefore, the
instruction’s linear virtual address for this example would just be the
value of EIP. Segment registers such as CS, DS etc are the selectors,
i.e., indexes, into GDT (to be more precise, an index is not a selector
itself, but the INDEX field of a selector). FreeBSD’s GDT holds
descriptors for 15 selectors per CPU:


sys/i386/i386/machdep.c:
union descriptor gdt[NGDT * MAXCPU];    /* global descriptor table */

sys/i386/include/segments.h:
/*
 * Entries in the Global Descriptor Table (GDT)
 */
#define GNULL_SEL   0   /* Null Descriptor */
#define GCODE_SEL   1   /* Kernel Code Descriptor */
#define GDATA_SEL   2   /* Kernel Data Descriptor */
#define GPRIV_SEL   3   /* SMP Per-Processor Private Data */
#define GPROC0_SEL  4   /* Task state process slot zero and up */
#define GLDT_SEL    5   /* LDT - eventually one per process */
#define GUSERLDT_SEL    6   /* User LDT */
#define GTGATE_SEL  7   /* Process task switch gate */
#define GBIOSLOWMEM_SEL 8   /* BIOS low memory access (must be entry 8) */
#define GPANIC_SEL  9   /* Task state to consider panic from */
#define GBIOSCODE32_SEL 10  /* BIOS interface (32bit Code) */
#define GBIOSCODE16_SEL 11  /* BIOS interface (16bit Code) */
#define GBIOSDATA_SEL   12  /* BIOS interface (Data) */
#define GBIOSUTIL_SEL   13  /* BIOS interface (Utility) */
#define GBIOSARGS_SEL   14  /* BIOS interface (Arguments) */






Note that those #defines are not selectors themselves, but just a field
INDEX of a selector, so they are exactly the indices of the GDT. for
example, an actual selector for the kernel code (GCODE_SEL) has the
value 0x08.


Interrupt Descriptor Table (IDT)
The next step is to initialize the Interrupt Descriptor Table (IDT).
This table is referenced by the processor when a software or hardware
interrupt occurs. For example, to make a system call, user application
issues the INT 0x80 instruction. This is a software interrupt, so
the processor’s hardware looks up a record with index 0x80 in the IDT.
This record points to the routine that handles this interrupt, in this
particular case, this will be the kernel’s syscall gate. The IDT may
have a maximum of 256 (0x100) records. The kernel allocates NIDT records
for the IDT, where NIDT is the maximum (256):


sys/i386/i386/machdep.c:
static struct gate_descriptor idt0[NIDT];
struct gate_descriptor *idt = &idt0[0]; /* interrupt descriptor table */






For each interrupt, an appropriate handler is set. The syscall gate for
INT 0x80 is set as well:


sys/i386/i386/machdep.c:
    setidt(0x80, &IDTVEC(int0x80_syscall),
            SDT_SYS386TGT, SEL_UPL, GSEL(GCODE_SEL, SEL_KPL));






So when a userland application issues the INT 0x80 instruction,
control will transfer to the function _Xint0x80_syscall, which is in
the kernel code segment and will be executed with supervisor privileges.


Console and DDB are then initialized:


DDB


sys/i386/i386/machdep.c:
    cninit();
/* skipped */
#ifdef DDB
    kdb_init();
    if (boothowto & RB_KDB)
        Debugger("Boot flags requested debugger");
#endif






The Task State Segment is another x86 protected mode structure, the TSS
is used by the hardware to store task information when a task switch
occurs.


The Local Descriptors Table is used to reference userland code and data.
Several selectors are defined to point to the LDT, they are the system
call gates and the user code and data selectors:


/usr/include/machine/segments.h:
#define LSYS5CALLS_SEL  0   /* forced by intel BCS */
#define LSYS5SIGR_SEL   1
#define L43BSDCALLS_SEL 2   /* notyet */
#define LUCODE_SEL  3
#define LSOL26CALLS_SEL 4   /* Solaris >= 2.6 system call gate */
#define LUDATA_SEL  5
/* separate stack, es,fs,gs sels ? */
/* #define  LPOSIXCALLS_SEL 5*/ /* notyet */
#define LBSDICALLS_SEL  16  /* BSDI system call gate */
#define NLDT        (LBSDICALLS_SEL + 1)






Next, proc0’s Process Control Block (struct pcb) structure is
initialized. proc0 is a struct proc structure that describes a
kernel process. It is always present while the kernel is running,
therefore it is declared as global:


sys/kern/kern_init.c:
    struct  proc proc0;






The structure struct pcb is a part of a proc structure. It is
defined in /usr/include/machine/pcb.h and has a process’s
information specific to the i386 architecture, such as registers values.





mi_startup()


This function performs a bubble sort of all the system initialization
objects and then calls the entry of each object one by one:


sys/kern/init_main.c:
    for (sipp = sysinit; *sipp; sipp++) {

        /* ... skipped ... */

        /* Call function */
        (*((*sipp)->func))((*sipp)->udata);
        /* ... skipped ... */
    }






Although the sysinit framework is described in the Developers’
Handbook, I will
discuss the internals of it.


sysinit objects
Every system initialization object (sysinit object) is created by
calling a SYSINIT() macro. Let us take as example an announce
sysinit object. This object prints the copyright message:


sys/kern/init_main.c:
static void
print_caddr_t(void *data __unused)
{
    printf("%s", (char *)data);
}
SYSINIT(announce, SI_SUB_COPYRIGHT, SI_ORDER_FIRST, print_caddr_t, copyright)






The subsystem ID for this object is SI_SUB_COPYRIGHT (0x0800001),
which comes right after the SI_SUB_CONSOLE (0x0800000). So, the
copyright message will be printed out first, just after the console
initialization.


Let us take a look at what exactly the macro SYSINIT() does. It
expands to a C_SYSINIT() macro. The C_SYSINIT() macro then
expands to a static struct sysinit structure declaration with
another DATA_SET macro call:


/usr/include/sys/kernel.h:
      #define C_SYSINIT(uniquifier, subsystem, order, func, ident) \
      static struct sysinit uniquifier ## _sys_init = { \ subsystem, \
      order, \ func, \ ident \ }; \ DATA_SET(sysinit_set,uniquifier ##
      _sys_init);

#define SYSINIT(uniquifier, subsystem, order, func, ident)  \
    C_SYSINIT(uniquifier, subsystem, order,         \
    (sysinit_cfunc_t)(sysinit_nfunc_t)func, (void *)ident)






The DATA_SET() macro expands to a MAKE_SET(), and that macro is
the point where all the sysinit magic is hidden:


/usr/include/linker_set.h:
#define MAKE_SET(set, sym)                      \
    static void const * const __set_##set##_sym_##sym = &sym;   \
    __asm(".section .set." #set ",\"aw\"");             \
    __asm(".long " #sym);                       \
    __asm(".previous")
#endif
#define TEXT_SET(set, sym) MAKE_SET(set, sym)
#define DATA_SET(set, sym) MAKE_SET(set, sym)






In our case, the following declaration will occur:


static struct sysinit announce_sys_init = {
    SI_SUB_COPYRIGHT,
    SI_ORDER_FIRST,
    (sysinit_cfunc_t)(sysinit_nfunc_t)  print_caddr_t,
    (void *) copyright
};

static void const *const __set_sysinit_set_sym_announce_sys_init =
    &announce_sys_init;
__asm(".section .set.sysinit_set" ",\"aw\"");
__asm(".long " "announce_sys_init");
__asm(".previous");






The first __asm instruction will create an ELF section within the
kernel’s executable. This will happen at kernel link time. The section
will have the name .set.sysinit_set. The content of this section is
one 32-bit value, the address of announce_sys_init structure, and that
is what the second __asm is. The third __asm instruction marks
the end of a section. If a directive with the same section name occurred
before, the content, i.e., the 32-bit value, will be appended to the
existing section, so forming an array of 32-bit pointers.


Running objdump on a kernel binary, you may notice the presence of such
small sections:


PROMPT.USER objdump -h /kernel
  7 .set.cons_set 00000014  c03164c0  c03164c0  002154c0  2**2
                  CONTENTS, ALLOC, LOAD, DATA
  8 .set.kbddriver_set 00000010  c03164d4  c03164d4  002154d4  2**2
                  CONTENTS, ALLOC, LOAD, DATA
  9 .set.scrndr_set 00000024  c03164e4  c03164e4  002154e4  2**2
                  CONTENTS, ALLOC, LOAD, DATA
 10 .set.scterm_set 0000000c  c0316508  c0316508  00215508  2**2
                  CONTENTS, ALLOC, LOAD, DATA
 11 .set.sysctl_set 0000097c  c0316514  c0316514  00215514  2**2
                  CONTENTS, ALLOC, LOAD, DATA
 12 .set.sysinit_set 00000664  c0316e90  c0316e90  00215e90  2**2
                  CONTENTS, ALLOC, LOAD, DATA






This screen dump shows that the size of .set.sysinit_set section is
0x664 bytes, so ``0x664/sizeof(void



*)`` sysinit objects are compiled into the kernel. The other



sections such as .set.sysctl_set represent other linker sets.



		By defining a variable of type ``struct


		linker_set`` the content of .set.sysinit_set section will be





“collected” into that variable:


sys/kern/init_main.c:
      extern struct linker_set sysinit_set; /* XXX */






The struct linker_set is defined as follows:


/usr/include/linker_set.h:
  struct linker_set {
    int ls_length;
    void    *ls_items[1];       /* really ls_length of them, trailing NULL */
};






The first node will be equal to the number of a sysinit objects, and the
second node will be a NULL-terminated array of pointers to them.


Returning to the mi_startup() discussion, it is must be clear now,
how the sysinit objects are being organized. The mi_startup()
function sorts them and calls each. The very last object is the system
scheduler:


/usr/include/sys/kernel.h:
enum sysinit_sub_id {
    SI_SUB_DUMMY        = 0x0000000,    /* not executed; for linker*/
    SI_SUB_DONE     = 0x0000001,    /* processed*/
    SI_SUB_CONSOLE      = 0x0800000,    /* console*/
    SI_SUB_COPYRIGHT    = 0x0800001,    /* first use of console*/
...
    SI_SUB_RUN_SCHEDULER    = 0xfffffff /* scheduler: no return*/
};






The system scheduler sysinit object is defined in the file
sys/vm/vm_glue.c, and the entry point for that object is
scheduler(). That function is actually an infinite loop, and it
represents a process with PID 0, the swapper process. The proc0
structure, mentioned before, is used to describe it.


The first user process, called init, is created by the sysinit object
init:


sys/kern/init_main.c:
static void
create_init(const void *udata __unused)
{
    int error;
    int s;

    s = splhigh();
    error = fork1(&proc0, RFFDG | RFPROC, &initproc);
    if (error)
        panic("cannot fork init: %d\n", error);
    initproc->p_flag |= P_INMEM | P_SYSTEM;
    cpu_set_fork_handler(initproc, start_init, NULL);
    remrunqueue(initproc);
    splx(s);
}
SYSINIT(init,SI_SUB_CREATE_INIT, SI_ORDER_FIRST, create_init, NULL)






The create_init() allocates a new process by calling fork1(),
but does not mark it runnable. When this new process is scheduled for
execution by the scheduler, the start_init() will be called. That
function is defined in init_main.c. It tries to load and exec the
init binary, probing /sbin/init first, then /sbin/oinit,
/sbin/init.bak, and finally /stand/sysinstall:


sys/kern/init_main.c:
static char init_path[MAXPATHLEN] =
#ifdef  INIT_PATH
    __XSTRING(INIT_PATH);
#else
    "/sbin/init:/sbin/oinit:/sbin/init.bak:/stand/sysinstall";
#endif









		[1]		This prompt will appear if the user presses a key just after
selecting an OS to boot at the boot0 stage.









		[2]		http://en.wikipedia.org/wiki/Master_boot_record









		[3]		When in doubt, we refer the reader to the official Intel manuals,
which describe the exact semantics for each instruction:
http://www.intel.com/content/www/us/en/processors/architectures-software-developer-manuals.html.









		[4]		There is a file /boot/boot1, but it is not the written to the
beginning of the OS slice. Instead, it is concatenated with boot2
to form boot, which is written to the beginning of the OS slice
and read at boot time.









		[5]		Actually we did pass a pointer to the slice entry in register
%si. However, boot1 does not assume that it was loaded by
boot0 (perhaps some other MBR loaded it, and did not pass this
information), so it assumes nothing.









		[6]		In the context of 16-bit real mode, a word is 2 bytes.









		[7]		512*16=8192 bytes, exactly the size of boot









		[8]		Historically known as “disklabel”. If you ever wondered where OS
stored this information, it is in this region. See MAN.BSDLABEL.8









		[9]		This is necessary for legacy reasons. Interested readers should see
http://en.wikipedia.org/wiki/A20_line.









		[10]		Real-mode code and data are necessary when switching back to real
mode from protected mode, as suggested by the Intel manuals.
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These bylaws were approved by a vote of active committers on August 28,
2000.



		Active committers have made a commit to the tree in the last 12
months.


		Core consists of 9 elected active committers.


		Core elections are held every 2 years, first time September 2000.


		Core members and committers may be ejected by a 2/3 vote of core.


		If the size of core falls below 7, an early election is held.


		A petition of 1/3 of active committers can trigger an early election.


		All elections will be run as follows:
		Core appoints and announces someone to run the election.


		1 week to tally active committers wishing to run for core.


		4 weeks for the actual vote.


		1 week to tally and post the results.


		Each active committer may vote once in support of up to nine
nominees.


		New core team becomes effective 1 week after the results are
posted.


		Voting ties decided by unambiguously elected new core members.








		These rules can be changed by a 2/3 majority of committers if at
least 50% of active committers cast their vote.






Additional Information


The last core election was held in May-June of 2014. The next core
election is scheduled for June of 2016.





Core Interpretations of the Bylaws


Core will issue interpretations of the bylaws from time to time as
necessary to clarify areas that might be ambiguous in the bylaws as
enacted to ensure the smooth operation of the project.



		20020503 The next election is always scheduled for two years
after the previous election. This means that early elections reset
the date of the succeeding election such that it will occur two years
following the early election.





Resources for FreeBSD Committers Home
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PCI Devices


PCI bus
This chapter will talk about the FreeBSD mechanisms for writing a device
driver for a device on a PCI bus.





Probe and Attach


Information here about how the PCI bus code iterates through the
unattached devices and see if a newly loaded kld will attach to any of
them.



Sample Driver Source (mypci.c)


/*
 * Simple KLD to play with the PCI functions.
 *
 * Murray Stokely
 */

#include <sys/param.h>        /* defines used in kernel.h */
#include <sys/module.h>
#include <sys/systm.h>
#include <sys/errno.h>
#include <sys/kernel.h>       /* types used in module initialization */
#include <sys/conf.h>     /* cdevsw struct */
#include <sys/uio.h>      /* uio struct */
#include <sys/malloc.h>
#include <sys/bus.h>      /* structs, prototypes for pci bus stuff and DEVMETHOD macros! */

#include <machine/bus.h>
#include <sys/rman.h>
#include <machine/resource.h>

#include <dev/pci/pcivar.h>   /* For pci_get macros! */
#include <dev/pci/pcireg.h>

/* The softc holds our per-instance data. */
struct mypci_softc {
    device_t    my_dev;
    struct cdev *my_cdev;
};

/* Function prototypes */
static d_open_t     mypci_open;
static d_close_t    mypci_close;
static d_read_t     mypci_read;
static d_write_t    mypci_write;

/* Character device entry points */

static struct cdevsw mypci_cdevsw = {
    .d_version =    D_VERSION,
    .d_open =   mypci_open,
    .d_close =  mypci_close,
    .d_read =   mypci_read,
    .d_write =  mypci_write,
    .d_name =   "mypci",
};

/*
 * In the cdevsw routines, we find our softc by using the si_drv1 member
 * of struct cdev.  We set this variable to point to our softc in our
 * attach routine when we create the /dev entry.
 */

int
mypci_open(struct cdev *dev, int oflags, int devtype, struct thread *td)
{
    struct mypci_softc *sc;

    /* Look up our softc. */
    sc = dev->si_drv1;
    device_printf(sc->my_dev, "Opened successfully.\n");
    return (0);
}

int
mypci_close(struct cdev *dev, int fflag, int devtype, struct thread *td)
{
    struct mypci_softc *sc;

    /* Look up our softc. */
    sc = dev->si_drv1;
    device_printf(sc->my_dev, "Closed.\n");
    return (0);
}

int
mypci_read(struct cdev *dev, struct uio *uio, int ioflag)
{
    struct mypci_softc *sc;

    /* Look up our softc. */
    sc = dev->si_drv1;
    device_printf(sc->my_dev, "Asked to read %d bytes.\n", uio->uio_resid);
    return (0);
}

int
mypci_write(struct cdev *dev, struct uio *uio, int ioflag)
{
    struct mypci_softc *sc;

    /* Look up our softc. */
    sc = dev->si_drv1;
    device_printf(sc->my_dev, "Asked to write %d bytes.\n", uio->uio_resid);
    return (0);
}

/* PCI Support Functions */

/*
 * Compare the device ID of this device against the IDs that this driver
 * supports.  If there is a match, set the description and return success.
 */
static int
mypci_probe(device_t dev)
{

    device_printf(dev, "MyPCI Probe\nVendor ID : 0x%x\nDevice ID : 0x%x\n",
        pci_get_vendor(dev), pci_get_device(dev));

    if (pci_get_vendor(dev) == 0x11c1) {
        printf("We've got the Winmodem, probe successful!\n");
        device_set_desc(dev, "WinModem");
        return (BUS_PROBE_DEFAULT);
    }
    return (ENXIO);
}

/* Attach function is only called if the probe is successful. */

static int
mypci_attach(device_t dev)
{
    struct mypci_softc *sc;

    printf("MyPCI Attach for : deviceID : 0x%x\n", pci_get_devid(dev));

    /* Look up our softc and initialize its fields. */
    sc = device_get_softc(dev);
    sc->my_dev = dev;

    /*
     * Create a /dev entry for this device.  The kernel will assign us
     * a major number automatically.  We use the unit number of this
     * device as the minor number and name the character device
     * "mypci<unit>".
     */
    sc->my_cdev = make_dev(&mypci_cdevsw, device_get_unit(dev),
        UID_ROOT, GID_WHEEL, 0600, "mypci%u", device_get_unit(dev));
    sc->my_cdev->si_drv1 = sc;
    printf("Mypci device loaded.\n");
    return (0);
}

/* Detach device. */

static int
mypci_detach(device_t dev)
{
    struct mypci_softc *sc;

    /* Teardown the state in our softc created in our attach routine. */
    sc = device_get_softc(dev);
    destroy_dev(sc->my_cdev);
    printf("Mypci detach!\n");
    return (0);
}

/* Called during system shutdown after sync. */

static int
mypci_shutdown(device_t dev)
{

    printf("Mypci shutdown!\n");
    return (0);
}

/*
 * Device suspend routine.
 */
static int
mypci_suspend(device_t dev)
{

    printf("Mypci suspend!\n");
    return (0);
}

/*
 * Device resume routine.
 */
static int
mypci_resume(device_t dev)
{

    printf("Mypci resume!\n");
    return (0);
}

static device_method_t mypci_methods[] = {
    /* Device interface */
    DEVMETHOD(device_probe,     mypci_probe),
    DEVMETHOD(device_attach,    mypci_attach),
    DEVMETHOD(device_detach,    mypci_detach),
    DEVMETHOD(device_shutdown,  mypci_shutdown),
    DEVMETHOD(device_suspend,   mypci_suspend),
    DEVMETHOD(device_resume,    mypci_resume),

    DEVMETHOD_END
};

static devclass_t mypci_devclass;

DEFINE_CLASS_0(mypci, mypci_driver, mypci_methods, sizeof(struct mypci_softc));
DRIVER_MODULE(mypci, pci, mypci_driver, mypci_devclass, 0, 0);









Makefile for Sample Driver


# Makefile for mypci driver

KMOD=   mypci
SRCS=   mypci.c
SRCS+=  device_if.h bus_if.h pci_if.h

.include <bsd.kmod.mk>






If you place the above source file and Makefile into a directory,
you may run make to compile the sample driver. Additionally, you may
run make load to load the driver into the currently running kernel
and ``make



unload`` to unload the driver after it is loaded.






Additional Resources



		PCI Special Interest Group [http://www.pcisig.org/]


		PCI System Architecture, Fourth Edition by Tom Shanley, et al.










Bus Resources


PCI bus
resources
FreeBSD provides an object-oriented mechanism for requesting resources
from a parent bus. Almost all devices will be a child member of some
sort of bus (PCI, ISA, USB, SCSI, etc) and these devices need to acquire
resources from their parent bus (such as memory segments, interrupt
lines, or DMA channels).



Base Address Registers


PCI bus
Base Address Registers
To do anything particularly useful with a PCI device you will need to
obtain the Base Address Registers (BARs) from the PCI Configuration
space. The PCI-specific details of obtaining the BAR are abstracted in
the bus_alloc_resource() function.


For example, a typical driver might have something similar to this in
the attach() function:


sc->bar0id = PCIR_BAR(0);
sc->bar0res = bus_alloc_resource(dev, SYS_RES_MEMORY, &sc->bar0id,
              0, ~0, 1, RF_ACTIVE);
if (sc->bar0res == NULL) {
    printf("Memory allocation of PCI base register 0 failed!\n");
    error = ENXIO;
    goto fail1;
}

sc->bar1id = PCIR_BAR(1);
sc->bar1res = bus_alloc_resource(dev, SYS_RES_MEMORY, &sc->bar1id,
              0, ~0, 1, RF_ACTIVE);
if (sc->bar1res == NULL) {
    printf("Memory allocation of PCI base register 1 failed!\n");
    error =  ENXIO;
    goto fail2;
}
sc->bar0_bt = rman_get_bustag(sc->bar0res);
sc->bar0_bh = rman_get_bushandle(sc->bar0res);
sc->bar1_bt = rman_get_bustag(sc->bar1res);
sc->bar1_bh = rman_get_bushandle(sc->bar1res);






Handles for each base address register are kept in the softc
structure so that they can be used to write to the device later.


These handles can then be used to read or write from the device
registers with the bus_space_* functions. For example, a driver
might contain a shorthand function to read from a board specific
register like this:


uint16_t
board_read(struct ni_softc *sc, uint16_t address)
{
    return bus_space_read_2(sc->bar1_bt, sc->bar1_bh, address);
}






Similarly, one could write to the registers with:


void
board_write(struct ni_softc *sc, uint16_t address, uint16_t value)
{
    bus_space_write_2(sc->bar1_bt, sc->bar1_bh, address, value);
}






These functions exist in 8bit, 16bit, and 32bit versions and you should
use bus_space_{read|write}_{1|2|4} accordingly.



Note


In FreeBSD 7.0 and later, you can use the bus_* functions
instead of bus_space_*. The bus_* functions take a ``struct



resource *`` pointer instead of a bus tag and handle. Thus,



you could drop the bus tag and bus handle members from the softc
and rewrite the board_read() function as:


uint16_t
board_read(struct ni_softc *sc, uint16_t address)
{
    return (bus_read(sc->bar1res, address));
}













Interrupts


PCI bus
interrupts
Interrupts are allocated from the object-oriented bus code in a way
similar to the memory resources. First an IRQ resource must be allocated
from the parent bus, and then the interrupt handler must be set up to
deal with this IRQ.


Again, a sample from a device attach() function says more than
words.


/* Get the IRQ resource */

    sc->irqid = 0x0;
    sc->irqres = bus_alloc_resource(dev, SYS_RES_IRQ, &(sc->irqid),
                  0, ~0, 1, RF_SHAREABLE | RF_ACTIVE);
    if (sc->irqres == NULL) {
    printf("IRQ allocation failed!\n");
    error = ENXIO;
    goto fail3;
    }

    /* Now we should set up the interrupt handler */

    error = bus_setup_intr(dev, sc->irqres, INTR_TYPE_MISC,
               my_handler, sc, &(sc->handler));
    if (error) {
    printf("Couldn't set up irq\n");
    goto fail4;
    }






Some care must be taken in the detach routine of the driver. You must
quiesce the device’s interrupt stream, and remove the interrupt handler.
Once bus_teardown_intr() has returned, you know that your interrupt
handler will no longer be called and that all threads that might have
been executing this interrupt handler have returned. Since this function
can sleep, you must not hold any mutexes when calling this function.





DMA


PCI bus
DMA
This section is obsolete, and present only for historical reasons. The
proper methods for dealing with these issues is to use the
bus_space_dma*() functions instead. This paragraph can be removed
when this section is updated to reflect that usage. However, at the
moment, the API is in a bit of flux, so once that settles down, it would
be good to update this section to reflect that.


On the PC, peripherals that want to do bus-mastering DMA must deal with
physical addresses. This is a problem since FreeBSD uses virtual memory
and deals almost exclusively with virtual addresses. Fortunately, there
is a function, vtophys() to help.


#include <vm/vm.h>
#include <vm/pmap.h>

#define vtophys(virtual_address) (...)






The solution is a bit different on the alpha however, and what we really
want is a function called vtobus().


#if defined(__alpha__)
#define vtobus(va)      alpha_XXX_dmamap((vm_offset_t)va)
#else
#define vtobus(va)      vtophys(va)
#endif









Deallocating Resources


It is very important to deallocate all of the resources that were
allocated during attach(). Care must be taken to deallocate the
correct stuff even on a failure condition so that the system will remain
usable while your driver dies.
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Rationale


Over time, FreeBSD committers may find other demands on their time, and
decide that they wish to resign their commit bit. However, under some
circumstances, a committer may become inactive over a long period of
time without explicitly resigning their bit. Over the long term, these
accounts can represent a security risk, as well as posing procedural
questions regarding the degree to which contact information and access
methods for the account are maintainable. For these reasons, the FreeBSD
Core Team approved the following commit bit expiration policy, last
updated on November 26, 2013.





Policy


Committers that have not made a commit in 18 months may be removed from
the access file from time to time. Committers that wish to get back
their commit bits will have to reapply with the appropriate authority.


If all of a committer’s commit bits expire, then the committer’s
FreeBSD.org account may also be suspended at the &os; Core Team’s
discretion. An account is suspended by disabling login access and any
other services (such as CGI scripts or non-trivial mail forwarding
configurations) that execute under the committer’s account. Simple mail
forwarding will continue to work, and an individual may e-mail
core@FreeBSD.org to update mail forwarding settings. The committer’s
files may or may not be preserved at the &os; Core Team’s discretion. A
suspended account will be reactivated if any of a committer’s commit
bits are restored.
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Policy


Before committing to the fortune file, please remember the classic
Usenet “rule”:


“Be conservative in what you expect others to accept and liberal in what
you are prepared to accept.”


If an entry offends more than a couple of FreeBSD committers and does
not contain any reasonable historical reference, the entry should not be
added. The speaker of the quote is not to be the basis for categorizing
the quote as offensive.


Examples of offensive entries:



		Those that belittle groups on the basis of their gender, nationality,
religion, or lifestyle.


		Profanity, “adult” content.





If you add new material to the fortunes collection, please be
extra-diligent about unforeseen objections, and give plenty of time for
it to settle before MFCing.


Additional examples may be added to the offensive list above, as
guidelines, whenever core@ is required to settle a dispute on this
issue.
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ISA Device Drivers





Synopsis


ISA
device driver
ISA
This chapter introduces the issues relevant to writing a driver for an
ISA device. The pseudo-code presented here is rather detailed and
reminiscent of the real code but is still only pseudo-code. It avoids
the details irrelevant to the subject of the discussion. The real-life
examples can be found in the source code of real drivers. In particular
the drivers ep and aha are good sources of information.





Basic Information


A typical ISA driver would need the following include files:


#include <sys/module.h>
#include <sys/bus.h>
#include <machine/bus.h>
#include <machine/resource.h>
#include <sys/rman.h>

#include <isa/isavar.h>
#include <isa/pnpvar.h>






They describe the things specific to the ISA and generic bus subsystem.


object-oriented
The bus subsystem is implemented in an object-oriented fashion, its main
structures are accessed by associated method functions.


bus methods
The list of bus methods implemented by an ISA driver is like one for any
other bus. For a hypothetical driver named “xxx” they would be:



		
		``static void xxx_isa_identify (driver_t *,


		device_t);`` Normally used for bus drivers, not device








drivers. But for ISA devices this method may have special use: if the
device provides some device-specific (non-PnP) way to auto-detect
devices this routine may implement it.





		
		``static int xxx_isa_probe (device_t


		dev);`` Probe for a device at a known (or PnP) location.








This routine can also accommodate device-specific auto-detection of
parameters for partially configured devices.





		
		``static int xxx_isa_attach (device_t


		dev);`` Attach and initialize device.











		
		``static int xxx_isa_detach (device_t


		dev);`` Detach device before unloading the driver module.











		
		``static int xxx_isa_shutdown (device_t


		dev);`` Execute shutdown of the device before system








shutdown.





		
		``static int xxx_isa_suspend (device_t


		dev);`` Suspend the device before the system goes to the








power-save state. May also abort transition to the power-save state.





		
		``static int xxx_isa_resume (device_t


		dev);`` Resume the device activity after return from power-save








state.








xxx_isa_probe() and xxx_isa_attach() are mandatory, the rest of
the routines are optional, depending on the device’s needs.


The driver is linked to the system with the following set of
descriptions.


/* table of supported bus methods */
static device_method_t xxx_isa_methods[] = {
    /* list all the bus method functions supported by the driver */
    /* omit the unsupported methods */
    DEVMETHOD(device_identify,  xxx_isa_identify),
    DEVMETHOD(device_probe,     xxx_isa_probe),
    DEVMETHOD(device_attach,    xxx_isa_attach),
    DEVMETHOD(device_detach,    xxx_isa_detach),
    DEVMETHOD(device_shutdown,  xxx_isa_shutdown),
    DEVMETHOD(device_suspend,   xxx_isa_suspend),
    DEVMETHOD(device_resume,    xxx_isa_resume),

DEVMETHOD_END
};

static driver_t xxx_isa_driver = {
    "xxx",
    xxx_isa_methods,
    sizeof(struct xxx_softc),
};


static devclass_t xxx_devclass;

DRIVER_MODULE(xxx, isa, xxx_isa_driver, xxx_devclass,
    load_function, load_argument);






softc
Here struct xxx_softc is a device-specific structure that contains
private driver data and descriptors for the driver’s resources. The bus
code automatically allocates one softc descriptor per device as needed.


kernel module
If the driver is implemented as a loadable module then
load_function() is called to do driver-specific initialization or
clean-up when the driver is loaded or unloaded and load_argument is
passed as one of its arguments. If the driver does not support dynamic
loading (in other words it must always be linked into the kernel) then
these values should be set to 0 and the last definition would look like:


DRIVER_MODULE(xxx, isa, xxx_isa_driver,
      xxx_devclass, 0, 0);






PnP
If the driver is for a device which supports PnP then a table of
supported PnP IDs must be defined. The table consists of a list of PnP
IDs supported by this driver and human-readable descriptions of the
hardware types and models having these IDs. It looks like:


static struct isa_pnp_id xxx_pnp_ids[] = {
    /* a line for each supported PnP ID */
    { 0x12345678,   "Our device model 1234A" },
    { 0x12345679,   "Our device model 1234B" },
    { 0,        NULL }, /* end of table */
};






If the driver does not support PnP devices it still needs an empty PnP
ID table, like:


static struct isa_pnp_id xxx_pnp_ids[] = {
    { 0,        NULL }, /* end of table */
};









device_t Pointer


device_t is the pointer type for the device structure. Here we
consider only the methods interesting from the device driver writer’s
standpoint. The methods to manipulate values in the device structure
are:



		
		``device_t


		device_get_parent(dev)`` Get the parent bus of a device.











		
		``driver_t


		device_get_driver(dev)`` Get pointer to its driver structure.











		
		``char


		*device_get_name(dev)`` Get the driver name, such as "xxx"








for our example.





		int device_get_unit(dev) Get the unit number (units are numbered
from 0 for the devices associated with each driver).





		
		``char


		*device_get_nameunit(dev)`` Get the device name including the








unit number, such as “xxx0”, “xxx1” and so on.





		
		``char


		*device_get_desc(dev)`` Get the device description. Normally it








describes the exact model of device in human-readable form.





		
		``device_set_desc(dev,


		desc)`` Set the description. This makes the device description








point to the string desc which may not be deallocated or changed
after that.





		
		``device_set_desc_copy(dev,


		desc)`` Set the description. The description is copied into an








internal dynamically allocated buffer, so the string desc may be
changed afterwards without adverse effects.





		
		``void


		*device_get_softc(dev)`` Get pointer to the device descriptor








(struct xxx_softc) associated with this device.





		
		``u_int32_t


		device_get_flags(dev)`` Get the flags specified for the device








in the configuration file.









		A convenience function ``device_printf(dev, fmt,


		...)`` may be used to print the messages from the device driver. It





automatically prepends the unitname and colon to the message.


The device_t methods are implemented in the file kern/bus_subr.c.





Configuration File and the Order of Identifying and Probing During Auto-Configuration


ISA
probing
The ISA devices are described in the kernel configuration file like:


device xxx0 at isa? port 0x300 irq 10 drq 5
       iomem 0xd0000 flags 0x1 sensitive






IRQ
The values of port, IRQ and so on are converted to the resource values
associated with the device. They are optional, depending on the device’s
needs and abilities for auto-configuration. For example, some devices do
not need DRQ at all and some allow the driver to read the IRQ setting
from the device configuration ports. If a machine has multiple ISA buses
the exact bus may be specified in the configuration line, like isa0
or isa1, otherwise the device would be searched for on all the ISA
buses.


sensitive is a resource requesting that this device must be probed
before all non-sensitive devices. It is supported but does not seem to
be used in any current driver.


For legacy ISA devices in many cases the drivers are still able to
detect the configuration parameters. But each device to be configured in
the system must have a config line. If two devices of some type are
installed in the system but there is only one configuration line for the
corresponding driver, ie:


device xxx0 at isa?






then only one device will be configured.


But for the devices supporting automatic identification by the means of
Plug-n-Play or some proprietary protocol one configuration line is
enough to configure all the devices in the system, like the one above or
just simply:


device xxx at isa?






If a driver supports both auto-identified and legacy devices and both
kinds are installed at once in one machine then it is enough to describe
in the config file the legacy devices only. The auto-identified devices
will be added automatically.


When an ISA bus is auto-configured the events happen as follows:


All the drivers’ identify routines (including the PnP identify routine
which identifies all the PnP devices) are called in random order. As
they identify the devices they add them to the list on the ISA bus.
Normally the drivers’ identify routines associate their drivers with the
new devices. The PnP identify routine does not know about the other
drivers yet so it does not associate any with the new devices it adds.


The PnP devices are put to sleep using the PnP protocol to prevent them
from being probed as legacy devices.


The probe routines of non-PnP devices marked as sensitive are
called. If probe for a device went successfully, the attach routine is
called for it.


The probe and attach routines of all non-PNP devices are called
likewise.


The PnP devices are brought back from the sleep state and assigned the
resources they request: I/O and memory address ranges, IRQs and DRQs,
all of them not conflicting with the attached legacy devices.


Then for each PnP device the probe routines of all the present ISA
drivers are called. The first one that claims the device gets attached.
It is possible that multiple drivers would claim the device with
different priority; in this case, the highest-priority driver wins. The
probe routines must call ISA_PNP_PROBE() to compare the actual PnP
ID with the list of the IDs supported by the driver and if the ID is not
in the table return failure. That means that absolutely every driver,
even the ones not supporting any PnP devices must call
ISA_PNP_PROBE(), at least with an empty PnP ID table to return
failure on unknown PnP devices.


The probe routine returns a positive value (the error code) on error,
zero or negative value on success.


The negative return values are used when a PnP device supports multiple
interfaces. For example, an older compatibility interface and a newer
advanced interface which are supported by different drivers. Then both
drivers would detect the device. The driver which returns a higher value
in the probe routine takes precedence (in other words, the driver
returning 0 has highest precedence, returning -1 is next, returning -2
is after it and so on). In result the devices which support only the old
interface will be handled by the old driver (which should return -1 from
the probe routine) while the devices supporting the new interface as
well will be handled by the new driver (which should return 0 from the
probe routine). If multiple drivers return the same value then the one
called first wins. So if a driver returns value 0 it may be sure that it
won the priority arbitration.


The device-specific identify routines can also assign not a driver but a
class of drivers to the device. Then all the drivers in the class are
probed for this device, like the case with PnP. This feature is not
implemented in any existing driver and is not considered further in this
document.


Because the PnP devices are disabled when probing the legacy devices
they will not be attached twice (once as legacy and once as PnP). But in
case of device-dependent identify routines it is the responsibility of
the driver to make sure that the same device will not be attached by the
driver twice: once as legacy user-configured and once as
auto-identified.


Another practical consequence for the auto-identified devices (both PnP
and device-specific) is that the flags can not be passed to them from
the kernel configuration file. So they must either not use the flags at
all or use the flags from the device unit 0 for all the auto-identified
devices or use the sysctl interface instead of flags.


Other unusual configurations may be accommodated by accessing the
configuration resources directly with functions of families
resource_query_*() and resource_*_value(). Their implementations
are located in kern/subr_bus.c. The old IDE disk driver
i386/isa/wd.c contains examples of such use. But the standard means
of configuration must always be preferred. Leave parsing the
configuration resources to the bus configuration code.





Resources


resources
device driver
resources
The information that a user enters into the kernel configuration file is
processed and passed to the kernel as configuration resources. This
information is parsed by the bus configuration code and transformed into
a value of structure device_t and the bus resources associated with it.
The drivers may access the configuration resources directly using
functions resource_* for more complex cases of configuration.
However, generally this is neither needed nor recommended, so this issue
is not discussed further here.


The bus resources are associated with each device. They are identified
by type and number within the type. For the ISA bus the following types
are defined:


DMA channel



		SYS_RES_IRQ - interrupt number


		SYS_RES_DRQ - ISA DMA channel number


		SYS_RES_MEMORY - range of device memory mapped into the system
memory space


		SYS_RES_IOPORT - range of device I/O registers





The enumeration within types starts from 0, so if a device has two
memory regions it would have resources of type SYS_RES_MEMORY
numbered 0 and 1. The resource type has nothing to do with the C
language type, all the resource values have the C language type
unsigned long and must be cast as necessary. The resource numbers do
not have to be contiguous, although for ISA they normally would be. The
permitted resource numbers for ISA devices are:


IRQ: 0-1
DRQ: 0-1
MEMORY: 0-3
IOPORT: 0-7






All the resources are represented as ranges, with a start value and
count. For IRQ and DRQ resources the count would normally be equal to 1.
The values for memory refer to the physical addresses.


Three types of activities can be performed on resources:



		set/get


		allocate/release


		activate/deactivate





Setting sets the range used by the resource. Allocation reserves the
requested range that no other driver would be able to reserve it (and
checking that no other driver reserved this range already). Activation
makes the resource accessible to the driver by doing whatever is
necessary for that (for example, for memory it would be mapping into the
kernel virtual address space).


The functions to manipulate resources are:



		
		``int bus_set_resource(device_t dev, int type,


		int rid, u_long start, u_long count)``








Set a range for a resource. Returns 0 if successful, error code
otherwise. Normally, this function will return an error only if one
of type, rid, start or count has a value that falls
out of the permitted range.



		dev - driver’s device


		type - type of resource, SYS_RES_*


		rid - resource number (ID) within type


		start, count - resource range








		
		``int bus_get_resource(device_t dev, int type,


		int rid, u_long *startp, u_long *countp)``








Get the range of resource. Returns 0 if successful, error code if the
resource is not defined yet.





		
		``u_long bus_get_resource_start(device_t dev,


		int type, int rid) u_long bus_get_resource_count (device_t
dev, int type, int rid)``








Convenience functions to get only the start or count. Return 0 in
case of error, so if the resource start has 0 among the legitimate
values it would be impossible to tell if the value is 0 or an error
occurred. Luckily, no ISA resources for add-on drivers may have a
start value equal to 0.





		
		``void bus_delete_resource(device_t dev, int


		type, int rid)``








Delete a resource, make it undefined.





		
		``struct resource *


		bus_alloc_resource(device_t dev, int type, int *rid,
u_long start, u_long end, u_long count, u_int
flags)``








Allocate a resource as a range of count values not allocated by
anyone else, somewhere between start and end. Alas, alignment is not
supported. If the resource was not set yet it is automatically
created. The special values of start 0 and end ~0 (all ones) means
that the fixed values previously set by bus_set_resource() must
be used instead: start and count as themselves and end=(start+count),
in this case if the resource was not defined before then an error is
returned. Although rid is passed by reference it is not set anywhere
by the resource allocation code of the ISA bus. (The other buses may
use a different approach and modify it).








Flags are a bitmap, the flags interesting for the caller are:



		RF_ACTIVE - causes the resource to be automatically activated
after allocation.





		RF_SHAREABLE - resource may be shared at the same time by multiple
drivers.





		RF_TIMESHARE - resource may be time-shared by multiple drivers,
i.e., allocated at the same time by many but activated only by one at
any given moment of time.





		Returns 0 on error. The allocated values may be obtained from the
returned handle using methods rhand_*().





		
		``int bus_release_resource(device_t dev, int


		type, int rid, struct resource *r)``











		Release the resource, r is the handle returned by
bus_alloc_resource(). Returns 0 on success, error code otherwise.





		
		``int bus_activate_resource(device_t dev, int


		type, int rid, struct resource *r)``





		``int bus_deactivate_resource(device_t dev, int


		type, int rid, struct resource *r)``











		Activate or deactivate resource. Return 0 on success, error code
otherwise. If the resource is time-shared and currently activated by
another driver then EBUSY is returned.





		
		``int bus_setup_intr(device_t dev, struct


		resource *r, int flags, driver_intr_t *handler, void *arg,
void **cookiep)`` int
bus_teardown_intr(device_t dev, struct resource *r, void
*cookie)











		Associate or de-associate the interrupt handler with a device. Return
0 on success, error code otherwise.





		r - the activated resource handler describing the IRQ


flags - the interrupt priority level, one of:



		INTR_TYPE_TTY - terminals and other likewise character-type
devices. To mask them use spltty().





		
		``(INTR_TYPE_TTY |


		INTR_TYPE_FAST)`` - terminal type devices with








small input buffer, critical to the data loss on input (such as
the old-fashioned serial ports). To mask them use spltty().





		INTR_TYPE_BIO - block-type devices, except those on the CAM
controllers. To mask them use splbio().





		INTR_TYPE_CAM - CAM (Common Access Method) bus controllers. To
mask them use splcam().





		INTR_TYPE_NET - network interface controllers. To mask them
use splimp().





		INTR_TYPE_MISC - miscellaneous devices. There is no other way
to mask them than by splhigh() which masks all interrupts.














When an interrupt handler executes all the other interrupts matching its
priority level will be masked. The only exception is the MISC level for
which no other interrupts are masked and which is not masked by any
other interrupt.



		handler - pointer to the handler function, the type driver_intr_t
is defined as ``void



driver_intr_t(void *)``









		arg - the argument passed to the handler to identify this
particular device. It is cast from void* to any real type by the
handler. The old convention for the ISA interrupt handlers was to use
the unit number as argument, the new (recommended) convention is
using a pointer to the device softc structure.





		cookie[p] - the value received from setup() is used to identify
the handler when passed to teardown()








A number of methods are defined to operate on the resource handlers
(struct resource *). Those of interest to the device driver writers
are:



		
		``u_long rman_get_start(r) u_long


		rman_get_end(r)`` Get the start and end of allocated








resource range.





		void *rman_get_virtual(r) Get the virtual address of activated
memory resource.











Bus Memory Mapping


In many cases data is exchanged between the driver and the device
through the memory. Two variants are possible:



		memory is located on the device card


		memory is the main memory of the computer





In case (a) the driver always copies the data back and forth between the
on-card memory and the main memory as necessary. To map the on-card
memory into the kernel virtual address space the physical address and
length of the on-card memory must be defined as a SYS_RES_MEMORY
resource. That resource can then be allocated and activated, and its
virtual address obtained using rman_get_virtual(). The older drivers
used the function pmap_mapdev() for this purpose, which should not
be used directly any more. Now it is one of the internal steps of
resource activation.


Most of the ISA cards will have their memory configured for physical
location somewhere in range 640KB-1MB. Some of the ISA cards require
larger memory ranges which should be placed somewhere under 16MB
(because of the 24-bit address limitation on the ISA bus). In that case
if the machine has more memory than the start address of the device
memory (in other words, they overlap) a memory hole must be configured
at the address range used by devices. Many BIOSes allow configuration of
a memory hole of 1MB starting at 14MB or 15MB. FreeBSD can handle the
memory holes properly if the BIOS reports them properly (this feature
may be broken on old BIOSes).


In case (b) just the address of the data is sent to the device, and the
device uses DMA to actually access the data in the main memory. Two
limitations are present: First, ISA cards can only access memory below
16MB. Second, the contiguous pages in virtual address space may not be
contiguous in physical address space, so the device may have to do
scatter/gather operations. The bus subsystem provides ready solutions
for some of these problems, the rest has to be done by the drivers
themselves.


Two structures are used for DMA memory allocation, bus_dma_tag_t and
bus_dmamap_t. Tag describes the properties required for the DMA
memory. Map represents a memory block allocated according to these
properties. Multiple maps may be associated with the same tag.


Tags are organized into a tree-like hierarchy with inheritance of the
properties. A child tag inherits all the requirements of its parent tag,
and may make them more strict but never more loose.


Normally one top-level tag (with no parent) is created for each device
unit. If multiple memory areas with different requirements are needed
for each device then a tag for each of them may be created as a child of
the parent tag.


The tags can be used to create a map in two ways.


First, a chunk of contiguous memory conformant with the tag requirements
may be allocated (and later may be freed). This is normally used to
allocate relatively long-living areas of memory for communication with
the device. Loading of such memory into a map is trivial: it is always
considered as one chunk in the appropriate physical memory range.


Second, an arbitrary area of virtual memory may be loaded into a map.
Each page of this memory will be checked for conformance to the map
requirement. If it conforms then it is left at its original location. If
it is not then a fresh conformant “bounce page” is allocated and used as
intermediate storage. When writing the data from the non-conformant
original pages they will be copied to their bounce pages first and then
transferred from the bounce pages to the device. When reading the data
would go from the device to the bounce pages and then copied to their
non-conformant original pages. The process of copying between the
original and bounce pages is called synchronization. This is normally
used on a per-transfer basis: buffer for each transfer would be loaded,
transfer done and buffer unloaded.


The functions working on the DMA memory are:



		
		``int bus_dma_tag_create(bus_dma_tag_t parent,


		bus_size_t alignment, bus_size_t boundary, bus_addr_t
lowaddr, bus_addr_t highaddr, bus_dma_filter_t *filter, void
*filterarg, bus_size_t maxsize, int nsegments, bus_size_t
maxsegsz, int flags, bus_dma_tag_t *dmat)``








Create a new tag. Returns 0 on success, the error code otherwise.



		parent - parent tag, or NULL to create a top-level tag.





		alignment - required physical alignment of the memory area to be
allocated for this tag. Use value 1 for “no specific alignment”.
Applies only to the future bus_dmamem_alloc() but not
bus_dmamap_create() calls.





		boundary - physical address boundary that must not be crossed
when allocating the memory. Use value 0 for “no boundary”. Applies
only to the future bus_dmamem_alloc() but not
bus_dmamap_create() calls. Must be power of 2. If the memory
is planned to be used in non-cascaded DMA mode (i.e., the DMA
addresses will be supplied not by the device itself but by the ISA
DMA controller) then the boundary must be no larger than 64KB
(64*1024) due to the limitations of the DMA hardware.





		lowaddr, highaddr - the names are slightly misleading; these
values are used to limit the permitted range of physical addresses
used to allocate the memory. The exact meaning varies depending on
the planned future use:



		For bus_dmamem_alloc() all the addresses from 0 to
lowaddr-1 are considered permitted, the higher ones are
forbidden.





		For bus_dmamap_create() all the addresses outside the
inclusive range [lowaddr; highaddr] are considered accessible.
The addresses of pages inside the range are passed to the
filter function which decides if they are accessible. If no
filter function is supplied then all the range is considered
unaccessible.





		For the ISA devices the normal values (with no filter function)
are:


lowaddr = BUS_SPACE_MAXADDR_24BIT


highaddr = BUS_SPACE_MAXADDR











		filter, filterarg - the filter function and its argument. If
NULL is passed for filter then the whole range [lowaddr, highaddr]
is considered unaccessible when doing bus_dmamap_create().
Otherwise the physical address of each attempted page in range
[lowaddr; highaddr] is passed to the filter function which decides
if it is accessible. The prototype of the filter function is:
``int filterfunc(void *arg,



bus_addr_t paddr)``. It must return 0 if the page is






accessible, non-zero otherwise.





		maxsize - the maximal size of memory (in bytes) that may be
allocated through this tag. In case it is difficult to estimate or
could be arbitrarily big, the value for ISA devices would be
BUS_SPACE_MAXSIZE_24BIT.





		nsegments - maximal number of scatter-gather segments supported
by the device. If unrestricted then the value
BUS_SPACE_UNRESTRICTED should be used. This value is
recommended for the parent tags, the actual restrictions would
then be specified for the descendant tags. Tags with nsegments
equal to BUS_SPACE_UNRESTRICTED may not be used to actually
load maps, they may be used only as parent tags. The practical
limit for nsegments seems to be about 250-300, higher values will
cause kernel stack overflow (the hardware can not normally support
that many scatter-gather buffers anyway).





		maxsegsz - maximal size of a scatter-gather segment supported by
the device. The maximal value for ISA device would be
BUS_SPACE_MAXSIZE_24BIT.





		flags - a bitmap of flags. The only interesting flags are:



		BUS_DMA_ALLOCNOW - requests to allocate all the potentially
needed bounce pages when creating the tag.


		BUS_DMA_ISA - mysterious flag used only on Alpha machines.
It is not defined for the i386 machines. Probably it should be
used by all the ISA drivers for Alpha machines but it looks
like there are no such drivers yet.








		dmat - pointer to the storage for the new tag to be returned.











		
		``int bus_dma_tag_destroy(bus_dma_tag_t


		dmat)``








Destroy a tag. Returns 0 on success, the error code otherwise.


dmat - the tag to be destroyed.





		
		``int bus_dmamem_alloc(bus_dma_tag_t dmat,


		void** vaddr, int flags, bus_dmamap_t
*mapp)``








Allocate an area of contiguous memory described by the tag. The size
of memory to be allocated is tag’s maxsize. Returns 0 on success, the
error code otherwise. The result still has to be loaded by
bus_dmamap_load() before being used to get the physical address
of the memory.



		dmat - the tag


		vaddr - pointer to the storage for the kernel virtual address of
the allocated area to be returned.


		flags - a bitmap of flags. The only interesting flag is:
		BUS_DMA_NOWAIT - if the memory is not immediately available
return the error. If this flag is not set then the routine is
allowed to sleep until the memory becomes available.








		mapp - pointer to the storage for the new map to be returned.








		
		``void bus_dmamem_free(bus_dma_tag_t dmat, void


		*vaddr, bus_dmamap_t map)``








Free the memory allocated by bus_dmamem_alloc(). At present,
freeing of the memory allocated with ISA restrictions is not
implemented. Because of this the recommended model of use is to keep
and re-use the allocated areas for as long as possible. Do not
lightly free some area and then shortly allocate it again. That does
not mean that bus_dmamem_free() should not be used at all:
hopefully it will be properly implemented soon.



		dmat - the tag


		vaddr - the kernel virtual address of the memory


		map - the map of the memory (as returned from
bus_dmamem_alloc())








		
		``int bus_dmamap_create(bus_dma_tag_t dmat, int


		flags, bus_dmamap_t *mapp)``








Create a map for the tag, to be used in bus_dmamap_load() later.
Returns 0 on success, the error code otherwise.



		dmat - the tag


		flags - theoretically, a bit map of flags. But no flags are
defined yet, so at present it will be always 0.


		mapp - pointer to the storage for the new map to be returned








		
		``int bus_dmamap_destroy(bus_dma_tag_t dmat,


		bus_dmamap_t map)``








Destroy a map. Returns 0 on success, the error code otherwise.



		dmat - the tag to which the map is associated


		map - the map to be destroyed








		
		``int bus_dmamap_load(bus_dma_tag_t dmat,


		bus_dmamap_t map, void *buf, bus_size_t buflen,
bus_dmamap_callback_t *callback, void *callback_arg, int
flags)``








Load a buffer into the map (the map must be previously created by
bus_dmamap_create() or bus_dmamem_alloc()). All the pages of
the buffer are checked for conformance to the tag requirements and
for those not conformant the bounce pages are allocated. An array of
physical segment descriptors is built and passed to the callback
routine. This callback routine is then expected to handle it in some
way. The number of bounce buffers in the system is limited, so if the
bounce buffers are needed but not immediately available the request
will be queued and the callback will be called when the bounce
buffers will become available. Returns 0 if the callback was executed
immediately or EINPROGRESS if the request was queued for future
execution. In the latter case the synchronization with queued
callback routine is the responsibility of the driver.



		dmat - the tag





		map - the map





		buf - kernel virtual address of the buffer





		buflen - length of the buffer





		
		callback,``


		callback_arg`` - the callback function and its








argument








The prototype of callback function is:



		``void callback(void *arg, bus_dma_segment_t


		*seg, int nseg, int error)``









		arg - the same as callback_arg passed to bus_dmamap_load()


		seg - array of the segment descriptors


		nseg - number of descriptors in array


		error - indication of the segment number overflow: if it is set
to EFBIG then the buffer did not fit into the maximal number of
segments permitted by the tag. In this case only the permitted
number of descriptors will be in the array. Handling of this
situation is up to the driver: depending on the desired semantics
it can either consider this an error or split the buffer in two
and handle the second part separately





Each entry in the segments array contains the fields:



		ds_addr - physical bus address of the segment


		ds_len - length of the segment








		
		``void bus_dmamap_unload(bus_dma_tag_t dmat,


		bus_dmamap_t map)``








unload the map.



		dmat - tag


		map - loaded map








		
		``void bus_dmamap_sync (bus_dma_tag_t dmat,


		bus_dmamap_t map, bus_dmasync_op_t op)``








Synchronise a loaded buffer with its bounce pages before and after
physical transfer to or from device. This is the function that does
all the necessary copying of data between the original buffer and its
mapped version. The buffers must be synchronized both before and
after doing the transfer.



		dmat - tag


		map - loaded map


		op - type of synchronization operation to perform:


		BUS_DMASYNC_PREREAD - before reading from device into buffer


		BUS_DMASYNC_POSTREAD - after reading from device into buffer


		BUS_DMASYNC_PREWRITE - before writing the buffer to device


		BUS_DMASYNC_POSTWRITE - after writing the buffer to device











As of now PREREAD and POSTWRITE are null operations but that may change
in the future, so they must not be ignored in the driver.
Synchronization is not needed for the memory obtained from
bus_dmamem_alloc().


Before calling the callback function from bus_dmamap_load() the
segment array is stored in the stack. And it gets pre-allocated for the
maximal number of segments allowed by the tag. Because of this the
practical limit for the number of segments on i386 architecture is about
250-300 (the kernel stack is 4KB minus the size of the user structure,
size of a segment array entry is 8 bytes, and some space must be left).
Because the array is allocated based on the maximal number this value
must not be set higher than really needed. Fortunately, for most of
hardware the maximal supported number of segments is much lower. But if
the driver wants to handle buffers with a very large number of
scatter-gather segments it should do that in portions: load part of the
buffer, transfer it to the device, load next part of the buffer, and so
on.


Another practical consequence is that the number of segments may limit
the size of the buffer. If all the pages in the buffer happen to be
physically non-contiguous then the maximal supported buffer size for
that fragmented case would be (nsegments * page_size). For example, if
a maximal number of 10 segments is supported then on i386 maximal
guaranteed supported buffer size would be 40K. If a higher size is
desired then special tricks should be used in the driver.


If the hardware does not support scatter-gather at all or the driver
wants to support some buffer size even if it is heavily fragmented then
the solution is to allocate a contiguous buffer in the driver and use it
as intermediate storage if the original buffer does not fit.


Below are the typical call sequences when using a map depend on the use
of the map. The characters -> are used to show the flow of time.


For a buffer which stays practically fixed during all the time between
attachment and detachment of a device:


bus_dmamem_alloc -> bus_dmamap_load -> ...use buffer... -> ->
bus_dmamap_unload -> bus_dmamem_free


For a buffer that changes frequently and is passed from outside the
driver:


bus_dmamap_create ->
-> bus_dmamap_load -> bus_dmamap_sync(PRE...) -> do transfer ->
-> bus_dmamap_sync(POST...) -> bus_dmamap_unload ->
...
-> bus_dmamap_load -> bus_dmamap_sync(PRE...) -> do transfer ->
-> bus_dmamap_sync(POST...) -> bus_dmamap_unload ->
-> bus_dmamap_destroy






When loading a map created by bus_dmamem_alloc() the passed address
and size of the buffer must be the same as used in
bus_dmamem_alloc(). In this case it is guaranteed that the whole
buffer will be mapped as one segment (so the callback may be based on
this assumption) and the request will be executed immediately
(EINPROGRESS will never be returned). All the callback needs to do in
this case is to save the physical address.


A typical example would be:


  static void
alloc_callback(void *arg, bus_dma_segment_t *seg, int nseg, int error)
{
  *(bus_addr_t *)arg = seg[0].ds_addr;
}

  ...
  int error;
  struct somedata {
    ....
  };
  struct somedata *vsomedata; /* virtual address */
  bus_addr_t psomedata; /* physical bus-relative address */
  bus_dma_tag_t tag_somedata;
  bus_dmamap_t map_somedata;
  ...

  error=bus_dma_tag_create(parent_tag, alignment,
   boundary, lowaddr, highaddr, /*filter*/ NULL, /*filterarg*/ NULL,
   /*maxsize*/ sizeof(struct somedata), /*nsegments*/ 1,
   /*maxsegsz*/ sizeof(struct somedata), /*flags*/ 0,
   &tag_somedata);
  if(error)
  return error;

  error = bus_dmamem_alloc(tag_somedata, &vsomedata, /* flags*/ 0,
     &map_somedata);
  if(error)
     return error;

  bus_dmamap_load(tag_somedata, map_somedata, (void *)vsomedata,
     sizeof (struct somedata), alloc_callback,
     (void *) &psomedata, /*flags*/0);






Looks a bit long and complicated but that is the way to do it. The
practical consequence is: if multiple memory areas are allocated always
together it would be a really good idea to combine them all into one
structure and allocate as one (if the alignment and boundary limitations
permit).


When loading an arbitrary buffer into the map created by
bus_dmamap_create() special measures must be taken to synchronize
with the callback in case it would be delayed. The code would look like:


{
 int s;
 int error;

 s = splsoftvm();
 error = bus_dmamap_load(
     dmat,
     dmamap,
     buffer_ptr,
     buffer_len,
     callback,
     /*callback_arg*/ buffer_descriptor,
     /*flags*/0);
 if (error == EINPROGRESS) {
     /*
      * Do whatever is needed to ensure synchronization
      * with callback. Callback is guaranteed not to be started
      * until we do splx() or tsleep().
      */
    }
 splx(s);
}






Two possible approaches for the processing of requests are:


1. If requests are completed by marking them explicitly as done (such as
the CAM requests) then it would be simpler to put all the further
processing into the callback driver which would mark the request when it
is done. Then not much extra synchronization is needed. For the flow
control reasons it may be a good idea to freeze the request queue until
this request gets completed.


2. If requests are completed when the function returns (such as classic
read or write requests on character devices) then a synchronization flag
should be set in the buffer descriptor and tsleep() called. Later
when the callback gets called it will do its processing and check this
synchronization flag. If it is set then the callback should issue a
wakeup. In this approach the callback function could either do all the
needed processing (just like the previous case) or simply save the
segments array in the buffer descriptor. Then after callback completes
the calling function could use this saved segments array and do all the
processing.





DMA


Direct Memory Access (DMA)
The Direct Memory Access (DMA) is implemented in the ISA bus through the
DMA controller (actually, two of them but that is an irrelevant detail).
To make the early ISA devices simple and cheap the logic of the bus
control and address generation was concentrated in the DMA controller.
Fortunately, FreeBSD provides a set of functions that mostly hide the
annoying details of the DMA controller from the device drivers.


The simplest case is for the fairly intelligent devices. Like the bus
master devices on PCI they can generate the bus cycles and memory
addresses all by themselves. The only thing they really need from the
DMA controller is bus arbitration. So for this purpose they pretend to
be cascaded slave DMA controllers. And the only thing needed from the
system DMA controller is to enable the cascaded mode on a DMA channel by
calling the following function when attaching the driver:


void isa_dmacascade(int channel_number)


All the further activity is done by programming the device. When
detaching the driver no DMA-related functions need to be called.


For the simpler devices things get more complicated. The functions used
are:



		int isa_dma_acquire(int chanel_number)


Reserve a DMA channel. Returns 0 on success or EBUSY if the channel
was already reserved by this or a different driver. Most of the ISA
devices are not able to share DMA channels anyway, so normally this
function is called when attaching a device. This reservation was made
redundant by the modern interface of bus resources but still must be
used in addition to the latter. If not used then later, other DMA
routines will panic.





		int isa_dma_release(int chanel_number)


Release a previously reserved DMA channel. No transfers must be in
progress when the channel is released (in addition the device must
not try to initiate transfer after the channel is released).





		
		``void isa_dmainit(int chan, u_int


		bouncebufsize)``








Allocate a bounce buffer for use with the specified channel. The
requested size of the buffer can not exceed 64KB. This bounce buffer
will be automatically used later if a transfer buffer happens to be
not physically contiguous or outside of the memory accessible by the
ISA bus or crossing the 64KB boundary. If the transfers will be
always done from buffers which conform to these conditions (such as
those allocated by bus_dmamem_alloc() with proper limitations)
then isa_dmainit() does not have to be called. But it is quite
convenient to transfer arbitrary data using the DMA controller. The
bounce buffer will automatically care of the scatter-gather issues.



		chan - channel number


		bouncebufsize - size of the bounce buffer in bytes








		
		``void isa_dmastart(int flags, caddr_t addr, u_int


		nbytes, int chan)``








Prepare to start a DMA transfer. This function must be called to set
up the DMA controller before actually starting transfer on the
device. It checks that the buffer is contiguous and falls into the
ISA memory range, if not then the bounce buffer is automatically
used. If bounce buffer is required but not set up by
isa_dmainit() or too small for the requested transfer size then
the system will panic. In case of a write request with bounce buffer
the data will be automatically copied to the bounce buffer.





		flags - a bitmask determining the type of operation to be done. The
direction bits B_READ and B_WRITE are mutually exclusive.



		B_READ - read from the ISA bus into memory


		B_WRITE - write from the memory to the ISA bus


		B_RAW - if set then the DMA controller will remember the buffer
and after the end of transfer will automatically re-initialize
itself to repeat transfer of the same buffer again (of course, the
driver may change the data in the buffer before initiating another
transfer in the device). If not set then the parameters will work
only for one transfer, and isa_dmastart() will have to be
called again before initiating the next transfer. Using B_RAW
makes sense only if the bounce buffer is not used.








		addr - virtual address of the buffer





		nbytes - length of the buffer. Must be less or equal to 64KB. Length
of 0 is not allowed: the DMA controller will understand it as 64KB
while the kernel code will understand it as 0 and that would cause
unpredictable effects. For channels number 4 and higher the length
must be even because these channels transfer 2 bytes at a time. In
case of an odd length the last byte will not be transferred.





		chan - channel number





		
		``void isa_dmadone(int flags, caddr_t addr, int


		nbytes, int chan)``








Synchronize the memory after device reports that transfer is done. If
that was a read operation with a bounce buffer then the data will be
copied from the bounce buffer to the original buffer. Arguments are
the same as for isa_dmastart(). Flag B_RAW is permitted but it
does not affect isa_dmadone() in any way.





		int isa_dmastatus(int channel_number)


Returns the number of bytes left in the current transfer to be
transferred. In case the flag B_READ was set in isa_dmastart()
the number returned will never be equal to zero. At the end of
transfer it will be automatically reset back to the length of buffer.
The normal use is to check the number of bytes left after the device
signals that the transfer is completed. If the number of bytes is not
0 then something probably went wrong with that transfer.





		int isa_dmastop(int channel_number)


Aborts the current transfer and returns the number of bytes left
untransferred.











xxx_isa_probe


This function probes if a device is present. If the driver supports
auto-detection of some part of device configuration (such as interrupt
vector or memory address) this auto-detection must be done in this
routine.


As for any other bus, if the device cannot be detected or is detected
but failed the self-test or some other problem happened then it returns
a positive value of error. The value ENXIO must be returned if the
device is not present. Other error values may mean other conditions.
Zero or negative values mean success. Most of the drivers return zero as
success.


The negative return values are used when a PnP device supports multiple
interfaces. For example, an older compatibility interface and a newer
advanced interface which are supported by different drivers. Then both
drivers would detect the device. The driver which returns a higher value
in the probe routine takes precedence (in other words, the driver
returning 0 has highest precedence, one returning -1 is next, one
returning -2 is after it and so on). In result the devices which support
only the old interface will be handled by the old driver (which should
return -1 from the probe routine) while the devices supporting the new
interface as well will be handled by the new driver (which should return
0 from the probe routine).


The device descriptor struct xxx_softc is allocated by the system
before calling the probe routine. If the probe routine returns an error
the descriptor will be automatically deallocated by the system. So if a
probing error occurs the driver must make sure that all the resources it
used during probe are deallocated and that nothing keeps the descriptor
from being safely deallocated. If the probe completes successfully the
descriptor will be preserved by the system and later passed to the
routine xxx_isa_attach(). If a driver returns a negative value it
can not be sure that it will have the highest priority and its attach
routine will be called. So in this case it also must release all the
resources before returning and if necessary allocate them again in the
attach routine. When xxx_isa_probe() returns 0 releasing the
resources before returning is also a good idea and a well-behaved driver
should do so. But in cases where there is some problem with releasing
the resources the driver is allowed to keep resources between returning
0 from the probe routine and execution of the attach routine.


A typical probe routine starts with getting the device descriptor and
unit:


struct xxx_softc *sc = device_get_softc(dev);
 int unit = device_get_unit(dev);
 int pnperror;
 int error = 0;

 sc->dev = dev; /* link it back */
 sc->unit = unit;






Then check for the PnP devices. The check is carried out by a table
containing the list of PnP IDs supported by this driver and
human-readable descriptions of the device models corresponding to these
IDs.


pnperror=ISA_PNP_PROBE(device_get_parent(dev), dev,
xxx_pnp_ids); if(pnperror == ENXIO) return ENXIO;






The logic of ISA_PNP_PROBE is the following: If this card (device
unit) was not detected as PnP then ENOENT will be returned. If it was
detected as PnP but its detected ID does not match any of the IDs in the
table then ENXIO is returned. Finally, if it has PnP support and it
matches on of the IDs in the table, 0 is returned and the appropriate
description from the table is set by device_set_desc().


If a driver supports only PnP devices then the condition would look
like:


if(pnperror != 0)
    return pnperror;






No special treatment is required for the drivers which do not support
PnP because they pass an empty PnP ID table and will always get ENXIO if
called on a PnP card.


The probe routine normally needs at least some minimal set of resources,
such as I/O port number to find the card and probe it. Depending on the
hardware the driver may be able to discover the other necessary
resources automatically. The PnP devices have all the resources pre-set
by the PnP subsystem, so the driver does not need to discover them by
itself.


Typically the minimal information required to get access to the device
is the I/O port number. Then some devices allow to get the rest of
information from the device configuration registers (though not all
devices do that). So first we try to get the port start value:


sc->port0 = bus_get_resource_start(dev,
       SYS_RES_IOPORT, 0 /*rid*/); if(sc->port0 == 0) return ENXIO;






The base port address is saved in the structure softc for future use. If
it will be used very often then calling the resource function each time
would be prohibitively slow. If we do not get a port we just return an
error. Some device drivers can instead be clever and try to probe all
the possible ports, like this:


/* table of all possible base I/O port addresses for this device */
static struct xxx_allports {
    u_short port; /* port address */
    short used; /* flag: if this port is already used by some unit */
} xxx_allports = {
    { 0x300, 0 },
    { 0x320, 0 },
    { 0x340, 0 },
    { 0, 0 } /* end of table */
};

...
int port, i;
...

port =  bus_get_resource_start(dev, SYS_RES_IOPORT, 0 /*rid*/);
if(port !=0 ) {
    for(i=0; xxx_allports[i].port!=0; i++) {
        if(xxx_allports[i].used || xxx_allports[i].port != port)
            continue;

        /* found it */
        xxx_allports[i].used = 1;
        /* do probe on a known port */
        return xxx_really_probe(dev, port);
    }
    return ENXIO; /* port is unknown or already used */
}

/* we get here only if we need to guess the port */
for(i=0; xxx_allports[i].port!=0; i++) {
    if(xxx_allports[i].used)
        continue;

    /* mark as used - even if we find nothing at this port
     * at least we won't probe it in future
     */
     xxx_allports[i].used = 1;

    error = xxx_really_probe(dev, xxx_allports[i].port);
    if(error == 0) /* found a device at that port */
        return 0;
}
/* probed all possible addresses, none worked */
return ENXIO;






Of course, normally the driver’s identify() routine should be used
for such things. But there may be one valid reason why it may be better
to be done in probe(): if this probe would drive some other
sensitive device crazy. The probe routines are ordered with
consideration of the sensitive flag: the sensitive devices get
probed first and the rest of the devices later. But the identify()
routines are called before any probes, so they show no respect to the
sensitive devices and may upset them.


Now, after we got the starting port we need to set the port count
(except for PnP devices) because the kernel does not have this
information in the configuration file.


if(pnperror /* only for non-PnP devices */
&& bus_set_resource(dev, SYS_RES_IOPORT, 0, sc->port0,
XXX_PORT_COUNT)<0)
    return ENXIO;






Finally allocate and activate a piece of port address space (special
values of start and end mean “use those we set by
bus_set_resource()”):


sc->port0_rid = 0;
sc->port0_r = bus_alloc_resource(dev, SYS_RES_IOPORT,
&sc->port0_rid,
    /*start*/ 0, /*end*/ ~0, /*count*/ 0, RF_ACTIVE);

if(sc->port0_r == NULL)
    return ENXIO;






Now having access to the port-mapped registers we can poke the device in
some way and check if it reacts like it is expected to. If it does not
then there is probably some other device or no device at all at this
address.


Normally drivers do not set up the interrupt handlers until the attach
routine. Instead they do probes in the polling mode using the
DELAY() function for timeout. The probe routine must never hang
forever, all the waits for the device must be done with timeouts. If the
device does not respond within the time it is probably broken or
misconfigured and the driver must return error. When determining the
timeout interval give the device some extra time to be on the safe side:
although DELAY() is supposed to delay for the same amount of time on
any machine it has some margin of error, depending on the exact CPU.


If the probe routine really wants to check that the interrupts really
work it may configure and probe the interrupts too. But that is not
recommended.


/* implemented in some very device-specific way */
if(error = xxx_probe_ports(sc))
    goto bad; /* will deallocate the resources before returning */






The function xxx_probe_ports() may also set the device description
depending on the exact model of device it discovers. But if there is
only one supported device model this can be as well done in a hardcoded
way. Of course, for the PnP devices the PnP support sets the description
from the table automatically.


if(pnperror)
    device_set_desc(dev, "Our device model 1234");






Then the probe routine should either discover the ranges of all the
resources by reading the device configuration registers or make sure
that they were set explicitly by the user. We will consider it with an
example of on-board memory. The probe routine should be as non-intrusive
as possible, so allocation and check of functionality of the rest of
resources (besides the ports) would be better left to the attach
routine.


The memory address may be specified in the kernel configuration file or
on some devices it may be pre-configured in non-volatile configuration
registers. If both sources are available and different, which one should
be used? Probably if the user bothered to set the address explicitly in
the kernel configuration file they know what they are doing and this one
should take precedence. An example of implementation could be:


/* try to find out the config address first */
sc->mem0_p = bus_get_resource_start(dev, SYS_RES_MEMORY, 0 /*rid*/);
if(sc->mem0_p == 0) { /* nope, not specified by user */
    sc->mem0_p = xxx_read_mem0_from_device_config(sc);


if(sc->mem0_p == 0)
        /* can't get it from device config registers either */
        goto bad;
} else {
    if(xxx_set_mem0_address_on_device(sc) < 0)
        goto bad; /* device does not support that address */
}

/* just like the port, set the memory size,
 * for some devices the memory size would not be constant
 * but should be read from the device configuration registers instead
 * to accommodate different models of devices. Another option would
 * be to let the user set the memory size as "msize" configuration
 * resource which will be automatically handled by the ISA bus.
 */
 if(pnperror) { /* only for non-PnP devices */
    sc->mem0_size = bus_get_resource_count(dev, SYS_RES_MEMORY, 0 /*rid*/);
    if(sc->mem0_size == 0) /* not specified by user */
        sc->mem0_size = xxx_read_mem0_size_from_device_config(sc);

    if(sc->mem0_size == 0) {
        /* suppose this is a very old model of device without
         * auto-configuration features and the user gave no preference,
         * so assume the minimalistic case
         * (of course, the real value will vary with the driver)
         */
        sc->mem0_size = 8*1024;
    }

    if(xxx_set_mem0_size_on_device(sc) < 0)
        goto bad; /* device does not support that size */

    if(bus_set_resource(dev, SYS_RES_MEMORY, /*rid*/0,
            sc->mem0_p, sc->mem0_size)<0)
        goto bad;
} else {
    sc->mem0_size = bus_get_resource_count(dev, SYS_RES_MEMORY, 0 /*rid*/);
}






Resources for IRQ and DRQ are easy to check by analogy.


If all went well then release all the resources and return success.


xxx_free_resources(sc);
return 0;






Finally, handle the troublesome situations. All the resources should be
deallocated before returning. We make use of the fact that before the
structure softc is passed to us it gets zeroed out, so we can find out
if some resource was allocated: then its descriptor is non-zero.


bad:

xxx_free_resources(sc);
if(error)
      return error;
else /* exact error is unknown */
    return ENXIO;






That would be all for the probe routine. Freeing of resources is done
from multiple places, so it is moved to a function which may look like:


static void
           xxx_free_resources(sc)
              struct xxx_softc *sc;
          {
              /* check every resource and free if not zero */

              /* interrupt handler */
              if(sc->intr_r) {
                  bus_teardown_intr(sc->dev, sc->intr_r, sc->intr_cookie);
                  bus_release_resource(sc->dev, SYS_RES_IRQ, sc->intr_rid,
                      sc->intr_r);
                  sc->intr_r = 0;
              }

              /* all kinds of memory maps we could have allocated */
              if(sc->data_p) {
                  bus_dmamap_unload(sc->data_tag, sc->data_map);
                  sc->data_p = 0;
              }
               if(sc->data) { /* sc->data_map may be legitimately equal to 0 */
                  /* the map will also be freed */
                  bus_dmamem_free(sc->data_tag, sc->data, sc->data_map);
                  sc->data = 0;
              }
              if(sc->data_tag) {
                  bus_dma_tag_destroy(sc->data_tag);
                  sc->data_tag = 0;
              }

              ... free other maps and tags if we have them ...

              if(sc->parent_tag) {
                  bus_dma_tag_destroy(sc->parent_tag);
                  sc->parent_tag = 0;
              }

              /* release all the bus resources */
              if(sc->mem0_r) {
                  bus_release_resource(sc->dev, SYS_RES_MEMORY, sc->mem0_rid,
                      sc->mem0_r);
                  sc->mem0_r = 0;
              }
              ...
              if(sc->port0_r) {
                  bus_release_resource(sc->dev, SYS_RES_IOPORT, sc->port0_rid,
                      sc->port0_r);
                  sc->port0_r = 0;
              }
          }









xxx_isa_attach


The attach routine actually connects the driver to the system if the
probe routine returned success and the system had chosen to attach that
driver. If the probe routine returned 0 then the attach routine may
expect to receive the device structure softc intact, as it was set by
the probe routine. Also if the probe routine returns 0 it may expect
that the attach routine for this device shall be called at some point in
the future. If the probe routine returns a negative value then the
driver may make none of these assumptions.


The attach routine returns 0 if it completed successfully or error code
otherwise.


The attach routine starts just like the probe routine, with getting some
frequently used data into more accessible variables.


struct xxx_softc *sc = device_get_softc(dev);
int unit = device_get_unit(dev);
int error = 0;






Then allocate and activate all the necessary resources. Because normally
the port range will be released before returning from probe, it has to
be allocated again. We expect that the probe routine had properly set
all the resource ranges, as well as saved them in the structure softc.
If the probe routine had left some resource allocated then it does not
need to be allocated again (which would be considered an error).


sc->port0_rid = 0;
sc->port0_r = bus_alloc_resource(dev, SYS_RES_IOPORT,  &sc->port0_rid,
    /*start*/ 0, /*end*/ ~0, /*count*/ 0, RF_ACTIVE);

if(sc->port0_r == NULL)
     return ENXIO;

/* on-board memory */
sc->mem0_rid = 0;
sc->mem0_r = bus_alloc_resource(dev, SYS_RES_MEMORY,  &sc->mem0_rid,
    /*start*/ 0, /*end*/ ~0, /*count*/ 0, RF_ACTIVE);

if(sc->mem0_r == NULL)
      goto bad;

/* get its virtual address */
sc->mem0_v = rman_get_virtual(sc->mem0_r);






The DMA request channel (DRQ) is allocated likewise. To initialize it
use functions of the isa_dma*() family. For example:


isa_dmacascade(sc->drq0);


The interrupt request line (IRQ) is a bit special. Besides allocation
the driver’s interrupt handler should be associated with it.
Historically in the old ISA drivers the argument passed by the system to
the interrupt handler was the device unit number. But in modern drivers
the convention suggests passing the pointer to structure softc. The
important reason is that when the structures softc are allocated
dynamically then getting the unit number from softc is easy while
getting softc from the unit number is difficult. Also this convention
makes the drivers for different buses look more uniform and allows them
to share the code: each bus gets its own probe, attach, detach and other
bus-specific routines while the bulk of the driver code may be shared
among them.


sc->intr_rid = 0;
sc->intr_r = bus_alloc_resource(dev, SYS_RES_MEMORY,  &sc->intr_rid,
      /*start*/ 0, /*end*/ ~0, /*count*/ 0, RF_ACTIVE);

if(sc->intr_r == NULL)
    goto bad;

/*
 * XXX_INTR_TYPE is supposed to be defined depending on the type of
 * the driver, for example as INTR_TYPE_CAM for a CAM driver
 */
error = bus_setup_intr(dev, sc->intr_r, XXX_INTR_TYPE,
    (driver_intr_t *) xxx_intr, (void *) sc, &sc->intr_cookie);
if(error)
    goto bad;






If the device needs to make DMA to the main memory then this memory
should be allocated like described before:


error=bus_dma_tag_create(NULL, /*alignment*/ 4,
    /*boundary*/ 0, /*lowaddr*/ BUS_SPACE_MAXADDR_24BIT,
    /*highaddr*/ BUS_SPACE_MAXADDR, /*filter*/ NULL, /*filterarg*/ NULL,
    /*maxsize*/ BUS_SPACE_MAXSIZE_24BIT,
    /*nsegments*/ BUS_SPACE_UNRESTRICTED,
    /*maxsegsz*/ BUS_SPACE_MAXSIZE_24BIT, /*flags*/ 0,
    &sc->parent_tag);
if(error)
    goto bad;

/* many things get inherited from the parent tag
 * sc->data is supposed to point to the structure with the shared data,
 * for example for a ring buffer it could be:
 * struct {
 *   u_short rd_pos;
 *   u_short wr_pos;
 *   char    bf[XXX_RING_BUFFER_SIZE]
 * } *data;
 */
error=bus_dma_tag_create(sc->parent_tag, 1,
    0, BUS_SPACE_MAXADDR, 0, /*filter*/ NULL, /*filterarg*/ NULL,
    /*maxsize*/ sizeof(* sc->data), /*nsegments*/ 1,
    /*maxsegsz*/ sizeof(* sc->data), /*flags*/ 0,
    &sc->data_tag);
if(error)
    goto bad;

error = bus_dmamem_alloc(sc->data_tag, &sc->data, /* flags*/ 0,
    &sc->data_map);
if(error)
     goto bad;

/* xxx_alloc_callback() just saves the physical address at
 * the pointer passed as its argument, in this case &sc->data_p.
 * See details in the section on bus memory mapping.
 * It can be implemented like:
 *
 * static void
 * xxx_alloc_callback(void *arg, bus_dma_segment_t *seg,
 *     int nseg, int error)
 * {
 *    *(bus_addr_t *)arg = seg[0].ds_addr;
 * }
 */
bus_dmamap_load(sc->data_tag, sc->data_map, (void *)sc->data,
    sizeof (* sc->data), xxx_alloc_callback, (void *) &sc->data_p,
    /*flags*/0);






After all the necessary resources are allocated the device should be
initialized. The initialization may include testing that all the
expected features are functional.


if(xxx_initialize(sc) < 0)
     goto bad;






The bus subsystem will automatically print on the console the device
description set by probe. But if the driver wants to print some extra
information about the device it may do so, for example:


device_printf(dev, "has on-card FIFO buffer of %d bytes\n", sc->fifosize);






If the initialization routine experiences any problems then printing
messages about them before returning error is also recommended.


The final step of the attach routine is attaching the device to its
functional subsystem in the kernel. The exact way to do it depends on
the type of the driver: a character device, a block device, a network
device, a CAM SCSI bus device and so on.


If all went well then return success.


error = xxx_attach_subsystem(sc);
if(error)
    goto bad;

return 0;






Finally, handle the troublesome situations. All the resources should be
deallocated before returning an error. We make use of the fact that
before the structure softc is passed to us it gets zeroed out, so we can
find out if some resource was allocated: then its descriptor is
non-zero.


bad:

xxx_free_resources(sc);
if(error)
    return error;
else /* exact error is unknown */
    return ENXIO;






That would be all for the attach routine.





xxx_isa_detach


If this function is present in the driver and the driver is compiled as
a loadable module then the driver gets the ability to be unloaded. This
is an important feature if the hardware supports hot plug. But the ISA
bus does not support hot plug, so this feature is not particularly
important for the ISA devices. The ability to unload a driver may be
useful when debugging it, but in many cases installation of the new
version of the driver would be required only after the old version
somehow wedges the system and a reboot will be needed anyway, so the
efforts spent on writing the detach routine may not be worth it. Another
argument that unloading would allow upgrading the drivers on a
production machine seems to be mostly theoretical. Installing a new
version of a driver is a dangerous operation which should never be
performed on a production machine (and which is not permitted when the
system is running in secure mode). Still, the detach routine may be
provided for the sake of completeness.


The detach routine returns 0 if the driver was successfully detached or
the error code otherwise.


The logic of detach is a mirror of the attach. The first thing to do is
to detach the driver from its kernel subsystem. If the device is
currently open then the driver has two choices: refuse to be detached or
forcibly close and proceed with detach. The choice used depends on the
ability of the particular kernel subsystem to do a forced close and on
the preferences of the driver’s author. Generally the forced close seems
to be the preferred alternative.


struct xxx_softc *sc = device_get_softc(dev);
int error;

error = xxx_detach_subsystem(sc);
if(error)
    return error;






Next the driver may want to reset the hardware to some consistent state.
That includes stopping any ongoing transfers, disabling the DMA channels
and interrupts to avoid memory corruption by the device. For most of the
drivers this is exactly what the shutdown routine does, so if it is
included in the driver we can just call it.


xxx_isa_shutdown(dev);


And finally release all the resources and return success.


xxx_free_resources(sc);
return 0;









xxx_isa_shutdown


This routine is called when the system is about to be shut down. It is
expected to bring the hardware to some consistent state. For most of the
ISA devices no special action is required, so the function is not really
necessary because the device will be re-initialized on reboot anyway.
But some devices have to be shut down with a special procedure, to make
sure that they will be properly detected after soft reboot (this is
especially true for many devices with proprietary identification
protocols). In any case disabling DMA and interrupts in the device
registers and stopping any ongoing transfers is a good idea. The exact
action depends on the hardware, so we do not consider it here in any
detail.





xxx_intr


interrupt handler
The interrupt handler is called when an interrupt is received which may
be from this particular device. The ISA bus does not support interrupt
sharing (except in some special cases) so in practice if the interrupt
handler is called then the interrupt almost for sure came from its
device. Still, the interrupt handler must poll the device registers and
make sure that the interrupt was generated by its device. If not it
should just return.


The old convention for the ISA drivers was getting the device unit
number as an argument. This is obsolete, and the new drivers receive
whatever argument was specified for them in the attach routine when
calling bus_setup_intr(). By the new convention it should be the
pointer to the structure softc. So the interrupt handler commonly starts
as:


static void
xxx_intr(struct xxx_softc *sc)
{






It runs at the interrupt priority level specified by the interrupt type
parameter of bus_setup_intr(). That means that all the other
interrupts of the same type as well as all the software interrupts are
disabled.


To avoid races it is commonly written as a loop:


while(xxx_interrupt_pending(sc)) {
    xxx_process_interrupt(sc);
    xxx_acknowledge_interrupt(sc);
}






The interrupt handler has to acknowledge interrupt to the device only
but not to the interrupt controller, the system takes care of the
latter.








          

      

      

    


    
        © Copyright 2015, The FreeBSD Project.
      Created using Sphinx 1.3.1.
    

  

htdocs/internal/new-account.html


    
      Navigation


      
        		
          index


        		FreeBSD 10.1 documentation »

 
      


    


    
      
          
            
  
&title;


]>



Proposing a new committer


If you want to propose a new committer, you should send the following
information to the appropriate entity:



		Information on what established (FreeBSD) track record the nominee
has. This is not optional.


		Who has volunteered to become the mentor for the new committer.


		The email address of the nominee (remarkably often this is omitted).





Any commit bit requests that do not follow the guidelines outlined above
will be delayed (at best) or earn you negative vibrations from the
respective team / team secretary. For some guidelines on how the
proposal itself should be written, please see a brief
summary.


Responsible party for this procedure is:



		src –> core@


		doc –> doceng@


		ports –> portmgr@





You will get ACK after the message is seen, and core@, doceng@ and
portmgr@ will give you a response after voting is finished or when the
timeout is hit. The timeout for core@ and portmgr@ is set to 7 days
while for doceng@ it is 14 days, however, as indicated, this is just a
worst case and team members may finish voting earlier.





Authorizing A New Account


Someone from the list below sends a PGP-signed email to accounts@, the
person assigned as the mentor to the new committer, and copied to
core@FreeBSD.org confirming the approval of the new account. This email
should include a link to this document so the mentor/mentee know what is
expected of them.


New account approvals are only valid from these PGP entities:



		core-secretary (for src commit bits)


		portmgr-secretary (for ports commit bits)


		doceng (for doc commit bits)





NOTE: New account requests from anyone other than these entities or
requests signed with PGP keys other than from these entities will not be
acted upon. No exceptions. In case of a new ports or doc committer the
account request email should be CC:-ed to core.





Information Needed From The Mentor


The person assigned as the new committers’ mentor needs to collect and
send the following information to accounts@:



		username (lowercase a-z and 0-9)


		Full Name (as would go in a GECOS field)


		optional additional GECOS information (phone, location etc)


		shell (sh, csh/tcsh, bash, zsh are available)


		ssh V2 public key (version 2 ONLY)





Any non-ASCII characters for the Full Name field should be encoded in
UTF-8. Be aware that we have very limited support for this and caution
that they are likely to be frequently corrupted. The number of
characters should kept to a minimum.


The mentor is responsible for obtaining this information from the new
committer in a secure fashion, and providing it to accounts@ in a secure
fashion. PGP-signed email, with the mentor’s public key already
committed to the Handbook, is the preferred method for the mentor to
send the information to accounts@. If this is impossible for some reason
an acceptable substitute is for the mentor to place the account
information in their home directory on freefall and then tell accounts@
where to find it. We need to be sure the account information really is
coming from the Mentor and unsigned email is not sufficient for this
these days. Since accounts@ has no way to verify anything from the new
Committer this information needs to be sent to accounts@ by the Mentor,
not the new Committer.





accounts@ Creates New Account


accounts@ creates the new account with the above information on the
FreeBSD.org cluster and notifies the mentor and the new committer.





Mentor Activates New Committer’s Commit Bit


After the new committer confirms that the account works, the mentor adds
the new committer to the correct access file, using an appropriate
commit message. The commit message should at least contain the
committer’s full name and username, the mentor’s name and what area the
new committer will start to work in. An entry should also be added to
the mentors file in the respective Subversion repository to indicate
the mentor relationship. Having done all that, the new committer and
mentor jointly go through the first commit operations.


Reading the Committer’s
Guide
is considered a good first step for new committers, especially the
Conventions and
Traditions
section.





End Of Mentorship


There is no pre-set duration for a mentorship. Once the mentor feels the
mentee is ready to ‘fly solo’ the mentor notifies the developer
community by removing the entry from the mentors file in SVN.





Transfer Of Mentorship


Should a need arise to transfer mentorship for a committer please email
the responsible party, as described for a new account proposal.
Typically this request is rubberstamped as-is. In Subversion, the
mentors file should be updated.
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